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Abstract

Information Retrieval is undergoing a paradigm shift. Keyword-based approaches, which have withstood the test of time, are challenged by a new generation of neural retrievers based on large Pre-trained Language Models. Such approaches can faithfully represent the content of documents and queries beyond the words they use – delivering the promises of a truly semantic search experience. As models grow larger, they also become more opaque. This is a true obstacle to their widespread adoption in commercial search engines, which are increasingly faced with providing users with transparent, trustworthy, and explainable results.

In this thesis, we first propose an original approach to the ad-hoc retrieval problem by learning how to represent queries and documents as sparse vectors in the vocabulary space. This results in a model that is effective, efficient, robust, and whose representations can be interpreted by design. We then propose to analyze neural ranking models from an Information Retrieval perspective, by focusing on lexical match and term importance. We first show how ColBERT – a state-of-the-art approach – relies on such aspects despite its semantic nature. We additionally extend the findings to other models by showing how the ability to perform keyword matching is architecture-dependent and heavily influenced by the presence of query terms in the training set – questioning the generalization capabilities of neural ranking models when it comes to exactly matching important query terms.
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Chapter 1

Introduction

Information Retrieval (IR), as an Academic field of study, can be defined as the task of finding documents of an unstructured nature that satisfy an information need from within large collections [Manning et al. 2008]. That’s what search engines such as Naver or Google are all about, providing quick and easy access to the ever-growing quantity of information available online. We – as users – rely on them to find answers to our questions, discover new products and services, and stay informed about the world around us. They have become an essential tool for billions of individuals, as well as businesses and organizations, to find information and make informed decisions. But what we take for granted now is the result of decades of research starting from the 1950s, as well as significant engineering efforts to deploy such systems at scale.

Users engage with retrieval systems to navigate through various content sources, from Web pages, images, videos, e-commerce products, scientific articles – and the list goes on. Despite this increasing diversity, text-based retrieval remains one of the core activities of most search engines. Much of the information available online is still in the form of text, as it is a versatile and universal medium for communication and information sharing, for people of all cultures and backgrounds. Users also naturally express their information needs as natural language (or keyword-based) queries. For such a task – traditionally referred to as ad-hoc IR – the search system returns a list of text documents such as Web pages from a usually large collection\(^1\), ordered by their estimated relevance to users’ queries.

Keyword-based models developed in the 1990s have withstood the test of time and continue to power every search system. They are simple, efficient, and yet effective. Lexical matching relies on the hypothesis that relevant documents should contain (important) query words – which holds true in many cases. For example, given the query:

\[ q \rightarrow \text{“who is robert gray”} \]

it is reasonable to assume that the entity of interest (“robert gray”)\(^1\) Think about the whole Web.
should appear in relevant documents. This fundamental rationale is the central point of decades of IR research.

These approaches are, however, limited to simple statistical properties of words and cannot accurately model their complex relationships. For instance, documents containing synonyms of important query words should be able to answer the underlying information need equivalently. In the query:

\[ q \rightarrow \text{“average annual income data analyst”} \]

“income” could seemingly be replaced by “salary” without changing what the user is looking for. Such an issue of searchers relying on different terms to describe their needs—compared to what is found in relevant documents—is commonly referred to as vocabulary mismatch [Furnas et al. 1987], and represents a major challenge for lexical approaches. Similarly, queries can be ambiguous or intrinsically difficult, and having a proper understanding of the context to characterize users’ intents should help systems provide a better search experience [Buckley 2004].

To give a sense of intuition, the query:

\[ q \rightarrow \text{“why did the us voluntarily enter WW1”} \]

seems difficult to answer solely based on occurrences of its terms in documents, as it is required, for instance, to infer that “us” actually refers to the United States.

The Information Retrieval community has dedicated much effort to overcoming such issues, with various degrees of success. While effective, methods like Query Expansion [Lavrenko and Croft 2001] only circumvent the problem. Going beyond keyword matching requires having a proper understanding of the meaning (or semantics) of queries and documents, which is more in line with how humans think and process information. The recent breakthroughs brought by Deep Learning (DL) in the field of Natural Language Processing (NLP) have nurtured the hope of a new generation of semantic search systems, where models based on neural networks would be able to faithfully represent the content of documents and queries beyond the words they use. Word embeddings like word2vec [Mikolov et al. 2013] have significantly influenced the neural IR shift. These methods, based on distributional semantics, allow representing similar words (i.e., occurring in similar contexts) into close regions of a continuous embedding space. This enables, for instance, to capture word associations such as synonymy (different words with the same meaning) or polysemy (same word with different meanings).

Despite all the promises, they have, however, shown limited success in Information Retrieval [J. Lin 2019; W. Yang et al. 2019a].

We had to wait for the Pre-trained Language Models (PLM) revolution to truly witness the development of neural IR. These models, based on the transformer architecture [Vaswani et al. 2017], acquire

---

2 Sometimes, users don’t even know what they are looking for!

3 These three queries come from the TREC 2019 Deep Learning dataset (see Section 2.3.2.1). For the former (resp. latter two), BM25 [S. Robertson and Zaragoza 2009; Stephen E. Robertson et al. 1994] — a keyword-based model — performs well (resp. poorly).
general contextualized knowledge about language through unsupervised pre-training on large text corpora and only need to be fine-tuned on downstream tasks with a limited amount of training data. Models like BERT [Devlin et al. 2019] have irreversibly impacted IR – way beyond what the community thought would be possible a few years back – by ultimately shifting the state of the art on traditional retrieval benchmarks [Dai and Callan 2019b; MacAvaney et al. 2019a; R. F. Nogueira and Cho 2019]. The fundamental paradigm shift, however, occurred with the emergence of a new generation of neural models tackling the retrieval step in multi-stage ranking pipelines – holding the promise to replace well-established IR models in modern search engines. These approaches aim to address the inherent limitations of keyword matching by directly retrieving, from the complete collection, relevant documents that would have been missed otherwise. Due to the scale of the problem, they have to cope with strict efficiency requirements to provide users with a smooth search experience. Improving the accuracy of search results is, therefore, not enough for systems to be useful, and efficiency constraints have also driven model design. Within the last three years, many approaches have been proposed for this task, leading to unprecedented results on various benchmarks. Both aspects – effectiveness and efficiency – are central to this thesis.

Retrieval models tend to be increasingly based on machine learning methods, and thus, more black-box. In particular, as their reliance on Pre-trained Language Models increases, they become more opaque – making it difficult to provide clear and accurate explanations to users about why a particular result was returned for a given query. Yet, public awareness of privacy, trustworthiness, or fairness issues requires more transparency from search companies. This tension is an obstacle to their widespread adoption and urges the development of dedicated analysis tools or interpretable architectures. Additionally, there have been recent concerns about the ability of neural ranking models to generalize [Thakur et al. 2021], either for new terms or domains. Knowing that many production systems use (or will use) models based on PLM, while being exposed to new documents and queries every day, robustness is thus a critical aspect that must be assessed. Interpretability – either from a structural or behavioral perspective – as well as generalization capabilities of models, are also central to this thesis.

1.0.1 Research Questions

Motivated by these paradigm shifts and the ongoing challenges in neural Information Retrieval, this thesis contributes to answering the following two research questions:

- **RQ1** Can we design effective, efficient, interpretable and robust neural IR models to replace proven traditional lexically approaches?
RQ2 Despite their semantic nature, do neural ranking models based on PLM rely on well-established IR properties?

While being distinct, these two questions are also interleaved. During the course of this Ph.D., insights drawn from analyzing models have initiated a series of experiments around architectures that explicitly encode the studied phenomena by design – eventually resulting in a model meeting the requirements of RQ1.

1.0.2 Outline and Structure

We now describe the organization of this thesis, structured into three main parts.

In Chapter 2, we provide the necessary background for readers to follow this document. In particular, we cover the evaluation of retrieval results, before discussing how to represent text – from traditional lexical approaches to transformers – and link such representations to the different types of ranking models. We finally provide an in-depth review of Pre-trained Language Models in the context of Information Retrieval.

In Chapter 3, we present the main contribution of this thesis. We propose SPLADE, a sparse bi-encoder model that learns query and document representations grounded in the vocabulary. SPLADE is effective, efficient, and its representations can be interpreted. We additionally study the effect of various training techniques, such as distillation or hard-negative sampling, to improve its effectiveness, leading to state-of-the-art results in both in- and out-of-domain settings.

In Chapter 4, we focus on understanding the properties of neural Information Retrieval models. In particular, we study two specific behavior, namely lexical match and term importance. We first propose indicators specifically tailored for the ColBERT model and show how it still implicitly relies on such aspects – despite its semantic nature. In a second contribution, we delve deeper into the ability of neural rankers to perform lexical match off-the-shelf and show how the training frequency of query terms heavily influences such a property.

1.0.3 Contributions

Besides this introduction and Chapter 2, the content of this manuscript is borrowed from the following contributions, ordered by publication date:

  → Chapter 4

- [Formal et al. 2021d] Une Analyse du Modèle ColBERT. Thibault Formal, Benjamin Piwowarski and Stéphane Clinchant.
CHAPTER 1. INTRODUCTION

→ Chapter 4

SIGIR’21. Short paper.
→ Chapter 3

→ Chapter 3

TREC’21.
→ Chapter 3

ECIR’22. Short paper.
→ Chapter 4

CIRCLE’22. Extended Abstract.
→ Chapter 4

SIGIR’22. Short paper. This work was also accepted at the Workshop on Reaching Efficiency in Neural Information Retrieval at SIGIR’22.
→ Chapter 3

→ Chapter 3
In addition, this thesis also indirectly benefitted from the following publications:


- [Faggioli et al. 2023] *QPP for Neural IR: Are We There Yet?*. Stéphane Clinchant, Guglielmo Faggioli, Nicola Ferro, Thibault Formal, Stefano Marchesin and Benjamin Piwowarski. ECIR’23. Long paper.


Finally, code and models have been open-sourced†. In particular, SPLADE models on Naver’s HuggingFace Hub‡ have been downloaded a large number of times⁴. SPLADE has also been successfully deployed in different search services at Naver – highlighting its value in real-world scenarios.

† [https://github.com/naver/splade](https://github.com/naver/splade)
‡ [https://huggingface.co/naver](https://huggingface.co/naver)

⁴ Around 100k within the last month for naver/splade-cocondenser-ensembledistil (April 12, 2023).
Chapter 2

Representation Learning for Information Retrieval

Outline

This chapter provides a broad introduction to Information Retrieval, emphasizing the new wave of ranking systems based on Pre-trained Language Models. We cover general concepts, such as evaluating search results, before discussing how to represent text – from traditional lexical approaches to transformers – and link such representations to the different types of ranking models. We finally provide an in-depth review of Pre-trained Language Models such as BERT in the context of Information Retrieval.

2.1 Introduction

Information Retrieval systems are central to many information access services and can operate in very different settings involving text, images, speech, multi-modal, multi-lingual contents, etc. In the remainder of this document, we are interested in traditional text-based search, where users submit an open-domain (or “ad-hoc”) query to the system and expect a list of ranked text documents in return. A document is defined in a very broad sense here: it could refer to any item of interest – depending on the context – such as news articles, scientific publications, or the HTML content of Web pages.

Definitions and notations  In ad-hoc search, information needs are usually expressed as short keyword-based queries \( q \) – although users tend to increasingly rely on proper natural language queries\(^5\). Let \( \mathcal{C} = \{d_1, d_2, ..., d_{|\mathcal{C}|}\} \) be the collection of documents. The goal of an IR system \( \mathcal{S} \) is to return to the user a ranked list of documents \( \pi_\mathcal{S}(q) = \)

\(^5\) For instance, spoken queries to a voice assistant.
(d_1, d_2, ...) \in \mathcal{S}$, where relevant information is expected to be found, preferably in the top of the list. This is usually accomplished by assigning a relevance score $s(q, d)$ for documents in $\mathcal{C}$, and ordering documents in descending order of their scores. Figure 2.1 shows a simplified view of the different steps composing an IR pipeline. In Section 2.4.2, we cover how text (i.e., a sequence of characters) is usually processed into small representative units (tokenization). Section 2.4 focuses on techniques dedicated to represent text for the retrieval task. Sections 2.5 and 2.6 introduce traditional and neural Information Retrieval models used to score documents. Section 2.2 covers the evaluation of retrieval results. In this Chapter, we aim to provide a light description of various key IR concepts that are necessary to follow this thesis – interested readers can refer to [Amini and Gaussier 2013; Manning et al. 2008] for additional details.

Figure 2.1: Simplified view of the Information Retrieval pipeline. Queries ($q$) and documents ($d$) undergo the same steps, but some parts for the latter (dotted lines) can usually be done offline, i.e., prior to query inference.

We are interested in supervised ranking models based on Neural Networks (NNs). We define a linear layer as $f(x) = Wx + b$. Similarly, a standard two-layer Multi-Layer Perceptron (MLP) can be defined as $f(x) = W_2 \text{ReLU}(W_1 x + b_1) + b_2$, where the ReLU activation is given by $\text{ReLU}(x) = \max(0, x)$. We sometimes need to model a distribution from a series of scalars $z = (z_1, ..., z_n)$. To this end, we rely on the softmax:

$$\text{softmax}(z)_i = \frac{\exp(z_i)}{\sum_j \exp(z_j)}, \forall i \in \{1, ..., n\}$$

We follow a standard supervised setting: given a loss function $\mathcal{L}$, we train parametrized ranking models $f_\theta$ with Stochastic Gradient Descent (SGD) – or a variation of it – by updating parameters as follows:

$$\theta \leftarrow \theta - \lambda \nabla_\theta \mathcal{L}$$

(2.1)

where $\lambda$ is a hyperparameter (the step size, or learning rate), and $\nabla_\theta$ the gradient estimation over a batch $\mathcal{B}$ of $b$ samples. Please refer to [Goodfellow et al. 2016] for an in-depth review of Deep Learning techniques.
2.2 Evaluating IR Systems

We have loosely defined an Information Retrieval system as returning a ranked list of documents, from a generally large collection \( C \), for a given information need. In Web search, it is usually expressed by the user in the form of a short, keyword-based, text query\(^6\). Before diving into how we can design effective ranking models, we first need a way to \textit{evaluate} and \textit{compare} different rankings, i.e., ordered lists of documents. In short, we want to know what makes a good ranking. Intuitively, systems should return documents “about” the given topic, ideally putting them on top of the list. Relevance is a core concept in IR. It is, however, intricate and may be highly subjective. We are usually interested in \textit{topical relevance}, i.e., to which extent the document topics cover the information need. This binary view can sometimes be extended to represent relevance at multiple levels (or grades), for instance, from 0 (non-relevant) to 4 (perfectly relevant). Such relevance judgments are usually obtained through evaluation campaigns, where annotators are required to assess the relevance of a pool of documents given an information need (Section 2.3). As it is infeasible to annotate every document in \( C \) – w.r.t. a given topic – pooling strategies are adopted to select a small set of likely relevant documents for every topic. Thus, we typically consider as non-relevant documents that have not been annotated\(^7\). Relevance judgments can also be derived from implicit feedback, such as click logs. In this case, the signal is abundant and cheaper to obtain but also noisier and subject to various biases \cite{Joachims2007}. In the following, we assume access to such labels – regardless of how they have been obtained – and introduce different evaluation metrics used in this thesis.

Let us first consider the set of ordered documents (or ranked list) and their corresponding scores, returned by a given system for a query \( q \): \( \pi_L = (d_i, s_i)_{i=1:L} \) – or equivalently by considering only the ranks, \( \pi = (i, s_i) \)\(^8\). We have \( d_1 > d_2 > \ldots > d_L, \) and \( s_1 > s_2 > \ldots > s_L. \) \( L \) is the number of results retrieved by the system. In practice, it is usually unspecified but implicitly constrained by the cut-off (or rank) \( k \) at which some standard measures are evaluated. We also assume to have access to relevant judgments (\textit{qrels}) \( y_i = \text{rel}(d_i, q) \). In the case of binary relevance annotations where \( y_i \in \{0, 1\} \)\(^9\), we define Precision (P) as the fraction of relevant documents in the ranked list:

\[
P(q, \pi) = \frac{\sum_{i \in \pi} y_i}{|\pi|}
\]

Similarly, we define Recall (R) as the fraction of relevant documents from the complete collection \( C \) that are retrieved by the system:

\[
R(q, \pi) = \frac{\sum_{i \in \pi} y_i}{\sum_{j=1:|C|} y_j}
\]

\(^6\) Note that while a query is merely a poor expression of the complex underlying information need, we make no further distinction between the two.

\(^7\) Which can lead to unfair evaluations, see also Section 2.3.

\(^8\) To lighten notations, we remove the dependency on the query \( q \), and the system \( S \); one should keep in mind that documents \( d_i \) denote different documents depending on those.

\(^9\) Graded relevance judgments can be binarized based on a threshold.
2.2. EVALUATING IR SYSTEMS

We are usually interested in such measures evaluated at a given cut-off \( k \):

\[
P@k = \frac{\sum_{i \in \pi_k} y_i}{k} \quad (2.4)
\]

\[
R@k = \frac{\sum_{i \in \pi_k} y_i}{\sum_{j=1:|C|} y_j} \quad (2.5)
\]

**Remark**

Precision and Recall illustrate different ranking trade-offs: you can’t always optimize for both! Optimizing for Precision can actually hurt Recall. In the standard two-stage ranking pipeline (Section 2.5.2), we generally target *retrievers* that optimize for Recall, and *re-rankers* that further optimize for Precision-oriented metrics. Furthermore, the cut-off for \( P \) is usually low, e.g., \( k < 50 \), while it is higher for \( R \), for instance, \( k = 1000 \) in the TREC Deep Learning tracks (Section 2.3.2.1).

Although useful, these metrics do not consider the documents’ rank (or position) in the ranked list. Intuitively, a system would be preferred if it puts relevant documents in the very first positions. We can thus have systems with the same \( P@20 \), but a substantially different quality of results. Reciprocal Rank (RR) explicitly includes the rank information and is defined as:

\[
RR(q, \pi) = \frac{1}{r(i)} \quad (2.6)
\]

where \( r(i) \) gives the rank of the first relevant document in \( \pi \). RR is equal to 0 if no relevant document is found, and can similarly be computed at a given cut-off.

**Remark**

There are debates regarding the value of RR as a useful IR metric [Ferrante et al. 2021]. However, it is the official metric on the MS MARCO dataset due to the sparse nature of its annotations (Section 2.3.2.1).

So far, we have only defined binary evaluation measures which do not consider nuances between relevance grades. Normalized Discounted Cumulative Gain (nDCG) [Järvelin and Kekäläinen 2002] is a metric that accounts for both positions and the multiple degrees of relevance, for instance, when \( y_i \in \{0, 1, 2, 3, 4\} \). DCG is defined as follows:

\[
DCG(q, \pi) = \sum_{i \in \pi} \frac{2^{y_i} - 1}{\log_2(1 + i)} \quad (2.7)
\]
As it is not bounded, nDCG is defined by normalizing DCG by its maximum possible value, achieved for the perfect ranking $\pi^*$:
\[
nDCG(q, \pi) = \frac{DCG(q, \pi)}{DCG(q, \pi^*)}
\] (2.8)

Thus, good systems – being closer to the perfect ordering of documents – have nDCG values close to 1. It has become one of the most popular evaluation measures in IR, and is typically evaluated at a given cut-off – nDCG@10 is, for instance, the official measure for the TREC Deep Learning tracks (Section 2.3.2.1).

We have introduced metrics at the query (or topic) level; when evaluating or comparing models, we usually have access to a set of queries. Although it has recently been the subject of debates [Ferrante et al. 2021], averaging results – supposing a uniform distribution of topics – remains the standard way of producing a single performance measure that can be used to compare different systems, for instance:\footnote{We generally report the aggregated results using the same name, except for RR which becomes Mean Reciprocal Rank (MRR).}
\[
nDCG = \frac{1}{|Q|} \sum_{q \in Q} nDCG(q, \pi^{(q)})
\] (2.9)

### 2.3 Test Collections

In this Section, we describe what constitutes IR collections, how relevance judgments are obtained, and introduce the standard test collections used to train and evaluate models in this thesis.

#### 2.3.1 TREC

A test collection comprises a document collection $C$, a set of topics $Q$, and the corresponding relevance judgments [Manning et al. 2008]. Provided with such ingredients, it is then possible to evaluate and carry out comparisons between different IR systems. When enough topics and qrels are available, it is also possible to train ranking models. Documents and queries can be “easy” to obtain, but gathering relevance judgments is, however, cumbersome. The Text REtrieval Conferences (TREC)\footnote{https://trec.nist.gov/}, organized by the U.S. National Institute of Standards and Technology (NIST), has been pioneering large-scale, community-wide evaluations since 1992, providing the IR community with reusable test collections. Each year, participants – generally groups of researchers – participate in different evaluation campaigns (or tracks), such as ad-hoc retrieval. Results from their systems – a ranked list of items for each test query – are then used in the annotation process to build the relevance judgments.

Indeed, as already mentioned in Section 2.2, it is impossible to collect exhaustive judgments (i.e., annotating each $(q, d)$ pair) for large
document collections. Instead, assessors are usually provided with a pool of documents. In a nutshell, evaluation is carried out for the top-$k$ documents (for each query) returned by each track participant. Afterward, results from the annotation process are used to evaluate systems that participated in the track, or build a test collection that can be used for years. The advent of neural ranking models based on PLM has motivated the creation of specific TREC tracks (aka TREC Deep Learning), starting from 2019, with the goal to study Information Retrieval in a large training data regime [Craswell et al. 2021a, 2022, 2020, 2021b].

**Pooling** TREC-style pooling is not without limitations. There potentially exist relevant documents that have been unjudged (i.e., not retrieved by participating systems) and thus considered as non-relevant. For instance, “old” test collections have been built from systems relying on keyword matching. However, new semantic methods (e.g., based on PLM, see Section 2.6) are able to retrieve relevant documents which do not contain query terms and thus have likely not been judged. More generally, there is a bias towards systems that participated in the evaluation campaign – making it vital for IR researchers working on new techniques to participate in such challenges actively. These issues have recently been brought up-to-date [Thakur et al. 2021; L. Xiong et al. 2021]. Some informative metrics, such as the hole@$k$ – which computes the fraction of retrieved documents by a system without labels – can be used to quantify this problem for a given system. However, TREC conferences still provide the most robust testbed for IR evaluation due to the huge effort put into the annotation process. Other datasets used by the IR/NLP communities (sparsely judged, automatically built, etc.) exhibit such biases in a more systematic way.

### 2.3.2 Standard Test Collections

We introduce in the following common test collections used in this thesis, for which statistics can be found in Table 2.1.
Table 2.1: Collection statistics. For MS MARCO passages, we consider the dev set as our “official” test set. A/T denotes the average number of annotated documents per topic.

2.3.2.1 MS MARCO

MS MARCO was released in 2016 as a Question Answering dataset based on Bing’s anonymized search query logs [Bajaj et al. 2016]. It was later adapted for the ranking task and has largely contributed to the success of neural retrieval based on PLM, by providing the IR community with the first open large-scale dataset to train ranking models. It contains around 8.8M passages, 500k natural language training queries with corresponding qrels\textsuperscript{12}, 6980 dev queries, as well as 6837 test queries with hidden relevance judgments\textsuperscript{13}. Each query has approximately one relevant passage – the one used to compose the final answer, from the top-10 passages extracted from documents retrieved by Bing. The annotations are inherently incomplete, as there might be relevant documents that have not been used to formulate the answer, and are thus considered as non-relevant. Such annotation type is usually referred to as “shallow” or “sparse” contrary to the TREC-style labeling introduced in Section 2.3.1, where the annotation is generally “deep”. While it introduces some issues for both training and evaluating models (for instance, the abundance of false negatives as shown in [Qu et al. 2021]), the large-scale nature of the collection – in terms of the number of annotated queries – makes it the perfect testbed to train large neural ranking models. A document collection was later built from MS MARCO by crawling source documents that contained passages in the passage task. As the crawl occurred at a different time, the document collection is thus incomplete. It contains around 3.2M documents, 300k training queries, and 5193 dev queries. The relevance mapping is based on the occurrence of a positive passage in the document. Starting in 2019, TREC launched the Deep Learning tracks [Craswell et al. 2021a, 2022, 2020, 2021b] based on MS MARCO, to study the behavior of ranking models in large training data regimes, and partly alleviate the evaluation issues caused by shallow judgments. Based on the approach described in Section 2.3.1, a deep evaluation for a small set of

Table 2.2: Sample of queries taken from the MS MARCO Deep Learning 2019 test set.

<table>
<thead>
<tr>
<th>Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td>definition of tangent</td>
</tr>
<tr>
<td>what is wifi vs bluetooth</td>
</tr>
<tr>
<td>do goldfish grow</td>
</tr>
<tr>
<td>tracheids are part of ...</td>
</tr>
<tr>
<td>who is robert gray</td>
</tr>
</tbody>
</table>

\textsuperscript{12} There are actually more training queries (around 800k). Still, we only account for the ones with relevance judgments.

\textsuperscript{13} Which constitute the official leaderboard: https://microsoft.github.io/MSMARCO-Passage-Ranking-Submissions/leaderboard/
2.3. TEST COLLECTIONS

queries (43 and 54 for the 2019 and 2020 passage tracks, respectively – examples can be found in Table 2.2) is provided by NIST assessors. For the 2021 track, TREC introduced a newer version of MS MARCO – called MS MARCO v2 – whose goal was to provide a larger and cleaner collection, while unifying the passage and document datasets by introducing a passage-document mapping. It contains 138M passages and 12M documents (around 16 and 4 times more, respectively). It, however, failed at producing a reliable test collection [E. M. Voorhees et al. 2022a].

2.3.2.2 BEIR Benchmark

The ability of neural ranking models to generalize to new terms or domains is a vital aspect of their actual performance, and has been the focus of various works in the last two years. BEIR [Thakur et al. 2021] – for Benchmarking-IR – is a heterogeneous benchmark whose purpose is to evaluate neural IR models in a zero-shot – or out-of-domain (OOD) – setting. The benchmark consists of a test suite of 18 datasets, each containing documents, queries, and corresponding qrels. They are used to evaluate models in zero-shot, i.e., without any sort of training based on those datasets – for instance, bio-medical retrieval on TREC-COVID [E. Voorhees et al. 2021] or entity retrieval on DBPedia [Hasibi et al. 2017]. The selected datasets were chosen based on three factors: diversity in tasks, domains, and difficulty. This makes BEIR really challenging as, unlike classical evaluation settings where the collection usually stays unchanged, both queries and documents are “new”. Detailed statistics of the datasets can be found in Table 2.3, as well as in [Thakur et al. 2021]. We further provide additional details on two specific collections that appear in the benchmark: Robust04 and TREC-COVID. The former is still considered one of the most reliable ad-hoc collections. We rely on TREC-COVID to carry out analyses in Chapter 4.
Table 2.3: Collection statistics for the 18 datasets in the BEIR benchmark [Thakur et al. 2021].

| dataset         | |D| |Q_{train}| |Q_{test}|
|-----------------|---------|-------|--------|
| TREC-COVID      | 171,332 | -     | 50     |
| BioASQ          | 14,914,602 | 32,916 | 500    |
| NFCorpus        | 3,633   | 110,575 | 323    |
| NQ              | 2,681,468 | 132,803 | 3,452  |
| HotpotQA        | 5,233,329 | 170,000 | 7,405  |
| FvQA-2018       | 57,638  | 14,166 | 648    |
| Signal-1M (RT)  | 2,866,316 | -     | 97     |
| TREC-NEWS       | 594,977 | -     | 57     |
| Robust04        | 528,155 | -     | 249    |
| ArguAna         | 8,674   | -     | 1406   |
| Touché-2020     | 382,545 | -     | 49     |
| CQADupStack     | 457,199 | -     | 13,145 |
| Quora           | 522,931 | -     | 10,000 |
| DBPedia         | 4,635,922 | -     | 400    |
| SCIDOCS         | 25,657  | -     | 1,000  |
| FEVER           | 5,416,568 | 140,085 | 6,666  |
| Climate-FEVER   | 5,416,593 | -     | 1,535  |
| SciFact         | 5,183   | 920   | 300    |

Table 2.4: Sample of queries taken from the Robust04 collection.

<table>
<thead>
<tr>
<th>Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td>wind power location</td>
</tr>
<tr>
<td>Winnie Mandela scandal</td>
</tr>
<tr>
<td>oceanographic vessels</td>
</tr>
<tr>
<td>Health and Computer Terminals</td>
</tr>
<tr>
<td>space station moon</td>
</tr>
</tbody>
</table>

Table 2.5: Sample of queries taken from the TREC-COVID collection.

<table>
<thead>
<tr>
<th>Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td>coronavirus remdesivir</td>
</tr>
<tr>
<td>animal models of COVID-19</td>
</tr>
<tr>
<td>coronavirus and ACE inhibitors</td>
</tr>
<tr>
<td>dexamethasone coronavirus</td>
</tr>
<tr>
<td>violence during pandemic</td>
</tr>
</tbody>
</table>

Robust04 Robust04 [E. Voorhees 2004] can be considered as a rather small test collection, containing around 528k documents – a mix of news articles and government documents – for 249 queries focused on poorly-performing topics (examples can be found in Table 2.4). The collection contains a large number of relevance judgments – more than 1.2k per query – pooled from a wide range of approaches, including manual runs. Therefore, Robust04 withstood the test of time and remains one of the most used ad-hoc collections. It also still provides a reliable evaluation of neural models, despite the fact they did not participate in the evaluation campaign [E. M. Voorhees et al. 2022b]. Contrary to MS MARCO passages, Robust04 documents are quite long, requiring specific adjustments when working with Pre-trained Language Models, which are usually limited by their input length (see Section 2.6). Because of its relatively low number of queries, Robust04 is, however, not suited for training large neural ranking models.

TREC-COVID TREC-COVID [E. Voorhees et al. 2021] is a community initiative aiming to build a test collection around COVID-19 literature, which captures the information needs of biomedical researchers during a pandemic. More specifically, it is based on the CORD-19 dataset [L. L. Wang et al. 2020], an “evolving” collection capturing the growth of the COVID literature over time. The track thus includes
2.4. Representing Text for Information Retrieval

In the following, we introduce techniques to represent text in a way that can be meaningful for IR methods and machine learning models. Representing the content of a collection is a key step for many information access tasks, such as document Classification, Clustering, and Information Retrieval. Retrieval models are therefore tied to the underlying representations of documents and queries. In the early days of IR, such representations were derived in an unsupervised manner, based on the statistical properties of natural language. The rise of machine learning applied to NLP and IR has given birth to techniques that can represent text as dense vectors, and that can be trained from large amounts of unsupervised data. Such methods can encode semantic relationships between terms, helping retrieval models to go beyond exact term matching. They span from static representations such as word2vec to the recent developments in Pre-trained Language Models.

In Section 2.4.1, we first introduce a general framework for text ranking that relies on representations of queries and documents. We then proceed to describe the various ways we can represent text in such a framework, from traditional (Section 2.4.3) to contextualized representations (Section 2.4.4). Those representations are the basis of retrieval methods introduced in Section 2.5 and Section 2.6.

2.4.1 A General Representation Framework for IR

Although based on radically different paradigms, many retrieval models can be viewed under the same common framework. Following [J. Guo et al. 2020; Tonellotto 2022], a ranking function can be abstracted as:

\[ s(q, d) = f(\phi(q), \psi(d), \eta(q, d)) \]  \hspace{1cm} (2.10)

where \( \phi \) and \( \psi \) are the functions mapping queries and documents to their representation spaces, while \( \eta \) extracts features from their joint
representation – or interaction. $f$ represents any function deriving relevance from such features$^{14}$. In the remainder of this document, we are mostly interested in representation-based approaches that discard the interaction component $\eta$, and can be written as follows:

$$s(q, d) = f(\phi(q), \psi(d))$$ (2.11)

where the representation functions – usually called encoders – map queries and documents in the same vector space, and $f$ usually corresponds to a similarity such as dot product, i.e., $s(q, d) = \phi(q)^T \psi(d)$. In this setting, approaches only differ in the way they represent queries and documents, from unsupervised to supervised approaches. We usually refer to as bi-encoders, dual encoders, or Siamese networks [Bromley et al. 1993] the specific supervised case where $\phi_\theta = \psi_\theta$ (see Sections 2.6.3.1 and 2.6.4.3). Such a formulation of the ranking problem was recently brought up-to-date in the conceptual framework for a representational approach to IR introduced in [J. Lin 2022].

**Remark**

Models following Eq. 2.11 allow to pre-compute document representations offline, making them usually extremely attractive for Information Retrieval – for which efficiency is a critical aspect. In the meantime, the joint encoding $\eta$ in Eq. 2.10 is query-dependent – resulting in approaches that are usually more effective due to the fine-grained interactions between queries and documents. They can, however, only be applied in a re-ranking setting (see Section 2.5.2).

### 2.4.2 Tokenization

At the core of any Information Retrieval model lies the notion of representation unit. Such units result from the tokenization process, which decomposes an input sequence of characters into atomic units – referred to as tokens. In traditional approaches, tokens correspond to actual words resulting from various processing steps like normalization$^{15}$ or filtering$^{16}$. On the other side of the spectrum, text can be decomposed into characters or $n$-grams (i.e., $n$-words sequence). Lying in between, current Pre-trained Language Models operate on sequences that are tokenized at the subword level based on unsupervised algorithms like WordPiece [Y. Wu et al. 2016] or Byte-Pair Encoding [Sennrich et al. 2016]. Such approaches reduce the vocabulary space by splitting rare words into sub-units.

The set of unique terms – either words, subwords, or else – in the collection $\mathcal{C}$ constitutes the vocabulary $V$ of terms. Word vocabularies are usually large according to Heaps’s law [Heaps 1978] (e.g., $|V| =$

---

$^{14}$ Note that these functions can be parametrized, e.g. $\phi=\phi_\theta$.

$^{15}$ Normalization includes – but not exclusive – capitalization, removing accents, and techniques such as lemmatization or stemming [Porter 1980].

$^{16}$ For instance, the most frequent words.
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2.4.1 Subword Embeddings

On the contrary, subword vocabularies are fixed and relatively small (e.g., $|V| = 30k$ for WordPiece). We show in Table 2.6 the results of a “traditional” and a WordPiece tokenization, on two Robust queries.

<table>
<thead>
<tr>
<th>Query</th>
<th>Word Tokenization</th>
<th>Subword Tokenization</th>
</tr>
</thead>
<tbody>
<tr>
<td>q=&quot;wind power location&quot;</td>
<td>wind, power, locat</td>
<td>wind, power, location</td>
</tr>
<tr>
<td>q=&quot;oceanographic vessels&quot;</td>
<td>oceanograph, vessel</td>
<td>ocean, #oceanographic, vessels</td>
</tr>
</tbody>
</table>

Table 2.6: Result of the tokenization for two queries from Robust04 (Table 2.4). Word-level tokenization is obtained using the default Anserini [P. Yang et al. 2017] analyzer with Porter stemming. Subword-level tokenization is obtained with HuggingFace’s [T. Wolf et al. 2020] WordPiece tokenizer. Note how “oceanographic” is decomposed into two subwords, by prepending “##” to suffixes.

2.4.3 Traditional Approaches

We refer to traditional approaches for representing text as the techniques that predate BERT and the rise of Pre-trained Language Models. We introduce methods to represent words and documents that can further be applied to represent queries and derive ranking models (Section 2.5).

2.4.3.1 Bag-of-Words Representations

In the Vector Space Model (VSM) [Salton et al. 1975], documents are represented as vectors in the vocabulary vector space $\mathbb{R}^{|V|}$, where each dimension corresponds to a term of $V$. It thus becomes possible to compute similarities between pieces of text, for instance, by relying on cosine similarity or dot product:

$$sim(d_i, d_j) = d_i^T d_j \quad (2.12)$$

As word order is not taken into account, such representations are called Bag-of-Words (BoW). Documents (or queries) only contain a handful of terms, and the vocabulary is usually large, resulting in vectors that are extremely sparse, i.e., containing only a few positive entries.

So far, we haven’t defined what contain such vectors. From a very general standpoint, we can represent a document as $d = (w(t, d_i))_{t \in V}$, where $w$ represents a weighting function for term $t$ in document $d$. There is a vast literature in IR around weighting schemes that account for statistical properties of terms (Section 2.5.1.1), or that can be derived from probabilistic interpretations of the ranking problem (Section 2.5.1.2). One simple yet effective way to account for the relative

---

17 In the remainder, we use term, word or token interchangeably to refer to the units that constitute the vocabulary.

18 For instance, the MS MARCO passage collection contains 2,660,824 (unique) terms in its vocabulary, based on the processing used in Table 2.6.

19 Here, the weighting function is the document encoder $\psi$ from Eq. 2.10.
importance of a given term in a document consists in counting how many times it appears (term frequency, or $tf$):

$$d = (tf(t, d))_{t \in V}$$  \hspace{1cm} (2.13)

However, it does not account for the importance of a term (or its specificity), that can be derived as a function of the inverse number of documents a term appears in (called document frequency, or $df$), as the Inverse Document Frequency (IDF) [Sparck Jones 1972]:

$$IDF(t) = \log \frac{|C|}{df(t)}$$  \hspace{1cm} (2.14)

Intuitively, terms that only appear in a few documents are very discriminative and thus should have a higher weight. The so-called tf-IDF combines both ideas, such that documents are represented as:

$$d = (tf(t, d) \times IDF(t))_{t \in V}$$  \hspace{1cm} (2.15)

This approach has a long-standing history in Information Retrieval, and models like BM25, relying on a similar formulation, are still extremely effective (Section 2.5.1.2). Note that the VSM is not limited to IR, as it can also serve as the basis for Classification or Clustering algorithms.

As discussed in Section 2.5.1, lexical approaches to IR view queries as vectors in the same space, such that scoring functions $s(q, d)$ can simply be seen as (sparse) dot products. Also note that these representations are tied to the considered vocabulary units, and can seemingly be extended n-grams or subwords.

The sparsity of BoW vectors allows efficient storing and manipulation using inverted indexes. An inverted index is a data structure that stores, for each term in the vocabulary $V$, the list of documents containing that term (called posting list), alongside statistics such as term frequency or position (as shown in Figure 2.2). [Zobel and Moffat 2006] provide a thorough overview of indexing techniques, and further details on the use of inverted indexes for efficient retrieval are given in Section 2.5.1.4.

### 2.4.3.2 Distributed Representations

In IR, queries tend to use a different vocabulary than those used in relevant documents, leading to the so-called vocabulary mismatch problem [Furnas et al. 1987] that cannot be dealt with lexical representations\(^\text{20}\). Indeed, as terms correspond to independent dimensions in the vector space, it is impossible to model relationships between close or distant words in a continuous manner. For instance, the terms “coronavirus” and “COVID-19” in Table 2.5 are semantically close, but their representations – an index in $\{1, ..., |V|\}$ – are different. Similarly, semantically close documents containing different terms might have different representations.

\(^{20}\) For instance, user enter queries that insufficiently cover their information need.
To alleviate this problem, different techniques have been developed to obtain word or document representations in a low-dimensional space $\mathbb{R}^d$ that encodes semantic relationships, and in which two word vectors will have a high similarity if they tend to appear together. These approaches are indeed based on the Distributional Hypothesis [Harris 1954]: “words that occur in similar context convey similar meanings”. This hypothesis can be exploited by leveraging large collections of text to infer or learn word representations in an unsupervised manner.

One of the earliest works to embed words in such a space is Latent Semantic Analysis (LSA) [Deerwester 1988] – which actually comes from the IR community. It produces a set of latent topics by decomposing the term-document matrix of size $|V| \times |C|$ – which contains for each document of the collection the tf-IDF value for terms in the vocabulary – with Singular Value Decomposition (SVD). This low-rank approximation factorizes term co-occurrences within documents of the collection. Documents, as well as terms, can thus be represented as dense vectors, where each dimension corresponds to a latent topic.

Various word embedding techniques have been further developed and have led to various achievements in NLP. It includes techniques like word2vec [Mikolov et al. 2013], which learns word representations from their context in a contrastive manner, or GloVe [Pennington et al. 2014], which directly factorizes the Pointwise Mutual Information matrix between words and contexts. To obtain document (or query) level representations, various methods have been introduced to aggregate word embeddings, from the doc2vec extension [Le and Mikolov 2014] and BoW pooling [Arora et al. 2017], to deep learning approaches relying, for instance, on Convolutional Neural Networks (CNNs) or Long Short-Term Memories (LSTMs). As discussed in Section 2.5.4, interactions between queries and documents based on word2vec embeddings ($\eta$ in Eq. 2.10) have been extensively used in neural IR models.

2.4.4 Pre-trained Language Models

Embedding methods like word2vec have powered various state-of-the-art models in NLP and IR. However, such representations are global and do not consider the context in which words appear. Additionally, each downstream task usually required training a specific architecture from scratch to learn the meaningful relationships between words and/or sentences. This led to the development of generic architectures that can acquire general contextualized knowledge about language through unsupervised pre-training, and which only need to be fine-tuned for transfer – dubbed Pre-trained Language Models.

Current PLM rely on two main ingredients: i) the transformer architecture [Vaswani et al. 2017] (Section 2.4.4.1) and ii) self-supervised pre-training (Section 2.4.4.2). In the past two years, the rapid pace of progress in NLP has led to a large variety of models, from simple

21 And where $d \ll |V|$.


23 The context is usually a fixed-sized window around the word.

24 We don’t cover such approaches here – we just inform the reader of their existence.

25 For instance, the word “bank” would have the same word2vec embedding in “the river bank” or the “the bank account” – issue known as polysemy.
encoders to Sequence-to-Sequence (seq2seq) models\textsuperscript{26}. For conciseness, we give an overview of BERT (for Bidirectional Encoder Representations from Transformers, [Devlin et al. 2019]), an encoder model widely adopted in the IR community.

\subsection*{2.4.4.1 Transformer Encoder}

Transformers are powerful general-purpose deep learning models that rely on self-attention and constitute, as of today, the state of the art for most NLP tasks and beyond, including, for instance, Computer Vision [Dosovitskiy et al. 2021] or even Reinforcement Learning [L. Chen et al. 2021]. BERT’s architecture is similar to the transformer encoder introduced in [Vaswani et al. 2017], whose objective is to compute contextualized representations \( (h_i)_{i=1:n} \) for all the tokens in an input sequence \( (x_i)_{i=1:n} \). A transformer encoder is composed of a stack of \( L \) layers based on \( i \) a Multi-Head Self-Attention (MSA) layer, which allows each position \( i \) to attend to every position of the input and \( ii \) a position-wise Feed-Forward Network (FFN).

**Attention**  An attention mechanism can be abstracted as mapping a query and a set of key-value pairs to an output, through a weighted sum of the values, where the weight for each value is based on a similarity between the query and corresponding keys. More specifically, BERT is based on scaled dot-product attention, where queries and keys have dimension \( d_k \), and values dimension \( d_v \). The attention output is given by:

\[
A(Q, K, V) = \text{softmax} \left( \frac{Q K^T}{\sqrt{d_k}} \right) V \tag{2.16}
\]

BERT relies on self-attention: queries, keys, and values come from the output of the previous layer, and are linearly mapped by the parameter matrices \( W^Q, W^K \) and \( W^V \), of size \( d \times d_k \), \( d \times d_k \) and \( d \times d_v \), respectively\textsuperscript{27}. To let the model attend to information from different representation subspaces at different positions, each attention layer actually relies on \( h \) attention mechanisms that operate in parallel, referred to as Multi-Head Self-Attention – shown in Figure 2.3:

\[
MSA(Q, K, V) = \text{concat} \left( \text{head}_1 || \ldots || \text{head}_h \right) W^O \tag{2.17}
\]

\[
\text{head}_j = A(Q W_j^Q, K W_j^K, V W_j^V) \tag{2.18}
\]

**FFN**  Then, a two-layer position-wise MLP is applied to each position \( i \) independently. To ease model training, a residual connection [K. He et al. 2016] followed by a layer normalization [J. L. Ba et al. 2016] are placed between each of these two sublayers.

Finally, to take into account the position of tokens in the sequence, positional embeddings are added to the input – which are learned in

\textsuperscript{26} For instance, there are more than \( 175k \) models available on the HuggingFace model page (April 12, 2023): \url{https://huggingface.co/models}.

\textsuperscript{27} \( d \) denotes the “model” dimension, i.e., the dimension of embeddings at each layer. In the case of BERT (base), \( d = 768 \).
the case of BERT. Figure 2.4 summarizes the complete transformer architecture. Two model variants have been introduced in [Devlin et al. 2019], a “base” version and a larger one. Table 2.7 lists their main specifics, including the distilled version introduced in [Sanh et al. 2019].

<table>
<thead>
<tr>
<th>model</th>
<th>L</th>
<th>A</th>
<th>H</th>
<th>#params</th>
</tr>
</thead>
<tbody>
<tr>
<td>bert-large-uncased</td>
<td>24</td>
<td>16</td>
<td>1024</td>
<td>340M</td>
</tr>
<tr>
<td>bert-base-uncased</td>
<td>12</td>
<td>12</td>
<td>768</td>
<td>110M</td>
</tr>
<tr>
<td>distilbert-base-uncased</td>
<td>6</td>
<td>12</td>
<td>768</td>
<td>66M</td>
</tr>
</tbody>
</table>

Table 2.7: BERT architectures. L corresponds to the number of layers, while A denotes the number of MSA layers and H the dimension of the output embeddings at each layer. The number of heads, for each MSA, is set to $h = 8$.

### 2.4.4.2 Pre-Training

Contrary to similar works at that time\(^{28}\), BERT is a bi-directional encoder that cannot be trained with left-to-right (or right-to-left) Language Modeling objectives. The main innovation of BERT is the Masked Language Modeling (MLM) pre-training task. Inspired by the Cloze Task [Taylor 1953], it relies on a fairly simple idea: given an input sequence, randomly mask some fraction of the input tokens, that the model must predict given their context. More specifically, the final representation $h_{[\text{MASK}]}$ of a masked token is first mapped to the vocabulary with the MLM head as follows:

$$z = E \times \text{transform}(h_{[\text{MASK}]} + b)$$

(2.19)

where $E$ of size $|V| \times d$ denotes the BERT input token embedding matrix, $b$ is a token-level bias, and $\text{transform}(.)$ is a linear layer with GeLU activation [Hendrycks and Gimpel 2016] and LayerNorm. Then, a softmax is applied to obtain a distribution over the vocabulary, i.e., $p = \text{softmax}(z)$. The model is finally trained with a Cross-Entropy loss to predict the actual masked tokens, as illustrated in Figure 2.5. In practice, 15% of the input tokens are masked, i.e., replaced with a special $[\text{MASK}]$ token. To mitigate the train-test mismatch, only 80% of these sampled tokens are actually masked; in 10% of the time, they are replaced by random tokens, and the 10% remaining are kept unchanged. Note that BERT has been trained with an additional Next Sentence Prediction loss, which was later shown to have a limited impact [Y. Liu et al. 2019]. We, therefore, do not detail this task. Finally, note that BERT is tokenizing input sequences with WordPiece (Section 2.4.2): besides effectively dealing with certain languages or the issue of unknown terms, subword-level tokenization is also motivated by practical considerations. As transformers include a learnable embedding matrix $E$, the vocabulary size has to be limited to control the number of parameters\(^{29}\).

---

\(^{28}\) For instance ULMFiT [Howard and Ruder 2018] or GPT [Radford et al. 2018].

\(^{29}\) For instance, the embedding matrix contains $23M$, i.e., 21% of the total number of parameters, for BERT (base).
Remark

Usually, the MLM head, whose role is to project the representations of [MASK] tokens to the vocabulary, is only used during pre-training and discarded afterward. We show in Chapter 3 that this layer can effectively be employed to learn query and document expansion.

2.4.4.3 Fine-Tuning

The pre-training paradigm of Pre-trained Language Models has considerably impacted how we use neural models in NLP and IR. By relying on massive amounts of unsupervised text data that provide self-supervision, models can acquire general knowledge about language. Thus, they only need to be fine-tuned with a small amount of labeled data on downstream tasks – thus fighting the data scarcity for most NLP tasks which only have access to a limited amount of training data\(^\text{30}\). The fine-tuning step requires little to no architectural changes, and generally simply relies on contextual word vectors \(h_i\). Additionally, a special “beginning of sentence” token is usually prepended to input sequences (dubbed [CLS] for “classification” in the case of BERT), that can generically be fine-tuned for classification tasks (see Section 2.6.1.1).

In the IR case, we are generally interested in learning, from relevance judgments data, a scoring model \(s(q, d)\) between a query and document (see Section 2.6.5.1). While pre-training is usually costly\(^\text{31}\), and reserved to organizations with sufficient resources, model weights are most of the time released to the community. They can serve as a starting point for almost any NLP task.

Remark

BERT provides contextualized representations for every term in the input sequences, but many tasks require sequence-level representations. For instance, in the representation-based approach to IR, we aim to map queries and documents in a common vector space such that \(s(q, d)\) can be expressed as a dot product.

2.4.4.4 The Landscape of PLM

By building on previous successful contextualized embedding models such as ELMO [Peters et al. 2018] or ULMFiT [Howard and Ruder 2018], BERT has established itself as one of the most popular Pre-trained Language Models. Other encoder models include DistilBERT [Sanh et al. 2019], ERNIE [Sun et al. 2019], RoBERTa [Y. Liu et al. 2019], DeBERTa [P. He et al. 2020], or ELECTRA [Clark et al. 2020]. Because of the quadratic time/space complexity of attention\(^\text{32}\), standard PLM

\(^{30}\) Note this is not exactly the case in IR, as MS MARCO provides more than 500k training queries.

\(^{31}\) The training of Google’s PaLM-540B [Chowdhery et al. 2022] required “6144 TPU v4 chips for 1200 hours and 3072 TPU v4 chips for 336 hours”!

\(^{32}\) As well as the presence of learned positional embeddings in models like BERT.
are inherently limited in the length of the sequences they can process. For instance, BERT can only encode inputs up to 512 tokens. Therefore, efficient transformer architectures have also been proposed, aiming to tackle long-range dependencies with dedicated attention structures relying, for instance, on sparse patterns [Beltagy et al. 2020] or hashing techniques [Kitaev et al. 2020]. Please refer to [Tay et al. 2022a] for an in-depth overview of efficient transformers.

Additionally, recent progress has also been made with encoder-decoder (or decoder-only) models, with models like BART [Lewis et al. 2020], T5 [Raffel et al. 2020] or GPT-3 [Brown et al. 2020]. Such approaches have demonstrated impressive few- and zero-shot performance, and represent promising research directions in IR\(^33\).

\(^33\)Models like ChatGPT (https://openai.com/blog/chatgpt/) are already thought of as the new generation of “generative search engines”.

2.5 Traditional Information Retrieval Models

In Section 2.4, we have discussed various ways to represent text. In the following, we introduce the main Information Retrieval approaches based on such query and document representations. Recall that, for a given query \(q\), the retrieval task is defined as retrieving relevant document(s) from the collection \(C\). More specifically, IR models assign a score \(s(q, d)\) to each document in \(C\) – or a subset of it. Documents are usually ranked in decreasing order of \(s(q, d)\), and we can evaluate the quality of ranking using evaluation metrics introduced in Section 2.2. We first describe in Section 2.5.1 the traditional approaches to IR based on lexical cues. We then briefly describe in Section 2.5.3 the Learning-to-Rank framework that formulates ranking as a supervised machine learning problem over handcrafted relevance features. We finally review in Section 2.5.4 the pre-BERT approaches to neural IR. In the following part (Section 2.6), we thoroughly describe the new wave of neural IR models based on Pre-trained Language Models.

2.5.1 Lexical Approaches

The central idea behind lexical (or term-based) approaches is that relevant documents should contain important query words. These approaches thus rely on the so-called exact matching (or lexical matching) of terms. While this hypothesis suffers from several limitations – the most concerning being the vocabulary mismatch problem – a large portion of the time, it holds true. Thus, keyword-based models have been – and still are – the core component of most search systems. Until very recently, it was actually quite difficult for neural rankers to outperform such simple approaches [J. Lin 2019; W. Yang et al. 2019a]\(^34\).

Regardless of the different modeling paradigms, lexical approaches to IR can all be viewed under the lens of the representation framework (Eq. 2.11). Thus, relevance \(s(q, d)\) can be expressed as a sparse dot product between query and document vectors, and what differentiates...
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the approaches is the way to obtain such representations (i.e., $\phi$ and $\psi$).

An alternative (but equivalent) formulation is commonly employed:

$$s(q, d) = \phi(q)^T \psi(d) = \sum_{t \in q \cap d} w^{(q)}(t, q) w^{(d)}(t, d)$$ (2.20)

where $w^{(q)}(t, q)$ and $w^{(d)}(t, q)$ represent the weights for term $t$ in the
query and document respectively.

2.5.1.1 Scoring in the Vector Space Model

In Section 2.4.3.1, we have discussed the notion of documents represented in the vocabulary vector space. The VSM scoring approach is simply based on representing queries as vectors in the same space, such that similarity measures can be used to score documents. From a general standpoint, we usually express the relevance score as a dot product:

$$s(q, d) = \phi(q)^T \psi(d)$$

If $\phi$ is chosen as a binary indicator of the presence of the term in the query (i.e., a one-hot encoding of the query), and $\psi$ as the document tf-IDF weighting introduced in Section 2.4.3.1, we come up with the standard tf-IDF scoring [Salton et al. 1975; Salton and C. S. Yang 1973]:

$$tf-IDF(q, d) = \sum_{t \in q \cap d} IDF(t) \times tf(t, d)$$ (2.21)

Many alternatives have been developed to assign proper weights to terms in the VSM framework, including various scaling or normalization components.

2.5.1.2 Probabilistic Approaches to IR

The probabilistic approaches to IR give a probabilistic interpretation of relevance by reasoning under uncertainty. They are based on the Probability Ranking Principle [S. E. Robertson 1997], which states that documents should be ranked in decreasing order of their estimated probability of being relevant to the query $P(R = 1|d, q)$.

While these approaches conceptually differ from the VSM, they still aim to find appropriate term weights, which are, in this case, derived from probabilistic theory. Thus, even though there is no explicit notion of representation, the relevance score $s(q, d)$ can still be written as in Eq. 2.11. One such model building on term frequency and document length statistics is BM25 [S. Robertson and Zaragoza 2009; Stephen E. Robertson et al. 1994]. It is derived from a generative model of documents, where term frequencies are assumed to follow a 2-Poisson distribution – it is expressed as:

$$BM25(q, d) = \sum_{t \in q \cap d} IDF(t) \left( \frac{tf(t, d)(k_1 + 1)}{tf(t, d) + k_1(1 - b + b|d|/T)} \right)$$ (2.22)
where $k_1$ and $b$ are tunable parameters that can be adjusted given appropriate relevance annotation\(^{38}\). As of today, BM25 remains one of the most standard and effective baselines, and is still widely used as a comparison point in the neural IR literature.

Building on a different perspective, Language Modeling approaches to IR [Ponte and Croft 1998] view retrieval as a generative process: the relevance of a document to a query is tied to how it is actually possible to *generate* the query from the document\(^{39}\). More specifically, the goal is not to explicitly model $P(R = 1|d, q)$, but rather build a probabilistic Language Model for each document that can be used to rank documents based on query likelihood:

$$\mathcal{P}(d|q) = \frac{\mathcal{P}(q|d)\mathcal{P}(d)}{\mathcal{P}(q)}$$

We thus only need to estimate $\mathcal{P}(q|d)$, by estimating a Language Model for each document in $C$, for instance, relying on Maximum Likelihood Estimation [Fisher 1922]. Other probabilistic models include informational approaches such as the Divergence From Randomness framework [Amati and Van Rijsbergen 2002], which aims to infer term weights by measuring the divergence between a term distribution produced by a random process (within the collection) and the actual term distribution (within the document).

### 2.5.1.3 Fighting the Vocabulary Mismatch

Lexical approaches are inherently tied to exactly matching query terms – or their normalized forms – in documents, and thus suffer from the vocabulary mismatch, where different words may refer to the same concept. Various methods have been developed to tackle such challenges, aiming to bridge the vocabulary gap. It includes *i*) expansion, *ii*) translation models and *iii*) models based on latent spaces.

Query expansion resorts to producing “new” refined queries that better capture the various aspects and formulations of the information need\(^{40}\). Global expansion can, for instance, rely on word relationships, such as synonymy, to enrich query representations [E. M. Voorhees 1994]. The most popular techniques, however, involve relevance feedback. It relies on the hypothesis that if we have access to a subset of relevant and non-relevant documents for a given query $q$, we can better estimate term weights in traditional probabilistic models. In practice, an initial retrieval step is performed, and relevant documents are used to identify terms – with appropriate weights – that can be used to form a newly expanded query, that is further fed to the retrieval system. The Rocchio algorithm [Rocchio 1971] implements such a mechanism in the VSM, relying on relevant documents obtained through user feedback. As requiring user interaction is problematic, automatic methods have further been developed, assuming top documents from the system point

---

\(^{38}\) They are usually set to $k_1 \in [1.2, 2]$ and $b = 0.75$.

\(^{39}\) Think about the mental process of writing a query: users tend to select words that might appear in relevant documents.

\(^{40}\) We also inform the reader that document expansion techniques exist, with a similar goal. They have, however, been far less popular in IR until the recent development of sparse methods based on PLM.
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of view to be relevant – leading to the so-called Pseudo-Relevance Feedback (PRF) models [Lavrenko and Croft 2001]. Query expansion based on PRF is a popular technique in the IR community, and generally works on average; however, it can suffer from query drift, hurting the retrieval quality for some queries.

Remark

Document and query expansion are actually part of the PLM-based IR toolbox. More particularly, it constitutes the central idea of our main contribution (see Chapter 3).

Aside from (P)RF, other techniques also aim to bridge the vocabulary gap. [Berger and Lafferty 1999] depart from traditional expansion techniques and propose a new probabilistic approach based on the translation of documents into queries, allowing to take into account “soft” matching signals in the form of translation probabilities learned with a variant of the EM algorithm [Dempster et al. 1977] from a synthetic set of paired queries and documents. LSI [Deerwester 1988] builds on the Singular Value Decomposition of the term-document matrix to represent documents in the latent topic space. Similarly to the VSM, we can project queries into the same space and derive relevance from similarity measures. LSI however tends to be less effective compared to standard models like BM25 [Atreya and Elkan 2011].

2.5.1.4 Scoring with an Inverted Index

As already mentioned in Section 2.4.3.1, BoW approaches can be efficiently handled by an inverted index, which stores posting lists for each term of the vocabulary V. This allows for fast query inference, as it is only required to traverse the posting lists corresponding to the actual query terms (as illustrated in Figure 2.6) – instead of considering the whole collection C. Techniques like document-at-a-time can be used, provided that the posting lists are sorted according to document ids [Tonellotto et al. 2018; Zobel and Moffat 2006]. Many efficient query processing algorithms such as MaxScore [Turtle and Flood 1995] or WAND [Broder et al. 2003] have further been developed, to additionally skip documents – by quickly identifying those that cannot possibly be in the top-k – and improve efficiency.

2.5.2 The Multi-Stage Ranking Pipeline

We have described lexical approaches which, based on efficient inverted indexes and query processing algorithms, can perform retrieval on large collections of documents. Before introducing more complex ranking models relying on machine learning, we first present the multi-stage ranking pipeline that has become standard practice in modern search

41 The RM3 model [Jaleel et al. 2004] is one the most used expansion baseline to compare to neural IR models.

42 [Boytsov and Kolter 2021] adapted with success such model with BERT.

43 In the case of LSI, we can think of ϕ and ψ of Eq. 2.11 as unsupervised encoders that map queries and documents into a dense latent space. It is thus conceptually similar to dense approaches based on PLM (Section 2.6.3) – although no learning is involved here.

Figure 2.6: Scoring with an inverted index – a high-level overview. Only the documents containing query terms (here, “adventure” and “definition”) must be scored.
Remark

Dense models based on PLM combined with approximate scoring methods (see Section 2.6.3) hold many promises for future IR systems. However, inverted indexes have been providing search functionalities in distributed settings at Web-scale for decades. They are optimized in various aspects such as space or latency – making sparse methods based on PLM particularly appealing (see Section 2.6.4 and Chapter 3).

systems. This retrieve-rerank paradigm is a well-studied setting that addresses the practical limitations faced when applying computationally intensive models for the task. It is indeed obviously impossible to perform online inference for every document in \( C \), and this for every query, especially when the input of ranking models is dependent on the query (\( \eta \) in Eq. 2.10).

Multi-step pipelines decompose the ranking process into two stages: i) an efficient model such as BM25 performs first-stage retrieval (or candidate generation), to select a pool of candidate documents – for instance, top-1000, ii) one (or several) models are further applied to re-rank this subset of documents. The overall idea is illustrated in Figure 2.7. Because of the scale of the problem, the retrieval step is based on models that can pre-compute document representations.

Methods used for the first stage should have a high Recall, while re-ranking models must be oriented towards Precision. The two are somewhat complementary, as gains in Recall might lead to gains in early Precision. It also perfectly illustrates the efficiency-effectiveness trade-off faced by search systems: it is usually possible to improve the first stage of a ranking pipeline, by sacrificing efficiency. Such aspects are thoroughly discussed in Chapter 3 (Section 3.5.4).

Remark

While deferred to BoW approaches for a long time, the first stage of ranking pipelines has recently been the focus of many works based on Pre-trained Language Models (see Section 2.6.2). It also constitutes the central task in Chapter 3.

2.5.3 Learning-to-Rank

In Section 2.5.1, we have introduced several unsupervised retrieval models. Learning-to-Rank (LTR) is a branch of Information Retrieval that applies machine learning to the task [T.-Y. Liu 2011]. Such models, from decision trees to neural networks, are based on carefully designed hand-crafted relevance features, which usually include statistical
text features that either characterize queries or documents \(^45\) (term frequency, length, etc.), or their interactions (such as the various relevance scores previously introduced) [Qin et al. 2016]. The massive adoption of search engines has also contributed to the popularity of Learning-to-Rank for two reasons: i) user behavior data can provide additional relevance features; ii) large click logs can be used as a source of cheap supervision to train models [Joachims 2002].

In LTR, query-document pairs are represented as vectors of features \(x \in \mathbb{R}^d\), with \(d\) usually large, i.e., up to a few hundred. Models follow Eq. 2.10, by taking into account query- and document-level features (\(\phi\) and \(\psi\) respectively) as well as interaction features (\(\eta\)). There are three main families of approaches, which are not differentiated by the models they build upon, but rather the type of loss that is optimized: i) pointwise methods convert the problem into classification or regression, ii) pairwise methods learn preferences from pairs of documents, iii) listwise methods seek to directly optimize ranking metrics, usually by deriving a differentiable approximation of the true loss. Popular techniques include RankSVM [Joachims 2002], RankNet [C. Burges et al. 2005] or LambdaMART [C. J. C. Burges 2010].

**Remark**

Learning-to-Rank strictly refers to machine learning models based on hand-crafted relevance features, even though neural IR models are also learning how to rank. We, however, still employ the denomination of the three types of LTR techniques for neural IR models when referring to training losses.

### 2.5.4 Neural Information Retrieval

Motivated by the success of Deep Learning in Computer Vision and Natural Language Processing, the Information Retrieval community started to develop early 2010s neural IR models that can better address the vocabulary mismatch – which cannot be solved with LTR techniques. Contrary to the latter, neural IR models directly operate on raw text to infer relevance between queries and documents, alleviating the need for hand-crafted features – which are known to be difficult and time-consuming to obtain.

Neural IR therefore builds on techniques to represent text introduced in Section 2.4, as well as Deep Learning models trained on relevance judgments. The specificities of the IR task – such as modeling relevance or matching short queries to long documents – made the progress of neural rankers far less evident when compared to other NLP tasks, thus driving the design of dedicated architectures and techniques. For instance, because of the central role of lexical matching in relevance

\(^{45}\) Note that documents can actually be composed of several fields, such as title, anchor text, etc., for which features can be computed independently. Also, note that for Web documents, features like PageRank [Page et al. 1999] can be taken into account.
estimation, various models have explicitly encoded this mechanism into their architecture.

We had to wait for the “transformer revolution” to witness agnostic architectures that are able to directly learn such behavior from the data. Neural IR is indeed split into two distinct time-frames: the pre-BERT era, and the period that followed the release of PLM like BERT. In this Section, we briefly review the central ideas behind the first wave of neural IR models. Please refer to [J. Guo et al. 2020; Mitra and Craswell 2018; Onal et al. 2018] for more in-depth overviews.

[Clinchant and Perronnin 2013] were the first to use word embeddings in IR, relying on LSA and Fisher Vectors [Perronnin and Dance 2007] to represent queries and documents in the embedding space, such that they can be compared with cosine similarity. In a seminal work, [Huang et al. 2013] introduce DSSM, which similarly learns, from click data, dense low-dimensional representations for queries and document titles using MLPs. The advent of neural IR models was, for the most part, due to the wider adoption of word embedding techniques like word2vec, which provided off-the-shelf term representations encoding semantics in the embedding space. For instance, [Mitra et al. 2016; Nalisnick et al. 2016] propose the Dual Embedding Space Model (DESM) that relies on pre-trained word2vec to represent and match query terms to document representations. SNRM [Zamani et al. 2018] follows a radically different approach by learning high-dimensional sparse representations for queries and documents that can directly be stored in an inverted index to perform efficient retrieval. Many other works followed this central idea of learning vector representations for queries and documents – the so-called representation-based approach in IR (Figure 2.8), introduced in Eq. 2.11. While appealing for various reasons – especially the fact that they can be used quite efficiently by pre-computing document vectors – representation-based techniques struggle to model precise relevance signals such as lexical match.

Remark

SNRM was one of the first works to conceptually depart from concurrent approaches at that time, by explicitly trying to address the first-stage ranking task in multi-step pipelines – with the goal of replacing lexical approaches with a learned neural retriever. [Gillick et al. 2018; L. Wu et al. 2018] also addressed this, but in a dense setting. While having a limited impact at that time, it opened the path for this research direction, which has flourished in the transformer era (Section 2.6.2).

To capture fine-grained relevance patterns, approaches have shifted from representing queries and documents as single vectors to directly modeling their word-level interactions – the so-called interaction-based approaches (Eq. 2.10, Figure 2.9). In most cases, these models oper-
ate on top of an interaction matrix $M$, which collects query-document term-level similarities – generally, cosine similarities based on word2vec embeddings. Each row (resp. column) corresponds to a query (resp. document) token as follows:

$$M = \text{sim}(q_i, d_j) = \cos(w(q_i), w(d_j))$$  \hfill (2.23)

This matrix serves as the input of interaction models, which are differentiated in the way they aggregate such term-level similarities into a relevance score $s(q, d)$. Note that, because of this joint encoding, these models can only be applied in a re-ranking setting – similarly to LTR approaches – where an initial ranker such as BM25 would retrieve the top candidates for a given query. Models like (Co-)PACRR [Hui et al. 2017, 2018] or DUET [Mitra and Craswell 2019; Mitra et al. 2017] build upon CNNs to capture position information (e.g., bi-gram matching). DRMM [J. Guo et al. 2016] was the first model to significantly outperform traditional IR systems by relying on row-level histogram pooling to summarize uni-gram matching signals, allowing to explicitly model different IR properties such as exact matching. Building on this success, K-NRM [Dai et al. 2018; C. Xiong et al. 2017] replaces the non-differentiable histograms with Gaussian kernels. It thus becomes possible to backpropagate until the embedding layer, which can be learned in an end-to-end manner, providing new word associations that are learned from click data$^{49}$. Despite all the promises brought by Deep Learning, pre-BERT neural IR models have, however, suffered from limited success [J. Lin 2019; W. Yang et al. 2019a].

**Remark**

While these models were designed before the new wave of transformer-based ranking architectures, the distinction between interaction and representation approaches still holds in the BERT era (see Section 2.6).

### 2.6 Transformers for Neural Information Retrieval

The release of large Pre-trained Language Models like BERT has shaken up Natural Language Processing, and later on Information Retrieval. These models have shown a strong ability to adapt to the retrieval task by simple fine-tuning. Early 2019, [R. F. Nogueira and Cho 2019] completely shifted the state of the art on the MS MARCO passage ranking task, paving the way for a new generation of PLM-based neural ranking models.

These models were initially considered as re-rankers in a standard multi-stage ranking pipeline, where candidate generation is conducted...
with lexical models like BM25\textsuperscript{50}. While BoW approaches remain strong baselines, they suffer from the long-standing vocabulary mismatch problem\textsuperscript{51}. Re-ranking approaches are therefore inherently limited by this \textit{retrieve-rerank} paradigm.

Thus, motivated by the large improvements brought by PLM to re-ranking, a new research direction emerged in the IR community, aiming to directly tackle \textit{retrieval} and substitute proven lexical approaches by learned rankers based on transformers. Such a task requires coping with the strict efficiency requirements of modern search engines (extremely large collections, up to thousands of queries per second, etc.), for which lexical approaches combined with optimized inverted indexes and query processing techniques have withstood the test of time. It thus requires adapting ranking architectures to retrieve from large corpora in sub-linear time.

We first describe effective (but not efficient) re-ranking models in Section 2.6.1, before covering recent works that target first-stage retrieval in Section 2.6.2. Please refer to [J. Guo et al. 2022; J. Lin et al. 2020; Tonellotto 2022] for additional resources on PLM-based Information Retrieval.

**Remark**

Despite the variety of available Pre-trained Language Models, BERT has been widely adopted by the IR community and is the basis of recent developments in this field. Most of the models we introduce in the following are thus based on BERT (or DistilBERT), but similar results could be obtained with other approaches. Note that seq2seq models currently represent exciting research directions in Information Retrieval.

### 2.6.1 Re-Ranking

Section 2.6.1.1 presents re-ranking models based on encoder-only models such as BERT. In Section 2.6.1.2, we additionally introduce approaches based on Sequence-to-Sequence models.

#### 2.6.1.1 Encoder Models

Similarly to other NLP classification tasks, [R. F. Nogueira and Cho 2019] first adapted BERT for passage retrieval by converting the ranking task into a binary classification problem based on the [CLS] token. We describe in the following this simple idea, that has set the stage for many subsequent works. First, each query-document pair \((q, d)\) is concatenated, using the special [SEP] token, and the input is constructed as follows:

\[
[\text{CLS}], q_1, \ldots, q_N, [\text{SEP}], d_1, \ldots, d_M, [\text{SEP}]
\] (2.24)
where [CLS] corresponds to BERT’s special classification token. This input is fed to the model, and the output [CLS] representation goes through a linear layer \((W, b) \in (\mathbb{R}^d, \mathbb{R})\) followed by a sigmoid, mapping it to a relevance probability used to rank documents:

\[
s_i = \mathcal{P}(R = 1|d_i, q) = \sigma(W h_{[CLS]} + b) \tag{2.25}
\]

The model is finally trained in a pointwise fashion, using binary Cross-Entropy:

\[
\mathcal{L} = - \sum_{j \in J_{\text{pos}}} \log(s_j) - \sum_{j \in J_{\text{neg}}} \log(1 - s_j) \tag{2.26}
\]

where \(J_{\text{pos}}\) is the set of indices of relevant passages, and \(J_{\text{neg}}\) the set of indices of non-relevant passages in the top-\(k\) documents returned by BM25. This approach – illustrated in Figure 2.10 – is commonly referred to as cross-encoder\(^{52}\), and is reminiscent of the interaction based models introduced in Section 2.5.4. Indeed, as queries and documents are jointly encoded, each query token can attend to each document token (and vice-versa), in an all-to-all interaction fashion. The final [CLS] representation can thus be seen as the joint representation of \((q, d)\), which encodes (contextualized) fine-grained relevance information.

Various works have extended this idea. DuoBERT [R. Nogueira et al. 2019a] further improves re-ranking effectiveness by considering pairwise passage interactions, in a multi-stage ranking scenario. [L. Gao et al. 2020; MacAvaney et al. 2020a] address efficiency aspects of the approach by delaying query-document interactions, to pre-compute (parts of) the document representations. [MacAvaney et al. 2020b] additionally propose a representation-based approach that performs passage expansion and term-weighting, enabling fully pre-computing document representations prior to retrieval. Steering away from the trend of pre-trained models, [Hofstätter et al. 2020b,c] introduce the transformer kernels, which are lightweight models specifically designed for re-ranking, and that can be trained from scratch.

**From Passages to Documents** So far, one caveat has been omitted: [R. F. Nogueira and Cho 2019] tackled the passage ranking task of MS MARCO, where input passages are rather short. However, ad-hoc retrieval is usually concerned with (re-)ranking full documents, which can be much longer\(^{53}\). Due to the quadratic time/space complexity of attention w.r.t. input size, there is a maximum sequence length that can be processed by models\(^{54}\). To overcome this limitation, a variety of approaches have adapted BERT to the document ranking task. BERT-MaxP [Dai and Callan 2019b] simply splits documents into (overlapping) passages, and estimates the relevance of each passage independently, before resorting to max-score pooling. Birch [Akkalyoncu Yılmaz et al. 2019a,b; W. Yang et al. 2019b] operates in a similar manner,

\(^{52}\) Even though we can find in the literature other names like monoBERT [R. F. Nogueira and Cho 2019] or vanilla BERT [MacAvaney et al. 2019a].

\(^{53}\) For instance, Robust04 documents contain around 540 words in average vs 56 for MS MARCO passages.

\(^{54}\) BERT furthermore relies on learned position embeddings, inherently limiting its sequence length to \(\max = 512\).
by combining top-$k$ scores with cross-validated weights. [MacAvaney et al. 2019a] concurrently introduce CEDR, which incorporates contextualized embeddings into pre-BERT neural architectures like DRMM. Input documents are also split into chunks that are independently processed by BERT, before explicitly modeling term interactions. Contrary to the above approaches, CEDR directly models document-level relevance, making it fully differentiable for the task. Inspired by this idea, PARADE [C. Li et al. 2020] further simplifies CEDR, by proposing to learn passage-level representations – contrary to passage-level scores in MaxP – that are further combined with either max, attention or transformer-based pooling. The result is finally mapped to a ranking score with an MLP.

Moving away from adapting constrained architectures like BERT, other approaches propose to directly use the $X$-formers architectures tailored to improve computational and memory aspects of traditional transformers, which in turn allows dealing with longer sequences (Section 2.4.4.4). [Boytsov et al. 2022] carry a thorough evaluation of two specialized transformer architectures against previous approaches such as PARADE, highlighting the limitations of current datasets to accurately benchmark long-document models.

**Remark**

We have introduced various methods to deal with long-document re-ranking. Such approaches could, in theory, also be applied to long-document retrieval. As of today, they remain largely unexplored. We would also like to emphasize that, as most works on neural IR, throughout this thesis, we are mostly interested in passage ranking, so we put aside such limitations. However, we sometimes have to deal with long documents (for instance, when evaluating models in a zero-shot setting on the BEIR benchmark, see Chapter 3). In such cases, we rely on the surprisingly effective FirstP baseline [Boytsov et al. 2022; Dai and Callan 2019b], which is based on the hypothesis that the first paragraph of a document faithfully represents its content.

### 2.6.1.2 Encoder-Decoder Models

Departing from the encoder-only paradigm, subsequent works have explored ways to adapt encoder-decoder (or seq2seq) architectures for the ranking problem. For these models, every task is converted into a text generation task, by appropriately creating templates (or prompts), that explicitly tell the model what to do. [R. Nogueira et al. 2020] first proposed monoT5, which adapts the T5 model [Raffel et al. 2020] as a re-ranker. The input text sequence is created as follows (replacing $q$...
and the model is fine-tuned to produce (i.e., generate) the word “true” or “false” depending on whether the document is relevant or not. At inference time, a softmax is applied on the logits of these two tokens – at the first decoding step – and the documents are re-ranked according to the probability of the “true” token. [Pradeep et al. 2021] propose duoT5, which extends the approach to the pairwise setting, while [Nogueira dos Santos et al. 2020; Sachan et al. 2022a] draw the connection between seq2seq generation and query likelihood models, by considering the likelihood of a query generation conditioned on the passage $\mathcal{P}(q|d)$. [Muennighoff 2022] similarly proposes to use GPT-3 [Brown et al. 2020] as a cross-encoder, without any fine-tuning. Recently, [H. Zhuang et al. 2022] propose a method to fine-tune seq2seq models with pairwise or listwise ranking losses.

Remark
As of today, cross-encoders based on encoder-only like BERT or seq2seq models like T5 constitute the state of the art in document re-ranking. They outperform pre-BERT approaches by a large margin, at the expense of higher inference costs. They also demonstrate a strong ability to generalize, when transferring in a zero-shot setting [G. M. Rosa et al. 2022; Thakur et al. 2021].

2.6.2 From Re-Ranking to Retrieval

Re-ranking models discussed in Section 2.6.1 can only be used to score a handful of documents – typically no more than 1000. Indeed, the joint encoding of queries and documents – through concatenation – prevents pre-computing document representations, making it impossible to score each document in the collection given a query. [L. Gao et al. 2020; MacAvaney et al. 2020a] propose to postpone query-document interactions in BERT, but only partially address the issue, and merely derive more efficient re-rankers.

Thus, such approaches are usually bound to re-order top documents retrieved by an efficient retriever in a multi-stage ranking scenario (Figure 2.7, Section 2.5.2) – where lexical approaches like BM25 are used for the first stage. Despite their high effectiveness, interaction-focused models are tied to the performance of the retriever (its Recall), which remains a bottleneck of the whole pipeline. Indeed, lexical models are known to suffer from the vocabulary gap problem, making it difficult to retrieve documents that do not contain some important query terms like synonyms.

\[ \text{Query: } q \quad \text{Document: } d \quad \text{Relevant: } \quad (2.27) \]

55 [S. Zhuang and Zuccon 2021c] made the same type of connection for BERT.

56 Please note that Learning-to-Rank, as well as pre-BERT neural IR models obviously face the same issue.
Building on this observation – and motivated by the large improvements brought by PLM to re-ranking overall – the IR community has started to develop **efficient** neural models based on PLM to replace traditional lexical approaches. The notion of **efficiency** is key here, as large-scale IR systems need to operate on extremely large collections of items, and might serve thousands of queries per second\(^7\). Term-based approaches have been relying on decades of work around optimized inverted indexes and query processing techniques [Tonellotto et al. 2018; Zobel and Moffat 2006], and still remain the backbone of modern-day search engines. In a seminal work preceding Pre-trained Language Models, [Boytsov et al. 2016] propose to replace inverted indexes by approximate \(k\)-Nearest Neighbors algorithms for the ranking task, setting the stage for new retrieval pipelines based on dense vector embeddings\(^8\).

Models belonging to this new generation of learned **retrievers** follow the representation-based paradigm introduced in Section 2.4.1 – Eq. 2.11. In such a setting, queries and documents are represented **independently**, allowing computing in an offline manner document representations, that can further be stored in a dedicated index structure. At inference time, only one model forward pass on the (usually short) query is required, and the search process further relies on optimized search structures – which depend on the type of representations considered, i.e., **dense** or **sparse**.

In the first case, queries and documents are represented as dense – or continuous – low-dimensional vectors, and retrieval relies on efficient Approximate Nearest Neighbors (ANN) algorithms. In the latter case, traditional lexical approaches are brought up-to-date in various manners, and the overall approach can be seen as learning sparse representations that can further rely on the proven efficiency of traditional inverted indexes. We describe in Section 2.6.3 the general framework for dense representation learning in IR and briefly introduce the dedicated search techniques in Section 2.6.3.2. In Section 2.6.4, we introduce the various methods grouped under the “sparse” umbrella, which can be seen as methods aiming to – implicitly or explicitly – learn sparse representations.

To motivate our statements, and illustrate the large gap between traditional methods like BM25 and learned retrievers, we show in Table 2.8 the results on MS MARCO of a simple dense bi-encoder (Section 2.6.3.1) which **significantly** outperforms BM25 (\(\uparrow12.8\) MRR@10).

### 2.6.3 Dense Approaches

In this Section, we describe the basic design of dense bi-encoders based on PLM, as well as the dedicated indexes and algorithms used to efficiently retrieve dense vectors. We finally introduce the “multiple-representations” approaches, culminating with the ColBERT model [Khattab and Zaharia 2020].

---

\(^7\) Think about any Web search engine with millions of users per day.

\(^8\) While the idea seemed appealing, we had to wait until BERT to witness such approaches flourishing in the IR community.
Table 2.8: Comparing BM25 and a simple dense bi-encoder on MS MARCO passage retrieval (dev set).

<table>
<thead>
<tr>
<th>model</th>
<th>MS MARCO dev</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR@10  R@1000</td>
</tr>
<tr>
<td>BM25</td>
<td>18.4  85.3</td>
</tr>
<tr>
<td>Dense bi-encoder</td>
<td>31.2  94.1</td>
</tr>
</tbody>
</table>

Remark

First-stage approaches are first thought of as drop-in replacements of term-based models in standard multi-stage pipelines to improve Recall. However, we might also imagine that, if they perform well enough, we could remove the need for subsequent re-rankers. That’s why we do not consider re-rankers in this thesis, and solely focus on first-stage ranking. While dense approaches have received increasing attention in both IR and NLP communities, we are, however, mostly interested in sparse methods (see Chapter 3).

2.6.3.1 Dense Bi-encoders

The overall design of dense bi-encoders strictly follows Eq. 2.11, where we seek to obtain independent query and document latent representations that are used to compute similarity with dot product or cosine similarity. In the dense case, representations belong to a continuous low-dimensional space $\mathbb{R}^d$, where $d$ is small (e.g., $d < 1000$). While this idea predates BERT with models like DSSM [Huang et al. 2013], the appearance of PLM as the backbone of such approaches, combined with more advanced LTR techniques, filled the gap of previous attempts which lacked representation power.

Sentence-BERT [Reimers and Gurevych 2019] is one of the first works introducing dense bi-encoders based on BERT, applied to sentence similarity tasks. It provides a good overview of their basic design. Given the BERT output token embeddings $(h)_i = [h_{[CLS]}, h_1, ..., h_{[SEP]}]$, we obtain a single vector representation for the input text (query or document) by means of a simple pooling strategy – either using $f = h_{[CLS]}$, or by relying on the average $f = \frac{1}{N} \sum_i h_i$. In practice, we can use different encoders for queries and documents (e.g., [Karpukhin et al. 2020]); however, it has become standard to use a single encoder for both sides, as it was shown to provide additional robustness [Izacard et al. 2022; Reimers and Gurevych 2019; L. Xiong et al. 2021]. Thus, in this simplified setting, given the PLM encoder $f_\theta$ (for instance based on BERT), and the input query $q$ and document $d$, the relevance score is given by:

$$s(q,d) = f_\theta(q)^T f_\theta(d)$$ (2.28)
where representations can be normalized or not, depending on the similarity we want to use (dot product or cosine). Figure 2.11 illustrates the overall process. Building on Sentence-BERT, many subsequent works adapted bi-encoders for the ranking task. Usually, models follow the same structural design but rely on different training strategies like DPR [Karpukhin et al. 2020] or ANCE [L. Xiong et al. 2021]. The main training strategies include

i) distillation,
ii) hard-negative mining and
iii) pre-training, and are further detailed in Section 2.6.5.1. In Table 2.9 we list several dense models alongside their main characteristics.

<table>
<thead>
<tr>
<th>Model</th>
<th>D</th>
<th>NS</th>
<th>PT</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPR [Karpukhin et al. 2020]</td>
<td>✗</td>
<td></td>
<td>✗</td>
</tr>
<tr>
<td>ANCE [L. Xiong et al. 2021]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>TAS-B [Hofstätter et al. 2021]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>RocketQA [Qu et al. 2021]</td>
<td></td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>RocketQAv2 [Ren et al. 2021b]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>TCT-ColBERT [S.-C. Lin et al. 2020]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>TCT-ColBERTv2 [S.-C. Lin et al. 2021]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>CoCondenser [L. Gao and Callan 2022]</td>
<td>✗</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contriever [Izacard et al. 2022]</td>
<td>✗</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AR2 [H. Zhang et al. 2022]</td>
<td>✗</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ColBERT [Khattab and Zaharia 2020]</td>
<td>✗</td>
<td></td>
<td>✗</td>
</tr>
<tr>
<td>ColBERTv2 [Santhanam et al. 2022b]</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.9: Small cartography of dense approaches. D, NS and PT refer respectively to Distillation, (Hard-)Negative sampling, and Pre-training. Many more approaches have been proposed in the last two years – but overall rely on the same building blocks. Also, note that each model relies on additional specifics and implementation details.

Remark

The bi- (or dual-) encoder terminology is not restricted to dense approaches per se. In Chapter 3, we introduce our main contribution SPLADE, which bridges the gap between dense and sparse approaches – being the first end-to-end sparse bi-encoder model.

2.6.3.2 ANN Search

Retrieving from large collections of dense vectors requires dedicated indexing structures and efficient similarity search algorithms. Many of such ideas have been developed by the Computer Vision (CV) community, motivated by the need to search over large databases of image representations. With the advent of dense retrieval based on PLM for text retrieval, the IR community has also recently turned its attention
to such techniques. In the dense setting, retrieval is formulated as a nearest neighbors search problem, which consists in finding the top-k most similar documents to the query, based on the similarity defined by the model – usually dot product in the case of dense bi-encoders. This is the exact same problem we aim to solve with inverted indexes storing sparse BoW representations – but the objects of interest are very different in nature, and thus benefit from specific techniques. Overall, we need \( i \) a search algorithm, \( ii \) a corresponding index structure. More formally, given the formulation in Equation 2.28, let \( f_\theta(q) \) denote the query embedding, and \( C = \{ f_\theta(d_1), ..., f_\theta(d_{|C|}) \} \) the set of document representations – with \( |C| \) usually large. The retrieval problem is formulated as a Maximum Inner Product Search (MIPS)\(^{61}\):

\[
i^* = \arg \max_{i \in \{1,...,|C|\}} f_\theta(q)^T f_\theta(d_i) \tag{2.29}
\]

MIPS can be trivially solved with exhaustive search (or brute force approach) on a flat index, which simply stores all the document embeddings: compute \( f_\theta(q)^T f_\theta(d_i) \forall i \), and store the top-k results in a heap data structure. While this approach remains feasible on moderate-sized collections\(^{62}\), they become too costly for large-scale scenarios – both in terms of storage and query latency. Thus, more efficient methods have been developed, relying on approximate versions of the search problem – dubbed Approximate Nearest Neighbors.

Local Sensitive Hashing (LSH) \cite{Dataretal2004IndykMotwani1998} is based on hash functions that map similar documents – in terms of dot product – in the same “bucket” with high probability, thus partitioning the input space. At inference time, one needs to perform (exact) search on the subset of documents that belong to the hash tables the query is hashed to. Quantization follows a different approach and partitions the space according to the data. Early methods rely on a \( k \)-means clustering of the embeddings to extract \( k \) centroids \( C = (c_1, ..., c_k) \) – the codebook – that are used to partition the points. The quantizer is the function mapping a (document) vector to its closest centroid:

\[
Q(d) = \arg \min_{c_i \in C} \| f_\theta(d) - c_i \| \tag{2.30}
\]

It then becomes possible to build an IVF (Inverted File) index, where each dimension of the codebook stores the representations of vectors assigned by the quantizer \cite{SivicandZisserman2003}. Interestingly, this design is inspired by traditional inverted indexes in text IR: here, each cluster \( c_i \) can be seen as a “virtual” word of a latent vocabulary. The large body of work around Product Quantization (PQ) \cite{Geetal2014Jegouetal2011Matsuietal2018} builds on this general concept, but further corrects the drawbacks of IVF indexes – which usually requires

\(^{61}\) MIPS can equivalently be formulated as a minimization problem with Euclidean distance.

\(^{62}\) Including MS MARCO.
very large codebooks. Finally, Approximate methods based on proximity graphs like HNSW (Hierarchical Navigable Small Worlds) [Malkov and Yashunin 2020] have recently gained popularity. They are considered as the current state of the art for approximate $k$-NN.

**Remark**

Many open-source implementations of ANN algorithms are available. META’s FAISS library [Johnson et al. 2019]† provides most of the state-of-the-art approaches and has become a common ground for IR researchers working on dense retrieval. Libraries like Vespa combines text and vector search at scale, making them appealing for production-ready systems‡.

†https://github.com/facebookresearch/faiss
‡https://vespa.ai/

### 2.6.3.3 ColBERT

In Section 2.6.3.1, we have introduced dense models representing queries and documents as single vectors in the embedding space. One notable limitation, however, is that various complex meanings can be embedded into long documents. Similarly, search queries may have multiple intents [Sanderson 2008], which might be difficult to encode in a single low-dimensional representation. Directly tackling this issue, [Humeau et al. 2020] introduce the poly-encoder, which represents each document through multiple vectors that correspond to different views of the input, relying on learned codes and attention mechanism. Queries are still “single-view”, and are used at inference time to compute a single document representation – using an attention mechanism based on the query vector. The similarity score is finally based on the dot product between query and document representations. ME-BERT [Luan et al. 2021] follows a similar idea but simply represents a document by its first $m$ BERT embeddings $f_\theta(d) = [h_0, h_1, \ldots, h_m]$ – the relevance score corresponding to the maximum dot product between the query and document vectors.

ColBERT [Khattab and Zaharia 2020; Santhanam et al. 2022b] takes the approach to its extreme by representing every token of the input (query or document) as a dense vector. By postponing the interaction of query-document tokens to the very end, it thus becomes possible to pre-compute document representations offline, while still modeling fine-grained relevance information – bridging the gap between interaction- and representation-based approaches. More formally, given the output BERT embeddings $f_\theta(q) = (h_q)_i$ and $f_\theta(d) = (h_d)_j$ for respectively the query $q$ and document $d$, ColBERT computes relevance as:

$$s(q, d) = \sum_{i \in q} \max_{j \in d} \cos(h_q(i), h_d(j))$$  \hspace{1cm} (2.31)
Such mechanism is reminiscent of the interaction approaches in pre-BERT models (Section 2.5.4), as ColBERT can be seen as operating on top of the interaction matrix containing cosine distances between BERT embeddings – as shown in Figure 2.12. In practice, the same encoder $f_\theta$ is used for both queries and documents, but special tokens [Q] and [D] differentiate them. Queries are also artificially augmented by appending [MASK] tokens – up to a maximum length of 32 – to include a soft, differentiable query expansion mechanism. Thus, inputs are formatted as follows:

$$q \rightarrow [Q], [CLS], q_1, ..., q_N, [SEP], [MASK], ..., [MASK], l = 32$$

$$d \rightarrow [D], [CLS], d_1, ..., d_M, [SEP]$$

Finally, without loss of generality, the model also incorporates a linear layer $(W, b) \in (\mathbb{R}^{d \times d'}, \mathbb{R}^{d'})$, $d' < d$, whose role is to project token embeddings into a lower dimensional space, thus reducing the index memory requirements. Indeed, ColBERT can either be used as a cheap re-ranker, but more interestingly, as an end-to-end retriever: its pruning-friendly MaxSim operator is specifically tailored to leverage vector similarity techniques introduced in Section 2.6.3.2. To this end, embeddings for all terms in the collection are stored in an index supporting approximate similarity search\(^{63}\). Note that the index size scales with the number of tokens in the collection – contrary to the number of documents for dense bi-encoders. Then, end-to-end ColBERT operates in two steps: i) retrieve from the index $k' < k$ tokens for each of the $N_q$ query terms, producing a pool of $K < N_q \times k'$ unique document; ii) use Equation 2.31 to rank these documents\(^{64}\).

Overall, this late-interaction\(^{65}\) approach closes the gap between re-rankers and dense bi-encoders, offering a compelling trade-off between effectiveness and efficiency. As of today, ColBERTv2 [Santhanam et al. 2022b] is still one of the most effective IR models and has inspired various following works. [Tonellotto and Macdonald 2021] reduce ColBERT latency by pruning the number of query tokens to retrieve from, based on simple collection statistics. [Macdonald and Tonellotto 2021] further limit the number of documents to fully score in step ii), relying on selection strategies based on the ANN scores of the first stage. [Hofstätter et al. 2022; Lassance et al. 2022] propose token pruning mechanisms to reduce the index memory footprint further. ColBERT-PRF [X. Wang et al. 2021] takes advantage of ColBERT token-level design to model dense PRF by selecting new embeddings to add to the query based on the IDF of the underlying tokens. [Qian et al. 2022] recently propose to learn sparsified pairwise alignments in ColBERT – improving both the effectiveness and efficiency of the approach by pruning a large number of unimportant query and document vectors. [J. Lee et al. 2023] further introduce XTR (for ConteXtualized Token Retriever) based on a novel approach.

\(^{63}\) Keeping a pointer to their document ids.

\(^{64}\) A dedicated efficient engine for late-interaction – dubbed PLAID – has been proposed in [Santhanam et al. 2022a].

\(^{65}\) To distinguish between dense bi-encoders and late-interaction approaches, we also find the single- vs multiple-representations terminology [Macdonald et al. 2021].
objective function that encourages the ColBERT model to retrieve the most important document tokens first – improving both effectiveness and efficiency of the approach.

**Remark**

Despite its simple design, ColBERT remains, as of today, one of the most effective IR models. Additionally, its term-level scoring mechanism bears similarities with traditional lexical approaches, allowing its analysis under the IR lens. This is the central idea of one of our contributions in Chapter 4.

### 2.6.4 Sparse Methods

While dense approaches have witnessed an increasing interest in the IR and NLP communities, they rely on real-time query embedding as well as Approximate Nearest Neighbors techniques, usually increasing query latency compared to methods based on inverted indexes and efficient query processing algorithms\(^{66}\). Therefore, another research direction simultaneously emerged in the field, dedicated to bringing traditional IR approaches up-to-date.

These methods falling under the “sparse umbrella” tackle the problem through different views, leading to various approaches and architectures. The overall idea is to augment traditional term-based approaches by either learning *term-weighting* functions, *expansion* methods, or a combination of both – relying on BERT (or other PLM) and the proven efficiency of inverted indexes. We can thus think of these methods as aiming to implicitly or explicitly learn sparse representations of queries and documents that can efficiently be compared by sparse dot product – following, once again, Eq. 2.11. While initially motivated by efficiency concerns, other advantages are brought by sparse modeling. For instance, scoring functions become more explainable, as we can explicitly interpret each dimension of the representation – which corresponds to terms from the vocabulary – contrary to the embedding space of dense approaches. Moreover, such design explicitly enforces lexical matching that is known to be critical in IR\(^{67}\). They can also seemingly be integrated into standard software stacks, which usually only require mono-CPU environments – compared to dense methods based on ANN that might require GPUs and multi-threading.

Following prior categorizations, we first introduce in Section 2.6.4.1 text-based expansion models. Section 2.6.4.2 is dedicated to approaches aiming to learn term weights. Section 2.6.4.3 finally introduces the general framework of sparse representation learning that can integrate both aspects for end-to-end learning.

---

\(^{66}\) Note that this has to be taken very cautiously. Comparisons between different types of systems are rather difficult, as they depend on different hardware (GPU vs CPU) and software design choices (e.g., multi- vs mono-CPU). In any case, in large industry-scale systems, traditional approaches have withstood the test of time and remain the core component of modern search systems. We further discuss such aspects in Chapter 3, Section 3.5.5.

\(^{67}\) We further develop these aspects in Chapter 4.
2.6.4.1 Text-Based Document and Query Expansion

Expansion techniques in Information Retrieval date back decades and have originally been developed to tackle the vocabulary mismatch problem, where query terms can be lexically different from those used in relevant documents. The idea behind expansion is to enrich (or expand) queries and/or documents to better align them in terms of the vocabulary they use. Traditionally, such approaches have been relying on techniques like PRF (Section 2.5.1.3), but have been significantly impacted by Pre-trained Language Models.

doc2query [R. Nogueira et al. 2019b] is the first of such approaches, and is based on a simple idea: for any given document in the collection $C$, use a seq2seq model to generate queries for which that document might be relevant. The model is trained on pairs of queries and relevant documents $(q, d^+)$ from MS MARCO, and is used to generate $N$ queries for each document using top-$k$ random sampling [Fan et al. 2018], which are simply concatenated to original documents. Then, the newly “expanded collection” $C'$ can be indexed and queried using standard term-based approaches like BM25. The original doc2query [R. Nogueira et al. 2019b] relies on a seq2seq transformer model trained from scratch. doc2query-T5 [R. Nogueira and J. Lin 2019] further extends the approach, using T5 [Raffel et al. 2020] as a base model. This expansion approach has two main effects (which are illustrated in Figure 2.13): it either i) adds new terms to documents (expansion terms), that are likely to bridge the gap with semantically relevant queries, ii) boosts important terms from the document, by increasing their frequency. Document expansion is quite advantageous, as query generation can be done offline, thus transferring all the workload prior to indexing and inference – the expanded terms having almost no cost on query latency. In this current form, it remains however quite heavy, as each document needs several forward passes – up to 80 – from a large transformer model like T5. Despite its simplicity, doc2query-T5 offers a strong baseline, that is effective in both in- and out-of-domain settings. It also serves as the basis of several subsequent works aiming to learn term weighting (Section 2.6.4.2). By modeling query likelihood $P(q|d)$ based on BERT, the TILDE model [S. Zhuang and Zuccon 2021c] has also been used as a light document expansion model in [S. Zhuang and Zuccon 2021b].

From a different perspective, other works have been tackling query expansion using PLM. For instance, CEQE [Naseri et al. 2021] extends the traditional relevance feedback model from [Lavrenko and Croft 2001] by incorporating BERT contextual representations to better select expansion terms. Claveau 2021 conditions query expansion based on GPT-2 [Radford et al. 2019] with constrained generation – using the query as the seed for generation. Similarly to doc2query, the large number of generations encapsulates both aspects of expansion and im-

68 Note that expansion can either refer to document or query expansion. While traditionally not as popular as query expansion, document expansion based on PLM has recently proven to be very effective.

Figure 2.13: doc2query illustration. The passage is taken from MS MARCO. Orange terms are expansion terms (i.e., not in the original document), while others enforce term importance. We generated the example queries using the T5 HuggingFace weights at castorini/doc2query-t5-base-msmarco.

69 However, expanded collections for MS MARCO have been released at https://github.com/castorini/doc2query-t5-base-msmarco.
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Explicit term weighting. While “deep” query expansion approaches have shown gains over traditional techniques like RM3, they tend to be less effective compared to term weighting models introduced in the next Section.

**Remark**

Recent works have shown how dense models can additionally benefit from PRF techniques [H. Li et al. 2022a, 2023; X. Wang et al. 2021; H. Yu et al. 2021], highlighting the complementary aspects of semantic matching and expansion techniques in fighting the vocabulary mismatch.

2.6.4.2 Term-Weighting

As discussed in Section 2.6.4.1, expansion can implicitly boost important terms by increasing their frequency in queries or documents. This is, however, quite inefficient, as the number of generated queries has to be large for the approach to be effective – up to 80 generated queries for doc2query-T5. Additionally, this mechanism is not learned, and is merely a byproduct of the large number of generations – it, therefore, suffers from its inability to estimate term importance precisely. Such limitations thus motivated approaches that can better estimate contextualized term importance in a principled way, to replace traditional weighting schemes estimated from term statistics – which are effective yet imperfect proxies for term importance.

[Dai and Callan 2019a, 2020b] first initiated such works with the DeepCT model. DeepCT aims to map BERT contextualized passage term embeddings \((h_q)_i = [h_0, h_1, ..., h_N]\), with a linear projection \((W, b) \in (\mathbb{R}^d, \mathbb{R})\), to scalar values that can be interpreted as term importance. Instead of explicitly optimizing ranking metrics, DeepCT is trained with a per-token regression loss, aiming to assign each token to an “ideal” term importance in the form of Query Term Recall \(\in [0, 1]\), estimated from query statistics. It relies on the assumption that important terms should appear in queries for which the given document is relevant. Once the model has been trained, the collection can be indexed by re-scaling and quantizing (for instance to integer values between 0 and 100) document term weights, such that they can be stored in a standard inverted index. Finally, retrieval on the augmented index is performed with BM25 – with no additional online inference needed, as queries are kept unchanged. This is a major advantage in terms of efficiency, compared to dense models, for instance, which require online query encoding. A high-level overview of the model is shown in Figure 2.14. HDCT [Dai and Callan 2020a] later extended DeepCT to tackle long document ranking.

---

70 Although we inform the reader that prior to PLM, some works have attempted to learn term discrimination, with limited success [Frej et al. 2020; J. Lee et al. 2020].

71 Note that Dai and Callan also introduce a query weighting mechanism for “long” queries, but the document model is the most popular one.

72 In practice, a new “fake” collection is created, by repeating terms according to their quantized term frequency. This collection is further processed and indexed in the standard way.

73 Some works, however, have shown how standard query processing techniques relying on dynamic pruning are not suited to deal with such approaches, for which the distribution of weights differs from term frequencies [Mackenzie et al. 2020, 2021], see Chapter 3.
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DeepCT does not include any expansion mechanism and is thus merely operating as a term re-weigher. Consequently, it does not address the vocabulary mismatch and suffers from limited Recall gains. DeepImpact [Mallia et al. 2021] combines the best of both worlds, by re-weighting terms from documents expanded with doc2query-T5. The core idea remains the same, but some mechanisms slightly differ: i) term scoring relies on a two-layer MLP instead of a linear layer, ii) the first occurrence of each unique term is provided to the scorer – instead of considering the max score for DeepCT, iii) the model is trained with a pairwise ranking loss, iv) and finally, the ranking score \( s(q,d) \) is simply obtained by summing the importance of query terms appearing in documents – thus not relying on, e.g., BM25. DeepImpact quantizes weights into 8-bit integers – called impact scores – that are directly stored in an inverted index\(^\text{74}\).

Similarly, TILDev2 [S. Zhuang and Zuccon 2021b] learns term weighting on top of expanded documents. However, the model uses a single-layer MLP to compute scores, and represents queries and documents in BERT WordPiece vocabulary, instead of the full vocabulary of terms. This has the effect of reducing the index to a fixed small number \( |V| = 30k \) of longer posting lists. Finally, authors take advantage of their previously introduced TILDE re-ranking model [S. Zhuang and Zuccon 2021c] that can cheaply provide expansion terms for each document at almost no effectiveness cost when compared to doc2query-T5 expansion. Note, however, that TILDev2 is solely evaluated as an efficient re-ranker.

Taking a different perspective, COIL-tok [L. Gao et al. 2021a] rather learns a low-dimensional dense vector (instead of a weight) for each query and document term, providing effective contextualized term matching by means of dot product, at the expense of increased storage and retrieval cost\(^\text{75}\). UniCOIL [J. Lin and Xueguang Ma 2021] further extends COIL by i) relying on doc2query-T5 expanded documents, ii) projecting term representations as single scores instead of vectors. The approach is thus similar to DeepImpact, but additionally includes query term weighting, which largely boosts the overall effectiveness, while requiring additional online computation.

2.6.4.3 Sparse Representation Learning

Previously introduced models, which learn expansion and/or term weighting functions to perform sparse matching, can still be viewed under the lens of Eq. 2.11, where representation learning is somewhat implicit. For instance, DeepImpact can be seen as estimating \( s(q,d) \) as a sparse dot product between a binary sparse query vector, and the learned sparse document representation. However, these approaches do not learn expansion and term weighting in a joint manner, and are, to this end, sub-optimal. For instance, DeepImpact relies on the fixed doc2query
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Figure 2.14: DeepCT operates in the term space by simply considering the first subword prediction for split words (as shown for \( t_2 \) here). When a word appears multiple times through the input, its maximum “importance” is kept, as shown for \( t_1 \). Up to some minor variations, most of the term-weighting approaches follow a similar design.

\( ^{74} \) For that, Mallia et al. rely on the PISA search engine: https://github.com/pisa-engine/pisa.

\( ^{75} \) Note that the full COIL model relies on the matching between query and document dense [CLS] vectors (after a downsizing projection), and can be thus considered as an “hybrid” method.
expansion, which has furthermore not explicitly been trained for the ranking task.

In the following, we give a light overview of the general framework of sparse representation learning, further developed in Chapter 3. Such approaches aim to learn sparse high-dimensional query and document vectors explicitly, which can accommodate both term weighting and expansion mechanisms, and that can be compared with dot product. We refer to this type of model as sparse bi-encoders, mirroring the dense bi-encoder terminology. [MacAvaney et al. 2020c] initiated this line of work with EPIC, which performs passage expansion by relying on the MLM head introduced in Section 2.4.4.2. More specifically, it estimates the importance of each term of the vocabulary implied by each term of the document, and each token is thus represented as a vector in $\mathbb{R}^{|V|}$. The overall idea is illustrated in Figure 2.15. Because of the MLM pre-training objective, such representations are already pre-conditioned, to some extent, for expansion: for a given input term, its highest MLM logits would usually correspond to the term itself, alongside synonyms or “related” terms.

Different aggregation mechanisms have been proposed to obtain document- or query-level vectors. Moreover, for obvious efficiency reasons, it is required for representations to be sparse, which is also achieved by various means. Although EPIC has been designed as an efficient re-ranking technique – since there is no control over the sparsity of representations – it set the ground for vocabulary-based representation learning. [Bai et al. 2020] builds on this idea and introduce SparTerm, the first sparse bi-encoder designed to tackle first-stage ranking efficiently. However, the model cannot be learned end-to-end, resulting in limited success. By building on the Query Term Independence Assumption [Mitra et al. 2019], SPARTA [Zhao et al. 2021] takes a different perspective and introduces a matching function similar to ColBERT, where query tokens are not contextualized. It thus becomes possible to compute, prior to indexing, term matching scores $y_v = \max_{j \in d} \cos(e_v, h_d)$, and this for every term $v$ in the BERT vocabulary – resulting to a formulation close to MLM.

Note that the MLM head is not a priori necessary to represent text in high dimensional space. It, however, provides a powerful inductive bias, where each dimension corresponds to an actual vocabulary token. For instance, [Lassance et al. 2021a] propose an autoencoder approach that maps frozen dense vector representations to latent topics in an unsupervised fashion, which are sparse by design and can, therefore, efficiently be indexed.

All in all, we list in Table 2.11 existing sparse approaches with their main characteristics.

---

76 SPARTA incidentally bridged the gap between interaction-based models like ColBERT and sparse models based on MLM.

77 We can easily make the parallel with SNRM [Zamani et al. 2018] introduced in Section 2.5.4, whose high-dimensional projection is learned from scratch.
Remark

Inspired by such ideas, we have developed SPLADE [Formal et al. 2021a, 2022a, 2021c], the first model designed to efficiently tackle first-stage ranking by jointly learning expansion and term-weighting. We give a detailed overview of the approach in Chapter 3. However, to motivate our statements, we show in Table 2.10 how SPLADE outperforms both previous sparse approaches as well as dense bi-encoders.

Table 2.10: Comparing SPLADE to dense bi-encoders and previous sparse approaches on MS MARCO passage retrieval (dev set).

<table>
<thead>
<tr>
<th>model</th>
<th>MS MARCO dev</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR@10 R@1000</td>
</tr>
<tr>
<td>▶ Sparse</td>
<td></td>
</tr>
<tr>
<td>BM25</td>
<td>18.4</td>
</tr>
<tr>
<td>DeepCT</td>
<td>24.3</td>
</tr>
<tr>
<td>doc2query-T5</td>
<td>27.7</td>
</tr>
<tr>
<td>SPLADE</td>
<td>34.5</td>
</tr>
<tr>
<td>▶ Dense</td>
<td></td>
</tr>
<tr>
<td>Bi-encoder</td>
<td>31.2</td>
</tr>
</tbody>
</table>

Table 2.11: A cartography of existing sparse approaches for first-stage ranking. QE, DE, TW, and e2e refer respectively to Query Expansion, Document Expansion, explicit Term Weighting and end-to-end, which are the main characteristics differentiating models. We notice that the end-to-end aspect of SPLADE allows us to seemingly apply the same techniques introduced for dense approaches such as distillation (Table 2.9). Also, note that each model relies on additional specifics and implementation details. A similar description is proposed in [Thong Nguyen et al. 2023].
2.6.5 Training Bi-encoders

We now proceed to describe how ranking models based on PLM are usually trained. Section 2.6.5.1 describes the fine-tuning step. In Section 2.6.5.2, we further present recent works tackling pre-training of PLM in the context of Information Retrieval.

2.6.5.1 Fine-Tuning

Up to now, we haven’t precisely discussed how PLM-based models are trained – or more accurately fine-tuned – for the ranking task. In the following, we focus on bi-encoders – whether dense or sparse. Let our model be parametrized by $\theta$ — the set of parameters to learn. From a high-level perspective, we aim to learn a suitable embedding function that maps queries and relevant documents together, while pushing away irrelevant ones.

In IR, we usually have access to training samples, obtained from instance from the logs of a search engine, in the form of i) a query $q$, ii) a corresponding relevant document $d^+$, iii) a set of $m$ negative documents $\{d^-_1, \ldots, d^-_m\}$. To optimize ranking models from this data, many losses have been proposed in the Learning-to-Rank literature, such as Hinge Loss or ListNet [T.-Y. Liu 2011]. However, there recently has been an increasing interest towards contrastive approaches to learn effective query and document representations. It aims to minimize the negative log-likelihood of the positive passage against the set of $m$ negative documents:

$$
\mathcal{L} = - \log(\mathcal{P}_\theta(q|d^+))
$$

where:

$$
\mathcal{P}_\theta(q|d^+) = \frac{\exp(s_\theta(q, d^+))}{\exp(s_\theta(q, d^+)) + \sum_{i=1,\ldots,m} \exp(s_\theta(q, d^-_i))}
$$

In an ideal setting, all the negative documents in the collection $\mathcal{C}$ would be taken into account. However, this is computationally infeasible, as the collection contains millions – or more – documents for which it would be required to compute $s_\theta(q, d)$. Hence, $m$ is practically set to a small number, such that we approximate the true distribution over the collection – following Noise Contrastive Estimation [Gutmann and Hyvärinen 2010] literature.

The way negatives are selected to build training examples is thus critical and has recently been the focus of several works in neural IR. One obvious way consists of sampling random negatives from the collection $\mathcal{C}$. In-Batch Negatives (IBN) is another option that considers positive documents from other queries in the current batch as negative documents. Both types of approaches, however, suffer from slow

---

78 Recall from Section 2.4.4.2 that PLM are pre-trained with an unsupervised objective such as MLM, to be later fine-tuned for downstream tasks.

79 That has also been extensively studied in Computer Vision, e.g., [Ting Chen et al. 2022].

80 Note that this problem is rather new, as it is directly linked to training first-stage models. Re-rankers do not suffer from such issues, as samples are simply built from the candidate generator.
training convergence [L. Xiong et al. 2021], as they end up providing non-informative samples\textsuperscript{81}.

Thus, several approaches have focused on providing more informative – or hard – negatives to train neural IR models. They are usually based on a retrieval model that can identify negative documents close enough to the relevant ones. As such, [Karpukhin et al. 2020] propose to use BM25 as a way to select negatives – combined with local IBN. This procedure remains the “standard” way to train neural retrievers. Other works have proposed to rely on the models themselves to select even more informative negatives, typically in a multi-step or dynamic training strategy [Lindgren et al. 2021; Qu et al. 2021; Ren et al. 2021b; L. Xiong et al. 2021; Zhan et al. 2021, 2020]. For instance, ANCE [L. Xiong et al. 2021] periodically indexes at training time the collection with the current model. Such an index is used to dynamically retrieve negative documents for subsequent training queries. The Learning To Retrieve (LTRe) approach freezes the document index and further trains a query encoder to learn how to retrieve relevant documents from the entire corpus.

Other developments have focused on distillation strategies [Hinton et al. 2015]. In Natural Language Processing and Computer Vision, distillation is traditionally employed to distill a large model into a smaller one with the same overall architecture. However, in Information Retrieval, the objective is to distill an effective – but costly – model like a cross-encoder into an efficient one, such as a bi-encoder. Hence, [Hofstätter et al. 2020a] first proposed the marginMSE loss, which minimizes, with Mean Squared Error, the positive-negative margins between a cross-encoder teacher $T$ and various student models $S$:

$$\mathcal{L} = (s_T(q, d^+) - s_T(q, d^-)) - (s_\theta(q, d^+) - s_\theta(q, d^-))^2$$  \hspace{1cm} (2.34)

Similarly, [S.-C. Lin et al. 2021] minimize the Kullback–Leibler divergence between $P_T(q|d^+)$ and $P_\theta(q|d^+)$, for a light ColBERT teacher, enabling the use of dynamic In-Batch Negatives. Finally, [Hofstätter et al. 2021] combine both types of distillation. Overall, cross-architecture distillation has become quite standard and is a simple and effective way to boost the performance of bi-encoders.

\textbf{Remark}

The hard-negative sampling and distillation techniques introduced in this Section have initially been designed to boost the effectiveness of dense bi-encoders. They are further developed in Chapter 3, where we show how such techniques can seemingly be applied to sparse bi-encoders, leading to state-of-the-art results for SPLADE.

\textsuperscript{81} Such negatives can be seen as too “easy” for the model. Consequently, they usually provide near-zero loss values, and thus near-zero gradients.
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2.6.5.2 Pre-Training

Masked Language Modeling pre-training is not entirely aligned with the Information Retrieval task, and is, to this end, sub-optimal. The learned embedding space is not suited for retrieval – or to compute similarities more generally. Recent works have proposed to align this space to the task better, by performing an additional intermediate unsupervised pre-training step – thus providing a more effective initialization for subsequent fine-tuning.

In the context of re-ranking, [Xinyu Ma et al. 2021a,b] propose Pre-training with Representative wOrd Prediction (PROP). Given an input document, two pseudo queries are generated, and query likelihood is used to build pairwise preferences to further pre-train the model alongside MLM. In a similar pairwise setting, [Jia Chen et al. 2022] incorporate IR axioms – formal descriptions of what makes a good ranker – into pre-training, by generating samples according to such axioms. [Z. Ma et al. 2021] propose the HARP framework, in which pre-training objectives take advantage of dependencies between hyperlinks and anchor texts in Wikipedia pages. [Y. Guo et al. 2022] further devise four tasks that rely on the hierarchical structure of Web documents.

Another line of work has studied the role of pre-training in the context of first-stage ranking, i.e., applied to dense bi-encoder models, and can roughly be categorized into i) contrastive and ii) information bottleneck techniques.

[Chang et al. 2020] early studied the role of several pre-training tasks such as the Inverse Cloze Task – initially proposed by [K. Lee et al. 2019] – showing how they can help a transformer-based bi-encoder trained from scratch to outperform BM25. CoCondenser [L. Gao and Callan 2022] builds on the Condenser architecture [L. Gao and Callan 2021] designed to enforce models to condense information into dense vectors. CoCondenser is pre-trained with a new unsupervised objective: given a document, sample a pair of spans, and contrastively train the model such that the [CLS] representations of spans from the same document are close, while the ones from different documents are far apart. [Izacard et al. 2022] carefully study the limits of unsupervised contrastive pre-training, and propose the Contriever model, which outperforms BM25 on several zero-shot evaluation settings. [Ram et al. 2022b] build on similar ideas by taking advantage of recurring spans in documents, in the context of open-domain Question Answering.

From a different perspective, other methods have proposed to pre-train query and document representations through an Information Bottleneck, in an AutoEncoder fashion [Sachan et al. 2022b; Shen et al. 2022a; K. Wang et al. 2021; Xiao and Z. Liu 2022; Xiao et al. 2022]. The general idea consists in better pre-conditioning the network to rely on its [CLS] representation to match two pieces of text.

---

82 Thus, almost all these approaches start from a pre-trained model, and further devise additional pre-training objectives. We refer to such intermediate steps as middle-training.

83 The two methods differ in the way they generate the set of words, either from a multinomial uni-gram Language Model or a contextual Language Model based on BERT.
Remark

Note that these pre-training techniques have either been applied to re-ranking or dense retrieval settings. They remain largely unexplored in the context of sparse representation learning. In Chapter 3, we do not explicitly devise pre-training tasks for sparse models. However, we rely on middle-trained dense checkpoints, which can surprisingly improve the performance of sparse retrievers.

2.6.6 Active Research Directions

This section introduces several active research directions in the neural IR space. We don’t cover such topics in this thesis.

Weak labeling  Obtaining high-quality, large-scale annotated retrieval datasets is notoriously hard. It has motivated the study of cheap weak labeling techniques early on [Dehghani et al. 2017; MacAvaney et al. 2019b]. Various works have recently shown how generative Language Models can be used to generate synthetic training data in the context of Information Retrieval [Bonifacio et al. 2022; Dai et al. 2022; J. Ma et al. 2021; Saad-Falcon et al. 2023; Sachan et al. 2022a; K. Wang et al. 2022]. For instance, GPL [K. Wang et al. 2022] combines a doc2query-T5 query generator with pseudo labeling from a cross-encoder, to adapt dense retrievers on new domains with marginMSE loss. InPars [Bonifacio et al. 2022] relies on GPT-3 to generate synthetic queries from input documents, that are used to train a monoT5 re-ranker with Cross-Entropy loss – leading to impressive unsupervised performance. [Boytsov et al. 2023; Jeronymo et al. 2023] recently extend and update the approach. PROMPTAGATOR [Dai et al. 2022] follows a similar line of work by relying on the FLAN model [Wei et al. 2022] as a few-shot query generator.

Differentiable Search  In a position paper, [Metzler et al. 2021] present a research agenda for the IR community, based on the recent progress of generative Language Models. They propose to rethink the standard retrieve-rerank pipeline (Section 2.5.2), which could be replaced by a single generative step. The model would thus encode all the information contained in the corpus in its parameters, and directly answer the information needs. They identify key advantages (such as getting rid of the document index) and practical limitations (such as scaling or trustworthiness). Building on this idea, [Tay et al. 2022b] introduce the first technical implementation of generative search, with the Differentiable Search Index (DSI). The IR task is cast as a text-to-text problem, where the model maps (i.e., generates) string queries to relevant document ids. Several following works have improved over
such idea [Bevilacqua et al. 2022; Jiangui Chen et al. 2022; H. Lee et al. 2022a,b; Mehta et al. 2022; Y. Wang et al. 2022; Zhou et al. 2022; S. Zhuang et al. 2022]. However, due to the difficulty of the task, and the issues of scaling such approaches, the evaluation scenarios remain as of today quite limited.

Retrieval-Enhanced Machine Learning  Building on quite the opposite idea, there has been a recent trend departing from ever-larger models storing knowledge in their parameters, to models having an explicit memory – thus offloading memorization to storage. For instance, models such as REALM [Guu et al. 2020] early integrated a dense bi-encoder model in the pre-training of BERT, where retrieved documents are used as additional context. [Zamani et al. 2022] recently introduced the generic Retrieval-Enhanced Machine Learning (REML) framework, placing IR models in a broader scope, where they could provide access to more abstractly-represented knowledge. Such a research agenda highlights exciting opportunities for the IR community in the larger scope of Machine Learning optimization.

2.7 Conclusion

The advent of Pre-trained Language Models has irreversibly impacted Information Retrieval. Re-ranking approaches based on cross-encoders (Section 2.6.1) have shifted the state of the art on standard benchmarks (e.g., MS MARCO, Section 2.3.2.1) beyond what the community thought would be possible. Motivated by these improvements, new retrieval models have been designed as a direct alternative to traditional lexical approaches like BM25 in multi-stage pipelines to bridge the vocabulary gap (Section 2.6.2). Such approaches can roughly be categorized into dense or sparse depending on how they represent queries and documents. Due to their fundamental differences, both rely on different index structures as well as search algorithms to cope with the strict efficiency requirements of the retrieval step (Sections 2.6.3.2 and 2.5.1.4 respectively).

In Chapter 3, we contribute to this research direction and introduce a new sparse bi-encoder model – dubbed SPLADE for SParse Lexical AnD Expansion. SPLADE is highly effective, efficient, in addition to being robust. Additionally, its learned representations can be interpreted.

While neural ranking models based on PLM achieve impressive results in in-domain evaluation scenarios such as MS MARCO, various studies have recently pointed out their limitations when it comes to generalization, compared to traditional lexical approaches which are inherently zero-shot [Sciavolino et al. 2021a; Thakur et al. 2021; Zhan et al. 2022b]. We further discuss such aspects for SPLADE in Chap-
ter 3, and study more generally the ability of ranking models to perform lexical match \textit{off-the-shelf} in Chapter 4.
Chapter 3

Sparse Representation Learning for Information Retrieval

Outline

In this Chapter, we present the main contribution of this thesis. Our model – dubbed SPLADE, for SParse Lexical AnD Expansion – is a sparse bi-encoder that learns query and document representations grounded in the Pre-trained Language Models vocabulary. SPLADE is effective, efficient, and its representations can be interpreted. It relies on an explicit sparsity regularization of representations which allows controlling the effectiveness-efficiency trade-off in an end-to-end fashion. SPLADE achieves state-of-the-art results in both in- and out-of-domain settings when combined with training techniques such as distillation or hard-negative sampling – making it an appealing candidate to replace traditional term-based approaches such as BM25 in modern search engines.

This Chapter is built on our four contributions:

- [Formal et al. 2021c] SPLADE: Sparse Lexical and Expansion Model for First Stage Ranking.
3.1 Introduction

The recent developments in Pre-trained Language Models have given birth to a new generation of neural IR systems. Models like BERT [Devlin et al. 2019] have irreversibly impacted Information Retrieval – way beyond what the community thought would be possible a few years back. Initially employed as re-rankers in a standard Learning-to-Rank framework, the real paradigm shift, however, occurred with the emergence of a new generation of neural models tackling the retrieval step in multi-stage ranking pipelines – holding the promise to replace traditional IR approaches in modern search engines.

For such a task, models based on dense representations combined with Approximate Nearest Neighbors algorithms, have proven to be both highly effective and efficient (Section 2.6.3). These approaches tend to move away from sparse signals and the long-standing vocabulary mismatch by directly modeling relevance as distances in the continuous semantic space. In the meantime, several works have been dedicated to bringing lexical models up to date by taking advantage of PLM in various manners. Such sparse approaches, for instance, learn contextualized term weights, query or document expansion, or use both mechanisms jointly (Section 2.6.4). They inherit the good properties of Bag-of-Words models, such as the exact matching of terms or some level of interpretability. They additionally benefit from the proven efficiency of inverted indexes and can seamlessly be integrated into standard IR software stacks – enabling GPU-free inference in some cases.

Motivated by these advantages, we propose in this Chapter an original sparse bi-encoder model – dubbed SPLADE for SParse Lexical AnD Expansion – that unifies expansion and term weighting. We, therefore, develop the ideas introduced in Section 2.6.4.3, from which we took inspiration to design SPLADE. We describe in Section 3.2 how the MLM head of Pre-trained Language Models can be used to represent tokens in a sequence as vectors in the vocabulary space. In Section 3.3, we present models that aggregate such token-level representations into query and document vectors. We address the main pitfalls of such approaches with SPLADE in Section 3.3.4. The remainder of the Chapter is dedicated to the various experiments and analyses we conduct, resulting in state-of-the-art results in in- and out-of-domain settings (Sections 3.7 and 3.8 respectively).

3.2 Representing Tokens in the Vocabulary Space

In sparse representation learning for IR, term importance is predicted in BERT’s WordPiece vocabulary – where $|V| = 30522$ – based on the logits of the Masked Language Modeling head.\footnote{Note that most approaches, including SPLADE, are originally based on BERT; we show in Section 3.5.6 how it is possible to use various PLM models, as long as they provide a pre-trained MLM head.} More precisely, let us consider an input query or document sequence after WordPiece tokenization $t = (t_0, t_1, ..., t_N) = ([\text{CLS}], t_1, ..., t_{N-1}, [\text{SEP}])$. BERT
outputs contextualized embeddings \((h_0, h_1, ..., h_N)\) for each token in \(t\). The MLM head projects each embedding \(h_i\) back to the vocabulary space \(\mathbb{R}^{|V|}\). To ease reading, we re-introduce a slightly modified formulation of the MLM head (Eq. 2.19, Section 2.4.4.2). More specifically, the importance (logit) \(w_{iv}\) of the token \(v\) (of the vocabulary) for a token \(i\) (of the input sequence) is given by:

\[
w_{iv} = \text{transform}(h_i)^T E_v + b_v, \quad v \in \{1, ..., |V|\}
\]

(3.1)

where \(E_v\) denotes the BERT input embedding for token \(v\), \(b_v\) is a token-level bias, and \(\text{transform}(\cdot)\) is a linear layer with GeLU activation and LayerNorm. The matrix projecting contextualized representations \(h_i\) back to the vocabulary is tied to the input embedding matrix \(E_{|V| \times d}\). While nothing \textit{a priori} prevents having a separate output projection matrix \(W\), tying the input and output embedding matrices pre-dates BERT and has shown to be both an effective and efficient design choice – by reducing the number of training parameters [Press and L. Wolf 2017] – thus becoming standard for Pre-trained Language Models.

As illustrated in Figure 3.1, the weights \(w_i\) correspond to an unnormalized probability distribution over the vocabulary, for token \(t_i\), where each output dimension \(v \in V\) is actually associated with the token it represents – therefore providing an \textit{interpretable} representation basis for IR models. During pre-training, a softmax is applied to the term importance of [MASK] tokens, which are then used to train the models with Cross-Entropy to predict the actual masked tokens (Section 2.4.4.2). The MLM head is usually discarded during fine-tuning – only the contextualized embeddings \(h_i\) are used for downstream tasks. However, it provides a well-calibrated initialization point for representing queries and documents in the vocabulary space by implicitly learning term expansion with the MLM task.

We illustrate this phenomenon for two pre-trained models in Table 3.1. As the task requires predicting masked tokens from their context, expansion thus naturally occurs. For instance, synonyms of a given word are usually associated with high logits, as they could likely occur in the same context – for instance “cancer” \(\rightarrow\) “tumor” in Table 3.1. In Information Retrieval, we can see this as propagating importance to similar tokens.
Table 3.1: MLM prediction for the Robust04 query “prostate cancer detection treatment”. For each token, we show the top-3 predicted tokens, i.e., with the highest MLM logits. Note that these models use the WordPiece vocabulary (Section 2.4.2). Also, note that only the generator part of ELECTRA has been pre-trained with MLM. We also include for comparison the prediction for one of our SPLADE model.

We thus see that such vocabulary-based representations offer two nice properties, namely i) expansion and ii) term-weighting, as tokens “close” to an input token \( t_i \) have higher values (logits) than non-related ones.

Remark

This approach conceptually differs from term-weighting models such as DeepImpact [Mallia et al. 2021], which learn scoring functions mapping contextualized embeddings to a score in \( \mathbb{R} \). In SPLADE and related models, each embedding is mapped to a vocabulary-sized representation in \( \mathbb{R}^{|V|} \).

3.3 From Token to Sequence-Level Representations

In Section 3.2, we have shown how we can represent tokens as vectors in the vocabulary space, therefore explicitly modeling expansion and term weighting. Different approaches have been proposed to derive query and document views from the token representations by aggregating importance vectors \( w_i \) for tokens \( t_i \) in the input sequence. Importantly, representations are located in a high-dimensional space \( \mathbb{R}^{|V|} \), with \( |V| >> 10k \). To perform efficient retrieval from large collections with inverted indexes, such representations must be sparse. Thus, methods also differ in the way they enforce such sparsity.
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The overall scheme of sparse representation learning based on the output of the MLM head is represented in Figure 3.2. It follows the representation paradigm from Eq. 2.11, where we aim to learn encoders\textsuperscript{86} $\phi$ and $\psi$ that represent queries and documents as sparse vectors $w$, and where relevance is expressed as:

$$s(q, d) = \phi(q)^T \psi(d)$$

(3.2)

**Remark**

Depending on the approach, query and document encoders can be different or symmetric. We note $w(q)$ (resp. $w(d)$) vectors for queries (resp. documents). We also indicate with subscripts selection operations: $w_{iv}$ corresponds to the $v$-th token of the $i$-th position of the input sequence, while $w_v$ simply corresponds to the $v$-th dimension of a query or document vector.

### 3.3.1 EPIC

EPIC [MacAvaney et al. 2020b] (for Expansion via Prediction of Importance with Contextualization) is a lightweight re-ranking module based on vocabulary-grounded query and document representations. It is the first approach proposing to perform passage expansion based on a mechanism similar to Eq. 3.1. In contrast, queries are treated similarly to term-weighting approaches like DeepCT [Dai and Callan 2019a, 2020b], i.e., by mapping each query token $t_i$ to a single score $w(q)(t_i)$ as follows:

$$w(q)(t_i) = \log (1 + \text{softplus} (\theta_1^T h_{q,i}))$$

(3.3)

where $\theta_1 \in \mathbb{R}^d$. The query is represented as a sparse vector $\phi(q)$ in $\mathbb{R}^{|V|}$ by setting to 0 all the other dimensions (tokens) in the vocabulary – it thus does not perform expansion. The softplus function prevents terms from having a negative importance while enforcing a saturation effect through the logarithm\textsuperscript{87}.

Contrary to queries, documents are represented as dense vectors in the vocabulary space $\mathbb{R}^{|V|}$ by means of three components. More precisely, document terms $t_j$ are first projected to the vocabulary $V$, i.e., $w_j = \theta_2 h_{d,j}, \forall j$. Note that while $\theta_2$ is initialized to the pre-trained MLM projection matrix (or equivalently, the input embedding $E$), it is, however, no tied to it. Such projection is akin to what is done in Eq. 3.1 – although not strictly equivalent. In addition, term importance is taken into account, similarly to Eq. 3.3:

$$w(d)(t_j) = \log (1 + \text{softplus} (\theta_3^T h_{d,j}))$$

\textsuperscript{86} While in the dense case, query and document encoders are usually the same, we show in Section 3.6 that for sparse approaches, query-specific encoders can lead to substantial efficiency gains. Also, note that such encoders are usually parametrized, i.e., $\phi = \phi_\theta$, but we omit $\theta$ for simplicity.

\textsuperscript{87} We show in Section 3.5.4 how saturating term importance is actually quite helpful for SPLADE.
Finally, a global feature for the passage is computed, based on the representation of the [CLS] token: \( c(d) = \sigma(\theta^T_d h_{d[CLS]}) \), where \( \sigma \) is the sigmoid function. The importance of each token \( v \) of the vocabulary \( V \) is finally given by:

\[
 w_v = c(d) \max_{j \in d} \left( w^{(d)}(t_j) w_{jv} \right), \quad v \in \{1, ..., |V| \}
\]  

(3.4)

While queries are sparse by design, Eq. 3.4 implies that documents are dense vectors in the vocabulary space. MacAvaney et al. indeed focus on the re-ranking task, for which exhaustive computation of large dot products is feasible – i.e., without requiring fast query processing over inverted indexes. The approach is efficient, in the sense that document representations can be computed offline – at the expense of a large index \( d \in \mathbb{R}^{|V|} \). The authors further study the role of pruning, by observing that a large proportion of the values in document vectors are actually low. Documents representations can be reduced up to 1000 non-zero values, by simple top-\( k \) pooling (after training), without any loss of effectiveness\(^{88}\).

Remark

Even though EPIC is not strictly relying on the MLM head to represent queries and documents, and only tackles re-ranking, it still has set the basis for grounding query and document representations in the PLM vocabulary space in neural Information Retrieval.

3.3.2 SPARTA

In the context of Open-Domain Question Answering, SPARTA [Zhao et al. 2021] (for Sparse Transformer Matching) addresses the problem from a different angle, by introducing a matching function similar to ColBERT, where query tokens are not contextualized. More specifically, given the input BERT embeddings \( E(q) = (e_q)_i \), and the output BERT embeddings \( (h_d)_j \) for respectively the query \( q \) and document \( d \), the relevance score is computed as:

\[
y_i = \max_{j \in d} \cos(e_q, h_d) \tag{3.5}
\]

\[
s(q, d) = \sum_{i \in q} \log(\text{ReLU}(y_i + b) + 1) \tag{3.6}
\]

where \( b \) is a trainable bias. Because query token embeddings are non-contextual, it thus becomes possible to compute, prior to indexing, term matching scores \( y_v = \max_{j \in d} \cos(e_v, h_d) \), and this for every term \( v \) in the WordPiece vocabulary. This results in viewing documents as

\(^{88}\) Note that 1000 is still quite large \(- 10^8 \) weights for 1M documents – but further reducing \( k \) (e.g., \( k = 100 \)) leads to performance drops.
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vectors \( w \) in the vocabulary space\(^89\), with a formulation implicitly close to MLM. The ReLU function, coupled with \( b \), enforces sparsity such that documents only have a handful of non-zero term matching scores \( y_v \). In practice, however, there is no explicit control of the sparsity, and SPARTA representations are quite large – up to several thousand terms. Zhao et al. further study the effect of a post-processing top-\(k\) pooling strategy – similar to EPIC – and manage to reduce vectors up to a few hundred dimensions without significant drops in effectiveness.

Remark

SPARTA incidentally bridged the gap between interaction-based models like ColBERT and sparse bi-encoders based on the MLM head. Even if the latter aim to represent queries and documents as single vectors, they are, to some extent, computing interactions with a fixed vocabulary basis.

3.3.3 SparTerm

SparTerm [Bai et al. 2020] (for Term-based Sparse Representations) is the first sparse bi-encoder designed to explicitly tackle first-stage ranking. It relies on the term-level, vocabulary-grounded representations from the MLM head expressed in Eq. 3.1. The final query or document vector is then obtained by summing importance predictors over the input sequence \( t \), after applying ReLU to ensure that term weights are positive\(^90\):

\[
  w_v = g_v \times \sum_{i \in t} \text{ReLU}(w_{iv}), \quad v \in \{1, ..., |V|\}
\]  

(3.7)

where \( g_v \) is a binary mask (or gating controller) that controls which terms to include in the representation, by turning off certain dimensions \( v \) of the vocabulary \( V \). Vectors can be made sparse, thus allowing efficient retrieval from an inverted index. Bai et al. introduce two masking mechanisms:

- **lexical-only** is a BoW masking, i.e., \( g_v = 1 \) if token \( v \) appears in \( t \), and 0 otherwise;

- **expansion-aware** is a lexical-expansion-aware binary gating mechanism based on BERT, which learns to select the terms to appear in the final representation. To preserve the original input, it is forced to 1 if the token \( v \) appears in \( t \).

The binary nature of the gating controller \( g \) prevents training the whole model end-to-end. Thus, the controller is first trained on four

\(^89\) Queries in the meantime can be seen as sparse binary BoW vectors.

\(^90\) Because the encoder is symmetric, i.e., \( \phi = \psi \), we use \( i \) to denote the position in the input sequence, whether it’s a query or a document.

Figure 3.3: High-level overview of SparTerm. The importance predictor is combined with a binary mask that controls which terms to include. Note that in the expansion-aware case, the binary controller is based on BERT, and learned on auxiliary tasks before fine-tuning.
auxiliary tasks to learn how to expand. It is then fixed, while fine-tuning the term-weighting model with negative log-likelihood, on samples built from BM25 (Section 2.6.5.1). A threshold value is chosen for the binarizer, such that representations are sparse enough.

**Remark**

SparTerm expansion-aware gating is somewhat intricate. The model cannot be trained end-to-end, therefore preventing it from learning the optimal pruning strategy for the ranking task. Moreover, the two lexical and expansion-aware strategies do perform almost equally well, questioning the actual benefits of expansion (see Section 3.5.2, Table 3.3). Finally, including *all* input tokens is also questionable (e.g., stopwords).

### 3.3.4 SPLADE

SPLADE (for SParse Lexical AnD Expansion) was born from these preliminary works. We propose slight yet essential changes to the SparTerm model, that dramatically improve its effectiveness, efficiency, as well as its “practicality”, making SPLADE the first sparse model to outperform dense approaches.

#### 3.3.4.1 Saturated Term Weighting

We first modify the importance estimation from Eq. 3.7, by introducing a log-saturation effect which prevents some terms to dominate:

\[
    w_v = \sum_{i \in t} \log(1 + \text{ReLU}(w_{iv})), \quad v \in \{1, ..., |V|\}
\]  

(3.8)

It is inspired by sublinear term frequency scaling in traditional IR models, which hypothesizes that relevance should not be linear w.r.t. to \(tf\). Such ideas were formally developed in axiomatic approaches to IR [Fang et al. 2004], and models based on \(\log(tf)\) are usually more effective than their unscaled counterparts. This type of saturation has proven effective in various neural IR models, including ones based on BERT, such as EPIC (Section 3.3.1) or SPARTA (Section 3.3.2).

In early experiments and analyses, we noticed that BERT’s pre-trained MLM layer used at initialization tends to output a rather large amount of positive values (i.e., several thousand). Because importance estimation is unbounded (ReLU), the model can adjust the margin in the ranking loss solely by increasing values for dimensions corresponding to important terms. Thus, nothing is inherently pushing for sparsity. Adding a saturation function such as log enforces the model to turn off noisy dimensions very early during training, such that it focuses on...
important expansion components – resulting in already sparse representations (see Section 3.5.2, Table 3.3). Finally, we noticed experimentally that replacing the sum aggregation by a max – illustrated in Figure 3.4 – actually results in much more effective models (see Section 3.5.3)\(^{94}\):

\[
w_v = \max_{i \in I} \log (1 + \text{ReLU}(w_{iv})), \quad v \in \{1, \ldots, |V|\}
\]

With this formulation, the model selects, for each dimension \(v\), the most salient contribution among input tokens.

SPLADE has an overly simple design – besides the transformer architecture – and can be written in a few lines of Python code, as shown in Listing 3.1:

```python
import torch
from transformers import AutoModelForMaskedLM

class Splade(torch.nn.Module):
    def __init__(self, model_type_or_dir):
        super().__init__()
        self.transformer = AutoModelForMaskedLM.from_pretrained(model_type_or_dir)

    def forward(self, **kwargs):
        out = self.transformer(**kwargs)['logits']
        values, _ = torch.max(torch.log(1 + torch.relu(out)) *
                              kwargs['attention_mask'].unsqueeze(-1), dim=1)
        return values
```

Listing 3.1: PyTorch implementation of SPLADE-max.

### 3.3.4.2 Learning Sparse Representations

The idea of learning sparse representations for first-stage retrieval dates back to SNRM [Zamani et al. 2018] – in the pre-BERT era of neural Information Retrieval. SNRM is based on an encoder \(\phi\) that maps queries and documents into a high-dimensional latent space. At training time, an \(\ell_1\) regularization is applied to query and document representations, and the model is trained by jointly optimizing ranking and regularization losses:

\[
\mathcal{L} = \mathcal{L}_{\text{rank}}(q, d^+, d^-) + \lambda \left( \ell_1(\phi(q)) + \ell_1(\phi(d^+)) + \ell_1(\phi(d^-)) \right)
\]

where \(\ell_1(w) = \sum_v |w_v|\) is a smooth, differentiable proxy of the \(\ell_0 = \sum_v |w_v|^0\) loss – the true non-differentiable objective to minimize, which corresponds to the number of non-zero elements in \(w\). The strength of the regularization is given by the hyperparameter \(\lambda\). After training, SNRM’s representations are sparse enough to be stored in an inverted index, and retrieval from the collection \(\mathcal{C}\) is performed with standard

---

\(^{94}\) The sum formulation was part of our first publication [Formal et al. 2021c], but was quickly replaced by the max starting from [Formal et al. 2021a].
query processing techniques. However, the effectiveness of the approach remained quite limited at that time.

In the context of learning sparse image representations in Computer Vision, [Paria et al. 2020] pointed out that minimizing the $\ell_1$ norm of high-dimensional representations does not result in the most efficient index, as nothing ensures that posting lists are evenly distributed. This is even more true for standard text-based indexes, due to the Zipfian nature of the term frequency distribution. To obtain a well-balanced index, Paria et al. introduce the FLOPS regularizer, a smooth relaxation of the average number of floating-point operations necessary to compute the dot product between two vectors – hence directly related to the retrieval time. More precisely, let us consider the activation probability $p_v$ for token (or dimension) $v \in V$, and its empirical estimation $\bar{p}_v$ over a batch $B$ of $b$ documents$^{95}$:

$$
\bar{p}_v = \frac{1}{b} \sum_{i=1}^{b} [w_v^{(d_i)} \neq 0] 
$$

where $[.]$ denotes the indicator function. The mean-FLOPS-per-row, i.e., the expected number of floating-point operations when computing the score between two random document vectors, is given by$^{96}$:

$$
\mathcal{F} = \sum_{v \in V} p_v^2
$$

It is estimated over a batch by $\bar{\mathcal{F}} = \sum_{v \in V} \bar{p}_v^2$. For a fixed amount of sparsity $\sum_{v \in V} p_v = Vp$, such a quantity is minimized when $p_v = p, \forall v$, i.e., when distributions are uniform across posting lists. Intuitively, its goal is to balance each dimension (or token) in the representation space to be equally utilized. In other words, we want to spread the representations in the embedding space as much as possible. As $\mathcal{F}$ is not continuous, and cannot be optimized with backpropagation, Paria et al. further introduce a smooth relaxation of the (empirical) activation probabilities as $\tilde{a}_v = \frac{1}{b} \sum_{i=1}^{b} |w_v^{(d_i)}|$ – which corresponds to the $\ell_1$ norm of the activation (scaled by $1/b$)$^{97}$. This gives the following relaxation, estimated over a batch:

$$
\tilde{\mathcal{F}} = \ell_{FLOPS} = \sum_{v \in V} \tilde{a}_v^2 = \sum_{v \in V} \left( \frac{1}{b} \sum_{i=1}^{b} w_v^{(d_i)} \right)^2
$$

As illustrated in Figure 3.5, this differs from the $\ell_1$ regularization used in SNRM, where the $\tilde{a}_v$ are not squared – as the $\ell_1$ estimated over a

$^{95}$ Equivalently on the query side.

$^{96}$ We refer to [Paria et al. 2020] for the rationale and the complete derivation.

$^{97}$ $\tilde{a}_v = \frac{1}{b} \sum_{i=1}^{b} w_v^{(d_i)}$ in our case, as SPLADE activations are positive.
batch can be written as:

$$\ell_1 = \frac{1}{b} \sum_{i=1}^{b} \sum_{v \in V} w_{v}^{(d_i)} = \sum_{v \in V} \sum_{i=1}^{b} w_{v}^{(d_i)} = \sum_{v \in V} \tilde{a}_v$$

Contrary to $\ell_1$, $\ell_{FLOPS}$ tends to sparsify the denser dimensions at a faster rate. Paria et al. furthermore show that, in the case of normalized representations $w/||w||$, $F$ is minimized when vectors are orthogonal – such a loss tends to make the representations fully occupy the space in a uniform manner. It bears a resemblance to a thread of work in CV dedicated to learning image representations that are uniformly distributed over the unit sphere [C. Guo et al. 2019; Sablayrolles et al. 2019]98. In practice, the non-linear positive activation is crucial to learn sparse vectors: the bias in Eq. 3.1 directly acts as a knob that can turn off specific dimensions.

**Remark**

The FLOPS measure in [Paria et al. 2020] estimates the average number of floating point operations needed to compute the score (i.e., the dot product) between a query and a document vector — not to be confused with the FLOPS measure commonly used in Deep Learning, and which corresponds to the total number of floating-point operations performed by a model forward pass.

### 3.3.4.3 Summing-Up

With SPLADE, we combine the best of both worlds for end-to-end training of sparse, expansion-aware representations of documents and queries. Thus, we discard the binary gating in SparTerm, and instead learn our log-saturated model (Eq. 3.9), by jointly optimizing ranking and regularization losses:

$$\mathcal{L} = \mathcal{L}_{\text{rank}} + \lambda_q \mathcal{L}_{\text{reg}}^q + \lambda_d \mathcal{L}_{\text{reg}}^d$$

where $\mathcal{L}_{\text{reg}}$ is a sparse regularization (such as $\ell_1$ or $\ell_{FLOPS}$). We use two distinct regularization weights ($\lambda_d$ and $\lambda_q$) for queries and documents, allowing us to put more pressure on the query sparsity — a critical aspect for fast retrieval. Following standard practices, we train the model with negative log-likelihood (Section 2.6.5.1). More specifically, given $b$ samples in a batch $B$, containing i) a query $q$, ii) a corresponding relevant document $d^+$, iii) a set of $m$ negative documents $\{d^{-1}, ..., d^{-m}\}$99, the ranking loss is given by:

---

98 Before the release of [Paria et al. 2020], we did some preliminary experiments combining $\ell_1$ with entropy-based regularization — but $\ell_{FLOPS}$ proved to be simpler and more effective in the end.

99 We detail in Section 3.4 how such negatives are usually obtained, and show in Section 3.7 how a careful selection of negatives can improve effectiveness.
There are several methods for approximating nearest neighbors in dense retrieval. Approximate Nearest Neighbors methods for dense bi-encoders, whose impact on IR metrics has not been fully evaluated yet\textsuperscript{101}. Most of the ANN methods for dense retrieval are \textit{unsupervised} and applied after model training. A few works have, however, recently tackled end-to-end optimization of dense encoders and quantization methods. For instance, [Yamada et al. 2021] integrate a learning-to-hash module into DPR [Karpukhin et al. 2020] training to represent passages with compact binary codes rather than continuous vectors. Similarly, [Zhan et al. 2022a] jointly trains the dense encoder and the Product Quantization.

### 3.4 Experimental Setting

In this Section, we describe the experimental setting we follow for training SPLADE (and its extensions) and other baselines such as dense bi-encoders.
3.4. EXPERIMENTAL SETTING

Remark

SPLADE is the first sparse bi-encoder designed to learn term-weighting and expansion in an end-to-end manner. It also explicitly optimizes a proxy of efficiency, contrary to most dense approaches that rely on post-processing ANN techniques. In addition, its sparse structure allows it to explicitly account for fine-grained relevance signals such as exact-matching (Sections 3.5.7 and 4.5.3). As shown in Sections 3.5.3 and 3.7, SPLADE is also the first sparse approach to clearly outperform dense models.

Data

We train and evaluate our models on the MS MARCO passage ranking dataset introduced in Section 2.3.2.1. We rely on the official MS MARCO training pairs\textsuperscript{102}, which contain a query $q$, an annotated positive document $d^+$, and a (pseudo) negative document $d^-$ sampled from the top-1000 documents retrieved by BM25\textsuperscript{103}, for query $q$. We further rely on In-Batch Negatives, a technique widely used to train image retrieval models, that has shown to be effective in learning first-stage rankers [Karpukhin et al. 2020; S.-C. Lin et al. 2021; Qu et al. 2021]. Such a technique artificially augments the number of negatives without adding new documents in the batch, and thus without increasing memory requirements for bi-encoders like SPLADE. Specifically, we augment the number of negatives for a given sample by considering every other positive document in the batch $B$ as negative. Thus, a training sample becomes $(q, d^+, d_1^-, ..., d_{|B|-1}^-)$, and the model can further be optimized with loss 3.17. For evaluation, we use the MS MARCO development set, which contains 6980 queries with shallow annotation. We also evaluate on TREC DL 2019, which contains fine-grained annotations from human assessors for a set of 43 queries. To lighten the analysis, we voluntarily omit results on TREC 2020 – which tend to align with the ones from 2019. We furthermore report significance paired $t$-tests, using the ranx library [Bassani 2022].

Training, Indexing and Retrieval

Models are trained based on PyTorch [Paszke et al. 2019] and HuggingFace transformers [T. Wolf et al. 2020]. We consider DistilBERT [Sanh et al. 2019] – which contains around 66M parameters – to be the default initialization checkpoint for SPLADE models\textsuperscript{104}. Section 3.5.6 shows that different architectures can be used as a backbone, as long as they provide the pre-trained MLM head. Models are trained for 150k iterations with the ADAM optimizer [Kingma and J. Ba 2015], with a batch size of 124, using a learning rate of $2e^{-5}$ with linear scheduling and a warmup of 6000 steps. We keep the best model checkpoint based on MRR@10 computed on an approximate retrieval validation set every 10k iteration, similarly to [Hofstätter et al. 2021; Kim et al. 2022]. Indeed, our end goal is to

\textsuperscript{102} https://microsoft.github.io/msmarco/Datasets

\textsuperscript{103} Note that more negatives could be used. [L. Gao et al. 2021b] show some improvements when training cross-encoders, and we recently noticed performance gains when training neural retrievers.

\textsuperscript{104} distilbert-based-uncased on HuggingFace. Note that many works (such as SparTerm or EPIC) use BERT as a backbone. As we show in Section 3.5.6, results are usually similar on MS MARCO (in-domain) but tend to degrade with DistilBERT on out-of-domain evaluation (Section 3.8). Nevertheless, models are much faster to train, constituting our base setting.
optimize first-stage retrieval for the collection \( C \). However, indexing the complete collection (8.8M documents) based on the SPLADE encoder \( \phi(s) \) at each validation step \( s \) is costly, and we need to resort to some approximation. Thus, we first select a set of 1600 queries from the larger set of MS MARCO dev queries – which are not part of the official evaluation dev queries. For each of such queries, we retrieve 100 documents from \( C \) with i) BM25 ii) and a simple dense bi-encoder model. By considering each unique retrieved document, and adding all the missing relevant ones, we end up with a collection sample \( C_s \) of approximately 300k documents, that can be easily indexed in a few minutes at training time, providing us a proxy of the true retrieval performance. We consider a maximum length of 256 for input sequences – larger ones are truncated. This is quite reasonable for MS MARCO passages which are usually shorter – 75 WordPiece tokens in average\(^{105}\). To mitigate the contribution of the regularizer at the early stages of training, we follow [Paria et al. 2020] and use a scheduler that quadratically increases \( \lambda = (\lambda_q, \lambda_d) \) at each training iteration, until a given step (50k in our case), from which it remains constant\(^{106}\). Typical values\(^{107}\) for \( \lambda \) fall between \( 1e^{-1} \) and \( 1e^{-5} \).

Sparse representations allow us to take advantage of inverted indexes and query processing techniques. We use a custom inverted index implementation based on Python arrays and term-at-a-time processing, which relies on Numba [Lam et al. 2015] to parallelize retrieval. Contrary to standard software implementations of inverted indexes that usually store compressed integer values for terms such as \( tf \), our index can directly store the float values in SPLADE vectors. We further devise a quantization strategy inspired by DeepCT. At indexing time, we create quantized pseudo-\( tf \) for each token (or dimension) \( v \) of SPLADE vectors, by simply scaling and rounding: \( tf(v) = \text{round}(w_d(v) \times 100) \). We can thus create a pseudo text collection by repeating, for each document, each term of the WordPiece vocabulary \( tf(v) \) times. Afterward, such a collection can be processed, indexed, and retrieved from using standard retrieval software stacks\(^{108}\) – provided the same treatment is applied to queries. In the end, we have two different ways to perform indexing and retrieval, which, however, lead to the same results – despite the quantization in the latter case.

We conducted experiments with two main regularization losses, \( \ell_1 \) (Eq. 3.14) and \( \ell_{\text{FLIPB}} \) (Eq. 3.13), which have different effects (see for instance Section 3.5.4). Finally, we rely on 4 Tesla V100 GPUs with 32GB memory\(^{109}\) to train and index models – retrieval can trivially be performed on a single GPU or even on CPU-based environments. Models are trained and evaluated with half-precision (fp16) [Micikevicius et al. 2018]. We open-source the code, available at https://github.com/naver/splade. We further release model checkpoints on HuggingFace, available at https://huggingface.co/naver.

---

\(^{105}\) We can actually consider lower sizes, e.g., 128, without hurting the performance. This, however, can have an effect in zero-shot evaluation settings (Section 3.8), where collections might contain longer documents.

\(^{106}\) Although it remains our default setting, some experiments we recently conducted didn’t conclude in a huge effect of the scheduler.

\(^{107}\) This obviously depends on the range values of \( L_{\text{rank}} \). These values are thus given on an indicative basis, for the contrastive loss 3.17.

\(^{108}\) Such as Anserini [P. Yang et al. 2017], which is built on Lucene. The approach, which requires a few adaptations (such as dot product scoring instead of BM25), is described here: https://github.com/castorini/anserini/blob/master/docs/regressions-msmarco-passage-distill-splade-max.md.

\(^{109}\) However, effective models can also be trained on a single GPU, given appropriate hyperparameters adaptation – we provide such configurations in our repository.
Evaluation We report R@1000 for all datasets, as well as the official metrics MRR@10 and nDCG@10 for MS MARCO dev set and TREC DL, respectively. As SPLADE allows various effectiveness-efficiency trade-offs\textsuperscript{110} – depending on the regularization strength $\lambda_q$ and $\lambda_d$ – we resort to the FLOPS measure to compare efficiency between different models. It gives an estimation of the average number of floating point operations needed to compute the score (i.e., the dot product) between a query and a document vector. It is defined as the expectation $E_{q \sim Q, d \sim D} \left[ \sum_{v \in V} p_v^{(q)} p_v^{(d)} \right]$ where $p_v$ is the activation probability for token $v$ in a document $d$ or a query $q$. It is empirically estimated based on the representations obtained from the complete set of 100k MS MARCO dev queries and the full collection $C$. Overall, the FLOPS gives an indication of i) how sparse representations are, ii) how balanced the dimensions in query and document representations are. Note that it does not account for the computations needed to obtain the representations (model inference). Other efficiency metrics, closer to practical considerations – such as query latency – could also be used. However, they can be hard to evaluate properly, as different models can rely on different hardware and software stacks (e.g., CPU or GPU, mono-CPU or multi-threaded, etc.). When we compare the efficiency of SPLADE models, the FLOPS is therefore informative enough. We, however, provide in Section 3.5.5 query latency measurements for various SPLADE models.

Remark

The experimental setting introduced here can be seen as the “default” one for training and evaluating SPLADE on MS MARCO. In Section 3.7, we show how SPLADE training can be improved with better sampling strategies or distillation techniques previously shown to be effective for dense bi-encoders. We further extend the evaluation procedure, in Section 3.8 by including zero-shot experiments on the BEIR benchmark.

3.5 Experiments

We present the overall experimental results for SPLADE in Sections 3.5.2 and 3.5.3. When reporting results in Tables, we consider the best performance we can achieve – in terms of MRR@10 on our approximate validation set – with a FLOPS value inferior to 3. It thus does not necessarily correspond to the best performance we can obtain, but to a more realistic trade-off between effectiveness and efficiency. We further analyze such trade-offs in Sections 3.5.4 and 3.5.5. We finally provide additional ablations and analyses in respectively Sections 3.5.6 and 3.5.7. Please note that some results reported in this Chapter are

\textsuperscript{110} As already mentioned in Chapter 2, we refer to effectiveness (or performance) as IR metrics such as MRR or nDCG. Efficiency, in the meantime, refers to how “light” a model can be, for instance, in terms of query latency. See Section 3.5.4.
slightly different compared to the ones reported in the corresponding papers – they correspond to different sets of experiments, at different time frames, with slightly different hyperparameters.

Remark

SPLADE results from a long maturation process, spanning months of experimentations and incremental improvements towards the goal of learning effective sparse representations for the IR task. We, therefore, present the results in chronological order, to highlight the research process underlying this thesis.

3.5.1 Overall Results

Compared models Since we are essentially interested in retrieval – and not re-ranking – we do not consider cross-encoders, and we only compare our approach to first-stage rankers – either dense or sparse\textsuperscript{111}. We consider two main families of approaches: i) sparse, which include models like BM25 [Stephen E. Robertson et al. 1994], doc2query-T5 [R. Nogueira and J. Lin 2019] or DeepImpact [Mallia et al. 2021]; ii) dense which include models like ANCE [L. Xiong et al. 2021], TAS-B [Hofstätter et al. 2021] or ColBERT [Khattab and Zaharia 2020].

To give an up-to-date picture of the field, we list in Table 3.2 the main approaches that have been proposed in the last three years\textsuperscript{112}. We indicate which methods have been proposed after the release of the first SPLADE publication [Formal et al. 2021c] to ensure a fair comparison. We report results from corresponding papers and reproduce some of them. While adding a cross-encoder re-ranker could obviously increase the effectiveness of considered IR systems, we are solely interested in the retrieval step of multi-stage ranking stacks. Thus, gains in Recall are of primary interest in such a setting. However, in the case of a sufficiently effective model, we could imagine bypassing the (costly) re-ranking step – the system would only perform a single retrieve-and-rank step. Thus MRR or nDCG at early ranks also constitute our metrics of interest. Note that this way, we also simplify our evaluation process, as the interaction between first-stage and re-ranking models has to be taken into account to properly compare approaches [L. Gao et al. 2021b]\textsuperscript{113}.

Overall, we observe that:

1. SPLADE and its improvements outperform previous and concurrent sparse retrieval methods by a large margin;

2. the results are competitive with state-of-the-art dense retrieval methods.

We thoroughly discuss the above results in the remainder of this Chapter.
Table 3.2: Evaluation on MS MARCO passage retrieval (dev set) and TREC DL 2019. As methods quickly evolved in the field, we denote by ★ models that were not yet released at the time of the first SPLADE publication [Formal et al. 2021c], and by ♣ methods that were published at the same conference (SIGIR’21). For ease of presentation, we multiply values by 100. We use ◆ to refer to various SPLADE models reported in the remainder of this Chapter.

<table>
<thead>
<tr>
<th>model</th>
<th>MS MARCO dev</th>
<th>TREC DL 2019</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR@10</td>
<td>R@1000</td>
</tr>
<tr>
<td>▶ Sparse</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BM25 [Stephen E. Robertson et al. 1994]</td>
<td>18.4</td>
<td>85.3</td>
</tr>
<tr>
<td>DeepCT [Dai and Callan 2019a]</td>
<td>24.3</td>
<td>91.3</td>
</tr>
<tr>
<td>doc2query-T5 [R. Nogueira and J. Lin 2019]</td>
<td>27.7</td>
<td>94.7</td>
</tr>
<tr>
<td>SparTerm [Bai et al. 2020]</td>
<td>27.9</td>
<td>92.5</td>
</tr>
<tr>
<td>UniCOIL (w/ doc2query-T5) [J. Lin and Xueguang Ma 2021] ★</td>
<td>35.2</td>
<td>95.8</td>
</tr>
<tr>
<td>DeepImpact [Mallia et al. 2021] ♣</td>
<td>32.6</td>
<td>94.8</td>
</tr>
<tr>
<td>COIL-tok [L. Gao et al. 2021a] ★</td>
<td>34.1</td>
<td>94.9</td>
</tr>
<tr>
<td>COIL-full [L. Gao et al. 2021a] ★</td>
<td>35.5</td>
<td>96.3</td>
</tr>
<tr>
<td>SpADE [E. Choi et al. 2022] ★</td>
<td>35.5</td>
<td>96.5</td>
</tr>
<tr>
<td>Efficient-SPLADE [Lassance and Clinchant 2022] ★</td>
<td>38.8</td>
<td>98.0</td>
</tr>
<tr>
<td>▶ Dense bi-encoders</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bi-encoder (ours)</td>
<td>31.2</td>
<td>94.1</td>
</tr>
<tr>
<td>TCT-ColBERT [S.-C. Lin et al. 2020]</td>
<td>33.5</td>
<td>96.4</td>
</tr>
<tr>
<td>TCT-ColBERTv2 [S.-C. Lin et al. 2021] ★</td>
<td>35.9</td>
<td>97.0</td>
</tr>
<tr>
<td>ANCE [L. Xiong et al. 2021]</td>
<td>33.0</td>
<td>95.9</td>
</tr>
<tr>
<td>TAS-B [Hofstätter et al. 2021] ♣</td>
<td>34.7</td>
<td>97.8</td>
</tr>
<tr>
<td>RocketQA [Qu et al. 2021]</td>
<td>37.0</td>
<td>97.9</td>
</tr>
<tr>
<td>RocketQAv2 [Ren et al. 2021b] ★</td>
<td>38.8</td>
<td>98.1</td>
</tr>
<tr>
<td>PAIR [Ren et al. 2021a] ★</td>
<td>37.9</td>
<td>98.2</td>
</tr>
<tr>
<td>ADORE [Zhan et al. 2021] ♣</td>
<td>34.7</td>
<td>-</td>
</tr>
<tr>
<td>Condenser [L. Gao and Callan 2021] ★</td>
<td>36.6</td>
<td>97.4</td>
</tr>
<tr>
<td>CoCondenser [L. Gao and Callan 2022] ★</td>
<td>38.2</td>
<td>98.4</td>
</tr>
<tr>
<td>Contriever [Izacard et al. 2022] ★</td>
<td>34.1</td>
<td>97.9</td>
</tr>
<tr>
<td>AR2 [H. Zhang et al. 2022] ★</td>
<td>39.5</td>
<td>98.6</td>
</tr>
<tr>
<td>▶ Dense multi-vectors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ColBERT [Khattab and Zaharia 2020]</td>
<td>36.8</td>
<td>96.9</td>
</tr>
<tr>
<td>ColBERTv2 [Santhanam et al. 2022b] ★</td>
<td>39.7</td>
<td>98.4</td>
</tr>
<tr>
<td>▶ Our methods: SPLADE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>◆ SPLADE-sum [Formal et al. 2021c]</td>
<td>32.2</td>
<td>95.5</td>
</tr>
<tr>
<td>◆ SPLADE [Formal et al. 2021a] ★</td>
<td>34.5</td>
<td>96.5</td>
</tr>
<tr>
<td>◆ SPLADE-doc [Formal et al. 2021a] ★</td>
<td>32.6</td>
<td>94.0</td>
</tr>
<tr>
<td>◆ DistilMSE [Formal et al. 2022a] ★</td>
<td>35.8</td>
<td>97.8</td>
</tr>
<tr>
<td>◆ SelfDistil [Formal et al. 2022a] ★</td>
<td>36.7</td>
<td>98.0</td>
</tr>
<tr>
<td>◆ EnsembleDistil [Formal et al. 2022a] ★</td>
<td>36.8</td>
<td>97.8</td>
</tr>
<tr>
<td>◆ CoCondenser-SelfDistil [Formal et al. 2022a] ★</td>
<td>37.6</td>
<td>98.3</td>
</tr>
<tr>
<td>◆ CoCondenser-EnsembleDistil [Formal et al. 2022a] ★</td>
<td>38.0</td>
<td>98.2</td>
</tr>
</tbody>
</table>
Remark

SPLADE evolved in accordance with the field. At the time of its first release, it achieved state-of-the-art results for sparse retrieval. We then adapted the model and the training procedures to keep SPLADE a top competitor in the current landscape of neural IR models.

3.5.2 A First Proposal: SPLADE-sum

Context

This Section summarizes the experimental results from the first SPLADE publication [Formal et al. 2021c], corresponding to SPLADE-sum in Table 3.2.

The design of SPLADE was inspired by SparTerm, and we initially reproduced parts of the results in [Bai et al. 2020]. We thus include a purely lexical SparTerm (i.e., without expansion) trained with our pipeline – referred to as SparTerm-lexical. This model is learning query and document term-weighting based on the MLM head, in an end-to-end manner – contrary to models like DeepCT. We also include early experiments, which combined the ideas of SparTerm with the sparse $\ell_1$ regularization from SNRM [Zamani et al. 2018]. It corresponds to a “simpler” SparTerm (i.e., without the gating controller), that can also be learned end-to-end. The model is thus equivalent to SPLADE-sum in Eq. 3.8, without the log activation – it is referred to as SparTerm exp. We report detailed results in Table 3.3.

We first observe that our (lexical) SparTerm already outperforms the results of DeepCT as well as the results reported in the original SparTerm paper – including the model using expansion\textsuperscript{114}. The model benefits from our training pipeline, which includes – among other things – In-Batch Negatives and larger batch sizes. The sparse expansion mechanism allows bridging the gap with state-of-the-art dense approaches on MS MARCO dev set (e.g., R@1000 close to 0.96 for SparTerm exp ($\ell_1$)), at the expense of a larger FLOPS for which representations are not sparse “enough”. By adding the log-saturation effect on term importance, SPLADE is able to (i) increase effectiveness (e.g., around $\uparrow+1$ MRR@10), (ii) greatly increase sparsity – thus reducing FLOPS to similar levels than BoW approaches like doc2query-T5. In addition, we notice the advantage of the $\ell_{\text{FLOPS}}$ regularization over $\ell_1$ to decrease the computing cost, in terms of the FLOPS measure. We leave to Sections 3.5.4 and 3.5.5 more detailed analyses of efficiency aspects.

\textsuperscript{114} Note that when we look at, e.g., MRR@10, improvements become rapidly significant over baselines like BM25, DeepCT or doc2query-T5. In the remainder of this Chapter, we don’t report significance tests for those.
### 3.5. EXPERIMENTS

Table 3.3: Performance of SPLADE-sum and various additional baselines on MS MARCO (dev) and TREC DL 19. Dense and sparse baselines correspond to state-of-the-art results at the time of publication. We include for sparse models the FLOPS estimation when possible. "\*" denote significant improvements over the corresponding rows, for a paired $t$-test with $p$-value=0.01.

<table>
<thead>
<tr>
<th>model</th>
<th>MS MARCO dev</th>
<th>TREC DL 2019</th>
<th>FLOPS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR@10 R@1000 nDCG@10 R@1000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>▶ Dense bi-encoders</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bi-encoder (ours)</td>
<td>31.2</td>
<td>94.1</td>
<td>63.7</td>
</tr>
<tr>
<td>ANCE</td>
<td>33.0</td>
<td>95.9</td>
<td>64.8</td>
</tr>
<tr>
<td>TCT-ColBERT</td>
<td>33.5</td>
<td>96.4</td>
<td>67.0</td>
</tr>
<tr>
<td>RocketQA</td>
<td>37.0</td>
<td>97.9</td>
<td></td>
</tr>
<tr>
<td>▶ Sparse</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BM25</td>
<td>18.4</td>
<td>85.3</td>
<td>50.6</td>
</tr>
<tr>
<td>DeepCT</td>
<td>24.3</td>
<td>91.3</td>
<td>55.1</td>
</tr>
<tr>
<td>doc2query-T5</td>
<td>27.7</td>
<td>94.7</td>
<td>64.2</td>
</tr>
<tr>
<td>SparTerm</td>
<td>27.9</td>
<td>92.5</td>
<td></td>
</tr>
<tr>
<td>▶ Our method: SPLADE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPLADE-sum ($\ell_{\text{FLOPS}}$) (a)</td>
<td>32.2$^{cde}$</td>
<td>95.5$^c$</td>
<td>66.5$^c$</td>
</tr>
<tr>
<td>SPLADE-sum ($\ell_1$) (b)</td>
<td>32.2$^{cde}$</td>
<td>95.4$^c$</td>
<td>66.7$^c$</td>
</tr>
<tr>
<td>▶ Additional baselines</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SparTerm-lexical (c)</td>
<td>29.0</td>
<td>92.3</td>
<td>59.5</td>
</tr>
<tr>
<td>SparTerm exp ($\ell_1$) (d)</td>
<td>31.4$^c$</td>
<td>95.9$^c$</td>
<td>66.8$^c$</td>
</tr>
<tr>
<td>SparTerm exp ($\ell_{\text{FLOPS}}$) (e)</td>
<td>31.2$^c$</td>
<td>95.4$^c$</td>
<td>67.1$^c$</td>
</tr>
</tbody>
</table>
Table 3.4: Performance of SPLADE on MS MARCO (dev) and TREC DL 19. DeepImpact [Mallia et al. 2021] and COIL-tok [L. Gao et al. 2021a] represent the most competitive sparse baselines at the time of publication. \(^{ab}\) denote significant improvements over the corresponding rows, for a paired \(t\)-test with \(p\)-value=0.01.

<table>
<thead>
<tr>
<th>model</th>
<th>MS MARCO dev</th>
<th>TREC DL 2019</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR@10</td>
<td>R@1000</td>
</tr>
<tr>
<td>▶ Dense bi-encoders</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bi-encoder (ours)</td>
<td>31.2</td>
<td>94.1</td>
</tr>
<tr>
<td>ANCE</td>
<td>33.0</td>
<td>95.9</td>
</tr>
<tr>
<td>TCT-ColBERT</td>
<td>33.5</td>
<td>96.4</td>
</tr>
<tr>
<td>RocketQA</td>
<td>37.0</td>
<td>97.9</td>
</tr>
<tr>
<td>▶ Sparse</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeepImpact</td>
<td>32.6</td>
<td>94.8</td>
</tr>
<tr>
<td>COIL-tok</td>
<td>34.1</td>
<td>94.9</td>
</tr>
<tr>
<td>♢ SPLADE-sum ((a))</td>
<td>32.2</td>
<td>95.5</td>
</tr>
<tr>
<td>♢ SPLADE-max ((b))</td>
<td>34.5(^a)</td>
<td>96.5(^a)</td>
</tr>
</tbody>
</table>

### 3.5.3 Towards an Improved Base Model: SPLADE-max

**Context**

This Section corresponds to (parts of) the SPLADE v2 publication [Formal et al. 2021a], detailing the overall improved model architecture – referred to as SPLADE in Table 3.2.

The sum aggregation in SPLADE (Eq. 3.8) was initially borrowed from SparTerm. By drawing some parallels with EPIC and SPARTA, and to some extent ColBERT, we experimented with max-pooling instead (Eq. 3.9). Such a mechanism allows the selection, for every dimension \(v\) in the vocabulary space, of the most salient contribution among input tokens. Additionally, the magnitude of the weights becomes more invariant to the input length. This simple modification already leads to significant boosts in effectiveness – around \(\uparrow+2.3\) MRR@10 and \(\uparrow+1\) R@1000, see Table 3.4. Improvements are also statistically significant. SPLADE outperforms models like DeepImpact and becomes competitive with approaches like COIL-tok – for a much lower indexing and inference cost. We have also experimented with other simple aggregation strategies, which didn’t perform as well. For instance, taking the average instead of the sum – similar to what is done for dense bi-encoders – leads to very poor results. This might be due to the length penalty being too strong, especially given the log activations.
3.5.4 The Effectiveness-Efficiency Trade-Off

The IR community has been thinking about the effectiveness-efficiency tradeoffs for many decades [L. Wang et al. 2010]. It has recently received renewed attraction due to the increasing size of models based on Pre-trained Language Models [Santhanam et al. 2022c]. Complex methods – such as cross-encoders based on BERT – perform extremely well but run orders of magnitude more slowly than term-based approaches. To reduce the time required to present query results to users, one usually has to sacrifice performance.

By jointly optimizing both ranking and regularization losses (Eq. 3.16), SPLADE can inherently adjust such a trade-off, by means of the $\lambda = (\lambda_q, \lambda_d)$ hyperparameter. Thus, SPLADE explicitly encompasses efficiency as part of its training – contrary to standard dense bi-encoders, where ANN algorithms are usually applied in an unsupervised manner once the models are trained. Increasing $\lambda$ generally pushes models to learn sparser representations – therefore leading to more efficient models – usually at the expense of a performance loss. Up to now, we have shown single performance points for different SPLADE models (in Table 3.3 and Table 3.4), that correspond to the best performance we can obtain, and which usually correspond to lower $\lambda$ (i.e., “denser” models). Figure 3.7 illustrates such a trade-off between effectiveness (MRR@10 on MS MARCO) and efficiency (as measured by FLOPS), when we vary $\lambda_q$ and $\lambda_d$, for different versions of SPLADE. In the remainder of this Chapter, we plot the Pareto front (dotted line) for each trade-off plot.

Figure 3.7: Effectiveness-Efficiency trade-off on MS MARCO dev set (MRR@10). Models on the left correspond to high $\lambda = (\lambda_q, \lambda_d)$.

Overall, MRR@10 tends to increase as the strength of the regularization $\lambda$ diminishes – leading to higher FLOPS. On the contrary, if $\lambda$ is high, models must learn compact representations by selecting a handful of terms in the embedding space. If the compression becomes too im-
Figure 3.8: Effectiveness-Efficiency trade-off on TREC DL 2019 (nDCG@10).

important, some key terms might be dropped, thus hurting performance to some extent. Note that expansion saturates at some point: further decreasing $\lambda$ (leading to higher FLOPS, not shown here) does not lead to better performance and usually even worsens the results. As such, the most effective model (MRR@10 = 34.5) is obtained for a middle-valued $\lambda$ (FLOPS=1.23). Interestingly, strongly regularized models still show competitive performance. For instance, a model resulting in an average query (resp. document) length $\ell_0(q) = 11$ (resp. $\ell_0(d) = 33$) reaches 32.6 MRR@10 – results on par with models like DeepImpact, which relies on heavily expanded passages. When comparing different versions of the model, we first observe that SPLADE trained with $\ell_{\text{FLOPS}}$ defines the Pareto front in Figure 3.7. The regularization effect brought by $\ell_{\text{FLOPS}}$ compared to $\ell_1$ is clear: for the same level of efficiency, the performance of the latter is always lower. In addition to optimizing efficiency, $\ell_{\text{FLOPS}}$ implicitly adds an entropy-based regularization, which seems to be beneficial to learn effective representations. We also notice the beneficial effect of the log-saturation effect – boosting both effectiveness and efficiency. Finally, it is pretty clear how SPLADE-sum (Section 3.5.2) lags behind its max counterpart.

We additionally show on Figure 3.8 the same trade-off on TREC DL 19 for nDCG@10, for which results are more contrasted. Figures 3.9a and 3.9b show the same trade-off, for respectively R@1000 on MS MARCO dev and TREC DL 19. For the former, we observe the same overall trends. On TREC DL 19, results are however again more contrasted – aligned with the observations made on Figure 3.8.

Finally, we plot in Figure 3.10 the sorted number of passages in each posting list, for different models – for the 8.8M MS MARCO passages. We first observe that a SPLADE model trained without regularization is still somewhat sparse, but has overall much larger posting lists

115 Note that for comparison, $\ell_0(d) = 75$ for original documents tokenized with WordPiece.

116 The low number of queries (43) in TREC is responsible for relatively unstable results. For instance, as shown across the Chapter, it is usually difficult to obtain significant results on DL 19.

117 Otherwise, posting lists would have a constant size of $|C|$. 88
– increasing index size and latency. On the other hand, we provide the same distribution for original text documents, when tokenized with WordPiece\textsuperscript{118} – which has a Zipfian profile. The blue and red dotted lines correspond to two SPLADE models with similar document sparsity $\ell_0(d)$, trained with respectively $\ell_{\text{FLOPS}}$ and $\ell_1$. We observe that the FLOPS tends to distribute the posting lists more evenly – thus acting as an entropy regularizer. We also see how decreasing $\lambda$ increases the size of posting lists overall (solid purple line).

3.5.5 Evaluating Query Latency

Up to now, we have characterized SPLADE efficiency by the sparsity of its learned representations (or its FLOPS). In Information Retrieval, we are usually interested in measuring query latency – the average time needed to serve a query. Such a measure takes into account practical considerations and is directly linked to user satisfaction: large production systems need to provide results under the millisecond for millions of users. We first discuss several challenges when it comes to measuring query latency for learned sparse models in Section 3.5.5.1. We then evaluate SPLADE efficiency in Section 3.5.5.2.

\textsuperscript{118} Such an index was built for a BM25 model based on WordPiece tokens – instead of actual terms – for which effectiveness only decreases a bit (MRR@10=17.5 instead of 18.4).
Figure 3.10: Index distribution for subterm-based representations. We see the regularization effect on the distribution: the lower the $\lambda$, the “denser” the posting lists. Note that around $2^k$ (out of the $30^k$ of the WordPiece vocabulary) dimensions are actually not used by the model (i.e., appear in no document representations.) – not shown here. These usually correspond to rare or unseen terms on MS MARCO, as well as other special characters of the BERT tokenizer. For SPLADE models, large posting lists also correspond to frequent terms: “is”, “do” and “the”, with respectively $3.2M$, $2.9M$ and $2.4M$ documents for the blue line.

### 3.5.5.1 Challenges in Measuring Query Latency for Learned Sparse Models

The FLOPS regularization introduced in [Paria et al. 2020] (Section 3.3.4.2) was motivated by the implied efficiency of sparse representations coupled with inverted indexes, that usually do not require approximations \footnote{Although, many efficient query processing algorithms do rely on approximations.} – contrary to ANN techniques for dense representations. In their setting, retrieval is cast as a sparse matrix multiplication between query and document vectors, that suppose \textit{intra-query} parallelism, i.e., that posting lists can be traversed in parallel in a multi-threaded setting. Thus, the FLOPS measure is directly related to retrieval time. By relying on the same regularization, SPLADE is also optimized for multi-threaded retrieval.

However, the standard retrieval software stacks usually only assume \textit{inter-query} parallelism: as such, a single query is processed by a sin-
In this setting, increasing the number of posting lists to traverse at inference time usually leads to huge efficiency drops, which is particularly hurtful for query expansion methods— including SPLADE. [Lassance and Clinchant 2022] propose several techniques to overcome such issues for SPLADE models. Moreover, document expansion can also impact efficiency, as it increases the size of the posting lists. One subtle additional point is the distribution of weights in the posting themselves. Standard query processing algorithms such as MaxScore [Turtle and Flood 1995] or WAND [Broder et al. 2003] assume a certain weight distribution, derived from traditional term-based scoring functions such as BM25 and the statistical properties of natural language. The new sparse approaches based on PLM can therefore learn term distributions for which standard algorithms are not suited. For instance, [Mallia et al. 2021] show how query latency is significantly higher for DeepImpact, despite the absence of query expansion. [Mackenzie et al. 2021] show how SPLADE generates “wacky” weights, that reduce the opportunities for skipping and early exiting optimizations that lie at the core of standard document-at-a-time techniques. Indeed, traditional models like BM25 assume that frequent terms have low importance scores (IDF effect) – which is not necessarily the case for learned sparse models (see Section 3.5.7). As a consequence, a relatively new research branch emerged, with the goal of speeding up learned sparse retrieval. [Mallia et al. 2022] propose to guide the traversal of (learned) posting lists with BM25. [Mackenzie et al. 2022a] recently introduced postings clipping – adapting MaxScore and WAND for learned importance schemes.

3.5.5.2 Measuring SPLADE Latency

Generally speaking, measuring and comparing the latency of retrieval systems is intricate, as different approaches rely on different assumptions. As such, dense retrieval usually assumes having access to multiple CPUs—or even GPUs—to perform search. In the meantime, sparse retrieval based on inverted indexes is usually based on mono-core implementations (as discussed in Section 3.5.5.1). We propose to measure the efficiency of our systems in two settings. First, we rely on Anserini [P. Yang et al. 2017], an IR toolkit built on the open-source Lucene search library. To index our collection, we follow the quantization approach described in Section 3.4. We keep the Anserini default setting, which relies on BMW [Ding and Suel 2011] (document-at-a-time) query evaluation. To measure latency with Anserini, we place ourselves in a mono-CPU setting (by setting the option -parallelism 1). Additionally, we propose to evaluate latency based on our custom inverted index, which relies on a multi-threaded Numba term-at-a-time query processing—thus being more aligned with SPLADE training objective. Queries are still processed sequentially, but we benefit from

---

120 The rationale is that production systems should deal with many queries concurrently—the bottleneck is thus not within a single query.

121 They, however, do not consider SPLADE as part of the study.

122 Note that more efficient search libraries—such as PISA [Mallia et al. 2019]—are available to the research community.
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intra-query parallelism – which is not supported by Anserini. We conduct experiments on a CPU-based environment, using a server with 64 2GHz Intel(R) Xeon(R) Gold 6338 CPUs and 256GB of RAM. We use 1 and 12 CPU cores to measure latency with Anserini and our index, respectively. We evaluated the mean query latency on the set of 6980 dev queries.

We report in Table 3.5 effectiveness, as well as several efficiency measures, for a set of SPLADE models trained with varying $\lambda$ – corresponding to the ones in Figure 3.7. Note that we only evaluate retrieval time, which does not account for the time needed to compute the query representation with DistilBERT\textsuperscript{123}. Overall, we see that latency decreases with sparsity (and the FLOPS measure). More specifically, latency measurements on a mono-CPU environment (with Anserini) are in line with the ones reported in [Mackenzie et al. 2021]. They are especially large for less regularized SPLADE models (e.g., 24954 ms for a FLOPS value of 4.7). However, for a sufficiently large $\lambda$, we are able to reach efficiency levels similar to BM25 – e.g., 69.3 ms for a model with almost 30 MRR@10. When switching to a multi-threaded setting based on Numba parallelism, query latency largely decreases – reaching efficiency levels on par with BM25 (Anserini) for the most effective models (44.1 ms for 34.5 MRR@10). We also provide Anserini index sizes which highlight the effect of regularization: the higher the $\lambda$, the smaller the memory requirements for the index\textsuperscript{124}. While we do not evaluate latency for such a model, it is interesting to note that SPLADE trained without regularization already leads to sparse solutions (e.g., $\ell_0(d) = 326$), due to the log activation – as already observed in Section 3.5.4. Note that generally, both query and document sizes increase with the FLOPS. In theory, one could decrease the FLOPS by largely increasing query sizes and decreasing document sizes, which would be more detrimental for mono-core evaluation settings.

3.5.6 The Impact of the MLM Head

This Section focuses on the central aspect of the projection layer for SPLADE. Section 3.5.6.1 discusses our earliest attempts to learn effective sparse representations for IR – at a time when dense approaches were on a roll. Section 3.5.6.2 provides experimental results for various Pre-trained Language Models.

3.5.6.1 Background

Prior to SPLADE, we made several attempts to learn sparse bi-encoders for first-stage retrieval. One such idea consisted in adapting SNRM [Zamani et al. 2018] with PLM, by trying to map BERT contextualized embeddings to a high-dimensional sparse latent space. The overall main difference w.r.t. SPLADE is that the projection matrix in Eq. 3.1 was

\textsuperscript{123} Which can be of the order of 10 ms on a single GPU [Hofstätter et al. 2021].

\textsuperscript{124} Note that a standard flat index obtained with FAISS [Johnson et al. 2019] for a dense bi-encoder weighs around 22 GB for the whole MS MARCO collection.
3.5. EXPERIMENTS

Table 3.5: Experimental results on MS MARCO dev set. \( \ell_0(q) \) and \( \ell_0(d) \) denote the average query and document sizes, estimated respectively from the 6980 dev queries and the full collection \( \mathcal{C} \) after training. We measure latency (in milliseconds) for BM25 (47.85 ms in the same evaluation environment), and report numbers for DeepImpact from [Mackenzie et al. 2021] for comparison – acknowledging the differences between experimental settings.

<table>
<thead>
<tr>
<th>Model</th>
<th>MRR@10</th>
<th>( \ell_0(q) )</th>
<th>( \ell_0(d) )</th>
<th>FLOPS</th>
<th>Latency (ms)</th>
<th>Index Size (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anserini Numba</td>
<td>18.4</td>
<td>-</td>
<td>-</td>
<td>0.13</td>
<td>47.8</td>
<td>0.6</td>
</tr>
<tr>
<td>DeepImpact</td>
<td>32.5</td>
<td>-</td>
<td>-</td>
<td>244.1</td>
<td>-</td>
<td>1.4</td>
</tr>
<tr>
<td>no reg</td>
<td>34.1</td>
<td>90</td>
<td>326</td>
<td>75.47</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

\( (\lambda_q, \lambda_d) \)
- \( (8e-5, 6e-5) \) 34.2 22 166 4.69 2494.3 71.5 3.4
- \( (3e-4, 1e-4) \) 34.4 19 148 2.61 1434.2 58.7 3.2
- \( (8e-4, 6e-4) \) 34.5 16 90 1.23 828.37 44.1 2.3
- \( (3e-3, 1e-3) \) 33.9 15 74 0.74 486.53 38.0 2.1
- \( (8e-3, 6e-3) \) 32.7 14 44 0.31 286.96 31.2 1.6
- \( (3e-2, 1e-2) \) 32.6 11 33 0.15 119.20 19.5 1.4
- \( (8e-2, 6e-2) \) 29.6 9 18 0.05 69.34 16.1 1.1

Table 3.5: Experimental results on MS MARCO dev set. \( \ell_0(q) \) and \( \ell_0(d) \) denote the average query and document sizes, estimated respectively from the 6980 dev queries and the full collection \( \mathcal{C} \) after training. We measure latency (in milliseconds) for BM25 (47.85 ms in the same evaluation environment), and report numbers for DeepImpact from [Mackenzie et al. 2021] for comparison – acknowledging the differences between experimental settings.

 learns from scratch\(^{125}\). Dimensions, in that case, are latent and cannot be interpreted as actual terms. Models were difficult to train, and, overall, not so effective. Learning sparse components in such a high dimensional space might be too challenging, whereas formulating the same problem with lexical matching and document expansion (i.e., in the term space) may lead to a simpler optimization problem. Such a setting also motivated our use of the FLOPS regularization (instead of \( \ell_1 \)), as models tended to simply learn a smaller dense subspace of the representation space – leading to “falsely” sparse representations\(^{126}\).

While this issue is greatly mitigated when working in the term space, the implicit entropy regularization from \( \ell_{\text{FLOPS}} \) turned out to produce more effective representations, as shown in Section 3.5.4. We won’t present such results in this thesis – some of them have been lost – but they were anyway far less effective than SPLADE. The pre-conditioning of the projection matrix, based on the MLM head that is tied to the vocabulary, was the main ingredient to make such an approach i) effective and ii) easy to train.

3.5.6.2 Initializing SPLADE

So far, our experiments have been based on a DistilBERT backbone model (66M parameters, \(|V| = 30k\)). We provide additional experiments in Table 3.6, for which we change the base PLM model, including i) BERT (110M parameters, \(|V| = 30k\) ii) RoBERTa (125M parameters, \(|V| = 50k\) iii) ELECTRA (33M parameters, \(|V| = 30k\)).

\(^{125}\) The model also did not use log activation, among other details.

\(^{126}\) This problem has been reported by several teams trying to reproduce the original SNRM – including ourselves.
CHAPTER 3. SPARSE REPRESENTATION LEARNING FOR INFORMATION RETRIEVAL

Table 3.6: Performance of SPLADE on MS MARCO (dev) and TREC DL 19 for various PLM initializations. \textsuperscript{abcde} denote significant improvements over the corresponding rows, for a paired \( t \)-test with \( p \)-value=0.01. Note that none of the improvements are significant on TREC DL 19.

<table>
<thead>
<tr>
<th>model</th>
<th>MS MARCO dev</th>
<th>TREC DL 2019</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR@10</td>
<td>R@1000</td>
</tr>
<tr>
<td>♦ SPLADE (a)</td>
<td>34.5\textsuperscript{bcd}</td>
<td>96.5</td>
</tr>
<tr>
<td>SPLADE (RoBERTa) (b)</td>
<td>30.9</td>
<td>96.0</td>
</tr>
<tr>
<td>SPLADE (ELECTRA) (c)</td>
<td>33.0\textsuperscript{b}</td>
<td>96.7\textsuperscript{b}</td>
</tr>
<tr>
<td>SPLADE (BERT-base) (d)</td>
<td>33.7\textsuperscript{b}</td>
<td>96.7\textsuperscript{b}</td>
</tr>
<tr>
<td>MLM FLOPS (e)</td>
<td>35.7\textsuperscript{abcd}</td>
<td>97.2\textsuperscript{abcd}</td>
</tr>
</tbody>
</table>

We first observe that SPLADE is not able to take advantage of the RoBERTa checkpoint. The models are harder to train, and sometimes even diverge. This might be due to several factors, including the different vocabulary (BPE) or the ill-conditioned distribution of the MLM logits for SPLADE as noted in [Nair et al. 2022]. Also note that RoBERTa is case-sensitive, which might hurt to some extent retrieval performance.\footnote{We, however, didn’t explore further the roots of the problem.}

SPLADE based on the ELECTRA generator, with a number of parameters twice lower as the base SPLADE, already outperforms models like DeepImpact. Finally, increasing the number of parameters (by switching from DistilBERT to BERT) doesn’t seem to help on MS MARCO – with performance actually lower overall, which might be caused by a slight overfitting.\footnote{We show, however, in Section 3.8 that larger checkpoints are usually helpful for zero-shot transfer.} We further show in Figure 3.11 the same type of trade-off shown in earlier Sections – obtained by training models with varying \( \lambda \).

As we aim to learn sparse representations, the distribution of the MLM weights at initialization plays a key role in both the convergence and performance of SPLADE. We have recently experimented with an intermediate unsupervised pre-training step (or middle-training, Section 2.6.5.2) – i.e., before fine-tuning – which trains the PLM with a combination of the Masked Language Modeling task (Section 2.6.5.1) and the FLOPS regularization (Eq. 3.13) on the logits of the MLM head – dubbed MLM-FLOPS. More specifically, the MLM logits first go through the SPLADE activation function (i.e., \( \log(1 + \text{ReLU}(w_{iv})) \)), and are fed to a softmax which defines an MLM loss over \textit{sparse} logits. The FLOPS regularization is applied to sequence-level representations obtained with max-pooling – similar to SPLADE – to achieve sparsity. The total loss is simply given by:

\[
\mathcal{L} = \mathcal{L}_{\text{MLM}} + \mathcal{L}_{\text{MLM-SPLADE}} + \lambda \ell_{\text{FLOPS}} \tag{3.19}
\]

Models are trained for 10 epochs on MS MARCO passages, with \( \lambda = 0.001 \). Thus, representations are already pre-conditioned to be sparse,
which helps SPLADE converge, leading to significant performance boosts (e.g., ↑+1.2 MRR@10).

**Remark**
While MLM FLOPS pre-training is beneficial for SPLADE, all the experiments presented in the remainder of this Chapter are actually based on standard checkpoints like DistilBERT – as they correspond to earlier experiments. [Lassance and Clinchant 2022] relied on such a sparse pre-conditioning to improve SPLADE efficiency.

---

![Figure 3.11: Effectiveness-Efficiency trade-off on MS MARCO dev set for different base Pre-trained Language Models.](image)

3.5.7 Interpretable Representations

By design, SPLADE BoW representations are grounded in the vocabulary. This is ensured by the fact that the weights of the output projection of the MLM head are tied to the input embeddings of the PLM. Thus, each dimension of the representation space actually corresponds to a token of the vocabulary. This results in a valuable byproduct: representations become *interpretable*, and we can – to some extent – provide explanations for the observed rankings. For instance, it is possible to identify terms with the highest weights in a document vector – those contribute the most to the relevance of the document to a given query. Such a property can also be useful for failure analysis, as it becomes easier to understand the causes of low-performing queries. Dense representations – for which the learned latent space is more opaque – do not enjoy such direct benefits. We provide in Table 3.7 and Table 3.8...

---

129 While we haven’t explicitly worked on explainability aspects of SPLADE, we acknowledge its benefit for Information Retrieval, as users, as well as political authorities, tend to require more transparency from search and recommendation systems.
Table 3.7: SPLADE BoW prediction for six TREC DL 2019 queries. We highlight in color the predictions for terms in the input (lexical part), and strike-through terms which are not in the final presentation, i.e., terms whose weights are zero (compression). Other terms correspond to expansion. We selected a relatively sparse model ($\ell_0(q) = 11$ and $\ell_0(d) = 33$) – see Table 3.5.

<table>
<thead>
<tr>
<th>SPLADE BoW predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>query (id: 1127893) → “ben foster footballer net worth”</strong></td>
</tr>
<tr>
<td>▶ (foster, 2.65), (ben, 1.89), (worth, 1.78), (footballer, 1.39), (wealth, 0.96), (player, 0.63), (football, 0.56), (benjamin, 0.37), (net, 0.24)</td>
</tr>
<tr>
<td><strong>query (id: 478605) → “port orange what county”</strong></td>
</tr>
<tr>
<td>▶ BoW → (orange, 2.48), (port, 2.24), (county, 1.67), (counties, 0.03)</td>
</tr>
<tr>
<td><strong>query (id: 1124145) → “truncating meaning”</strong></td>
</tr>
<tr>
<td>▶ (tr, 2.26), (###cating, 2.24), (###un, 1.89), (###cation, 1.53), (###cate, 1.43), (###cated, 1.09), (meaning, 0.49), (., 0.23), (###cy, 0.13)</td>
</tr>
<tr>
<td><strong>query (id: 646207) → “what does production design entail”</strong></td>
</tr>
<tr>
<td>▶ (production, 2.46), (design, 2.18), (en, 1.85), (###tail, 1.79), (producer, 1.03), (designer, 0.77), (design, 0.68), (factory, 0.18), (product, 0.05)</td>
</tr>
<tr>
<td><strong>query (id: 1037798) → “who is robert gray”</strong></td>
</tr>
<tr>
<td>▶ (gray, 2.61), (robert, 2.31), (grey, 1.59), (who, 1.04), (strange, 0.8), (he, 0.73), (kent, 0.25), (bobby, 0.09)</td>
</tr>
<tr>
<td><strong>query (id: 104861) → “cost of interior concrete flooring”</strong></td>
</tr>
<tr>
<td>▶ (concrete, 2.16), (interior, 2.11), (floor, 1.83), ($, 1.26), (cost, 1.01), (cement, 0.73), (inside, 0.64), (price, 0.62), (internal, 0.14)</td>
</tr>
</tbody>
</table>

Examples of predictions for queries and documents, respectively. We observe four main effects:

- **Term-weighting** Tokens in the input are given weights according to their estimated contextual importance – usually high for what seems to be “important” tokens. The effect of context can also be observed: for instance, the term “concrete” (Table 3.8) is given a high score (2.08) for a document about floor materials, while it has a low score (0.03) in the last document about another topic. We also notice that some apparently non-important tokens actually have high weights (e.g., “who” for the query “who is robert gray”) – Table 3.7. Pre-trained Language Models are therefore not only useful to bridge the vocabulary gap but also better estimate the importance of terms in IR models. Overall, such a mechanism conditions the model to rely on exact matching (see Section 4.5.3) – which might be harder to learn for dense bi-encoders.

- **Compression** Some input tokens are discarded – the model predicting a zero weight for this dimension. This effect is due to the sparsity regularization, which identifies irrelevant tokens to
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remove. This is usually the case for stopwords, similar to standard practices in term-based approaches – but not only. Thus, we see for the first document in Table 3.8, the birth date (“May 10, 1755”) is actually deemed non-important by the model. This effect is also stronger on documents, as removing terms from queries – which are already rather short – is riskier and can greatly impact performance.

▶ Expansion Tokens not in the original input are predicted non-zero weights. This usually corresponds to related tokens, such as synonyms, that allow bridging the vocabulary gap between queries and documents. For instance, the tokens “price” or “cement” are both expanded on the last query in Table 3.7, and the corresponding relevant document in Table 3.8. Note that expansion is not always accurate: we see how tokens like “grey” or “bobby” are wrongly predicted for the query “who is robert gray”. This is a side effect of expansion, which happens to predict “wacky” weights [Mackenzie et al. 2021].

▶ Stemming This is a specific side effect of expansion, where linguistic variations of a token are predicted – as a result of the WordPiece-based representation space. Stemming – which has a long-standing history in Information Retrieval – is thus (partially) taken into account in the model, and learned at training time. It is shown in the third row of Table 3.7, where various suffixes of “trun” are predicted by SPLADE (“truncating” → “truncation”, “truncate”, “truncated”).

Remark

We see from previous examples that SPLADE has a strong lexical prior, by predicting weights for important query or document terms. We show in Chapter 4 that this prior has a positive effect for generalization [Formal et al. 2022b].

3.6 Towards Improving SPLADE Efficiency

We provide in this Section several SPLADE extensions, that aim to improve its efficiency.

3.6.1 Models

As already discussed in Section 3.5.5, efficiency is a critical aspect of IR systems, and reducing measures such as query latency can greatly improve the “usability” of models for production scenarios. Minimizing
Table 3.8: SPLADE BoW prediction for three documents. The first two are respectively relevant for the two last queries in Table 3.7. Compared to queries, we see how documents are far more compressed, due to the regularization constraint. We use the same model as the one for Table 3.7.

### SPLADE BoW predictions

**document** (id: 8760871) $\rightarrow$ “Atlantic Ocean, United States. Robert Gray, (born May 10, 1755, Tiverton, R.I. died summer 1806 at sea near eastern U.S. coast) captain of the first U.S. ship to circumnavigate the globe and explorer of the Columbia River.”

► (gray, 2.55), (robert, 2.19), (atlantic, 2.17), (ocean, 1.74), (grey, 1.73), (#/vert, 1.59), (globe, 1.53), (first, 1.4), (captain, 1.37), (who, 1.31), (ship, 1.25), (died, 1.2), (explorer, 1.12), (columbia, 1.0), (born, 1.0), (sea, 0.96), (he, 0.77), (#/vi, 0.66), (states, 0.65), (death, 0.64), (#/rc, 0.63), (discovery, 0.59), (commanded, 0.55), (#/gate, 0.45), (served, 0.44), (strange, 0.4), (river, 0.39), (ocean, 0.38), (invented, 0.36), (united, 0.34), (us, 0.24), (boat, 0.22), (ti, 0.21), (american, 0.16), (#/on, 0.06), (deceased, 0.02)

**document** (id: 1017092) $\rightarrow$ “Some things that may add to that cost are: site and sub-base preparation, site access, small floors under 500 sq. ft., and thicker concrete. Integral colored concrete floor cost: $3.75 dollars per square foot, that includes the basic concrete floor package and adding color to the concrete.”

► ($, 2.13), (concrete, 2.08), (integral, 2.02), (floor, 1.89), (cost, 1.83), (add, 1.43), (square, 1.38), (color, 1.22), (small, 1.16), (foot, 1.06), (package, 1.01), (price, 0.97), (per, 0.82), (sub, 0.73), (paint, 0.7), (site, 0.67), (cement, 0.64), (preparation, 0.46), (thickness, 0.31), (thick, 0.21), (base, 0.07), (building, 0.06), (large, 0.01)

**document** (id: 8530) $\rightarrow$ “An hypothesis is a specific statement of prediction. It describes in concrete (rather than theoretical) terms what you expect will happen in your study. Not all studies have hypotheses. Sometimes a study is designed to be exploratory (see inductive research). There is no formal hypothesis, and perhaps the purpose of the study is to explore some area more thoroughly in order to develop some specific hypothesis or prediction that can be tested in future research.”

► (hypothesis, 2.64), (theory, 1.85), (study, 1.83), (prediction, 1.75), (statement, 1.59), (predict, 1.33), (#/oth, 1.21), (specific, 1.07), (research, 1.03), (candidate, 0.92), (., 0.9), (#/yp, 0.88), (science, 0.86), (an, 0.86), (expect, 0.78), (in, 0.76), (#/ora, 0.69), (purpose, 0.67), (studies, 0.65), (theoretical, 0.6), (#/nc, 0.37), (mathematical, 0.37), (scientific, 0.36), (formal, 0.35), (#/tory, 0.34), (designed, 0.25), (predicted, 0.2), (contrast, 0.18), (expected, 0.18), (ind, 0.12), (h, 0.11), (assumptions, 0.08), (#/ces, 0.07), (terms, 0.04), (concrete, 0.03), (describing, 0.01)
3.6. TOWARDS IMPROVING SPLADE EFFICIENCY

Context

This Section corresponds to (parts of) the SPLADE v2 publication [Formal et al. 2021a] (SPLADE-doc model), as well as several additional experiments. While we tackle the efficiency aspects of SPLADE, we only scratch the surface. [Lassance and Clinchant 2022] further push such considerations in their efficiency study of SPLADE models.

\( \ell_{\text{FLOPS}} \) (or \( \ell_1 \)) only optimizes for a certain aspect of efficiency, that is not entirely aligned with what makes a model truly efficient. In particular, \( i \) standard IR software stacks do not usually perform intra-query parallelism, and thus require small queries to process a low number of posting lists (Section 3.5.5.1); \( ii \) query inference time, i.e., the time needed to compute query representations – based on Pre-trained Language Models or not – should be low. We propose to deal with both aspects in the following.

**Lexical SPLADE**

While adding more tokens to queries (i.e., allowing more expansion by lowering \( \lambda_q \)) usually leads to better results for SPLADE (e.g., Figure 3.7), it can have a huge impact on query latency for systems relying on mono-CPU processing (cf Table 3.5). Such an issue can be addressed by either \( i \) enforcing more sparsity for queries, \( ii \) or more simply turning-off expansion on the query side.

For the former, we simply propose to regularize query representations with \( \ell_1 \) instead of \( \ell_{\text{FLOPS}} \). Indeed, while \( \ell_{\text{FLOPS}} \) leads to more distributed representations (Figure 3.10), \( \ell_1 \) however has a stronger “sparsity” effect. Thus, we propose to optimize the model – referred to as SPLADE-\( \ell_1(q) \) – with:

\[
\mathcal{L} = \mathcal{L}_{\text{rank}} + \lambda_q \ell_1^q + \lambda_d \ell_{\text{FLOPS}}^d
\]

(3.20)

For the latter, we propose a simple extension – that we refer to as SPLADE-lexical – that only performs document expansion. Query terms are still weighted based on the PLM, but we apply a binary BoW mask on query representations – both at training and inference time – similarly to the gating controller in SparTerm. Thus, query vectors are inherently sparse, as the only non-zero dimensions correspond to query tokens, as shown in Figure 3.12.

**SPLADE-doc**

While the previous extensions allow reducing query evaluation time by lowering the number of posting lists to traverse, they are still limited by the inference time of the PLM needed to get the query representation. While one can imagine considering more efficient query encoders\(^{130}\), we actually propose to consider a document-only version of SPLADE – referred to as SPLADE-doc. In this case, there

\(^{130}\) Such as MiniLM [W. Wang et al. 2020] with 33M parameters.
is neither query term weighting nor expansion, and the ranking score is simply given by:

\[ s(q, d) = \sum_{v \in q} w_v^{(d)} \]  

(3.21)

Here, we can see the query as a sparse binary BoW vector, as shown in Figure 3.13. Such a formulation is akin to traditional term-based approaches in IR, and offers an interesting efficiency boost. Because the ranking score solely depends on the document term weights, everything can be pre-computed offline, and inference cost is therefore reduced. It also enables GPU-free inference. Thus, the model becomes more comparable with approaches like DeepImpact [Mallia et al. 2021] or TILDEv2 [S. Zhuang and Zuccon 2021b]. However, document expansion is part of the training loop – contrary to the aforementioned approaches, which rely on fixed expansion techniques (doc2query-T5 and TILDE, respectively). As such, the model can seemingly take advantage of enhanced training procedures such as distillation for end-to-end learning (see Section 3.7).

**Remark**

As already mentioned in Section 3.3.2, SPARTA – despite a different formulation of the problem – can be seen as an early version of SPLADE-doc, without regularization constraint.

### 3.6.2 Experiments

We follow the experimental setting introduced in Section 3.4. For SPLADE-lexical as well as SPLADE-doc, we remove the query regularization part and train models with:

\[ L = L_{\text{rank}} + \lambda_d \ell_{\text{FLOPS}} \]  

(3.22)

In practice, we keep stopwords but remove the [CLS] and [SEP] tokens from the query representation.\(^\text{131}\) We found out experimentally that such approaches need to perform fewer training steps to converge – training for longer usually degrades the performance. We hypothesize that joint query and document expansion needs careful calibration, while removing query expansion simplifies the learning problem, by inducing an explicit lexical prior. We thus train models for 50k iterations. We additionally train a baseline that does not perform query nor document expansion – referred to as SPLADE-lexical (full). It is thus similar to the SparTerm-lexical baseline in Table 3.3, with max pooling and log activation, and is trained without sparsity regularization.

We report in Table 3.9 the experimental results of efficient SPLADE extensions. First, our fully lexical SPLADE extension outperforms

\(^{131}\) It would drastically increase latency, as these two tokens are usually associated with long posting lists.
Table 3.9: Performance of various efficient SPLADE extensions on MS MARCO (dev) and TREC DL 19. \(a \cdots c\) denote significant improvements over the corresponding rows, for a paired \(t\)-test with \(p\)-value=0.01.

<table>
<thead>
<tr>
<th>model</th>
<th>MS MARCO dev</th>
<th>TREC DL 2019</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR@10</td>
<td>R@1000</td>
</tr>
<tr>
<td>◊ SPLADE (a)</td>
<td>34.5(^b)</td>
<td>96.5(^b)</td>
</tr>
<tr>
<td>SPLADE-lexical (full) (b)</td>
<td>30.6</td>
<td>92.5</td>
</tr>
<tr>
<td>◊ SPLADE-doc (c)</td>
<td>32.6(^b)</td>
<td>94.0(^b)</td>
</tr>
<tr>
<td>SPLADE-(\ell_1) (q) (d)</td>
<td>35.0(^b)</td>
<td>96.6(^b)</td>
</tr>
<tr>
<td>SPLADE-lexical (e)</td>
<td>35.9(^abcd)</td>
<td>97.2(^abcd)</td>
</tr>
</tbody>
</table>

term-weighting models like DeepCT, which reflects the advantage of the implicit “interaction” when mapping term embeddings to the vocabulary – compared to a single score. We notice how SPLADE-doc gets results on par with DeepImpact (32.6 MRR@10), with an overall simplified training scheme. Surprisingly, SPLADE-\(\ell_1\) (q), as well as SPLADE-lexical, outperform SPLADE – while having a heavier constraint on the query side. While these results suggest that query expansion does not seem critical for SPLADE, such approaches however achieve much lower performance on zero-shot settings – see Section 3.8 – which might indicate some overfitting. We further report in Figure 3.14 the same type of trade-off already reported in previous Sections. However, in this setting, the FLOPS does not entirely reflect the efficiency gains of the approaches compared to SPLADE – although they still tend to be more on the “left” side of the plot.

Figure 3.14: Effectiveness-Efficiency trade-off on MS MARCO dev set (MRR@10). Note that efficient extensions are more efficient by design – but it is not necessarily reflected by the FLOPS.

We, therefore, evaluate query latency for SPLADE-doc, similarly to
Table 3.10: Experimental results on MS MARCO dev set for SPLADE-doc. $\ell_0(d)$ denotes the average document size, estimated on the full collection $C$ after training -- $\ell_0(q)$ being constant (average 7 on MS MARCO) across models. Note that the retrieval time reported here is the actual retrieval time, as no query inference is needed -- contrary to SPLADE in Table 3.5.

<table>
<thead>
<tr>
<th>model</th>
<th>MRR@10</th>
<th>$\ell_0(d)$</th>
<th>Latency (ms)</th>
<th>Index Size (GB)</th>
<th>Anserini</th>
<th>Numba</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\diamond$ SPLADE</td>
<td>34.5</td>
<td>90</td>
<td>828.37</td>
<td>44.1</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>$\lambda_d$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>23.7</td>
<td>11</td>
<td>110.5</td>
<td>16.0</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>28.0</td>
<td>19</td>
<td>177.9</td>
<td>16.6</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>29.1</td>
<td>25</td>
<td>218.8</td>
<td>15.6</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>31.0</td>
<td>47</td>
<td>378.5</td>
<td>19.9</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>31.4</td>
<td>62</td>
<td>490.8</td>
<td>25.2</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>32.1</td>
<td>125</td>
<td>796.3</td>
<td>30.6</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>0.0001 $\diamond$</td>
<td>32.6</td>
<td>302</td>
<td>1079.4</td>
<td>50.2</td>
<td>5.8</td>
<td></td>
</tr>
</tbody>
</table>

Section 3.5.5.2, and report results in Table 3.10. Latency measured with Anserini (on a mono-CPU environment) is overall much lower than the ones reported in Table 3.5 -- due to the lowest number of posting lists to process (no query expansion)\textsuperscript{132}. Latency is still high -- and this even for extremely sparse models (110ms for documents with $\ell_0(d) = 11$), which might be related to the distribution of term weights -- as discussed in Section 3.5.5.1. To compensate for the lack of query expansion, SPLADE-doc can benefit from “aggressive” document expansion (e.g., documents up to $\ell_0(d) = 302$).

3.7 Towards Improving SPLADE Effectiveness

Context

This Section summarizes the experimental results started in SPLADE v2 [Formal et al. 2021a] and complemented in SPLADE++ [Formal et al. 2022a], towards improving SPLADE effectiveness. Distilling a cross-encoder into SPLADE was also part of our contribution to TREC’21 [Lassance et al. 2021b]. We also provide additional experiments and analyses.

Neural retrievers based on dense representations combined with ANN search have recently received a lot of attention, owing their success to distillation and/or a better sampling of examples for training. While sparse approaches have also gained increasing attraction, a lesser effort has been put into the training of such models, making it unclear whether they would experience the same boosts as dense architectures.

\textsuperscript{132} In addition to not requiring query inference.
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We thus wonder if these improvements are additive, in the sense that if a model performs better than another in a “base” training setting, would we still observe the same hierarchy with distillation? Answering such a question would allow decoupling architectures from training innovations when comparing neural retrievers.

In this Section, we therefore extensively study the influence of various training strategies on SPLADE effectiveness. More precisely, we study the effect of the three main innovations, namely i) distillation, ii) hard-negative mining, iii) as well as the PLM initialization. These techniques have already been introduced in Section 2.6.5.1. We furthermore analyze the link between effectiveness and efficiency and show how it still applies to the considered training settings.

3.7.1 Setting

Let us consider the “default” SPLADE model\textsuperscript{133}, defined by Eq. 3.9 and trained with Eq. 3.16, where $L_{\text{rank}}$ is the contrastive InfoNCE loss, based on BM25 and In-Batch Negatives negatives. To further distinguish training settings, we thus note:

$$L = L_{\text{InfoNCE,BM25}} + \lambda_q L_{\text{FLOPS}}^q + \lambda_d L_{\text{FLOPS}}^d$$ (3.23)

In the following, we detail several training tricks previously introduced for dense models that can seamlessly be applied to SPLADE. All the extensions rely on a simple modification of Eq. 3.23, either by modifying the ranking loss, the source of hard negatives, or a combination of both. We also discuss the initialization strategy, where models can further be improved by relying on PLM checkpoints that have been pre-trained on retrieval-oriented tasks.

**Distillation** Distillation of (costly) well-performing models like cross-encoders has been shown to greatly improve the effectiveness of various more efficient neural ranking architectures [Hofstätter et al. 2020a, 2021; S.-C. Lin et al. 2021; Santhanam et al. 2022b]. We rely on the Margin-MSE loss [Hofstätter et al. 2020a] – Mean Squared Error between the positive-negative margins of a cross-encoder teacher and the student – and train SPLADE by optimizing:

$$L = L_{\text{MarginMSE,BM25}} + \lambda_q L_{\text{FLOPS}}^q + \lambda_d L_{\text{FLOPS}}^d$$ (3.24)

MarginMSE distillation constitutes our default strategy for all the settings introduced below.

**Mining Hard Negatives** The standard setting using BM25 negatives is limited, and the benefit of using more informative negatives has been highlighted in several prior works [Qu et al. 2021; Ren et al. 2021b; 103

\textsuperscript{133} Initial experiments with models from Section 3.6, as well as the ones reported in [Lassance and Clinchant 2022], tend to indicate that efficient extensions are far less effective in OOD settings. We thus focus on the canonical SPLADE.
L. Xiong et al. 2021; Zhan et al. 2020]. Note that by considering Margin-MSE distillation as the basis for hard negative mining, we remove the need to resort to denoising, i.e., filtering noisy false negatives [Qu et al. 2021; Ren et al. 2021b].

**Self-mining** Following ANCE [L. Xiong et al. 2021], which dynamically samples negatives from the model that is being trained, we propose to follow a simpler two-step strategy that has also been adopted in prior works [S.-C. Lin et al. 2021]:

1. **(step 1)** we initially train a SPLADE model, as well as a cross-encoder re-ranker, in the previously introduced distillation setting;
2. **(step 2)** we then generate triplets using the SPLADE model trained in (step 1), and use the cross-encoder to generate the scores needed for MarginMSE, and go for another round of training.

\[
L = L_{\text{MarginMSE, self}} + \lambda_q L_{\text{FLOPS}}^q + \lambda_d L_{\text{FLOPS}}^d
\] (3.25)

This simply leads to a distillation strategy where mined pairs are supposed to be of better “quality” compared to BM25 – as discussed in Section 2.6.5.1.

**Ensemble-mining** While the self-mining setting provides a better sampling strategy compared to BM25, it might be limited, as it only considers a single model, and one could wonder if using various types of models to mine negatives for (step 2) could be beneficial. We thus rely on a dataset containing for each query: i) the top-50 hard negatives mined from BM25 and each of 12 various dense retrievers, ii) the scores coming from a cross-encoder for each available \((q, d^+, d^-)\) to perform MarginMSE knowledge distillation. Our training loss thus becomes:

\[
L = L_{\text{MarginMSE, ensemble}} + \lambda_q L_{\text{FLOPS}}^q + \lambda_d L_{\text{FLOPS}}^d
\] (3.26)

**Pre-training** Natural Language Processing has recently borrowed ideas from contrastive learning techniques in Computer Vision, with the goal of learning high-quality sentence or document representations without annotation [L. Gao and Callan 2022; Izacard et al. 2022; Nee-lakantan et al. 2022; Ram et al. 2022b; K. Wang et al. 2021; Z. Wu et al. 2020] – introduced in Section 2.6.5.2. The general idea consists in designing pre-training tasks, that are better suited for subsequently training neural retrievers. Most approaches in IR are very similar to CoCondenser [L. Gao and Callan 2022], which contrastively learns the embedding space from spans of documents – two spans from the same document are considered as positives, the other documents in the batch as negatives. We thus simply consider using such pre-trained checkpoint to initialize SPLADE, in the scenarios described above. Note
that while CoCondenser is not directly optimized for sparse retrieval, its learned embedding space might contain more informative knowledge for retrieval compared to models pre-trained with Masked Language Modeling.

3.7.2 Experiments

We describe our experimental setting in Section 3.7.2.1, and the results achieved by our approach in Section 3.7.2.2.

3.7.2.1 Experimental Setting

We conduct an extensive experimental study, by training and evaluating several models, for each setting introduced in Section 3.7.1. As we provide improvements over SPLADE, we refer to all our strategies under the same alias, coined SPLADE++. Overall, we follow the training and evaluation workflow described in Section 3.4. Especially, we use the same hyperparameters, as well as the validation strategy, but modify the components introduced in Section 3.7.1 – accordingly the ranking loss for distillation, the set of (hard) negatives, and/or the PLM initialization. We thus consider the following settings: SPLADE, which corresponds to the original setting (Eq. 3.23); DistilMSE which relies on Eq. 3.24 for training\(^{134}\); SelfDistil where models are trained using Eq. 3.25; EnsembleDistil\(^{135}\) which rather makes use of Eq. 3.26; and finally CoCondenser-SelfDistil and CoCondenser-EnsembleDistil which correspond to the two latter settings, where the model has additionally been initialized from a pre-trained CoCondenser checkpoint\(^{136}\).

For each setting, we train five models, corresponding to different values of the regularization magnitude (\(\lambda_q, \lambda_d\)) in, e.g., Eq. 3.23 – thus providing various trade-offs between effectiveness and efficiency. Note that, as each procedure either modifies the loss or the training pairs, the range taken by loss values slightly differs. We, therefore, need to adapt \(\lambda\) in each case; we simply rely on grid-search and keep five configurations that cover a broad range of effective and efficient models. Note that, as we only compare the efficiency of SPLADE models, we only report the FLOPS and not other measures such as query latency.

\(^{134}\) We rely on the cross-encoder teacher scores provided at https://github.com/sebastian-hofstetter/neural-ranking-kd.

\(^{135}\) We rely on the msmarco-hard-negatives dataset https://huggingface.co/datasets/sentence-transformers/msmarco-hard-negatives, available in the Sentence Transformers library [Reimers and Gurevych 2019].

\(^{136}\) Available via HuggingFace: https://huggingface.co/Luyu/co-condenser-marco.

3.7.2.2 Results

Overall results Results on MS MARCO dev and TREC DL 2019 are given in Table 3.11. For each, we report the best model (among the five that are trained) with a FLOPS value inferior to 3 – similar to results reported in previous Sections. The interplay between effectiveness and efficiency is given in Fig. 3.15: we report MRR@10 on MS MARCO dev \textit{vs} FLOPS, for the five configurations in each training setting. Overall, we observe that:
Table 3.11: Evaluation on MS MARCO passage retrieval (dev set) and TREC DL 2019. We distinguish methods between simple training and training that benefit from various improvements. \(abcdef\) denote significant improvements over the corresponding rows for a paired t-test with \(p\)-value=0.01.

<table>
<thead>
<tr>
<th>model</th>
<th>MS MARCO dev</th>
<th>TREC DL 2019</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR@10 R1000</td>
<td>nDCG@10 R1000</td>
</tr>
<tr>
<td>Simple training</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BM25</td>
<td>18.4</td>
<td>85.3</td>
</tr>
<tr>
<td>doc2query-T5</td>
<td>27.7</td>
<td>94.7</td>
</tr>
<tr>
<td>DeepImpact</td>
<td>32.6</td>
<td>94.8</td>
</tr>
<tr>
<td>Bi-encoder (ours)</td>
<td>31.2</td>
<td>94.1</td>
</tr>
<tr>
<td>COIL-full</td>
<td>35.5</td>
<td>96.3</td>
</tr>
<tr>
<td>ColBERT</td>
<td>36.8</td>
<td>96.9</td>
</tr>
<tr>
<td>SPLADE (a)</td>
<td>34.5</td>
<td>96.5</td>
</tr>
<tr>
<td>Distillation, negative mining or pre-training</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANCE</td>
<td>33.0</td>
<td>95.9</td>
</tr>
<tr>
<td>TCT-ColBERT</td>
<td>35.9</td>
<td>97.0</td>
</tr>
<tr>
<td>TAS-B</td>
<td>34.7</td>
<td>97.8</td>
</tr>
<tr>
<td>RocketQA-v2</td>
<td>38.8</td>
<td>98.1</td>
</tr>
<tr>
<td>CoCondenser</td>
<td>38.2</td>
<td>98.4</td>
</tr>
<tr>
<td>Contriever</td>
<td>34.1</td>
<td>97.9</td>
</tr>
<tr>
<td>AR2</td>
<td>39.5</td>
<td>98.6</td>
</tr>
<tr>
<td>ColBERTv2</td>
<td>39.7</td>
<td>98.4</td>
</tr>
<tr>
<td>Our methods: SPLADE++</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DistilMSE (b)</td>
<td>35.8(a)</td>
<td>97.8(a)</td>
</tr>
<tr>
<td>SelfDistil (c)</td>
<td>36.7(ab)</td>
<td>98.0(a)</td>
</tr>
<tr>
<td>EnsembleDistil (d)</td>
<td>36.8(ab)</td>
<td>97.8(a)</td>
</tr>
<tr>
<td>CoCondenser-SelfDistil(e)</td>
<td>37.6(abcd)</td>
<td>98.3(abcd)</td>
</tr>
<tr>
<td>CoCondenser-EnsembleDistil(f)</td>
<td>38.0(abcd)</td>
<td>98.2(abcd)</td>
</tr>
<tr>
<td>Additional baselines</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPLADE (BERT-base)</td>
<td>34.0</td>
<td>96.8</td>
</tr>
<tr>
<td>SPLADE (BERT-base, EnsembleDistil)</td>
<td>37.2</td>
<td>97.9</td>
</tr>
<tr>
<td>SPLADE-doc (CoCondenser-EnsembleDistil)</td>
<td>36.6</td>
<td>96.7</td>
</tr>
</tbody>
</table>
3.7. TOWARDS IMPROVING SPLADE EFFECTIVENESS

1. SPLADE is able to take advantage of various training strategies to increase its effectiveness;

2. performance boosts are additive;

3. our settings lead to competitive results on MS MARCO (in-domain evaluation), e.g., CoCondenser-EnsembleDistil reaches 38 MRR@10;

4. model effectiveness is linked to efficiency for all the considered settings (the sparser, the less effective).

More specifically, we observe from Table 3.11 that the use of distillation (DistilMSE) offers the largest boost in effectiveness across all settings (↑+1.3 MRR@10). Note that a model based on BERT (instead of DistilBERT) is able to better take advantage of distillation (37.2 MRR@10, so ↑+0.4 MRR@10), which indicates that larger models can better align to the cross-encoder teacher.

When combining distillation with hard negative mining, we note that the SelfDistil case seems to be the most effective. However, when changing the initialization checkpoint to CoCondenser, we observe the reverse trend, where CoCondenser-EnsembleDistil is able to outperform its counterpart. Distillation with hard negatives is, therefore, beneficial, but the exact “optimal” setting depends on the pre-training strategy. We also note that improvements are less clear when inspecting other metrics like R@1000 or nDCG@10 on TREC DL 2019.

In Figure 3.15, we analyze the interplay between effectiveness and efficiency (in terms of FLOPS) on MS MARCO dev set. There is an overall trend that more expressive models tend to be more effective across all training settings. We also observe additivity in improvements, with the best model on MS MARCO (CoCondenser-EnsembleDistil) taking advantage of distillation, ensemble mining, and pre-trained checkpoints altogether. Additionally, by combining all the strategies, we are able to obtain extremely effective SPLADE-doc models (e.g., 36.6 MRR@10), which indicates that more efficient architectures can also benefit from such improvements.\textsuperscript{137}

Additivity To further demonstrate the “additivity” of training settings, we furthermore train, for each setting,\textsuperscript{138} a dense bi-encoder with the same DistilBERT backbone model. We rely on mean pooling of the contextualized embeddings and follow standard practices to train them. We plot in Figure 3.16 the MRR@10 achieved by the dense bi-encoders, alongside different trade-offs for SPLADE models. Results suggest that SPLADE can always outperform its dense counterpart – regardless of the training setting – given enough expansion power, i.e., up to a given FLOPS for the last two. This suggests that SPLADE architectural prior, based on sparse expansion and term-matching, is somewhat well suited for IR, when compared to the dense matching of

\textsuperscript{137} These aspects are further developed in [Lassance and Clinchant 2022].

\textsuperscript{138} Except the ones based on CoCondenser.
Figure 3.15: Effectiveness-Efficiency trade-off on MS MARCO dev set. Please note that the points corresponding to SPLADE slightly differ from previous Figures — they correspond to different sets of experiments, at different time frames.

semantic vectors. This study, however, needs to be complemented with the various pre-training techniques introduced for dense models: would we still observe the same gap? This further questions how to adapt pre-training techniques for models such as SPLADE — which is not as straightforward [Shen et al. 2022a].

3.8 Zero-Shot Evaluation

Context

This Section summarizes the zero-shot evaluation of SPLADE models on the BEIR benchmark [Formal et al. 2021a, 2022a].

In Information Retrieval, the question of generalization has often been eluded, due to the robust and long-standing performance of term-based approaches. However, with the recent advent of neural retrieval based on PLM, the generalization issue has become as relevant as ever. Initially evaluated on in-domain settings (like MS MARCO), where train and test queries follow the same distribution, conclusions became more contrasted when [Thakur et al. 2021] released the zero-shot BEIR benchmark (introduced in Section 2.3.2.2) — in which some models like DPR achieve lower overall performance compared to unsupervised term-based approaches like BM25. Knowing that many production systems use (or will use) models based on PLM (e.g., [L. Xiong et al. 2021]), while being exposed to new documents and queries every day, robustness is thus a critical aspect that must be assessed.

The BEIR benchmark consists of a test suite of 18 datasets — each
3.8. ZERO-SHOT EVALUATION

Figure 3.16: Additivity study: each subplot corresponds to a given training setting, and the dense bi-encoder performance is shown with the dotted black line. It reaches 31.3, 33.5, 35.3, and 35.5 MRR@10 on MS MARCO for, respectively the “standard”, DistilMSE, SelfDistil, and EnsembleDistil training settings.

containing documents, queries, and corresponding qrels. They are used to evaluate models in a zero-shot setting, i.e., without any sort of training based on those datasets.

In this Section, we thus assess the zero-shot performance of our models on the BEIR benchmark. For comparison with other approaches, we rely on the subset of 13 datasets that are readily available. Thus, we do not consider CQADupstack, BioASQ, Signal-1M, TREC-NEWS and Robust04; otherwise, we evaluate our models on the complete benchmark (18 datasets). We report the results from the models introduced in Section 3.7, and show the effect of various training strategies on generalization capabilities. We furthermore analyze the link between effectiveness and efficiency in Figure 3.17. Please note that for BEIR, averaging metrics over multiple datasets is questionable – but the observed trends are, however, useful to compare various instances of SPLADE models. We nevertheless provide an evaluation on every dataset in Table 3.14.

Overall, we observe that:

1. the SPLADE models introduced in Section 3.7 lead to state-of-the-art results on zero-shot evaluation;

2. the link between effectiveness and efficiency still applies in out-of-domain evaluation;

3. out-of-domain improvements are consistent with the ones observed on MS MARCO.

We indeed observe in Figure 3.17 a trend similar to the one observed in Section 3.7, where effectiveness comes with higher complexity.

139 We are aware of other datasets that serve the same purpose, such as the LoTTE benchmark [Sathanan et al. 2022b], specifically tailored for OOD retrieval of natural search queries over long-tail topics.
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Figure 3.17: Effectiveness-Efficiency trade-off on BEIR (18 datasets – results are thus not comparable to Table 3.12). We report mean nDCG@10.

Table 3.12: Mean nDCG@10 on the subset of 13 BEIR datasets. SPLADE++,‡,† respectively correspond to our best SPLADE models CoCondenser-EnsembleDistil‡ and CoCondenser-SelfDistil†.

<table>
<thead>
<tr>
<th></th>
<th>BM25</th>
<th>TAS-B</th>
<th>Contriever</th>
<th>ColBERTv2</th>
<th>SPLADE</th>
<th>SPLADE++‡</th>
<th>SPLADE++†</th>
</tr>
</thead>
<tbody>
<tr>
<td>nDCG@10</td>
<td>43.7</td>
<td>43.7</td>
<td>47.5</td>
<td>49.7</td>
<td>45.7</td>
<td>50.4</td>
<td>50.7</td>
</tr>
</tbody>
</table>

Table 3.12: Mean nDCG@10 on the subset of 13 BEIR datasets. SPLADE++,‡,† respectively correspond to our best SPLADE models CoCondenser-EnsembleDistil‡ and CoCondenser-SelfDistil†.

However, the SelfDistil settings seem to be better suited for generalization – they both respectively outperform their EnsembleDistil counterparts, also see Table 3.12 – contrary to what is observed on MS MARCO. One reason for this behavior might be the use of only dense retrievers in the latter case. As such models have been shown to overfit on MS MARCO, the mined negatives might be too specialized on this dataset, thus hurting the generalization capabilities of subsequently trained models.

We additionally report in Table 3.12 the BEIR results for our two CoCondenser settings, reaching state-of-the-art results on zero-shot evaluation\(^{140}\), strengthening the observation that sparse retrieval models seem to be better able to generalize [Formal et al. 2022b; Mokrii et al. 2021b; Thakur et al. 2021]. Note that the “standard” SPLADE is already competitive, while our SPLADE CoCondenser-SelfDistil is the best overall on five datasets (out of the 13), among other state-of-the-art baselines. Note that BM25 still performs well, and many baselines reported in [Thakur et al. 2021] achieve lower performance. If we look at individual results, we see that SPLADE models largely outperform BM25 on datasets like Robust04 or TREC-COVID.

Also note that when switching from DistilBERT to BERT, we notice a performance boost (\(\uparrow+0.9\) mean nDCG@10, not reported in Table 3.12). This indicates that larger models are helpful in zero-shot

\(^{140}\) We acknowledge that recent works also achieve impressive zero-shot performance [Dai et al. 2022; Qian et al. 2022]. Additionally, domain adaptation techniques have been shown to be effective on the BEIR benchmark [K. Wang et al. 2022].
3.9 Conclusion

We have introduced SPLADE, an effective sparse bi-encoder that jointly learns expansion and term weighting (Section 3.3.4). The sparse nature of its learned representations – by means of an explicit regularization (Section 3.3.4.2) – makes it possible to rely on inverted indexes to perform efficient retrieval. Additionally, by learning document and query vectors grounded in the vocabulary, the model becomes interpretable (Section 3.5.7). The end-to-end nature of SPLADE makes it able to take advantage of the recent training improvements for neural retrievers such as distillation or hard-negative mining – allowing us to reach competitive and state-of-the-art results in in-domain and zero-shot evaluation settings (Sections 3.7 and 3.8, respectively). Overall, SPLADE is the first sparse model to outperform its dense counterparts.

While we have briefly discussed efficient extensions (Section 3.6), we have mostly been interested in effectiveness improvements – a more thorough study of efficient SPLADE models can be found in [Lassance and Clinchant 2022]. Overall, SPLADE is an appealing candidate to replace traditional term-based approaches such as BM25 in modern search engines: it is effective, robust, and can be made fast enough for production scenarios. It is also interpretable by design, which allows the provision of clear and accurate explanations to users about why a particular result was returned for a given query.
### Table 3.14: nDCG@10 on BEIR for all the datasets (18).

For comparison, we report results directly from corresponding papers, where the evaluation is generally done on the subset of 13 readily available BEIR datasets.

<table>
<thead>
<tr>
<th>Model (→)</th>
<th>BM25</th>
<th>TAS-B</th>
<th>Contriever</th>
<th>ColBERTv2</th>
<th>SPLADE</th>
<th>SPLADE++†</th>
<th>SPLADE+++†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset (↓)</td>
<td>nDCG@10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRENC-COVID</td>
<td>65.6</td>
<td>48.1</td>
<td>59.6</td>
<td><strong>73.8</strong></td>
<td>62.9</td>
<td>72.1</td>
<td>72.5</td>
</tr>
<tr>
<td>BioASQ</td>
<td>46.5</td>
<td>38.3</td>
<td>-</td>
<td>43.4</td>
<td>50.5</td>
<td><strong>50.8</strong></td>
<td></td>
</tr>
<tr>
<td>NFCorpus</td>
<td>32.5</td>
<td>31.9</td>
<td>32.8</td>
<td>33.8</td>
<td>31.9</td>
<td><strong>34.6</strong></td>
<td>34.5</td>
</tr>
<tr>
<td>NQ</td>
<td>32.9</td>
<td>46.3</td>
<td>49.8</td>
<td><strong>56.2</strong></td>
<td>45.9</td>
<td>53.5</td>
<td>53.3</td>
</tr>
<tr>
<td>HotpotQA</td>
<td>60.3</td>
<td>58.4</td>
<td>63.8</td>
<td>66.7</td>
<td>65.4</td>
<td>68.4</td>
<td><strong>69.3</strong></td>
</tr>
<tr>
<td>FiQA-2018</td>
<td>23.6</td>
<td>30.0</td>
<td>32.9</td>
<td><strong>35.6</strong></td>
<td>27.1</td>
<td>34.7</td>
<td>34.9</td>
</tr>
<tr>
<td>Signal-1M (RT)</td>
<td><strong>33.0</strong></td>
<td>28.9</td>
<td>-</td>
<td>29.6</td>
<td>30.2</td>
<td>30.9</td>
<td></td>
</tr>
<tr>
<td>TRENC-NEWS</td>
<td>39.8</td>
<td>37.7</td>
<td>-</td>
<td>36.3</td>
<td>42.3</td>
<td>41.9</td>
<td></td>
</tr>
<tr>
<td>Robust04</td>
<td>40.8</td>
<td>42.7</td>
<td>-</td>
<td>41.0</td>
<td>46.0</td>
<td><strong>48.5</strong></td>
<td></td>
</tr>
<tr>
<td>ArguAna</td>
<td>31.5</td>
<td>42.9</td>
<td>44.6</td>
<td>46.3</td>
<td>46.7</td>
<td>51.3</td>
<td><strong>51.8</strong></td>
</tr>
<tr>
<td>Touché-2020</td>
<td><strong>36.7</strong></td>
<td>16.2</td>
<td>23.0</td>
<td>26.3</td>
<td>22.0</td>
<td>25.5</td>
<td>24.2</td>
</tr>
<tr>
<td>CQADupStack</td>
<td>29.9</td>
<td>31.4</td>
<td>34.5</td>
<td>-</td>
<td>32.5</td>
<td>33.4</td>
<td><strong>35.4</strong></td>
</tr>
<tr>
<td>Quora</td>
<td>78.9</td>
<td>83.5</td>
<td><strong>86.5</strong></td>
<td>85.2</td>
<td>81.1</td>
<td>83.4</td>
<td>84.9</td>
</tr>
<tr>
<td>DBPedia</td>
<td>31.3</td>
<td>38.4</td>
<td>41.3</td>
<td><strong>44.6</strong></td>
<td>36.4</td>
<td>43.7</td>
<td>43.6</td>
</tr>
<tr>
<td>SCIDOCS</td>
<td>15.8</td>
<td>14.9</td>
<td><strong>16.5</strong></td>
<td>15.4</td>
<td>14.2</td>
<td>15.8</td>
<td>16.1</td>
</tr>
<tr>
<td>FEVER</td>
<td>75.3</td>
<td>70.0</td>
<td>75.8</td>
<td>78.5</td>
<td>76.2</td>
<td>79.2</td>
<td><strong>79.6</strong></td>
</tr>
<tr>
<td>Climate-FEVER</td>
<td>21.3</td>
<td>22.8</td>
<td>23.7</td>
<td>17.6</td>
<td>18.6</td>
<td>22.9</td>
<td><strong>23.7</strong></td>
</tr>
<tr>
<td>SciFact</td>
<td>66.5</td>
<td>64.3</td>
<td>67.7</td>
<td>69.3</td>
<td>65.7</td>
<td>70.5</td>
<td><strong>71.0</strong></td>
</tr>
</tbody>
</table>

Best on (out of 13): 1 0 2 4 0 1 5
Chapter 4

Analyzing Neural Ranking Models

Outline

In this Chapter, we are interested in understanding how neural Information Retrieval models work. In particular, we focus on two specific behavior, namely lexical match and term importance. We first propose indicators specifically tailored for the ColBERT model and show how it still implicitly relies on such aspects – despite its semantic nature – especially for important terms. We furthermore propose an interpretation based on the properties of the learned embedding space. In a second contribution, we delve deeper into the ability of neural rankers to perform keyword matching off-the-shelf. In particular, we show how models based on a lexical prior are more inclined to match query terms exactly, and how the training frequency of terms heavily influences such a property.

This Chapter is built on our two contributions – both adapted as extended summaries†:

- [Formal et al. 2021b] A White Box Analysis of ColBERT.
- [Formal et al. 2021d]† Une Analyse du Modèle ColBERT.
- [Formal et al. 2022c]† Match Your Words! A Study of Lexical Matching in Neural Information Retrieval (extended abstract).

4.1 Introduction

The impact of Pre-trained Language Models on Information Retrieval goes beyond what the community thought would be possible a few years
back. In particular, neural retrievers – whether dense or sparse – hold the promise to replace traditional term-based approaches such as BM25 in modern search engines. This represents a significant paradigm shift for models and search architectures that have withstood the test of time.

Despite this rapid progress, little is known about the inner workings of large-scale transformers in the IR setting. This can challenge their widespread adoption in production systems, which are increasingly faced with providing transparent, trustworthy, and explainable results to users – as it can be challenging to understand why a particular result was returned for a given query. Models analysis is also interesting from a performance point of view, as it can help make adjustments or even guide the design of new approaches that better encode a specific behavior shown to be lacking. These aspects are particularly concerning given the evergrowing size of Pre-trained Language Models that operate beyond human comprehension, which urges the design of appropriate analysis tools.

This chapter contributes to a better understanding of current neural ranking models based on PLM. Section 4.2 provides the necessary background by introducing the literature around transformer analysis in Natural Language Processing and Information Retrieval. In Section 4.3, we detail our contribution towards understanding the matching process underlying the ColBERT model. Finally, in Section 4.5, we propose a measure that quantifies the extent to which a model relies on term matching to study the impact of the frequency of training terms on generalization.

4.2 Setting The Stage: Analyzing Transformers

In this Section, we present recent works dedicated to better understanding transformer models in Natural Language Processing (Section 4.2.1) and Information Retrieval (Section 4.2.2).

4.2.1 Towards Understanding Transformers in NLP

Given the wide adoption of Pre-trained Language Models by the NLP community – which goes way beyond IR – many studies have been dedicated to unveiling the underlying properties of transformers and what aspects of language they are able to learn from unlabeled data. We do not aim to be exhaustive but give a few pointers to significant contributions. Please refer to [Rogers et al. 2020] for a complete overview of what is informally referred to as “BERTology”.

[Tenney et al. 2019] show how BERT encompasses the various steps of the standard NLP pipeline (POS tagging, Parsing, Named Entity
Recognition, etc.) in localized regions (i.e., layers) of the network, based on a series of probing tasks. In a nutshell, probing – which has been extensively used to carry out analyses, see [Belinkov 2022] – aims to assess whether a particular property can be extracted from representations. In its simplest form, it usually consists in training a small classifier to predict the quantity of interest (for instance, Named Entities) directly from the frozen embeddings.

Departing from the black-box nature of probing, [Voita et al. 2019a] propose to directly investigate representations as well as the information flow across transformer layers by relying on Mutual Information and Canonical Correlation Analysis. This allows showing – among other findings – how models trained with Masked Language Modeling preserve token identity.

Other works have directly investigated attention. As such, [Michel et al. 2019; Voita et al. 2019b] show how a large portion of the attention heads can safely be removed from the network without significantly hurting performance. On the other hand, [Clark et al. 2019] deep delve into BERT’s attention patterns, showing, for instance, how it attends to delimiter tokens. [Brunner et al. 2020], however, demonstrate how attention weights are not identifiable for long sequences – challenging the reliability of previous works regarding the interpretability of attention distributions.

### 4.2.2 Towards Understanding Transformers in IR

While studies in NLP (Section 4.2.1) have identified various linguistics features learned by PLM, for what concerns Information Retrieval, findings are more limited. The specificity of the task (modeling relevance instead of similarity), as well as the structure of the problem (e.g., matching short keyword-based queries to long documents), influence what needs to be learned by neural rankers. In many retrieval scenarios, models only need to have a coarse understanding of the information need and the content of documents – contrary to complex NLP tasks that, for instance, require reasoning. Thus, many works have proposed identifying whether models encode certain well-studied IR principles such as exact matching or term importance.

**Remark**

While cross-encoders and dense bi-encoders are rather opaque and hard to analyze, some models are more interpretable by design. This is the case of sparse approaches such as SPLADE (e.g., Section 3.5.7) and interaction models like ColBERT (see Section 4.3).
4.2.2.1 Axiomatic Approaches

A first line of work has investigated how neural models fit to traditional IR axioms [Fang et al. 2004]. Axiomatic approaches are analytic techniques designed to analyze – and improve – traditional IR models. They are based on a set of formalized constraints that a “good” retrieval model should fulfill. [Câmara and Hauff 2020; Rennings et al. 2019] propose to build diagnostic datasets to assess whether certain IR properties (such as the IDF axiom) are respected (or not) by neural re-rankers. In particular, Câmara and Hauff show how a DistilBERT cross-encoder does not fully respect a large set of axioms – despite its large effectiveness boost when compared to BM25 – questioning their adequacy to analyze neural models. More fundamentally, it questions the axioms themselves, which are largely biased toward lexical approaches. [Völske et al. 2021] further delve into axiomatic diagnosis and show how existing axioms are too restrictive to fully explain observed rankings – for both pre- and post-BERT re-rankers.

4.2.2.2 Probing Approaches

Given the limitations of IR axiomatic, new approaches based on probing have been developed to analyze the behavior of neural IR models. [MacAvaney et al. 2022] propose a probing framework (dubbed ABNIRML – for Analyzing the Behavior of Neural IR ModeLs) that allows the systematic analysis of models beyond simple IR axioms. It comprises three probing strategies, including, for instance, Textual Manipulation Probes, that are used to test the effect of various text properties – such as word order or paraphrasing – on ranking effectiveness. Various models are shown to be sensitive to such perturbations. In the same way [Rau and Kamps 2022b] show how syntactic aspects of input sequences are not the reason for the effectiveness of BERT cross-encoders – by manipulating word order and position information.

Remark

These lines of work have shown – among other findings – that neural rankers remain quite sensitive to lexical matching and term statistics in documents or collections [J. Choi et al. 2022; Jiang et al. 2021; Rau and Kamps 2022a]. Such post-hoc analyses are however limited, in the sense that the observed phenomena cannot be explained. Additionally, they have, for the most part, been applied to re-rankers. In Section 4.3, we propose an approach to dissect ColBERT under the IR lens, leading to the same type of findings [Formal et al. 2021b].
4.2.2.3 Robustness and Generalization Aspects

Search engines are inherently faced with distribution shifts in the form of new topics, Web pages, entities, or even users’ interests. Traditional term-based approaches, being unsupervised, are naturally robust to such changes. Neural ranking models are, however, dependent on the training data. Given their widespread adoption in Information Retrieval, another line of work has investigated the robustness of neural ranking models to various distribution shifts.

[Gerald and Soulier 2022; Lovón-Melgarejo et al. 2021] show how neural re-rankers (pre- and post-BERT) are subject to catastrophic forgetting [Kirkpatrick et al. 2017], by forgetting existing knowledge when transferring to new domains or datasets. [Penha et al. 2022] study the robustness of various re-ranking models to typos – as search engines directly interact with users and may be exposed to such issues. Additional works complement these findings for dense bi-encoders [Sidiropoulos and Kanoulas 2022; S. Zhuang and Zuccon 2021a, 2022]. Overall, models are shown to be sensitive to such shifts in query distributions. From a different perspective, [Song et al. 2022; C. Wu and R. Zhang 2022; C. Wu et al. 2022] show how various neural IR models (mostly re-rankers) are vulnerable to adversarial attacks – usually by substituting words in documents or queries. These studies usually focus on a single model type and lack the comparison between the various approaches proposed to tackle first-stage ranking, for which robustness might even be more critical. Re-rankers might rely differently on certain properties like exact matching by re-ranking a pool of documents retrieved by BM25.

The BEIR benchmark [Thakur et al. 2021] (Section 2.3.2.2) has pioneered large-scale zero-shot evaluation of various neural retrieval models – pointing out how brittle current approaches can be to various domain shifts. Dense bi-encoders are shown to achieve lower overall performance than term-based approaches like BM25. [Mokrii et al. 2021a] concurrently carried out an extensive evaluation of transfer capabilities on 5 English datasets – however limited to cross-encoders. By building an entity-rich question dataset based on Wikidata facts, [Sciavolino et al. 2021b] study how dense retrievers vastly underperform traditional sparse retrievers – highlighting the issue of matching entities not seen at training time. Using the two train sets of MS MARCO and Natural Question, [Ren et al. 2022] identify key factors that affect the zero-shot properties of dense models – including the overlap between the source and target query sets, as well as the query type distribution. [Zhan et al. 2022b] furthermore identify a strong train-test overlap within MS MARCO queries, questioning the actual in-domain effectiveness improvements made so far. To address the issue, they introduce two new resampling strategies that allow comparing the zero-shot properties of several retrieval architectures accurately, solely based on MS MARCO. In this new setting, dense bi-encoders fail to generalize compared to
cross-encoder or SPLADE – confirming the observations made earlier in [Tao Chen et al. 2022; Formal et al. 2022a; Thakur et al. 2021]. Similarly, [Lupart et al. 2023] build controllable MS MARCO query shifts that not only avoid train-test overlaps but also help to analyze the link between out-of-domain effectiveness drops and the similarity between train and test sets.

### Remark

In Section 4.5, we propose to study zero-shot properties of various neural rankers [Formal et al. 2022b]. However, we do not focus on effectiveness transfer but rather the extent to which models perform lexical matching, especially for terms not seen at training time and/or for which statistics change (i.e., in OOD setting).

### 4.3 ColBERT Analysis

#### Context

This Section summarizes the first contribution of this thesis [Formal et al. 2021b,d] – that predates SPLADE – in which we devise indicators specifically tailored to analyze the ColBERT model. In particular, we study i) term importance and ii) lexical matching. We additionally extend the findings to the full-ranking setting.

There exists a wide variety of neural rankers based on Pre-trained Language Models, from cross-encoders (Section 2.6.1) to dense and sparse bi-encoders (Section 2.6.3 and Chapter 3, respectively) – each of them incorporating their own architectural biases into the way they order documents. While some studies have proposed generic analysis tools that can be applied to any given architecture [Câmara and Hauff 2020; MacAvaney et al. 2022], they are usually limited to shallow post-hoc analyses that cannot map the observed phenomena to specific parts of the models.

In this Section, we take an opposite direction and design IR indicators specifically tailored to analyze the ColBERT model [Khattab and Zaharia 2020; Santhanam et al. 2022b] introduced in Section 2.6.3.3. Besides its compelling effectiveness-efficiency trade-off, ColBERT has an appealing property: the score $s(q,d)$ between a query and a document can be expressed as a sum over query tokens of a similarity score, based on the cosine similarities of the contextualized representations (colored squares in Figure 4.1). The contribution of each term is thus explicit. Its general structure is, therefore, akin to traditional term-based approaches. We propose to rely on such a view to dissect ColBERT from an IR perspective – hence “white box” analysis. On the

---

143 Note that the sum is over query subwords of the WordPiece vocabulary, and not actual query terms as traditionally defined in IR. In the remainder of the chapter, we usually use token to refer to subword units.
other hand, models like cross-encoders are difficult to analyze due to the difficulty in characterizing the attention mechanism [Brunner et al. 2020]. Similarly, the latent representation space of dense bi-encoders is rather opaque, limiting their analysis.

Very broadly, we want to assess whether ColBERT encodes different properties for terms depending on their statistics – such as IDF. In Section 4.3.2, we, therefore, investigate the link between term importance as computed by standard IR models and the one computed by ColBERT. In Section 4.3.3, we look at how ColBERT is dealing with exact and soft matches and how it stems from the learned embedding space (Section 4.3.3.2).

4.3.1 Experimental Setting

Model  We introduce the slightly different variant of ColBERT [Khattab and Zaharia 2020] we use to simplify the analysis – compared to the model described in Section 2.6.3.3. In particular, we do not include the query (resp. document) specific tokens \([Q]\) (resp. \([D]\)) since they could bias the term representations. Second, while the artificial query expansion (based on the \([\text{MASK}]\) tokens) was shown to be beneficial [Hofstätter et al. 2020a; Khattab and Zaharia 2020], we found no clear experimental evidence of its benefit – at least when evaluated on MS MARCO. These results were later confirmed in [Lassance et al. 2022; Tonellotto and Macdonald 2021]. We thus remove this component from our model to avoid the analysis of the induced implicit query expansion mechanism. We, however, keep the compression layer that maps token representations to a lower dimensional space (from \(d = 768\) to \(d = 128\)). By fine-tuning our “light” ColBERT model, we obtain results on par with the ones reported in [Khattab and Zaharia 2020] – e.g., 35.4 MRR@10 for end-to-end retrieval on the MS MARCO dev set.

To understand the influence of fine-tuning on IR properties, we also contrast the results with a model that has not been fine-tuned (and without compression layer), that is solely based on the output of a pre-trained BERT model – referred to as NF, for non-fine-tuned. Note that such a model has an extremely low performance on MS MARCO (close to null MRR@10 on end-to-end ranking).

To ease reading, we re-introduce the formal definition of ColBERT from Section 2.6.3.3. Given the BERT embeddings \((h_q)_i\) and \((h_d)_j\) for respectively the query \(q\) and document \(d\), ColBERT computes relevance
as:

\[ s(q, d) = \sum_{i \in q} \text{MaxSim}(q_i, d) = \sum_{i \in q} \max_{j \in d} \cos(h_{q_i}, h_{d_j}) = \sum_{i \in q} \max_{j \in d} C_{ij} = \sum_{i \in q} C_{id}^{\star} \]

(4.1)

In the following, we say that a query token \( i \) matches the document token \( j^{\star} \) if \( C_{ij^{\star}} = \max_{j \in d} C_{ij} = C_{id}^{\star} \). We denote this token \( j^{\star} \) by \( d_{id}^{\star} \).

**Data** For this analysis, we rely on the passage retrieval tasks from TREC DL 2019 and 2020 – 400 queries in total. We first consider a re-ranking setting, where for a given query \( q \), the model needs to re-rank a set of documents \( S_{q,BM25} \) retrieved by BM25\(^{144} \). We additionally extend the analysis to the full-ranking scenario, where ColBERT retrieves (and ranks) a set of documents \( S_{q,Col} \) from the complete collection \( C \). The two settings are somewhat complementary: in the former, the model might be less reliant on lexical signals, as they are abundant in documents retrieved by BM25. In the latter case, we directly analyze ColBERT’s propensity to rely on lexical cues to retrieve relevant documents from \( C \).

To study the model properties, we are interested in how ColBERT attributes scores to each query token, for documents in \( S_q \). Note that, as our indicators do not rely on relevance judgments, we could use larger query sets (such as the MS MARCO dev queries) – we, however, initially observed the same phenomena and thus kept a lower number of queries to simplify the procedure. For term-level indicators (Sections 4.3.2 and 4.3.3), we rely on standard tokenization with Porter stemming and keep stopwords.

### 4.3.2 Term Importance

We are first interested in comparing term importance for standard IR models such as BM25 with term importance as determined by ColBERT.

With respect to the former, we rely on a simple approximation. Given that we restrict our study to the MS MARCO passage collection, term frequency is close to 1 for most terms (avg(\( tf \)) \approx 1.1). Moreover, passage length does not vary much, and is capped at 512 tokens – due to BERT’s maximum sequence length. Hence, we can reasonably assume that the BM25 score of a term – and thus its importance as determined by the model – roughly corresponds to its IDF\(^{146} \).

For ColBERT, it is a priori difficult to measure the importance of a query term, as it depends on both document and query contexts (\( C_{id}^{\star} \)).

\(^{144}\) The default re-ranking files provided by TREC.

\(^{145}\) In the first case, we have \(|S_{q,BM25}| \leq 1000\), as BM25 might retrieve a lower number of documents for difficult queries. In the full ranking setting, we consider \(|S_{q,Col}| = 1000\).

\(^{146}\) This might not be true for terms with low IDF. Still, it is a good enough approximation for other terms.
in Eq. 4.1). We thus resort to an indirect mean, by measuring the correlation between the initial ColBERT ranking \( \pi \), and the ranking \( \pi_t \) obtained when we remove from the sum in Eq. 4.1 all the contributions of subwords that compose the corresponding term. More specifically, let us consider an input query term \( t \), and denote by \( J \in q \) the indices of its subword decomposition. We consider the modified scoring (leading to the modified ranking \( \pi_t \)):

\[
\begin{align*}
  s(q, d; \neg t) &= s(q, d) - \sum_{i \in J} C_{id}^* \\
  &= \sum_{i \in q, i \notin J} C_{id}^* 
\end{align*}
\] (4.2)

We then compare \( \pi \) and \( \pi_t \) by measuring their AP-correlation \( \tau_{AP} \) [Yilmaz et al. 2008], which is akin to Kendall’s \( \tau \) rank correlation [Kendall 1938], but gives more weight to the differences at the top of the ranking. It is formally defined as:

\[
\tau(\pi, \pi_t) = \frac{2}{N - 1} \sum_{i=2}^{N} \left( \frac{C(i)}{i - 1} \right) - 1 
\] (4.3)

where \( N \) denotes the size of the two lists to compare, and \( C(i) \) corresponds to the number of items above rank \( i \) and correctly ranked w.r.t. to the item at rank \( i \) in \( \pi_t \). Values close to 1 indicate a strong correlation, meaning that the two rankings are similar – thus implying a low contribution of the term to order documents. Note that we do not mask terms from the query themselves – only their scores – as representations from the PLM would be impacted by their full removal. The side effect is that some non-semantic term representations might be influenced by more semantically bearing words that are removed from the sum, thus impacting the actual term importance estimation (Section 4.3.3). The overall idea is illustrated in Figure 4.2, and we show four examples with TREC queries in Figure 4.3. Very intuitively, we observe that what seems to be important query terms have the largest contribution to the ranking (i.e., lowest \( \tau_{AP} \)). On the contrary, terms like stopwords seem to have a rather low influence: removing their contribution from ColBERT’s scoring results in a very similar ordering of documents (\( \tau_{AP} \) close to 1). In the following, we aim to generalize these findings.

We show in Figure 4.4, the relation between \( \tau_{AP} \) and a standard measure of importance – namely IDF\(^{147}\) – on both re-ranking and full ranking settings\(^{148}\), for terms in the TREC test queries. Note that \( \tau_{AP} \) is query-dependent: when a term appears in several queries, we consider its average \( \tau_{AP} \) as a final measure of importance. Additionally, query length could have an impact on the analysis – the more terms in the query, the less the contribution for each of them. We, however, didn’t

\(^{147}\) Please note that we operate at the term level – by masking all the corresponding subword contributions – and rely on actual IDF.

\(^{148}\) What changes is the set of documents we consider, i.e., \( S_{q, BM25} \) or \( S_{q, Col} \).
Figure 4.3: ColBERT term importance (as computed using $\tau_{AP}$), for terms of four queries from TREC DL 2019-2020. Note that we operate at the term level: when a term is decomposed into subwords, we simply remove all their contributions in Eq. 4.1 – e.g., “hypertrophy” → “hyper”, “#troy”, “#phy” in the first query.

notice any significant difference when splitting the analysis by query length, and we thus kept the simplest formulation.

In the re-ranking setting, there is a low linear negative correlation between both metrics (Pearson correlation coefficient $r = -0.36$), showing that ColBERT’s term-level matching implicitly captures IDF. Note that words with higher IDF tend to be longer and hence, to be split into multiple subwords more often – by construction of the WordPiece vocabulary – increasing the importance of such terms by design. The negative correlation even decreases in the full ranking ($r = -0.40$), indicating that ColBERT relies even more on traditional heuristics when retrieving from the full collection – thus being closer to how BM25 ranks documents. As should be expected, terms with low IDF tend to have an overall low contribution in both settings. [Tonellotto and Macdonald 2021] later showed how they can actually be removed from the model without impacting effectiveness.

Except for the last two bins, the variance of $\tau_{AP}$ also increases with IDF. It might partly be explained by the learned contextualized term importance, which is able to identify (un)important words beyond their simple statistics. Many terms with middle-valued IDF on MS MARCO have either high or low importance as determined by ColBERT – as shown in Table 4.1. For instance, the term “lipids” is considered important in this particular query. On the other hand, “dot” corresponds to a typo of “dop” (a brand); this term is, however, not necessary to answer the information need (about a specific hair gel, “vivelle”).

We also observe that the link between IDF and term importance is not so direct for high values (> 8). One of the plausible explanations is that another query token (with no semantics) bears the same semantics as the target one. For each query token, we looked at the frequency of exact matching (i.e., the max similarity is obtained with the same token in a document) and at the frequency with which it matches in docu-
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Figure 4.4: ColBERT term importance (as computed using $\tau_{AP}$) with respect to IDF (x-axis, binned). Note that we do not consider the \texttt{NF} (non-fine-tuned) model here, as we aim to compare rankings – which are almost “random” for a model that hasn’t been fine-tuned. $r = -0.36$ and $-0.4$ for, respectively, the re-ranking and full-ranking settings. Note that the (4,6] and (6,8] bins contain the largest number of observations, such that the observed increase in variance is not the consequence of a lower number of samples (c.f. Chebyshev).

Table 4.1: Queries from TREC DL 2019-2020 for which one of the terms (in bold) has a low (--) or a high (++) ColBERT importance – the higher $\tau_{AP}$, the less important. Values in parenthesis respectively represent the $\tau_{AP}$ and IDF of the corresponding term.

<table>
<thead>
<tr>
<th>Term</th>
<th>$\tau_{AP}$</th>
<th>IDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>exons definition biology</td>
<td>(0.88, 6.42)</td>
<td></td>
</tr>
<tr>
<td>generic vivelle dot cost</td>
<td>(0.85, 6.75)</td>
<td></td>
</tr>
<tr>
<td>what are hydrocarbon in lipids</td>
<td>(0.47, 6.93)</td>
<td></td>
</tr>
<tr>
<td>hilton lifetime diamond member benefits</td>
<td>(0.48, 7.95)</td>
<td></td>
</tr>
</tbody>
</table>

We observed that stopwords, in some cases, happen to match terms in documents that correspond to other query terms. For instance, in the query (and associated $\tau_{AP}$) “the (0.94) symptoms (0.87) of (0.93) shingles (0.88)”, the word “of” actually mostly matches with “shingles” in documents from $S_q$. Additionally, terms with very large IDF (the two rightmost bins in Figure 4.4) appear by construction in fewer documents from $S_q$ – e.g., terms with IDF = 12 only appear in around 50 MS MARCO passages. ColBERT thus has to rely on soft matches, for which scores (and thus, contributions) tend to have lower values (Section 4.3.3). This also explains the large difference between the re- and full-ranking settings observed for the last two bins. For the latter, ColBERT might be able to retrieve semantically related documents. Scores for such documents might still be impacted by these high IDF terms, thus boosting the importance of the term as defined
by $\tau_{AP}$.

### 4.3.3 Matching Patterns in ColBERT

After showing how ColBERT implicitly encodes term importance, we now focus on how terms are actually matched by the model. Section 4.3.3.1 analyzes the distribution of exact and soft matching patterns in ColBERT, which can be explained from a representational perspective (Section 4.3.3.2).

#### 4.3.3.1 Analysis of Exact and Soft Matches

Given the ability of neural IR models to rely on soft (or semantic) matching, we wonder to which extent ColBERT still relies on exact (or lexical) matching. To this end, we propose to analyze, for each query token, the distribution of scores assigned to document tokens – either in $S_{q,BM25}$ or $S_{q,Col}$. We aim to assess whether these distributions exhibit different patterns, depending on the characteristics of the terms – such as IDF.

To illustrate our motivation, we show in Figure 4.5 the distribution of query token scores (i.e., MaxSim, or $C_{id}$ in Eq. 4.1) – for four tokens of a TREC query. As a first observation, we notice how ColBERT tends to “flatten” the MaxSim distributions during fine-tuning (i.e., when compared to NF). Moreover, in the full-ranking setting, they seem to be bi-modal. It shows that ColBERT is more semantic than BM25, as it retrieves documents in which terms are assigned soft scores.

To refine these observations, we further differentiate when a score comes from an exact match with the query token – so the model has assigned the maximum score to the exact same token in the document – or a soft match – the maximum score comes from a match with a different token. We consider two types of score distribution per query token, as shown in the example in Figure 4.6. We first notice that, for both re-ranking and full ranking, some tokens that seem important in the query (e.g., “##vic” from the term “pelvic”) tend to focus more on exact matching: their similarity scores tend to be higher w.r.t. to other tokens (e.g., “causes”), and w.r.t. to the soft case (on the right side of the plots). On the other hand, for tokens like “causes”, the difference between the exact and soft cases seems to be lower, for instance, when comparing their mean – especially in the full ranking setting. This indicates that exact matching, in this case, does not play an essential part in ranking documents.

To generalize such observations, we define a measure indicating when ColBERT asserts whether a term favors an exact match over a soft one. More specifically, we compute, for each query token $i$, the difference between the average ColBERT score when $i$ matches the same token $j$ within a document (i.e, when $d_i^* \rightarrow j$) or not (i.e., when $d_i^* \not\rightarrow j$).
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Figure 4.5: MaxSim distributions, for four tokens of the TREC DL 19 query “right pelvic pain causes”, for documents in $S_{q,BM25}$ (re-ranking, 4.5a) and documents in $S_{q,Col}$ (full ranking, 4.5b). Note how cosine similarities are positive, as a consequence of the max selection in ColBERT.

– as illustrated in Figure 4.7. We then average at query level to obtain one measure per term, for the ones appearing in several queries. This measure is formally defined as:

$$\Delta_{ES}(j) = \text{mean}_{i,q/i\rightarrow j} \left( \text{mean}_{d \in S_{q}/d^{*}\rightarrow j} \{C^{*}_{id}\} - \text{mean}_{d \in S_{q}/d^{*}\not\rightarrow j} \{C^{*}_{id}\} \right)$$  \hspace{1cm} (4.4)

where $i \rightarrow j$ means that the $i^{th}$ token corresponds to token $j$. Similarly to Section 4.3.2, for a term $t$, where $J \in q$ denotes the indices of its subword decomposition, we consider $\Delta_{ES}(t) = \sum_{j \in J} \Delta_{ES}(j)$, which corresponds to the way ColBERT operates (i.e., summing over subwords).

For each query term $t$, we plot in Figure 4.8 $\Delta_{ES}$ with respect to IDF. Higher $\Delta_{ES}$ tends to indicate that a matching value is higher if the term appears in the document (exact match), as the model learns to widen the gap (on average) between exact and soft scores.

For the re-ranking setting, we notice a moderate positive correlation between terms focusing more on exact matching – larger $\Delta_{ES}$ – and IDF. Interestingly, this effect can already be observed for a pre-trained
model \((r = 0.45\) for NF), but is, however, reinforced with fine-tuning \((r = 0.73\) for ColBERT). In particular, terms with a high IDF (above 8) are the most impacted: ColBERT thus learns to emphasize their lexical importance. For instance, for the query (and associated \(\Delta_{ES}\)) “causes (0.35) of (0.11) left (0.64) ventricular (1.14) hypertrophy (1.62)”, the model mostly relies on exact match for the last two terms – semantic matching has a lower contribution here. Note that the re-ranking setting has a lexical bias, as ColBERT is bound to re-order documents retrieved by BM25, usually containing “important” query terms. Thus it might be less critical for the model to rely on such signals\(^{149}\).

However, this property can also be observed in the full ranking settings \((r = 0.68\) and \(r = 0.50\) for ColBERT and NF respectively) – highlighting the need for ColBERT to still partially take into account traditional retrieval heuristics when retrieving from the complete collection. Similarly to observations made in Section 4.3.2, variance increases with IDF, which illustrates the contextual nature of matching: some terms with high statistics are not as important as their IDF would tend to indicate when it comes to lexical match.

4.3.3.2 A Representational Interpretation

To explain the patterns observed in Section 4.3.3.1, we hypothesize that exact matches correspond to tokens whose contextual representations do not vary much, i.e., lie in a narrow region of the embedding space. Hence, the cosine similarity between the query and document tokens would be closer to 1, and ColBERT will tend to select this token by construction. On the contrary, tokens that carry less “information” are more heavily influenced by their context – they act as some sort of

\(^{149}\) Although several works have shown how cross-encoders still lean on exact matching [Jiang et al. 2021; Rau and Kamps 2022a].
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Figure 4.8: $\Delta_{ES}$ with respect to IDF (x-axis, binned). In the re-ranking setting, $r = 0.73$ and $r = 0.45$ for ColBERT and NF, respectively. In full ranking, $r = 0.68$ and $r = 0.50$ for ColBERT and NF, respectively.

“reservoirs” to encode concepts of the sequence – such that their embeddings vary more. To confirm this hypothesis, we conduct a spectral analysis of contextual embeddings. More specifically, for a given token, we perform Singular Value Decomposition on the matrix composed of its contextualized representations – collected on passages from the MS MARCO collection – as illustrated in Figure 4.9. SVD provides a way to factorize any real matrix into singular values and singular vectors. More specifically, for a $N \times d$ matrix of representations $R$, we can decompose it as:

$$R = U \Sigma V^T$$  \hspace{1cm} (4.5) 

where $U$, $\Sigma$ and $V$ are $N \times N$, $N \times d$ and $d \times d$ matrices respectively. In particular, $U$ and $V$ are orthogonal, while $\Sigma$ is rectangular diagonal, and the elements $\sigma_1 \geq \ldots \geq \sigma_d$ alongside its diagonal correspond to the singular values. By inspecting their relative magnitude, we can assess how “spread” the representations are to some extent. If the magnitude of $\sigma_1$ is much larger than the others, it means that all the vectors point to the same general direction in the embedding space. In other words, it indicates how well a contextualized representation could be replaced by a static one [Ethayarajh 2019].

In Figure 4.10, we report the ratio of $\sigma_1^2$ over $\sum_k \sigma_k^2$, with respect to subword IDF\(^{151}\), for tokens appearing in TREC queries. Results confirm our hypothesis, as the ratio increases with the subword IDF ($r = 0.84$). Moreover, this effect is much stronger after fine-tuning, indicating how ColBERT adapts its representation space to accommodate lexical matching ($r = 0.70$ for NF). In particular, words with a low IDF tend to point in different directions, showing that what they cap-

\(^{150}\) $N$ denotes the number of contextual representations, and $d$ the dimension of representation ($d = 128$ for ColBERT)
ture is more about their context. For instance, in the query “when did family feud come out?”, the token “come”, for all the documents in \( S_{q,RM25} \), matches 97% of the time to tokens that are not in the query but are synonyms (in a broad sense), e.g., \{“happen”, “released”, “name”, “going”, “rodgers”\}. Such tokens are thus more dedicated to performing semantic matching.

Figure 4.10: \( \frac{\sigma^2}{\sum_k \sigma^2_k} \), with respect to WordPiece IDF (x-axis, binned). \( r = 0.70 \) and 0.84 for, respectively, NF and ColBERT.

4.4 Conclusion

Based on a careful analysis of its matching process, we have shown how ColBERT – despite its semantic nature – implicitly captures a notion of term importance (Section 4.3.2) and relies on exact matches for important terms (Section 4.3.3.1). The latter can be explained by the learned embedding space, in which representations of important terms tend to “vary” less (Section 4.3.3.2). This questions the very notion of term matching for models based on Pre-trained Language Models: is this behavior truly learned or merely memorized for terms seen at training time? We, therefore, delve deeper into this question in Section 4.5.

Additionally, the results of this study initiated a series of experiments around models that explicitly encode such phenomena by design – eventually resulting in the SPLADE model (Chapter 3).
4.5 Lexical Match Analysis

Context

This Section summarizes our analysis of lexical matching in neural IR models [Formal et al. 2022b,c]. In particular, we show how such behavior is tied to the various existing architectures and how models built on a lexical prior tend to generalize term matching better. Additionally, we study the impact of training frequency on the ability to retrieve query terms precisely.

While neural retrievers based on Pre-trained Language Models have fully shone on in-domain datasets like MS MARCO on which models have been trained, some models – especially dense bi-encoders – have recently been challenged on zero-shot settings (such as the BEIR benchmark), questioning their actual generalization capabilities when compared to traditional Bag-of-Words approaches. We wonder if these shortcomings could partly result from the inability of neural IR models to perform lexical matching off-the-shelf.

In this Section, we propose a discrepancy measure between the lexical matching performed by any (neural) model and an “ideal” one. Contrary to Section 4.3 – where we have devised specific indicators for the ColBERT model – this approach is model-agnostic. It is also very intuitive: we simply propose to keep track of statistics about query terms appearing in top documents retrieved by the systems (Section 4.5.1). Based on this, we study the behavior of different state-of-the-art neural IR models, and assess whether they can perform lexical matching when it’s actually useful, i.e., for important terms (Section 4.5.3).

We hypothesize that generalization is linked – at least partly – to the ability of models to properly handle exact matching. Indeed, [Thakur et al. 2021] have shown that the only systems improving the overall performance over BM25 in the zero-shot setting have (somehow) a lexical bias. SPLADE also achieves impressive performance on zero-shot evaluation (Section 3.8). Therefore, we also propose to study in Section 4.5.4 the extent to which neural IR models can generalize lexical matching for query terms that have either not been seen in the training set or with different collection statistics – e.g., rare in the training set but common on an out-of-domain evaluation set.

4.5.1 Methodology

Our analysis rationale is the following: the more a term is important for a query (w.r.t. relevant documents), the more frequently it should be retrieved by the system for documents in top positions. Therefore, we first need to define what it means for a term to be important for lexical matching, and how to accurately measure its frequency in top
documents. Roughly speaking, we are interested in the models’ ability to retrieve documents containing query terms, when they are deemed important.

Note that we are not interested in expansion mechanisms in our analysis since they are more related to semantic matching – for which the analysis is more intricate. Intuitively, term importance w.r.t. relevance can be measured by the extent to which a term allows to distinguish relevant from non-relevant documents in a collection of documents. It is thus natural to use the Robertson-Sparck Jones (RSJ) weights [S. E. Robertson and Jones 1976; C. T. Yu and Salton 1976]. The RSJ weights have been shown, if estimated correctly, to order documents in the optimal order w.r.t. the Probability Ranking Principle [Stephen E. Robertson 1977] – when the score of a document \(d\) is obtained by summing the RSJ weights of query terms appearing in \(d\). For a given user information need \(U\), the user RSJ \(U\) weight for term \(t\) is defined as follows – the conditioning on query \(q\) being implicit:

\[
\text{RSJ}_{t,U} = \log \frac{P(t|R)P(\neg t|\neg R)}{P(\neg t|R)P(t|\neg R)}
\]  

(4.6)

where \(P(t|R)\) (resp. \(P(t|\neg R)\)) corresponds to the probability that term \(t\) occurs in a relevant (resp. non-relevant) document. RSJ \(t,U\) is thus high when a term, for a document to be relevant, is both necessary (\(P(.|R)\)) and sufficient (\(P(.|\neg R)\)). The above probabilities can be estimated from relevance annotations and collection statistics as follows:

\[
\hat{P}(t|R) = \frac{c(t,R)}{|R|}
\]

\[
\hat{P}(t|\neg R) = \frac{c(t,C) - c(t,R)}{|C| - |R|}
\]

where \(c(t,R)\) is the number of relevant documents containing term \(t\), \(c(t,C)\) the number of documents (in the collection) containing \(t\), and \(|R|\) is the total number of relevant documents for the considered query \(q\). We give a few examples of estimated RSJ \(t,U\) in Table 4.2. We see how it is low for e.g. stopwords, as they have equal odds to appear in relevant and irrelevant documents. On the contrary, it tends to increase for what seems to be important query terms. Additionally, note that RSJ weights and IDF are correlated – as shown on Figure 4.11. The former are estimated from relevance annotation, while the latter are related to term importance estimation. Indeed, under certain assumptions and simplifications, IDF can be derived from RSJ (see for instance [Metzler 2008]). However, for our analysis purpose, RSJ weights are perfectly suited and should provide more accurate estimates of how discriminative a term is.

We now want to compute the same weight, when relevance is defined by the system (and not the user). In other words, we would like
Table 4.2: Queries from TREC DL 2019-2020 and associated RSJ\texttextsubscript{U} – estimated from collection statistics and relevance annotations.

<table>
<thead>
<tr>
<th>RSJ\texttextsubscript{U}</th>
</tr>
</thead>
<tbody>
<tr>
<td>do (1.1) goldfish (13.6) grow (6.2)</td>
</tr>
<tr>
<td>right (6.7) pelvic (5.4) pain (7.2) causes (4.9)</td>
</tr>
<tr>
<td>definition (3.5) of (0.5) laudable (14.1)</td>
</tr>
<tr>
<td>who (0.5) sings (3.9) monk (8.7) theme (6.1) song (5.4)</td>
</tr>
<tr>
<td>rsa (12.7) definition (1.2) key (6.1)</td>
</tr>
</tbody>
</table>

Figure 4.11: RSJ vs IDF, for terms of TREC DL 2019-2020 queries. Pearson $r = 0.90$.

to measure how much a model “retrieves” a given term $t$. One way to proceed is to suppose that top-$K$ documents are relevant from the point of view of the system, for a suitable $K$. Different definitions of system relevance could be used – we however found this approximation to be both simple yet well-sounded. We also observed from preliminary analyses that results are not very sensitive to the choice of $K$. We hence define the system RSJ\textsubscript{S} weight for term $t$ as:

$$\text{RSJ}_{t,S} = \log \frac{P(t|\text{top-}K)P(\neg t|\neg \text{top-}K)}{P(\neg t|\text{top-}K)P(t|\neg \text{top-}K)}$$ (4.7)

Intuitively, it gives us a means to properly “count” occurrences of query terms in retrieved documents – taking into account collection statistics. It is estimated similarly to Eq. 4.6.

Once RSJ\textsubscript{U} and RSJ\textsubscript{S} have been estimated, we can look at the difference between both, i.e., $\Delta\text{RSJ}_t = \text{RSJ}_{t,S} - \text{RSJ}_{t,U}$. If $\Delta\text{RSJ}_t > 0$ (resp. $\Delta\text{RSJ}_t < 0$), it tends to indicate that the model overestimates (resp. underestimates) the importance of term $t$ when considering its document ordering. In other words, the model retrieves “too much” (resp. “too few”) this term. Please note that a high correlation between RSJ\textsubscript{S} and RSJ\textsubscript{U} is not indicative of the absolute performance of a model, as RSJ\textsubscript{U} is neither a perfect model nor performance measure\textsuperscript{154}. Besides lexical matching, other factors need to be taken into

\textsuperscript{154}For instance, terms are assumed to be independent.
account – especially semantic matching – to fully characterize models’ effectiveness. However, we argue that it can still partly indicate the performance of the model w.r.t. lexical matching, especially for terms whose RSJ \( U \) are high.

### 4.5.2 Experimental Setting

We conduct experiments by analyzing models trained on MS MARCO. Following Section 4.3, we evaluate models on the in-domain TREC Deep Learning 2019-2020 datasets (97 annotated queries in total)\(^{155}\), and two out-of-domain datasets from the BEIR benchmark: i) TREC-COVID, a bio-medical collection containing 50 queries (described in Section 2.3.2.2), ii) FiQA-2018, an opinion-based Question Answering dataset oriented towards finance, containing 648 queries. Particularly, these two datasets contain specific terms that contrast with the ones from MS MARCO.

For all our experiments, we measure the system relevance by using top-\( K = 100 \). For the term-level analysis, we keep stopwords, and use standard tokenization with Porter stemming. Furthermore, we only consider first-stage retrievers (and not re-rankers), as our main focus is the ability of neural models to retrieve documents containing important query terms. We thus propose to compare the different “families” of models, that we expect to behave differently w.r.t. lexical matching. We, therefore, consider several state-of-the-art models based on the BEIR benchmark, including two purely lexical models, BM25 and doc2query-T5; SPLADE\(^{157}\); ColBERT\(^{158}\), and two dense bi-encoders, TAS-B\(^{159}\) as well as a “standard” model trained with contrastive loss and In-Batch Negatives.

**Remark**

We have shown in Section 4.3 how ColBERT implicitly relies on term matching. Additionally, SPLADE (Chapter 3) has a lexical prior by design. On the contrary, dense models are expected to be more semantic. We show in Section 4.5.3 and 4.5.4 a certain “hierarchy” between architectures when it comes to exactly matching important query words.

### 4.5.3 Lexical Match in Neural IR

We are interested in the impact of training frequency on lexical matching. In Section 4.5.3.1, we first conduct the analysis on terms that appear in the training set (In-Training). Section 4.5.3.2 focuses on query terms (almost) not seen at training time (Out-of-Training).

---

\(^{155}\) Note that to accurately estimate the RSJ weights, we need “deep” annotations – the analysis cannot be transposed for instance on MS MARCO dev queries.

\(^{156}\) Similar conclusions can be made for different values of \( K \), ranging from 10 to 1000.


\(^{158}\) The same model used in Section 4.3.

\(^{159}\) Available at [sebastian-hofstetter/distilbert-dot-tas_b-b256-msmarco](https://sebastian-hofstetter/distilbert-dot-tas_b-b256-msmarco).
4.5. LEXICAL MATCH ANALYSIS

Figure 4.12: $\Delta$RSJ with respect to user RSJ$_U$ (x-axis, binned), splitting according to query terms seen during training (IT, left) or not (OOT, right). We consider that terms appearing in less than 10 training queries (out of >500k) are OOT, leading to 499 and 42 terms in TREC queries, for IT and OOT respectively. Note that due to the fact that OOT terms are also generally rare in the collection, their RSJ$_U$ are always >8 – hence the single bin.

4.5.3.1 In-Training

We first focus on in-domain lexical matching, by requiring terms to have appeared in a sufficient number of training queries. In Figure 4.12, we plot the relationship between the user weight and $\Delta$RSJ, for each term in the test queries appearing at least 10 times in the training queries (left, IT for In-Training). We first note that lexical-based models (BM25 and doc2query-T5) tend to overestimate the importance of query terms ($\Delta$RSJ > 0) for the complete spectrum of RSJ$_U$. The second observation is that all models are roughly similar in their estimations for low user RSJ$_U$ weights (below 5).

There is an overall decreasing trend for neural models, which tend to underestimate term importance as RSJ$_U$ increases. More specifically, there is a clear distinction between the bi-encoder and other neural models (both dense and sparse): we can see that the former retrieves fewer documents, on average, containing precisely the important query terms. A hierarchy between models also seems to emerge: in terms of lexical matching, dense bi-encoders fall short, followed by ColBERT and SPLADE$^{160}$. This result is kind of expected, as the two latter are somewhat based on lexical priors. Comparing dense and sparse/interaction models overall – by considering the average $\Delta$RSJ over terms – we observe that, interestingly, dense models underestimate RSJ$_U$ ($\Delta$RSJ $=-0.07$ for TAS-B and $-0.26$ for the bi-encoder) while sparse/interaction slightly overestimate it ($\Delta$RSJ around 0.03 for ColBERT and SPLADE). Note again, as mentioned in Section 4.5.1, that the measure is not necessarily indicative of performance: for in-

$^{160}$ Although TAS-B seems to reach levels similar to ColBERT.
stance, TAS-B performs better than BM25 (71.7 vs 50.6 nDCG@10 on TREC DL 19), suggesting that the former is better for semantic search.

To illustrate the above, let us consider the two examples in Table 4.3 and Table 4.4. For the first query, the two-dense bi-encoders underestimate the importance of both “rsa” and “key”. On the other hand, BM25 and doc2query-T5 greatly overestimate their importance, while ColBERT and SPLADE are similarly slightly above. Results are overall aligned on the second example: dense bi-encoders are still underestimating importance – although BM25, as well as neural approaches, also tend to underestimate importance – for instance, for the term “statutory”.

Finally, $\Delta$RSJ for BM25 seems to have a much larger variance for intermediate RSJ$_U$ values compared to neural models. We hypothesize that training models enables a better estimation of term importance.

### Table 4.3: RSJ estimation for the TREC DL 2019 query “rsa definition key”.

<table>
<thead>
<tr>
<th>model</th>
<th>RSJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{RSJ}_U$</td>
<td>12.7</td>
</tr>
<tr>
<td>$\text{RSJ}_S$(BM25)</td>
<td>14.3</td>
</tr>
<tr>
<td>$\text{RSJ}_S$(doc2query-T5)</td>
<td>13.1</td>
</tr>
<tr>
<td>$\text{RSJ}_S$(Bi-encoder)</td>
<td>10.4</td>
</tr>
<tr>
<td>$\text{RSJ}_S$(TAS-B)</td>
<td>11.8</td>
</tr>
<tr>
<td>$\text{RSJ}_S$(ColBERT)</td>
<td>12.8</td>
</tr>
<tr>
<td>$\text{RSJ}_S$(SPLADE)</td>
<td>13.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>term</th>
<th>12.7</th>
<th>1.2</th>
<th>6.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>rsa</td>
<td>14.3</td>
<td>0.8</td>
<td>7.8</td>
</tr>
<tr>
<td>definition</td>
<td>13.1</td>
<td>0.2</td>
<td>8.5</td>
</tr>
<tr>
<td>key</td>
<td>10.4</td>
<td>0.8</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>11.8</td>
<td>0.8</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>12.8</td>
<td>0.5</td>
<td>7.2</td>
</tr>
<tr>
<td></td>
<td>13.6</td>
<td>0.2</td>
<td>7.1</td>
</tr>
</tbody>
</table>

### Table 4.4: RSJ estimation for the TREC DL 2020 query “what is statutory deed”.

<table>
<thead>
<tr>
<th>model</th>
<th>RSJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{RSJ}_U$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\text{RSJ}_S$(BM25)</td>
<td>1.8</td>
</tr>
<tr>
<td>$\text{RSJ}_S$(doc2query-T5)</td>
<td>0.1</td>
</tr>
<tr>
<td>$\text{RSJ}_S$(Bi-encoder)</td>
<td>0.1</td>
</tr>
<tr>
<td>$\text{RSJ}_S$(TAS-B)</td>
<td>0.1</td>
</tr>
<tr>
<td>$\text{RSJ}_S$(ColBERT)</td>
<td>0.0</td>
</tr>
<tr>
<td>$\text{RSJ}_S$(SPLADE)</td>
<td>0.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>term</th>
<th>0.1</th>
<th>1.9</th>
<th>10.4</th>
<th>9.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>what</td>
<td>1.8</td>
<td>0.9</td>
<td>8.9</td>
<td>9.6</td>
</tr>
<tr>
<td>is</td>
<td>0.1</td>
<td>1.0</td>
<td>8.5</td>
<td>10.5</td>
</tr>
<tr>
<td>statutory</td>
<td>0.1</td>
<td>2.3</td>
<td>7.0</td>
<td>5.9</td>
</tr>
<tr>
<td>deed</td>
<td>0.1</td>
<td>1.9</td>
<td>7.9</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>2.4</td>
<td>10.2</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>1.8</td>
<td>10.0</td>
<td>8.9</td>
</tr>
</tbody>
</table>
4.5.3.2 Out-of-Training

We now shift our attention to the behavior of models for query words that are (almost) not in the training set. In Figure 4.12, we show the distribution of $\Delta RSJ$ for terms appearing in less than 10 training queries (out of $>500k$) — right, OOT for Out-of-Training. Comparing with $\Delta RSJ$ for terms in the training set, we can see that all neural models are affected somehow, showing that lexical match does not fully generalize to “new” terms. As should be expected, BM25 is not impacted. More specifically, when considering the (8, 17] bin, and for every model (except BM25), the difference in mean between IT and OOT is significant, based on a t-test with $p = 0.01$. We also note that the trend observed earlier becomes clearer: models with a lexical prior, such as SPLADE, better encode lexical matching, and this holds even for “new” terms.

Finally, we also look at the relationship between IT and OOT, and model performance. More precisely, for terms in the (8, 17] bin, we compute the mean nDCG@10 for queries containing at least one term either in IT or OOT (respectively 55 and 37 queries out of the 97, with 9 queries in both sets). We find that BM25 and doc2query-T5 performance increases by 0.1 and 0.02, respectively, while there is a performance loss for all neural models ($\approx 0$ for TAS-B, -0.11 for SPLADE, -0.27 for the bi-encoder and -0.38 for ColBERT). The fact that BM25 performance increases is likely due to the fact that the mean IDF increases (from 7.3 to 10.9), i.e., important terms are more discriminative in the OOT query set. We give in Table 4.5 an example of a query, for which a term (“theraderm”) appears in the OOT set. We see that the relative performance loss in terms of nDCG@10 can, to some extent, be attributed to a large $\Delta RSJ$. Note that it is not the case on every query, and it is additionally difficult to obtain a query-level measure of “lexical drop”\(^{161}\). With this in mind, the decrease of all neural models might still suggest that a potential reason for the relative performance loss (w.r.t. BM25) is due to a worse estimate of high $RSJ_U$. This raises important questions regarding generalization, which we further explore in the following Section.

4.5.4 Lexical Match and Zero-Shot Transfer Learning

We now analyze whether lexical match can generalize to the zero-shot setting\(^{162}\). More specifically, how do models deal with lexical match for i) new domain words – for instance, medical words not seen at training time (related to Section 4.5.3 and OOT words), ii) “shifted” words, i.e., words for which collection statistics changed? We, therefore, distinguish two categories of terms, namely those which occur 5 times more in the target collection than in MS MARCO (IDF+), or those for which term statistics were more preserved (IDF−), allowing us to split query terms into sets of roughly equal size\(^{163}\). Since term importance is related to

\(^{161}\) We have, for instance, tried to sum, average, or max out the $\Delta RSJ$ for each query — without noticing a significant correlation with performance loss. Note that effectiveness is also linked to other factors such as semantic matching. Also note that predicting the performance of retrieval systems has a long history in IR [Carmel and Yom-Tov 2010], and is known to be a difficult task.

\(^{162}\) We exclude doc2query-T5 from the analysis, due to i) the high computation cost for obtaining the expanded collections, ii) the rather similar behavior when compared to BM25 in Section 4.5.3.

\(^{163}\) Note that the reverse case, i.e., terms for which IDF decreases happens far less.
Table 4.5: ∆RSJ for the term “theraderm” (OOT) in the query “what is theraderm used for”. We also indicate the relative performance loss w.r.t. the queries in the IT set. Note that for all models (but the bi-encoder), there is actually a performance increase.

<table>
<thead>
<tr>
<th>model</th>
<th>∆RSJ(theraderm)</th>
<th>∆R(nDCG@10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM25</td>
<td>-2.3</td>
<td>↑ 1.05</td>
</tr>
<tr>
<td>doc2query-T5</td>
<td>-2.3</td>
<td>↑ 0.46</td>
</tr>
<tr>
<td>TAS-B</td>
<td>-2.4</td>
<td>↑ 0.37</td>
</tr>
<tr>
<td>SPLADE</td>
<td>-3.2</td>
<td>↑ 0.33</td>
</tr>
<tr>
<td>ColBERT</td>
<td>-3.9</td>
<td>↑ 0.27</td>
</tr>
<tr>
<td>Bi-encoder</td>
<td>-4.5</td>
<td>↓ 0.59</td>
</tr>
</tbody>
</table>

collection frequency (Figure 4.11), we can compare ∆RSJ in those two settings.

Figure 4.13 shows the ∆RSJ with respect to RSJ_U for the TREC-COVID and FiQA-2018 collections. We first observe that BM25 similarly overestimates term importance on both datasets (except on the (5,13] bin on FiQA) and is not sensitive to the gap in collection statistics. Note that this is expected: BM25 does not rely on any training and is thus quite invariant to train-test distribution shifts. It additionally “adapts” to new collections when estimating IDF. Neural models on the other hand – which solely transfer from MS MARCO – tend to underestimate RSJ_U for terms that are more frequent in the target collection than in the training one (IDF+). It might indicate that models have learned dataset-specific term importance – confirming the results obtained in Section 4.5.3 on OOT terms. When comparing dense and sparse/interaction models overall – by considering the average ∆RSJ over terms – we observe that dense models underestimate even more RSJ_U than on in-domain (∆RSJ = -0.17 for TAS-B and -0.38 for the bi-encoder) while sparse/interaction seem to overestimate (∆RSJ = 0.18 for ColBERT and 0.30 for SPLADE), but however to a lesser extent than BM25 (∆RSJ = 0.83). Furthermore, we notice the same pattern observed earlier, where SPLADE ≻_lex ColBERT ≻_lex dense bi-encoders – particularly strong on FiQA-2018. Overall, SPLADE is less impacted by distribution shifts when it comes to term matching. These results are in line with its overall good performance in zero-shot evaluation settings (Section 3.8). Finally, we observe that when transferring, all the models have a higher ∆RSJ variance compared to what is observed on MS MARCO. In all cases, the standard deviation – when normalized by the one for BM25 – is around 0.8 for MS MARCO, but around 1.1 for TREC-COVID and FiQA-2018. This further strengthens our point on the issue of generalizing lexical matching to out-of-domain collections.

164 Other studies, such as [Sciavolino et al. 2021b; Tänzer et al. 2022], have drawn similar conclusions.
4.6 Conclusion

We have introduced a model-agnostic approach – based on the Robertson-Sparck Jones weights – that enables a systematic comparison of different neural ranking systems with respect to term matching (Section 4.5.1). Overall, we have shown that the ability to perform lexical matching off-the-shelf is architecture-dependent and is heavily influenced by the presence of query terms in the training set (Section 4.5.3). The rarer the term, the harder it is to find documents containing it for most neural models. Furthermore, this phenomenon is amplified if term statistics change across collections, for instance, in out-of-domain settings (Section 4.5.3.2). This suggests that models learn keyword matching in a dataset-specific manner and further highlight their limitations in dealing with tail queries in real-world scenarios.
Chapter 5

Conclusion

In the course of this Ph.D., beginning in late 2019, we have witnessed and, to a certain extent, contributed to the undergoing paradigm shift in Information Retrieval. Pre-trained Language Models have impacted the field beyond expectation, to the point that neural ranking models have become real competitors for well-established term-based approaches such as BM25 – opening the path for the next generation of semantic search systems. This paradigm has strongly supported our answers to the two research questions:

▶ RQ1 Can we design effective, efficient, interpretable and robust neural IR models to replace proven traditional lexical approaches?

▶ RQ2 Despite their semantic nature, do neural ranking models based on PLM rely on well-established IR properties?

5.1 Summary of Contributions

In addition to a review of the current state of IR research (Chapter 2), we can summarize the main findings of this thesis as follows:

RQ1 In Chapter 3, we have proposed an original\textsuperscript{165} approach – dubbed SPLADE – to the retrieval problem, by representing queries and documents as sparse vectors in the vocabulary space. SPLADE is effective, efficient, and its representations can be interpreted by design. It unifies expansion and term weighting in a simple framework and allows controlling the effectiveness-efficiency trade-off in an end-to-end fashion. SPLADE furthermore achieves state-of-the-art results in zero-shot evaluation settings when combined with training techniques such as distillation or hard-negative sampling – highlighting its robustness when facing distribution shifts.

RQ2 In Chapter 4, we have analyzed neural ranking models from an IR perspective. In particular, we have focused on two specific behavior,

\textsuperscript{165} At that time, dense models were on a roll, while sparse approaches – due to their lack of effectiveness – were not so popular.
namely lexical match and term importance. We have first designed indicators tailored explicitly for the ColBERT model and showed how it still implicitly relies on such aspects – despite its semantic nature. In a second contribution, we have shown that the ability to perform lexical matching is architecture-dependent and is heavily influenced by the presence of query terms in the training set. This suggests that neural models learn keyword matching in a dataset-specific manner and further highlights their limitations in dealing with tail queries for real-world scenarios. SPLADE, however, is better at handling such shifts when it comes to precisely matching query terms.

5.2 Perspectives

Our answers to RQ1 and RQ2 are incomplete, and we are still far from having solved “search”. Within the last three years, there has been an increasing number of researchers contributing to the field, making overall progress fast, at the expense of individual contributions, which are sometimes diluted in the mass. We have proposed with SPLADE an original and impactful approach that has proven effective in many scenarios. In the following, we give a light overview of various works that have, to some extent, built on SPLADE. We group those into what we believe to be promising perspectives in the neural IR space.

Towards More Efficient Learned Sparse Retrieval  As discussed in Section 3.5.5.1, a line of work has studied the limitations of traditional index-based search algorithms for learned sparse models. [Mackenzie et al. 2021, 2022b] show how SPLADE generates “wacky” weights that greatly impact the retrieval time of standard document-at-a-time techniques. [Mackenzie et al. 2022a; Mallia et al. 2022; Qiao et al. 2022] therefore propose various adaptations of existing query processing techniques to accommodate with the specificities of this new class of models. [E. Choi et al. 2022; Lassance and Clinchant 2022] tackle efficiency aspects from an architecture point-of-view, by designing lighter SPLADE query encoders. [J.-H. Yang et al. 2021] extend SPLADE with a top-k masking scheme to better control the sparsity on both query and document sides. In contrast, [Shen et al. 2022a] show how a simple post-processing top-k pruning strategy allows reducing both query latency and index size. This suggests that SPLADE’s regularization constraint (either $\ell_1$ or $\ell_{\text{FLOPS}}$) is not completely aligned with what makes a model truly efficient. More broadly, inverted indexes have been vastly optimized for lexical approaches, based on the statistical properties of natural language, which differ from what we observe with learned sparse representations. Instead of bridging this gap, [Bruch et al. 2023] propose a novel approximate solution for retrieval over sparse real-valued vectors drawn from arbitrary distributions, laying the ground for future
research directions in this regard. From a training perspective, [Pal et al. 2023] propose to study the role of adapters [Houlsby et al. 2019] for parameter-efficient training and transfer learning of SPLADE models.

Towards Unifying Dense and Sparse Models  Current IR research tends to oppose sparse and dense approaches, which inherit different behavior from their respective architectural biases. They both focus on different aspects of relevance (i.e., somehow lexical vs semantic) – thus complementing each other. Many works have shown how combining results from traditional lexical models with those from dense approaches is usually beneficial, especially in zero-shot settings [Bruch et al. 2022; Tao Chen et al. 2022; H. Li et al. 2022b; Luan et al. 2021; Xueguang Ma et al. 2021; S. Wang et al. 2021]. Following works have therefore bridged the gap between learned sparse and dense bi-encoders. [K. Zhang et al. 2022] propose to align a dense retriever with a SPLADE-like model to boost its effectiveness. [Shen et al. 2022b] additionally unifies dense and sparse bi-encoders learning into a single framework – dubbed UnifieR – to take advantage of their complementary views. More recently, [Ram et al. 2022a] propose interpreting dense retrievers by projecting document and query vectors into the vocabulary space, based on the MLM head. Despite these results, the interplay between sparse and dense approaches remains yet to be fully uncovered. It is, however, possible to foresee a future for hybrid search systems based on learned retrievers.

Towards Universal Sparse Retrieval  Learning sparse representations combined with an implicit entropy regularization has shown to be an effective and robust approach for the ad-hoc IR task. It is, therefore, natural to question whether it could apply to other settings. In our recent contribution, we show, for instance, how SPLADE can be leveraged for Conversational Search [Hai Le et al. 2023]. In the context of cross-lingual retrieval – where queries and documents come from different languages – [Nair et al. 2022] introduce SPLADE-X, a cross-language expansion model based on a multilingual version of BERT. From a different perspective, [Iida and Okazaki 2022] propose an unsupervised domain adaptation technique specifically tailored for SPLADE, by filling vocabulary and word-frequency gaps – improving its effectiveness when facing domain shifts.

We can see emerging in the above works the question of a representation basis for SPLADE. We hypothesize that depending on the task, the model could take advantage of different “indexing units”: specific terms in out-of-domain settings, tokens from other languages, or even more abstract concepts or topics. For instance, [C. Chen et al. 2023; luo et al. 2023] extend the approach to cross-modal retrieval by mapping images and text to a sparse vocabulary space. We can even imagine

166 Recall that SPLADE is limited to representing queries and documents in the WordPiece vocabulary, due to the nature of BERT pre-trained MLM head. However, [Lassance et al. 2023], study the impact of pre-training on SPLADE – allowing to control the vocabulary, and therefore, the representation space.

167 Think, for instance, about the latent terms in SNRM [Zamani et al. 2018].
extending to pure image retrieval, where “tokens” could, for instance, correspond to visual patches. Given the recent trend around Retrieval-Enhanced Machine Learning in various domains (Section 2.6.6) – for which dense approaches remain the norm – we also hypothesize that generic sparse retrievers constitute an exciting research direction.

Towards Predictable Neural Ranking Models In Chapter 4, we have shown that we can associate – albeit loosely – effectiveness drops of various neural models with their inability to retrieve important query terms in zero-shot settings\textsuperscript{168}. More generally, in the case of supervised models, we hypothesize that predicting the behavior of a model should be linked to training statistics. To this end, we have recently shown how zero-shot performance loss correlates with lexical and semantic “similar-ity” indicators [Lupart et al. 2023]. Overall, given the training queries, the closer the test queries, the better the performance. This further poses the question of query difficulty for supervised ranking models: is this merely an effect of memorization, or are there queries intrinsically more difficult from their point of view? This has motivated us to turn our attention to the Query Performance Prediction (QPP) task in IR, which focuses on predicting the possible performance of a retrieval method on a given input user query [Carmel and Yom-Tov 2010]. This setting is particularly appealing in out-of-domain settings, as we would like to be able to predict system performance for “new” queries or even collections – for instance, tail queries in real-world search engines. The IR community has come up with a large number of techniques dedicated to predicting the performance of traditional lexical approaches prevailing in the pre-BERT era. We show in a recent work that existing methods are not suited to predict the performance of neural ranking models based on PLM [Faggioli et al. 2023], highlighting the need for indicators designed for this new class of models. In addition to having interpretable models, we seek models that are predictable.

\textsuperscript{168} We, however, still lack the complementary aspect of semantic matching to characterize their performance fully.
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