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ECOLE DOCTORALE
Particules, hadrons, énergie et noyau:

¢
univers |te instrumentation, imagerie, cosmos
PARIS-SACLAY et simulation (PHENIICS)

Titre: Mesure des couplages du Higgs dans le canal en paire de photons et interprétation EFT, auprés
de I'expérience ATLAS avec le Run 2 du LHC. Calibration du calorimétre électromagnétique.

Mots clés: Higgs, STXS, EFT, ATLAS, photon, LAr

Résumé: La découverte du boson de Higgs en 2012 a ouvert une nouvelle ére de mesures précises dans le
secteur du Higgs. Avec I'ensemble des données du Run 2, la précision des mesures des couplages du Higgs
atteint un niveau de dix pour cent au mieux. Dans cette thése, une analyse STXS du canal de désinté-
gration H — ~~ avec I'ensemble des données du Run 2 est réalisée. Ce canal est I'un des plus sensibles.
Les résultats sont présentés sous différentes granularités, de la force de signal inclusive aux mesures STXS.

La combinaison des mesures STXS par différents canaux de Higgs est interprétée dans une théorie
EFT avec la symétrie top du formalisme SMEFT ainsi que dans différents modéles 2HDM et MSSM. Pour
le cas spécifique de la combinaison des canaux H — vy et H — 4/, la contrainte des paramétres EFT
est comparée entre |'utilisation des observables STXS et celles des section-efficaces différentielles. Les
mesures SMEFT sont réalisées dans une approche avec PCA pour sélectionner les directions d'ajustement
les plus sensibles.

La thése presente également une méthode alternative de la calibration in-situ du calorimétre
électromagnétique d'ATLAS & partir de la variable Ep/pr, comme approche complémentaire a la
méthode classique de forme m.,.

Title: Measurement of Higgs couplings using the diphotons channel and EFT interpretation, with the
ATLAS experiment and the Run 2 of LHC. Calibration of the electromagnetic calorimeter.

Keywords: Higgs, STXS, EFT, ATLAS, photon, LAr

Abstract: The discovery of the Higgs boson in 2012 opened an era of precise measurements in the
Higgs sector. With the full Run 2 data, the precision on the measurements of the Higgs couplings
reaches a level of ten per cent for the most precisely determined ones. In this thesis, an STXS analysis
of the H — ~+ decay channel with full Run 2 data is made, which is one of the most sensitive channels.
Results are presented in various granularities, from the inclusive signal strength to the STXS stage 1.2
measurement.

A combination of STXS measurement from various Higgs channels is interpreted in an EFT, with
the top-scheme symmetry of the SMEFT framework, and in 2HDM and MSSM models. For the specific
case of H — ~vv and H — 4/ combination, the constraining power on EFT models from STXS inputs
is compared to the one from differential cross-sections. SMEFT measurements are also performed in a
PCA basis, selecting the most sensitive fit directions.

This thesis also presents an alternative method for the in-situ calibration of the ATLAS electro-
magnetic calorimeter using the distribution of E7/pr variable, complementary to the classical m.,
lineshape method.
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Résumé étendu en francais

Aprés la découverte du boson de Higgs en 2012, la précision sur les mesures s'est accrue,
permettant de déterminer précisément les paramétres décrivant les interactions du Higgs avec
les autres particules. De nouvelles méthodes ont été développées pour sonder |'existence
potentielle d'une nouvelle physique avec une approche dite théorie effective des champs (EFT
pour Effective field Theory).

Le document est organisé comme suit.

Le chapitre 1 donne les concepts mathematiques utilisés pour construire le Modéle Standard
de la physique des particules. En particulier, il décrit le mécanisme de Higgs et sa phénoménolo-
gie, ainsi que les modes de production et les canaux de désintégration.

Le chapitre 2 décrit le complexe expérimental du CERN : I'accélerateur LHC et le détecteur
ATLAS, utilisés pour obtenir les données analysées. Les caractéristiques et la performance
attendues sont presentées.

Le chapitre 3 décrit la premiére partie du travail effectuée pendant la thése, relative a
I'étalonnage du systéme calorimétre, avec une nouvelle méthode et une comparison de sa
performance avec la méthode classique dit template m...

Le chapitre 4 présente les mesures des couplages du boson de Higgs avec le canal de désin-
tégration H — 7. Le chapitre 5 présente les interprétations EFT (chapitre 5). L'appendice A
introduit les méthodes statistiques utilisés par les différentes parties de I'analyse.

Une conclusion achéve le manuscript.

Etalonnage du calorimétre électromagnétique

Le calorimétre électromagnétique est utilisé pour reconstruire les particules qui déposent
leur énergie par interaction électromagnétique, comme les électrons et photons. Un étalonnage
corrige les biais entre |'énergie des particules réelles et celle de la simulation. Elle consiste a
réduire les biais sous forme de décalage entre |'énergie réelle et celle reconstruite et les effets
de résolution se manifestant comme une différence entre les queues de distribution du spectre
en énergie.

La méthode usuelle est basée sur la distribution de masse invariante de e™ e~ provenant de
désintégrations du boson Z. La nouvelle méthode consiste a utiliser la variable E7/pr, ou Er
est |'énergie mesurée par le calorimétre et pr |'impulsion mesurée par le trajectographe. La
distribution de Er/pr est plus piquée que celle pour Er ou pr indépendants. La modélisation
de la cinématique du boson Z n’étant pas trés précise en raison des corrections QCD, les
résultats peuvent étre améliorés en appliquant une correction. Cette correction applique des
pondérations 2D (dans le plan pZ x ;) aux échantillons genérés. L'application de cette
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correction améliore I'accord entre les résultats de la méthode classique (m..) et celle étudiée
dans cette thése (E/p), bien que cette derniére y soit peu sensible.

Comme l'impulsion est mesurée par le trajectographe, la distribution de E7/pr est sensible
aux problémes de calibration des traces. Compte tenu du fait que la précision sur I'impulsion
diminue avec ||, la variable E/pr devient moins sensible au dela de la région centrale du
detecteur (|n| > 1.0). De plus, les résultats Er/pr deviennent sensibles a tous les biais du
trajectographe, ou il existe deux types de biais : le biais sagital et d'échelle. En supposant
que la seule différence entre les résultats nominaux et ceux de Er/pr provient du mauvais
étalonnage du trajectographe, on peut estimer ces biais.

La méthode Er/pr permet d'estimer le bias sagital. De plus, |'application des corrections
de biais améliore I'accord entre les résultats de m.. et Er/pr.

En général, la méthode Er/pr peut étre utilisée dans les regions centrales du detecteur et
sa performance est similaire a celle de la méthode classique (m..). Au dela, la performance de
la méthode est limitée par la précision du trajectographe et la statistique disponible.

Mesure des couplages du boson de Higgs dans le canal de désintegration en
paire de photons

La signature expérimentale du canal de désintégration du Higgs en paire de photons est un
pic étroit de type gaussien avec une largeur approximative de 2 GeV émergeant par-dessus un
fond de continuum décroissant, composé de processus 7y irréductibles et vj et jj réductibles,
ol un ou deux jets sont identifiés & tort comme des photons.

L"analyse développe 101 categories et cible 29 sections efficaces STXS (Simplified Template
Cross-Section), qui dépendent de la cinématique et des modes de production du Higgs. La caté-
gorisation consiste en deux étapes : la premiére est basée sur |'utilisation d'un arbre de décision
binaire multiclasses (pour séparer les signaux entre classes) et la deuxiéme utilise un arbre de dé-
cision binaire (un pour chaque classe) séparant les signaux de zones STXS différentes et du bruit.

La modélisation du signal utilise la forme analytique dite DSCB (Double-sided Crystal Ball).
La modélisation du bruit est basée sur les données (data-driven) oi toutes les composantes
reductibles (jj et ;) sont obtenues par repondération du spectre vy pour correspondre a celui
des bandes latérales de données.

L'estimation des incertitudes liées a la modélisation du signal est effectuée en utilisant la
méthode de signal spurieux : un modéle de bruit de fond est ajusté par une fonction ayant deux
composantes : signal et bruit. Pour cet ajustement du spectre m.,, le signal est testé pour
diverses masses autour du signal de Higgs réel. Pour le bruit, quelques formes de fonctions
ont été testées : exponentiel, polynomial, fonction de Bernstein avec divers degrés de liberté.
Parmi toutes les résultats d'ajustement passant les critéres, le faux signal obtenu dans cet
ajustement ne doit pas &tre supérieur 3 10% du signal nominal et a 20% de I'incertitude prévue
de signal dans cette catégorie. Celui avec le plus faible signal spurieux est choisi et considéré
comme l'incertitude de la modélisation du bruit.
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La mesure des sections efficaces est effectuée pour la production totale du boson de Higgs
et individuellement pour chaque mode de production. En outre, les mesures sous forme de
STXS sont obtenues. Il n'y a pas de déviation par rapport a la prédicion du Modéle Standard.
L'interprétation des résultats en EFT et en kappa-framework est également présentée.

Les interprétations en EFT et BSM (2HDM et hMSSM)

Comme des expériences le suggérent, le Modéle Standard peut ne pas étre I'ultime modéle
de la nature. Si une nouvelle physique existe a des énergies élevées non atteintes par le LHC, il
est toujours possible d'y accéder par le biais des distributions a basses énergies. Une approche
classique souvent utilisée pour sonder I'hypothétique nouvelle physique est appelée SMEFT
(Standard Model Effective Field Theory). Dans cette théorie, le lagrangien du Modéle Standard
est étendu par toutes les combinaisons possibles des opérateurs du Modéle Standard formant
des termes de dimension six en énergie. Les coefficients de cette expansion sont connus sous le
nom de coefficients de Wilson. Les termes de puissance impairs sont omis car ils provoquent des
violations du nombre de leptons et de baryons et donc ne sont pas pertinents dans cette analyse.
Une contribution potentielle des termes de dimension huit peut étre estimée en comparant les
contributions des termes croisés (venant de I'interférence entre les coefficients de Wilson) et
les termes linéaires (interférence entre le Modeéle Standard et la nouvelle physique, décrite par
les coefficients de Wilson).

L’analyse utilise une combinaison des données de désintégration du boson de Higgs dans
différents canaux, notamment H — up et H — 77, qui aident a contraindre les coefficients
de Wilson liés aux couplages entre le Higgs et les particules individuelles. Les canaux sont
combinés pour obtenir les résultats STXS.

Indépendamment, les performances des mesures STXS et des sections efficaces différen-
tielles sont comparées en utilisant les mémes données des canaux H — vy et H — 4/. La
performance de la méthode STXS est légérement meilleure grace a sa conception : les modes
de production sont séparés et la définition des intervalles cinématiques est créée pour optimiser
la sensibilité a une nouvelle physique potentielle.

Pour obtenir la paramétrisation de la puissance des signaux de STXS en termes des coeffi-
cients de Wilson, il faut paramétriser la section efficace de la production (pp — H), le rapport
d'embranchement, |'acceptance et I'efficacité du détecteur. Pour cela, des échantillons ont été
générés avec MadGraph avec SMEFTsim3.0.

Compte tenu du fait qu'il n'est pas possible de contraindre tous les coefficients de Wilson
en méme temps, la technique de PCA (Principal Component Analysis) est adoptée. Cela
permet en outre de réduire le nombre de paramétres d'intérét en éliminant ceux pour lesquels
la vraisemblance est plate et de minimiser les corrélations entre les directions obtenues.

Les résultats sont présentés pour le modéle linéaire et quadratique des coefficients de Wilson
dans la base du PCA. Pour chaque direction, les intervalles de confiance a 68% et 95% sont
présentés. Pour la majorité des paramétres d'intérét, l'incertitude dominante provient de la
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statistique.

En dehors des interprétations en EFT, des modéles 2HDM (Two-Higgs Doublet Model) et
hMSSM (minimal supersymmetric Standard Model) sont sondés. Pour le 2HDM, sept scénarios
sont étudiés, qui différent par les couplages entre les doublets de Higgs et les autres particules
ainsi que par leurs masses. De plus, les performances de |'interprétation directe et du matching
(interprétation additionnelle des résultats de I'EFT dans le 2HDM) sont comparées et leurs
performances sont similaires.

Contributions de |'auteur

Au niveau des études du groupe de calibration, la contribution reléve d'une tache de
qualification (QT) décrite au chapitre 3. L'auteur est le contributeur pour I'étalonnage du
calorimétre électromagnétique avec une nouvelle méthode utilisant la variable Er/pr et le
processus de Z — ete™.

La contribution a |'aspect des analyses est composée de deux parties : I'analyse de STXS
dans les canaux H — 7 et |'analyse d'interprétation EFT des données combinées du boson de
Higgs. Dans la premiére partie (H — ~y7), I'auteur a contribué a la modélisation des signaux
et du bruit (estimation du signal spurieux), au calcul des efficacités et des purités de STXS,
ainsi qu'aux mesures statistiques : forces des signaux, sensibilités expérimentales, interprétation
des observations des différents modes de production et limite sur la force du signal du mode de
production tH.

Dans la deuxiéme partie (interprétations EFT et BSM), I'auteur a contribué a la vérification
des paramétrisations SMEFT, aux résultats statistiques de la combinaison des canaux H — v
et H — 44 en STXS : vérification des valeurs d'ajustement et construction des profils de
vraisemblance pour tous les paramétres dans la base du PCA. Pour la combinaison des sections
efficaces différentielles, I'auteur a également contribué aux ajustements et a la vérification des
résultats. Enfin, 'auteur a effectué une analyse des paramétres de nuisance pour les modéles
statistiques décrits ci-dessus.

Pour les deux analyses, |'auteur a présenté ces analyses lors de réunions éditoriaux (EB).
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The performance aspect is a qualification task (Section 3), prospecting for a potential
novel method of calibration of the electromagnetic calorimeter using Er/pr variable and
the Z — eTe™ process. The author is the principal and the only contributor to this study.

The analysis aspect is composed of two parts. The first part is the H — ~ analysis
(Section 4), aiming to probe the STXS cross-sections. The contributions of the author are:

* Signal modelling (Section 4.7)
« Computation of the STXS efficiencies and purities (Section 4.8)
* Background modelling (Section 4.9), including:

- Background reweighting (Section 4.9.2)

- Spurious signal estimation (Section 4.9.4)

* Statistical results:
- signal strength cross-check, sensitivity, significance of the production modes, limit

on tH (Sections 4.11.1, 4.11.2, 4.11.3).

- Nuisance parameter ranking plots cross-checks (Section 4.27)

The results from H — 7 analysis are used in a combination with other channels. This
combination is further interpreted in an EFT approach. The contributions of the author are:

* SMEFT parametrisation cross-check (Section 5.3)

« Statistical results:
- STXS H — 4¢ and H — 77 simultaneous and one-at-a-time combination (Sec-

tion 5.6):
* Cross-check of fits
* Likelihood scans cross-check
- Differential cross-section simultaneous and one-at-a-time combination (Section 5.5.2):
* fits
* |ikelihood scans and their plots
- Nuisance parameters ranking plots
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Introduction

Since the discovery of the Higgs boson in 2012, the current precision of the measurements
allows performing precise determination of its properties for a given production mode or cross-
section measurements in various kinematic regions of the phase-space. Moreover, to probe
anomalous Higgs couplings potentially caused by new physics, more sophisticated methods (as
EFT measurements) started to be used to extend existing ones (for example, kappa-framework).

The document is organised as follows:

Chapter 1 gives the main mathematical concepts used to build the modern theory of particle
physics. In particular, it describes the Higgs mechanism and its phenomenology, as well as
various production modes and decay channels involved in precision measurement of Higgs
sector. The current knowledge on properties of the Higgs boson is given.

Chapter 2 describes the CERN experimental complex used to obtain the data analysed, that
is the LHC accelerator and the ATLAS detector, in particular the electromagnetic calorimeter
that is used for the electron/photon calibration of following chapter. The subdetectors charac-
teristics and expected performances are given.

Chapter 3 describes the first part of the work done during the PhD, related to the ey
calibration of the electromagnetic calorimeter, which introduces the method used for the
calibration and comparison of its performance to the classical so-called m,, template method.
This method uses distribution of E/p variable, where the energy E is measured in the electro-
magnetic calorimeter and the momentum p is determined in the tracker. Estimation of the
tracker biases is made by comparing the nominal m,.. method and the E/p one.

Chapter 4 contains information on measurements of the Higgs boson couplings in the
diphoton channel in various granularities: from the inclusive cross-section measurement to
the 28 STXS 1.2. regions. Detailed information on the signal and background modelling is
provided, that is crucial for precision analyses.

Chapter 5 is devoted to the EFT interpretations of the combined Higgs dataset in a general
SMEFT and a given set of 2HDM scenarios models using STXS measurements. Further, a
comparison of the sensitivities of the differential cross-section and STXS analyses for SMEFT
measurements is made, using v~ and 4/ final states.

The document then follows with a conclusion.

Appendix A introduces statistical methods and their application used in the thesis. The
following Appendix B describes an extract of information on the gamma-matrices and their
representations often used in the mathematical formulation of the SM. In the last Appendix C,
auxiliary information to the EFT analysis is provided: input STXS measurements, impact of
Wilson coefficients on cross-sections for various productions modes, likelihood scans for the
linear and linear plus quadratic parametrisations and others.
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1 - Standard Model (SM) of Particle Physics

This chapter describes the formalism used in particle physics, in particular in the Higgs
sector. The reader could find more information in Refs [1, 2, 3, 4, 5, 6].

1.1 Basics of Quantum Field Theory (QFT)

1.1.1 Quantum Field Theory
Classical Mechanics and Field Theory

According to classical equations [7], the dynamics of a mechanical system can be characterised
by a few dynamical quantities: generalised coordinates ¢ (for example, position or angle)
and their time derivatives! ¢. Evolution of a system can be described by the Euler-Lagrange

equation:
0 doZ

g dt 0¢’
where % is the Lagrangian of the system (difference of the kinetic and potential energies), This

equation is a realisation of the principle of least action, stating that trajectories of a system are
the stationary points of the functional of action S defined as:

(1.1)

S = /f(q,q}t)dt- (1.2)

In the nature, we observe various fields everywhere: temperature, velocities in fluids,
electromagnetic fields and so on. Fields extend throughout space affecting every point of the
space-time. This intrinsic property necessitates their characterisation as infinite systems, given
that the field's value at each space-time point is a degree of freedom. Therefore, for a general
field ¢ (which is, in general a function of time and space) described by a Lagrangian density
L(o, qﬁ) it is more convenient to introduce the Lagrangian density £(¢(x, 1), é(x, t),t), which
yields the Lagrangian function .Z(t) after integrating it over the entire space:

Z(t) = /ﬁ(cb(x,t),qb(x, t),t)dx, (1.3)

Therefore, for a field ¢, action S takes form:

S = /£(¢(a:,t),¢3(x,t),t)dxdt, (1.4)

where one sees that the time and the spatial coordinates play equivalent roles, which allows
natural space-time unification imposed in relativistic mechanics.
Quantum Field Theory

To generalise field theory to relativistic quantum mechanics, one has to accommodate for the
quantum origin of the matter and interactions?, therefore to take into account essentially new

'The coordinates and their time derivatives are treated as independent variables.
2Quantum fields are, generally, not commuting, which requires
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CHAPTER 1. STANDARD MODEL (SM) OF PARTICLE PHYSICS

property of the particles, not present in classical physics, such as spin. Quantification of the
fields depends on the field's spin. Thus, before building a comprehensive quantum field theory,
one has to study the underlying mathematical concepts.

1.2 Mathematical language of symmetry

One of the most essential concept, guiding modern math and physics, is the symmetry. In
the most general words, a symmetry is a law according to which a pattern is left unchanged
under a certain transformation. In math, two general classes of symmetries are considered:

* discrete. It states that there is a limited number of states during transitions, among
which the system remains the same. An example is an equilateral triangle: if we rotate it
on 27/3, 47/3 or 27 in the plane, it will remain the same.

* continuous symmetry. It stands to an unlimited number of transformations one may hold,
under which the system remains the same®. An example is a circle, which we can rotate
on any angle in a plane, and no difference will be disclosed.

In order to wrap the context of symmetries, it is suitable to use the language of the group
theory. Mathematically speaking, a group G is a combination of two types of objects: a set of
elements g € G and an operation to be applied between the elements. Also, a few additional
conditions are implied:

* Closure: Vg1, g2 € G, 192 = g3 € G.

* Associativity: Vg1, g2, 93 € G, g1 (92 93) = (91 92) 9s.

* Existence of identity e: de € G | Vg € G,eg = ge = g.

* Existence of an inverse element g7 to g: Vg€ G, dg7 € G | g lg=gg ' =e.
* IfVg1,92 € G, 9192 = g2g1, then the group is commutative, also called Abelian.

1.2.1 Representation theory

Usually, a group is an abstract object, however, it is particularly interesting to investigate
groups properties regarding a particular representation, meaning identifying all the groups
elements with some existing mathematical objects. Often, the matrix representation is used:
all group elements are identified with matrices (linear operators).

Generally speaking, D(x) is a representation of a group G, if:

Va € G, 3 matrix operator D(x)|
D(z) - D(y)
D(x™!

D(z - y) (1.5)
(D (x))".

For one group, one can have multiple representations: D(x), D'(x). It is said that these
two representations are equivalent if and only if exist a constant transition matrix S, such that:

D'(z) = SD(z)S". (1.6)

30ften, to study continuous symmetries, one considers an infinitesimal transformation. Therefore,
sometimes in books, people refer to continuous symmetries as to a symmetry under infinitesimal trans-
formations.
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1.2. MATHEMATICAL LANGUAGE OF SYMMETRY

If D(x) is block-diagonalisable, then this representation is called reducible. Moreover, there
exists a basis in which it takes a block-diagonal form:

D'(z) = SD(x)S~" = (D /10@ Dgo(x)) , (1.7)

where D/ (x), and D} (x) are two orthogonal subspaces. In the contrary, if D(x) is not diago-
nalisable, it is called irreducible.

Among all the representations, there are two particularly interesting ones:

* Fundamental representation: the smallest irreducible (with no invariant sub-spaces) and
non-trivial representation.
* Adjoint representation: the matrices D(x) are composed of the structure constants of
the group which will be discussed later.
1.2.2 Lie groups in physics
Among the final-dimensional groups, a particular interest is in the Lie groups, which describe
continuous unitary transformation, given by a form:
U = et (1.8)

with 6, being rational parameters (& = 1,2, ..., N, N - dimension of the group) and T,, being
generators. To study the properties of these groups, one may refer to the third Lie theorem
[8], stating that for any final-dimensional group, there is only one corresponding Lie algebra,
which spans the tangent space of the identity. Hence, in the vicinity of identity, consider the

following product:
pP— ezATbez>\Tae—Z>\Tbe—Z>\Ta7 (1.9)

given vicinity to the identity I:
P=1+XI[T, T, + .., (1.10)

where A is infinitesimal and [a, b] denotes a commutator: [a,b] = a-b—b- a. Further on, an
anti-commutator {a,b} will be used: {a,b} = a-b+b-a. Using the closure property, this
product can be expressed as another group element:

P=¢*T =1+iaT.+.. (1.11)
After comparison of them, up to the order \%:
N T,, Ty = ia.T.. (1.12)
Defining o = A% fup., the following relation appears:
[To, Tb] = ifave T, (1.13)

which defines a Lie algebra for the group G. The f,;. quantities are called structure constants®.
In the adjoint representation, usually denoted as ad,, elements of the matrix D are composed
of the structure constants in the following way:

(Da)bc = _ifabo (1 A 4)
“For example, for the SU(2) algebra, given that [J;, J;] = €;jk, fabe = €ijk-
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CHAPTER 1. STANDARD MODEL (SM) OF PARTICLE PHYSICS

1.2.3 Particular groups

As it will be seen later, in particle physics, an important role is devoted to a few particular
groups: U(1), SU(2) and SU(3). Hence, in this chapter their overview is given.

U (1) is the simplest unitary group, composed by elements of the type:
U(H) =", (1.15)

with H being real numbers. From this definition, it is seen that the group is abelian (commutator
[Hy, Hy] = 0). Rank of U(1) = 1 and it has no creation or destruction operators.

SU(N) stands for special unitary group, which may be represented by unitary N x N
traceless hermitian matrices with a unit discriminant. Therefore, they have N? — 1 free
parameters, usually denoted as «,. Rank of SU(N) is N — 1. Groups of this type are non-
commutative, which manifests to self-interaction of the vector-bosons and gluons in the SM.
Any group element U of SU(N) can be written as:

U = ¢ioeT" (1.16)

where T are generators, having shape of traceless hermitian N x N matrices.

Such groups have N — 1 H; operators (hermitian diagonal) and N(N — 1) operators of
creation and destruction.

SU (2) is one of the most often used groups in particle physics. This group is spanned by
the three generators J* (which are Pauli matrices o, i € {1,2,3}° scaled by one half):

Jl = —O'1
1 2

b= -0 (1.17)
2

Jg == 50’3

Following the general facts described in Section 1.2.3, we may deduce that there exists one
H operator (usually referred as J3) and one pair of creation and destruction operators (J+
respectively):

- H: J3.

1

o Jpo — (J1 + i

+ \/5( 1 2)

1

c Joo — (Jp —id.
\/§< 1 2)

It can be shown that for a general state |m) in the irreducible representation of SU(2)

(each state is characterised by only one number m):

J3lm) = m|m)

1.18

>Definition of the Pauli matrices is given by eq. 1.3.2.
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1.2. MATHEMATICAL LANGUAGE OF SYMMETRY

Hence, J.|m) has eigenvalues (m £ 1). This means that the J; operator indeed raises (lowers)
the eigenvalue of a state.
The Casimir operator C for SU(2) is:

C=J2=J.J +J J. +J2 (1.19)
with eigenvalues:
C|mmax> - (J—I—J— + J—J+ + J32) |mmaa,’> = Mmax (mmaa: + 1) |mmax> =J (J + 1) |mmaa,’>
(1.20)

SU (3) Usually, for this group, generators in the adjoint representation are given in the
Gell-Mann basis:

1
T, = =)\, 1.21
5 (1.21)
with \,:
010 0 —1 0 1 0 0
M=|(1 0 0)X=17 0 O AMM=|(0 —-1 0
000 0 0 0 0 0 0
0 01 00 —1
M=0 0 0)X=10 0 0 (1.22)
1 00 i 0
000 0 0 1 1 0 0
=10 0 1|JX=]0 0 —i] X=—1=]01 0
010 0 ¢« O V3 0 0 =2

Given that the rank of SU(3) is 2, any eigenstate |m, y) which is fully characterised by two
quantum numbers (m, y), there are two hermitian diagonal operators, denoted as I3 and Y:

1
_[3 — §A2
1 (1.23)
Y =—72\
\/g 8
each of them given a respective eigenvalue of a state:
Yim,y) = ylm,y)
Operators of creation and destruction are given by:
1 .
Ii = 5 ()\1 + Z)\Q)
1
1
Ui - 5 ()\6 :l: Z>\7)
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CHAPTER 1. STANDARD MODEL (SM) OF PARTICLE PHYSICS

Using commutator relations:

[L%Ii] =4I
1
3, Vi) = igvi
1
[[37Ui] - :EEU:F (126)
Y, I.]=0
Y, Vi) =+£Vy
[V, Us] = +U.

it can be shown the action of the creation and destruction operators on a eigenstate |m, y):
Llm,y) = [m +1,y)

1
Vilm,y) = Imi§,yi1> (1.27)

1
Uplm,y) = ImﬂFE,yi 1)

Often I3 is referred to as isospin and Y as hypercharge.
The Casimir operator C for a state with maximal eigenvalues |m40, Ymaz) has eigenvalue:

3
C|mmaxa ymam> = (]32 + 2]3 + ZY2> ’mmaaza ymaw>7 (1 28)
where:
] max maxr - max max max
3ltomas, Ymaw) = Mo | Mimas: Yoo (1.29)
Y‘mmax7 ymCLCE> - ym(zm|mmax7 ymaz>
SO(n)

The physical laws of the nature do not depend on the position and on the orientation
of an experimentalist, thus they need to satisfy the translational and rotational symmetry.
Mathematically, rotational symmetry is described by the SO(n) group, which is the symmetry
group of an n-dimensional sphere. Given the Lorentz structure of the space-time, having (1, 3)°
signature (since the metric tensor has the diag(+ — ——) signature), the space-time symmetries
are described by the O(1,3)" group (Section 1.3).

Behaviour of particles wave-functions essentially depends on their spin, affecting the
transformation properties of the wave-function. Hence, a few groups of objects exists, depending
on the representation that they span:

* scalar representation. Examples: Higgs boson or m mesons.

* spinor representation. It is the case for all fermions, such as: electron, muon, neutrinos
and so on.

* vector representation. Mediators of the SM interactions (gluon, photon, vector bosons)
and hypothetical graviton.

60r, as it often used in particle physics, (3, 1) signature, which is also used in this document.
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1.3. POINCARE GROUP AS HOMETOWN FOR PARTICLES

1.3 Poincaré group as hometown for particles

One of the most important group in particle physics is the Poincaré group, which represents
all its possible transformations (isometries) leaving the space-time invariant. Such transfor-
mations consist of two independent kinds: 4D translations and 4D-rotations (3D rotations
and Lorentz boosts, described by the proper (no mirroring) orthochronous (direction of time
is preserved) subpart of the Lorentz group O(1,3)!). Translations are described by the four
Abelian generators P* and the 4D rotations are defined by J#, including the 3D rotation
generators as the space-components.

Poincaré group is a direct sum: SO(3,1) = SO(3) & SO(3). In this way, there are two
Casimir operators, independently for each sub-group. Hence, the labelling of the representations
((41,72)) is done by stating the two values of the Casimir element: one for each sub-group [3].

1.3.1 Scalar representation (0,0)

Under this representation transformation of objects is trivial and the corresponding generators
N; and Q); are equal to zero.

1.3.2 Weyl (spinor) representation (%,0)
In this representation (and the (0,%)), objects are two-dimensional and they are called
Weyl spinors:

v € (3:0) vre(03).

This representation comes from the SO(3) and SU(2) homomorphism, hence the generators
Q; (in the case of ((£,0)) or N; (for the (0,%) case) can be represented using the Pauli
matrices:

where the Pauli matrices are:

(01 (0 i (1 0
7o) 27\ o) B0 —1)

To distinguish between the (%,0) and (0,
normal ones for ¥g: (Vr)a, (VR)a-

%) indexes, one uses dotted indexes & for 7, and

11
575)

In this representation, a generic element can be written as a pair of (%,O) and (0,%)
objects:

1.3.3 Dirac (bi-spinor) representation (

Y = ((¢¥r)a, (Vr)s) - (1.30)

1.3.4 Tensor representation

A tensor structure can be straight-forwardly decomposed into the direct sum, showing that
such representation is reducible. An example is the decomposition of a generic 4 ® 4 tensor
THY:

404 = .
4= 1 & 6 ® 9 , (1.31)
T Amv G
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CHAPTER 1. STANDARD MODEL (SM) OF PARTICLE PHYSICS

with scalar T" (scalar, thus invariant under group transformation), anti-symmetric part A*” and
symmetric traceless part S*, defined as:

T=T"T,, (1.32)
Ty _ Tvp
AR = — S (1.33)
TH 4 TV §HY
S — + - (1.34)

Any higher-dimensional tensor representation can be decomposed in a similar way by
removing all traces, and by applying symmetrisation or antisymmetrisation over all pairs of
indexes.

1.3.5 Particle Content of the SM

Particle content of the SM is shown in Fig. 1.1. It consists of three generations of leptons
with progressively growing masses, which participate only in the EM, weak and gravitational
interactions’. Quarks also take part in the strong interaction. The EM interaction is mediated
by photon, the weak occurs via the weak gauge bosons and the strong interaction is carried
by gluons. Higgs boson field is responsible for the non-zero masses of particles, after the
electro-weak symmetry breaking.

Standard Model of Elementary Particles

three generations of matter interactions / force carriers
(fermions) (bosons)
| 1l 1
mass | =2.2 MeV/c? =1.28 GeV/c* =173.1 GeV/c* 0 =124.97 GeV/c?
charge | % % % 0
spin | % U YA C VA t 1 @ 0 H
up charm top gluon higgs
=4.7 MeV/c? =96 MeV/c? ~4.18 GeV/c? 0
-% -% ~% 0
« » & « 1 L
down strange bottom photon
=0.511 MeV/c? ~105.66 MeV/c? ~1.7768 GeVi/c? =91.19 GeV/c?
-1 -1 -1 0
@& - @ |- @ ' @
electron muon tau Z boson
<1.0 eV/c? <0.17 MeV/c? <18.2 MeV/c? ~80.360 GeV/c?
0 0 0 +1
% Ve % V]J. Y% V’IZ 1 W'
electr_on muon tau_ W boson
neutrino neutrino neutrino \

Figure 1.1: Particle content of the SM. Source: [9].

SM is based on the local SU(3). x SU(2) x U(1)y gauge symmetry group®, which stand
for the colour symmetry in the QCD sector, symmetry of the left-handed particles in the
electro-weak interactions and a hypercharge Y symmetry. Detailed description of each of these
groups is given in the following text.

’Neutrinos are electromagnetically neutral, thus do not participate in the EM interaction.
8The choice of the symmetry group is based on the experiment: such a group choice describes well
the observed properties, such as: the number of QCD colours, weak bosons and others.
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1.4 Equations of motion

Equations of motion of a free field essentially depend on its spin and space-time transfor-
mation properties. In this section, the following Lorentz transformation (see Appendix B) is

considered:
't = Alx” (1.35)

Scalar (pseudo-scalar) field ¢ ()

For a scalar field ¢ and pseudo-scalar field ¢,, which transform under the Lorentz transformation

> #(a') = o(x)

(") = o) det A )
the equations of motion (known as Klein-Gordon equation [6]) are:
(O+m?) ¢=0 (1.37)
The corresponding Lagrangian is:
Liiein-Gordon = 0, ¢* 0 — m*¢* (1.38)

Spinor field ¢ ()

For a spinor field ¢ (z) and its Dirac-adjoint one v (z) (see appendix B about the gamma-
matrices and Dirac-adjoint), Lorentz transformations are?:

Uy (2') = Lopt)y, (v)

! / i —1 (1 39)
Vo (27) = ¥y, () Ly
The equation of motion (Dirac equation) is:
(i —m) ¢ =0, (1.40)

where @ = 4#9,. More details about the solutions of Dirac equation are given in appendix B.
The corresponding Lagrangian is:

Lbirac = ¥ (i) —m) (1.41)

Vector field A (x)
A vector field A* (x), transforming under the Lorentz transformations as:
A () = AP AY (2) (1.42)
The corresponding equations of motion (Proca equation) is:

(O+m?) A* =0, (1.43)

See Appendix B about the L and A matrices.
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CHAPTER 1. STANDARD MODEL (SM) OF PARTICLE PHYSICS

which in the case of a massless particle (photon, for example) can be expressed as:

9, F"™ =0 (1.44)
The corresponding Lagrangian is:
1
Loroea = =7 FuF™ = m* AV A, (1.45)

with F,,, = 0,4, — 9,4,

1.5 Particles

1.5.1 Quarks
Under the assumption that masses of the first three quarks u, d, s are the same, it is possible
to consider a symmetry between them, described by a SU(3) group®. It is said that these
three quarks have different flavours, therefore this symmetry group is often called SU(3) f1au0ur-
In this case, each real physical state (observed particle) is a higher-order representation of this
group. Therefore, out of these three lightest quarks, one can compose two types of composite,
observed, particles:

* Baryons: they are bound states of three quarks, hence they span the 3 ® 3 ® 3 represen-
tation. It can be reduced to the following direct sum of irreducible ones:

3JR3®3=100808ad1 (1.46)

yielding 27 particles'? split out into one decuplet, two octets and a singlet. More details
are given later on.

* Mesons are made of a quark and anti-quark. Denoting as 3 representation of anti-quarks:
33=8a1. (1.47)

one octet and one singlet arises.

An example of the decuplet is given by Table 1.1.
Taking into account the remaining three flavours of quarks: ¢, b and t, breaks the symmetry
assumption, since their masses are not generally negligible any more.

Colour

Discovery of the delta baryon A™ (uuu quarks) raised a problem: since spin of A** is 2, all

the quarks must be aligned. Therefore, all of them must have the same quantum numbers,
which is prohibited by QM. The simplest solution was to add a new quantum number, colour
allowing these three u quarks to be in distinguishable quantum states. This new theory called
Quantum Chromodynamics (QCD) [2] is based on a few axioms:

'"More details on the properties of this group are given in 1.2.3.
"This calculation shows the number of the lowest mass hadrons, since no possible excitation is taken
into account.
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Particles Quark composition
AT (uuw) uu

AT (uud) \/ig(uud + udu + duu)
A°(udd) \/Lg(udd + dud + ddu)
A~ (ddd) ddd

Y (uus) 5 (uus + usu + suu)
S0 (uds) | 5(uds + dsu + sud + usd + sdu + du.s)
¥ (dds) \/Lg(dds + dsd + sdd)
=0 (uss) T5(uss + sus + ssu)
=*(dss) \/ig(dss + sds + ssd)
0~ (sss) 58S

Table 1.1: Particle composition of the SU(3) decuplet, composed from u, d, s quarks.

« Existence of the three colours, formally called Red, Green, Blue. So that, each quark, is
in one of these states. Hence, an additional SU(3). symmetry!?

* Any observable state is colourless (singlet of SU(3)..), hence physical states should belong
to 1. For the 2-quark particles (mesons), this implies symmetry of the wave function
under colour transformations. In contrary, for the 3-quarks particles (baryon), the wave
function must be anti-symmetric.

This additional symmetry is local: any transformation (change of colour) depends on a
space-time position. In other words, for a quark, to change its colour, it is necessary to interact
with other ones!3. This interaction is carried out by new particles: gluons (Section 1.6.2 on
the strong interaction).

Quarks wavefunctions

Introduction of the colour, requires adding an additional multiplicative factor to the hadron
wave function:

%Z) = ¢space—time : Q/}spin : 77ZJflavou?“ . ¢colour (1 48)
Given that a baryonic wavefunction ¢ must change sign after a parity transformation, the

colour component .0, Must be anti-symmetrical:

1
barvon %(RGB + BRG + GBR — RBG — BGR — GRB) (1.49)

and for a meson, it must be symmetrical:

meson __ 1

colour — \/g(RR+GG+BB) (150)

12¢ stands for colour.
3As an analogy, for an electron, to change its electromagnetic phase, it needs to emit or absorb a
photon.

29



CHAPTER 1. STANDARD MODEL (SM) OF PARTICLE PHYSICS

1.5.2 Leptons

Leptons, contrary to quarks, are not entangled and therefore can be observed. There exists
three generations of lepton families, each consistent of a neutral light particle (neutrino) and
its charged counter-part: electron, muon and taon families. Under electroweak interaction,
they are undistinguishable, since they differ only in mass.

1.6 Interactions in the SM

1.6.1 Electromagnetic U(1)
Equations of a motion for a free electron, described by Lagrangian®*:

*Cfree = Z@EWI@MD - m&w (1.51)
can be made invariant under an arbitrary U(1) local phase transformation:
(@) = () = e (), (1.52)

with «(z) being real scalar field. Though, the Lagrangian itself is not invariant under these
transformation. To preserve it, one may consider the following modification of the derivatives:

0, — D, =0, — icA,, (1.53)

where A, is an arbitrary vector field, transformed under the given U(1) symmetry as:
1
A, = A, + -9, (1.54)
e

Therefore, it can be checked that the modified Lagrangian:
Lopp = Wy Dyt — ) = i7" 91 + ey A, — mipp (1.55)

is invariant under the underlying U(1) transformation. This additional vector field A,, required
to preserve the theory invariant under U(1) transformation is called gauge field. It is coupled
to the matter field ¢ via the eyy#9p A, term. From which, one may define a current of matter

J* = Yy"1p. This new field A, can be associated with a physical photon field, by adding a
dynamical term to the Lagrangian'®:

1
La= _ZF“”FW’ (1.56)
with F),,:
F., =0,A, —0,A, (1.57)
The complete Lagrangian of the electromagnetic interaction is written as:
o _ 1 ,

Logp = zﬂ (iv"0,, —m) wﬂ‘ ew’y“gbAli - 1 uwF (1.58)

Dynamic;rmc matter EM interaction Dynmﬂeld

4By Lagrangian, one should understand the Lagrangian density throughout the document.
1
>another form of a dynamical term: §m2AHA“ is not allowed, since it would violate the underlying
gauge invariance.
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1.6.2 Strong SU(3)

As mentioned in Section 1.5.1, solving the problem of the existence of double-charged
baryons, required the introduction of a new quantum number: colour, which brought up a
new gauge group SU(3). to accommodate for local colour conservation. Following arguments
from the group theory on SU(3) (see Section 1.2.3), this group is spanned by 8 generators
(for an SU(N), N? — 1), which may be chosen in the Gell-Mann basis (eq. 1.22). These
eight generators give a rise to eight gluons, particles assuring local gauge invariance. To study
properties of the strong interaction, one needs to study the corresponding Lagrangian, which is
a particular case of a Yang-Mills theory [2], which describes a general dynamics of a gauge
field F, associated with a symmetry group SU(N). In the coordinates, the Lagrangian takes
the following form:

1
Echg—Mills - _Z‘/—-ﬁéy]:'uyay (1 59)
where F is the field strength tensor (curvature tensor), defined as:
Fiy = OuAg — 0,AM + g P AL AT, (1.60)

with f%%7 being structure constants of the underlying SU(N). The corresponding covariant
derivative D, is:

D, =8, —igT®A?, (1.61)
where T are the generators of SU(V). And the equations of motion for the F field are:

(DL F™) = g7

_ o\ (1.62)
(DuF™) =0
where the 7" is the external current of matter and F*” is the dual-strength-tensor:
~ 1
Fi = Zvo F (1.63)

2

The existence of the product of i f*#7 AP A7 terms leads to the field self-interaction (term
F, FH< contains products of three and four Af fields, hence allowing three- and four-gluon

pv

interactions'®).

1.6.3 Electro-Weak SU(2);, x U(1)y
Weak interaction

Developing the successful four-fermion weak theory by Fermi, introduced the following La-
grangian:
Eweak = ['ch + L"n; (1 64)

which describe the charged and neutral interactions, respectively!”:

G _
Lch:ﬁjjj K

Gp o 0
‘n—_ 1Y

%The three gluons part of the Lagrangian is proportional to §,AAA, hence the corresponding vertex
is proportional to the gluons momentum, while the four-gluon term is proportional to AAAA, hence is
not dependent on the gluon-momentum.

YInSM, p = 1.

(1.65)
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With currents J*: B
T" =Py (1 =), (1.66)
where 1; and ¢; are Dirac bispinors of the initial and final state, respectively. This theory is

known as V-A (vector-axial vector) interaction®®. In the definition for the weak current defined
by the eq. 1.66, the interaction operator O = 7#(1 +~°) can be expressed as:

1
T =7"1=7") =5 (1=%)7" (1+7%) (1.67)
One can notice that (17%) is a chiral projector P;, on the left-handed state 1) :
1 —
0 = (1.68)

Hence, in the expression for the current 7, obtained in the eq. 1.67, the operator O acts as a
chiral projector of the initial and final states on their left-components:

T" = 20" dir (1.69)

Showing that only left-handed components of the fields take part in the weak interaction.

With the observation of weak bosons [10, 11, 12, 13, 14], all the allowed weak currents are:

* Charged currents J* carried out by the W= bosons. It couples quarks of the same
generation but with different electronic charges (u — d,c — s, — b). In the lepton sector,
it allows interaction of a lepton-neutrino pair of the same flavour (e — v, p — v, 7 — ;).

* Neutral current J° is carried out by the Z-boson. It couples pairs of a particle and its
anti-particle (¢ — ¢, ¢ — ¢, where ¢ is any quark and £ is any lepton, including neutrinos).

Weak interaction can be described by a SU(2) symmetry. All particles are classified
according to the projection of their weak isospin I3:

1
* doublets with I3’ = 5

- 2
T2 = () (M) (1.70)
IV = 1 € L7 d L’
=
* singlets with I}V = 0:
V6R7€R7"7uRadR7"‘ (171)

Components of all doublets differ by their electric charge on AQ = 1, hence it's possible to
define weak hypercharge Y so that:

YW
Q = Igv + 5
2
where YW = —1 for lepton doublets, YW = —2 for right-handed electrons and YW = 0 for
right-handed neutrinos (which do not exist in the SM) (Table 1.2).

(1.72)

1841 is the vector part and v#4° is the axial part.
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Salam-Weinberg model of electroweak interaction

In the 1960s various models [15, 16, 17, 18] were proposed to accommodate for existence
of experimentally observed masses of the weak bosons. There are four boson mediator of
interactions in the electroweak theory: v, W+, W=, Z% however, there exists no simple group
with four generators. A simplest solution is to use a composed group SU(2), x U(1), where
U(1) is not the electromagnetic gauge group. To study properties of the theory with a gauge
invariant group SU(2),, x U(1), one needs to modify the derivatives by the covariant ones to
account for the new interactions available. For simplicity, one could consider a theory with only
one generation of leptons: one left-handed electron ey, its neutrino vz, right-handed electron
er and its anti-neutrino v. One could denote a doublet of left leptons as L:

_ (VL
L= (€L> , (1.73)

fields associated with SU(2) and U(1) as W (a enumerates generators: o = 1,2,3) and B,
respectively. Charges of the particles under these groups are listed in Table 1.2.

(Component) | Y, | T3

L:(”L) A2
er,

ER -2 0
VR 0 0

Table 1.2: SU(2) x U(1) charges of the particle content in the Salam-Weinberg model.
Quarks are omitted for simplicity. Y,, is the weak hypercharge, and T3 is the projection
of the weak isospin.

Lagrangian of this theory is given by:

1 1 _
—ZW:‘VW“W — ZBWB“” +iLIDL + ieglDer + ivpPup, (1.74)

with field strength tensors:

We, = 0,W5 — 9,WS + g WIW)

(1.75)
B, =0,B,-0,B,
Covariant derivative of the fields under these symmetry groups is:
_ iy 32 . /Y
D,=0,—1igTW, —ig EB“ (1.76)

where g and ¢ are the couplings of SU(2) and U(1), respectively. T is the SU(2) generator®®
T - &, where T is the corresponding charge and & are the Pauli matrices. For all the particles
in the model, it takes different form, depending on their charges under the SU(2);, and U(1)
groups:

"9The U(1) generator is trivial, unity.
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* Lwith T =1/2)Y, = —1:

cepgwithT =0,Y, =—-2:

s vpwithT =0,Y, =0:

(1.77)

(1.78)

(1.79)

To find out couplings of the matter fields with the gauge fields in this theory, one needs to

extract the interaction terms from the total Lagrangian.
For the LiIP)L term:

1, gW2 —g'B,  gWy —iWhH\ . (vc
5(”L 2 <g(W,}+z‘W3) —gW3—¢B,) 7 \e;

Denoting:
7 = IWu— 9By
. 92 + 912
A = gW2 +gB,
m= 2+ g7
1
+— 1 2
WN = —2 (W,LL — lW#)
1 1 2
W, = 7 (Wu —HWM)

which yields the following substitution for B, and Wi’:

B, — 94— 9%

/92 +g/2

W3 — g A+ 97,

H /g2 +g/2

one obtains:
99’
A ﬁw+
1@ é) /g2+g/2“ 1 o
5 L L gg/ g2 o g/2 Y er
\/§Wu_ A, - =7,
92 +g/2 /92 +g/2
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1.6. INTERACTIONS IN THE SM

Multiplying matrices and grouping out terms, one finds:

99 _ 9—-9*
———A,e;YM'e, — ——=Z7,e;Y"ey,
/g2 1 g2 ® 2 /92 1 g2 ®
left electr;nrs with A, left electr;nrs with Z,,
V2o V2
_yz AN SR Sk ¢ fan =R
5 Wivyter 5 W e'vy (1.84)

left leptons with Wj left leptons with W~

2

~
left neutrinos with Z,,

+ Z’uﬂL’}/”VL

J

The coefficient of the A,é.7"e, term can be associated with the electromagnetic charge e:

/

99
/g2 + gl2
Interactions of the right particles in this theory are given by taking a look onto the interaction
part of the iezDep term:

(1.85)

e

g/2

— 2 7 envte
JP g TR (1.86)

right electrons with A;,

éri (igBy")er = —eA, epy'er +

TV
right electrons with Z,

Introducing the following notation?°:

/

cos by = __9 (1.87)

g
/gQ + g/2 gQ + g/2

and grouping out electromagnetic current:

sin Oy =

T = —€ruer + ervuer (1.88)

and current of the third component of weak isospin 73

-1
7# = Lfyu§?L

1 (1.89)
j,f = 5 (D’}/MV - éL’YueL)

one obtains the following parts of the Lagrangian associated with the neutral and charged

currents:

N _ em g 3 2 em
L —eju AM—Fm(jM—SIH QWJH )Z’u

1—
r¢—_9 (Vv“ 2756) W: + h.c.

In this model, all the weak interactions appear naturally. However, discoveries that the weak
bosons have masses require an additional mechanism, which is discussed further (Section 1.6.5).

(1.90)

2Oparameter 6y is called Weinberg angle.
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1.6.4 Quarks in the Electroweak interaction

To describe electroweak interaction of quarks, one needs to identify their Y}, and T3 charges
under SU(2), x U(1) symmetry group, which describes the interaction itself. Given the relation
between the hypercharge, weak isospin and electric charge:

Y, =2(Q — T), (1.91)

The Y, and T3 charges for the quark sector are described by Table 1.3.

(Component) | Y, T;

Q:(”l) 173 | 172
dr,

UR 4/3 | 0
dr -2/3 | 0

Table 1.3: SU(2) x U(1) charges of quarks in the Salam-Weinberg model. Quarks are
omitted for simplicity. Y., is the weak hypercharge and T3 is the projection of the weak
isospin.

Hence, the covariant derivative eq. (1.76) takes the following forms:

« Qwith T =1/2,Y, =1/3:

T o
D, =0, — Z9§Wu — ZgBu (1.92)
* ugp with 7 =10,Y,, =4/3:
2ig’
Du = au - %Bu (1.93)
* dr with T =0,Y,, = —2/3:
ig’
D, =0+ ?Bu (1.94)
The quark part of the electroweak Lagrangian?!:
Los = 1QPQ + iugDug + idpPdr (1.95)

Taking a look on the interaction parts of these terms reveals details on the interaction of
quarks and electroweak bosons??:

2'mass terms are omitted.
22terms with 9,, are omitted.
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* QPQ:

g _
_ B - [gWP+ =B gV2W
QpQ=(a d)(—p "3 v ()
gv2Wr —gW3+§BM L
1 _
= geAMfLL”y“uL - geAHdL’y“dL

. .

TV TV
u EM interaction d EM interaction

2 _ 2 2 /2 _
9°—g"/3 9’ +g /?’de“dL

2 /92_|_g/2 ® Ly UL 2 /92+gl2 ®

N J/

(1.96)

TV TV
u—Z29 weak interaction d—Z9 weak interaction

2 2 -
+ \/T—QULWu_dL + \/T—QdLW:uL
— ——

d—u—W — weak interaction d—u—W* weak interaction

° ﬂRlDURZ

—2 /
’MTLR < 3Zg BH) Ur =

=Vt g2ubAupg +VgE g’QUEZMu,E

uu EM interaction ut weak interaction

(1.97)

* diRwdRZ

(0% ¥ o7 /a2 + g2 (1.98)
MdEAMdR+%dEZudR

2
_ TV _ TV
dd EM interaction dd weak interaction

1.6.5 Spontaneous Symmetry Breaking and Higgs boson

Given that three fields (W™, W=, Z%) out of four have a mass, one requires adding new
degrees of freedom to the model?®. The simplest way is to introduce an additional doublet of

scalar fields ¢:
i
¢= @0) : (1.99)

with weak hypercharge Yy = 1 and weak isospin T5 = 1/2, described by a Lagrangian:
£ = (Du0)" (D 9) + V(9). (1.100)

where V'(¢) is the potential energy term (eq. 1.114, Section 1.6.5). It is coupled to the fermions
via the Yukawa term:

ﬁYukawa - )\aﬁii(ber B + Agﬂ@%ﬁbdfh.&, (1 J 01)

23Explicit mass term of the form m?2«)T violates Lorentz-invariance and is therefore forbidden.
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where a and 3 enumerate generations of leptons and quarks, A,z is the Yukawa coupling
(= ﬂﬂvaﬁ), and V3 is an element of the CKM matrix for quarks and PMNS matrix for
v

leptons (Section 1.6.6).
Its covariant derivative under the SU(2);, x U(1) transformation, defined by eq. (1.76) is:

- /
D,=0,- ig%Wu - z’%BH (1.102)

Using allowed symmetries, it is possible to perform a gauge transformation to a coordinate
system, where the ¢ field has components:

0

() = | vih) (1.103)
V2

where v is the ground state energy: (0|¢|0) = v (Section 1.6.5). This gives D,,¢:

gWi+ 9B,  gV2W ) ( 0 ) _

g\/ﬁW; —gW;j + g/Bu U\J/%h

Du¢:8u¢_%<

/

2 12
. 99 g —9g
i [ 2——— A, + —2—Z gV2W+ 0
:&@—5 ViE+a? " e rgr " ! <v+h)= (1.104)
g\/ﬁVVJ _ /92+9/22u V2
_ ¢_iv—i—h \/§ng
" 2v2 \-V¢*+9°Z,

In the expansion of (D,¢)" (D#¢), one has two similar types of expressions: v - VIV# and
h - VJV“, where V), can be W: Wu_ Z,. Since v is not a dynamic field, but a constant value,
the first kind of terms represents the dynamics of the V,, fields?*, while the other ones descrive
the interaction between the gauge bosons V), with the field ¢.

Masses of weak bosons

The interaction V'V (V = W or Z) part of (D,¢)" (D#¢) is®>:

U2

Lovy = =5 (WyW= T Wow*h 4 (¢ + g7) Z12") (1.105)
These three terms resemble mass terms for the weak bosons m2VJV“. Hence, one can
associate:

v /92_|_g/2

s My = — 5 is mass of the Z-boson;

vg .
C my = ?g is the mass of W*-bosons;

* my = 0 is the absent term, standing for the photon field mass.

24In QFT, dynamic terms, which describe the mass term of a free field ¢ are: ma .
2using W, T =W,
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Fermion masses

Masses of the fermions are given by the Lge interaction term in the Lagrangian:
LLd)e = AZ}TqﬁeR + h.c.

=A(v ég) <\/L;v)) er + h.c.

AU, B
= E (GLQR + €R6L)

J/

(1.1006)

vV
fermion mass of electrons

m
Therefore, masses of fermions m are related to the Yukawa coupling A = \/§—f and the

()
amplitude is linearly proportional to the mass. One can notice that in the SM, there are as
many free parameters as fermion masses.

Quark masses

Masses of the down-quarks are given by the Q¢dp interaction term in the Lagrangian:
Mg QS b, (1.107)

where the o and (3 indices enumerate quarks generations and A,z is an element of the Yukawa
coupling matrix between those indices.
For the up-quarks, to preserve quantum numbers, a charge-conjugated Higgs field is used:

¢ = —ic’¢* (1.108)
and the interaction terms, yielding to the up-quarks masses:

N QS o°ds (1.109)

Higgs boson interaction

Assume an excitation of the Higgs field ¢:

0= 5 (0 hw) (Ao

with A(z) being infinitesimally small. Then, it will yield to similar terms in the Lagrangian
as the mass terms, but with replacing v by h(z). Hence, the strength of the Higgs boson
interaction with other particles is proportional to their mass.

Lagrangian of the interaction of the Higgs boson with the other SM particles is:

Litigs = guged FH + P p? 1 S 1 5,V v (guyy H + PV H?) L (1.010)
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where g, are the couplings of the Higgs boson with various particles:

and (SV:

40

Y
gufr = 7,
2m?
guavy =
v
2m?
JHHVV = —
v
3m?
9JHHH = &
v
3m3,
9JHHHH = —5
v
ow =1
1
6Z == 5

(1.112)

(1.113)
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Higgs potential

After the electroweak spontaneous symmetry breaking, the Higgs boson field acquires a non-zero
ground-state energy v, around which the potential energy profile is no more symmetric. The
new field configuration has only one remaining degree of freedom, out of the four initial ones.
Three out of them are absorbed by the electroweak bosons, giving them masses. The last
degree of freedom (Higgs boson) corresponds to a Goldstone boson [19, 20], which should be
massless, but having a non-zero vev (vacuum expectation energy), implies a finite mass for the
Higgs boson. The Higgs potential V' (¢) is:

V(g) = 1 (¢19) + A (¢19) (1.114)

In the case of a negative value of 12, the potential takes a form with a minimum at a
non-zero value (Fig. 1.2)

Figure 1.2: lllustration of the Higgs potential.

Therefore, the Higgs field, contrary to the other SM fields, has a non-zero vacuum (ground)

energy:
(0|H|0) = v (1.115)

In QFT, a particle is an excitation of the corresponding field around the vacuum state |0).
Hence, for the Higgs field, an excitation with one particle takes the form:

o(z) = v+ h(x) (1.116)

1.6.6 Mixing of leptons and quarks

Studies of flavour-changing processes among quarks and leptons have revealed that in
electroweak processes, particles are coupled not to the eigenstates of the strong and electro-
magnetic interactions, but to a combination of them. Mixing between the generations of quarks
(leptons) is described by the CKM (for Cabibbo-Kobayashi-Maskawa), Cabibbo-Kobayashi-
Maskawa [21, 22] and PMNS (for Pontecorvo-Maki-Nakagawa-Sakata [23]) matrices for quarks
and leptons, respectively. They serve as a pivotal components of the electroweak theory and
provide an elegant mathematical formulation of the flavour mixing. In the nutshell, a matrix
element V5 describes a probability of a particle of a flavour « transit to the flavour £.
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Cabibbo-Kobayashi-Maskawa (CKM) matrix
In the theory proposed by Cabibbo-Kobayashi-Maskawa [22], objects coupling to the up-type

quarks via charged-current interactions, are a mixture of various physical flavours of quarks:
|d') = Via|d) + Vi|s) + Vip|)
|5") = Veald) + Ves|s) + Ve D) (1.117)
0") = Viald) + Vis|s) + Viu|b)

which can be written in the matrix notation as:

d, Vud Vus Vub d
s = (Vg Ves V| | s (1.118)
b Viae Vis Vi b

The down-type quarks, by convention, are not modified.

The most precise up-to-date measurement of the CKM matrix elements [24] gives:

Vil [Vas| Vi) 0.97373 + 0.00031 0.2243 = 0.0008 0.00382 + 0.00020

Vial Vil [Viel| = | 02214£0004  0.9754+0.006  0.0408 + 0.0014

Vidl [Vis| [V 0.0086 + 0.0002  0.0415 £ 0.0009  1.014 = 0.029
(1.119)

From this values, one can find that the measured values of this matrix has tension with the
SM. For example, the first row elements show some deviation form unitarity:

Vid|? + |[Vius|? + [Vis|* = 0.9985 + 0.0007 (1.120)

which is 2.2 ¢ different from unity.

Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix

Similarly to quarks, one has mixing between the generations of neutrinos, described by the
PMNS matrix [23]:

Ve Uel UeQ UeS 151
v | = U Us Us| [ (1.121)
Vr UTI UT2 UT3 V3

The most precise up-do-date measurement of the 3 o ranges of the PMNS values are:

Uet| |Ue2| |Ues] 0.803 ~ 0.845 0.514 ~ 0.578 0.142 ~ 0.155
Ul Ul |Uus|| = [0.233 ~0.505 0.460 ~ 0.693 0.630 ~ 0.779 (1.122)
Uni| |Urg  |Unsl 0.262 ~ 0.525 0.473 ~ 0.702 0.610 ~ 0.762
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1.7 Higgs boson phenomenology and experimental overview

1.7.1 Production

At the LHC, the Higgs boson is produced in the collision of protons composed of three
valence?® quarks and a set of virtual particles?” and gluons, all of them may take part in the
interaction. Distributions of all these particles depends on the so-called Bjorken scale, which is
the fraction = of the total proton energy carried out by a particle®®. This distribution is called
Parton Distribution Function (PDF). Two examples are given in Fig. 1.3.
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< [ i E 3
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121~ - E E
[ — ATLASepWwZz20 .eXP- unc. Dlotal unc. ] 4~ —— ATLASepWz20 .exp. unc. Dtotal unc. —
1= — ATLASepwzViet20 p. unc. Dtmal unc. ] 3.5 — ATLASepWzVjet20 exp. unc. Dmtal unc. —
3 —
2.5 S =
= ~ Relste Y B
2 /// PR i N -
s 15 ——— — — o
Q L 4 Q
= S 2
=] 1 ST =]
[} Q
2 r 1 2
% 0_?073 L Hul‘oxiz L Hul‘(xrl A - %i;
@ @
(a) (b)

Figure 1.3: Parton distribution function times x (Bjorken scale) of (a) valence up-quark
and (b) gluon as a function of z. Source: [25].

Therefore, in a proton-proton collision, for any process, the cross-section o of a process
p+p— X is given by:

1

(21]112) / Qo /P (22l )6assx (2191, T, pos s (i) (1.123)
0

1
Opp—X = Z/dxlffhp

a,b 0

where a and b are partons inside protons, z; is the fraction of the total momentum of the
proton carried out by the corresponding parton, pg(ur) is the renormalisation (factorisation)
scale.

26Quarks responsible for the quantum numbers of a particle. Usually, the valence quarks carry the
biggest part of a proton momentum.

2’Due to the quantum vacuum, any particle can be created for a short period of time.

28This variable is defined as = = %, where Q? = —¢?, ¢ is the transferred momentum (is negative), p
is the proton 4-momentum. This variable is independent of a frame. In the rest frame, it corresponds to
the fraction of energy.
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The dominant production modes (Fig. 1.4) for the Higgs boson in proton-proton collisions
are: ggF (gluon-gluon fusion), VBF (vector boson fusion), VH (associated production with a
weak boson W or Z), ttH and bbH (associated production with a pair of top-quarks or bottom
quarks), tH (single top production).

Wiz /b

H /b

Figure 1.4: Feynman diagrams for the dominant production modes of Higgs boson at
LHC: ggF, VBF, VH (WH/ZH), ttH and tH. Source: [26].

lllustration of the typical cross-section of these production modes at the energy of 13 TeV
is given in Fig. 1.5.

[ ]
P1 g
—10°E _ EX
Q' L_pp_ H(N3LOQCD+NLOEW) s=13 TeV :%
= <\
o) L 19
x z
110 =
o F 1
o pp ~ ggH (NNLO QCD + NLO EW) 7]
5 T -

[__PP ~ WH (NNLO QCD + NLO EW)
1 pp_~ ZH (NNLO QCD + NLO EW)
E__pp — ttH (NLO QCD + NLO EW)

[ PP~ bbH (NNLO QCD in 5FS, NLO QCD in 4FS)

107 =
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Figure 1.5: Cross-sections of various production modes for the Higgs boson as a func-
tion of its mass. The best-known measured value of the mass is ~ 125.11 £+ 0.11 [27].
Source: [28].

1.7.2 Decay

Higgs boson couplings depend on the fermion and gauge-boson masses, according to
eq. 1.111. Dependencies of the Higgs boson branching ratios (illustrated in Fig. 1.6), depending
on its mass are given in Fig. 1.7.

y ,
w i b/t it
¢
H ====== H == oW H ==  d7°%; H ===e=- < H ==e=e=
w 1-\v\.ﬁv\' t/b/t hAAA,

w/z vz vz b/c T/

Figure 1.6: Feynman diagrams for the dominant decay modes of Higgs boson.
Source: [26].
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Figure 1.7: Various branching ratios of the Higgs boson as a function of its mass. The
best-known measured value of the mass is ~ 125.11 £ 0.11 [27]. Source: [29].

Decay of the Higgs boson to a pair of photons occurs via a loop, since photons are massless.
For various studies, sometimes this loop is treated as a point-like interaction and in this case
this loop is called effective. Contrary, if the loop is treated as it is, the term resolved loop is
used.

1.7.3 Mass and width

The most recent and precise measurement of the Higgs boson mass at the ATLAS is done
with the combination of H — ~v and Z — 4¢ [30] channels with 139 fb~" and gives:

my = 125.11 £ 0.11 GeV = 125.11 + 0.09 (stat) + 0.06 (syst) GeV. (1.124)

The most precise single channel measurement is obtained with H — ~~ channel by
ATLAS [27] with 139 fb~" luminosity:

my = 125.22 +£0.14 GeV = 125.22 + 0.11 (stat) + 0.09 (syst) GeV. (1.125)

The latest combination from CMS [31] from H — 4+ and Z — 4¢ channels with 138 fb™"
data gives:

my = 125.38 £ 0.14 GeV = 125.98 £ 0.09 (stat) = 0.11 (syst) GeV (1.126)
The ATLAS and CMS Run 1 combination [32] gives:
my = 125.00 £ 0.24 GeV = 125.09 £ 0.21 (stat) = 0.11 (syst) GeV. (1.127)

The width measurement [33] at ATLAS is performed via the comparison of the off-shell [34]
and on-shell [35] Higgs boson production in the Z — 4¢ channel with 139 fb™" luminosity and
gives:

Ty = 4.6758 MeV. (1.128)
A similar measurement of the Higgs width by CMS [36] (with 138 fb™" luminosity) obtained:
Iy = 3.3757 MeV. (1.129)
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1.7.4 Experimental Overview

Decay channels

The characteristics of the most important Higgs decay channels are the following (probed
production modes and sensitivities to them can be seen at Fig. 1.10.):

40|

o

Events / 10 GeV (Weighted, B-subtracted)

« bb (Fig. 1.8a). This channel has the biggest branching ratio (almost half of the Higgs

bosons decay through it), but due to the QCD background and performance of the
b — tagging, analysis of this decay is challenging. Significance of the observation is
6.70 [37]. The channel is particularly sensitive to high-p# bins and to the V H production
modes.

WW=* (Fig. 1.8b). Despite a big branching ratio (21.4%), experimental sensitivity to
this channel is low due to the identification of the charged vector bosons: in the lepton
channels there is a neutrino carrying out energy and in the decay to quarks, one has
difficulties with light flavour identification. As a final discriminant variable, transverse
mass is used.

777~ channel (Fig. 1.9a) is less frequent than bb, but also has a lower background.
Significance of the observation is around 8¢ [37]. This channel has good sensitivity to
the VBF production mode and ggH (at high pi).

Z7* — 4L (Fig. 1.8b). Also known as a golden channel due to a pronounced peak over
low background.

~v7 (Fig. 1.8a). This channel is characterised by a small narrow peak over a smooth
background and, despite a small branching ratio (0.227%), is one of the most precise
channel for the STXS measurements. Particularly, to ggH and ttH (tH) production
modes, where v channels provides ones of the most precise measurements.

ptp~ (Fig. 1.9¢) is very rare but clean. Significance of the observation is around 20 [37]
(30 [38]) at ATLAS (CMS).

35F
30¢
25
20°
15
107

a1
T

Figure 1.8: Invariant mass distributions for the (a) bb, (b) WW* and (c) vy channels.
Source: [39, 40, 37].
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Figure 1.9: Invariant mass distributions for the (a) 7,

Source: [41, 42, 371].

(b) 4¢ and (c) pp channels.

Results of the most recent measurement of the signal strengths of the production modes per

decay channel are shown in Fig. 1.10, and the combined measurement is illustrated in Fig. 1.12.
The predicted and observed values of the production mode cross-sections and branching ratios
are shown in Fig. 1.11. The combined STXS measurement (Section 4.2) results can be found
in Fig. 1.13.

ATLAS Run?2 led Data (Total uncertainty)  EZ] Syst. uncertainty [¥ SM prediction
T T | — T T T T _|5 ? 1|0 T T T
tH H&
. e Ce b
ttH HH e
ggF+bbH ]
HeH
VBF HH e
WH Hz2H - ——
Ha#H H#—
2H | | | | | | | | | | | | 11 1
0 1 2 1 2 3 4 0 1 2 1 2 3 0 1 2 01 2 3 4
bb ww TT 4 144 HU

¢ x B normalized to SM prediction
Figure 1.10: Signal strengths of production modes of various decay channels.
Source: [26].
Global signal strength of the Higgs boson signal, measured by ATLAS [26], as a result of
Run 2 is:

p=1.05=+0.06 = 1.05 £ 0.03 (stat) £ 0.05 (syst)

1.130
=1.05 4 0.03 (stat) & 0.03 (exp) & 0.04 (sig.th) £ 0.02 (bkg.th) ( )

where "stat" is the statistical uncertainty, "exp" is the systematic experimental, "sigh.th" and
"bkg.th" are theoretical uncertainties on the signal and background modelling, respectively.
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Figure 1.11: Observed and predicted cross-section (a) and branching ratios (b) of vari-
ous production modes and decay channels, respectively. Source: [26].
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Figure 1.12: Signal strengths of various production modes (a) and the observed

lation matrix of this measurement (b). Source: [26].
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Couplings of the Higgs boson to elementary particles depends on their mass (Section 1.6.5).
Values of these coupling have been tested at Run 2 (Fig. 1.14) and no deviations from the SM

is found®®.

29Similar tests have been conducted at Run 1. No deviations from the SM is found neither.
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Figure 1.13: Combined measurement of the STXS cross-sections. Source: [26].
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Figure 1.14: Strength of the Yukawa couplings of the Higgs boson with elementary par-
ticles: as (a) function of their mass and (b) as ratio to the corresponding SM values.
Source: [26].
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CP-properties

Discovery of a new particle in 2012 with a mass of 125 GeV around did not answer question
about its quantum numbers JET. Later analyses showed that this particle has zero spin and is
compatible with a J* hypothesis, excluding the other probed ones [43]. However, the observed
Higgs can still be a mixture of a few different C'P states (in the SM, Higgs is J*). For
example, the C' P-properties of the Higgs boson interaction with tau-leptons can be probed in
the H — 77 decay [44]. Given the interaction Lagrangian:

L = —&KT (COS O TT + sin ¢77‘i’757) H, (1.131)
v

with v = 246 GeV, k., is the reduced Yukawa coupling strength, and ¢, is the C'P-mixing
angle. In the SM, ¢, = 0, hence the first term describes the SM term and the second one is
the BSM coupling. Measurement of the mixing angle ¢, are shown in Fig. 1.15.
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Figure 1.15: Measurement (expected and observed) of the C'P mixing angle ¢,.
Source: [44].

1.8 Conclusion

In this chapter, the mathematical concepts, including symmetries, and the Standard Model
of particle physics are described in details, to explain the observations of nature and the
electroweak spontaneous symmetry breaking mechanism. The measurements on the Higgs
boson discovered in 2012 are given.
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2 - The ATLAS detector at the LHC

2.1 LHC

2.1.1 Introduction

The Large Hadron Collider (LHC) is a 27 km circular long proton-proton collider based
at CERN on the border between France and Switzerland. It is designed to nominally oper-
ate at the centre-of-mass energy of /s = 14 TeV to supersede the previous largest hadron
collider, Tevatron, which was running at 1.96 TeV until 2011. There are four main exper-
iments at LHC: ATLAS (A Toroidal LHC Apparatus) and CMS (Compact Muon Solenoid)
dedicated to general purpose physics, including the Higgs physics and search for supersymmetry,
LHCb (Large Hadron Collider Beauty) focused on B-physics and CP-violation, and ALICE
(A Large lon Collider Experiment) dedicated to study quark-gluon plasma in heavy ion collisions.

The LHC machine (Fig. 2.1) is installed in the tunnel created for LEP (Large Elec-
tron—Positron Collider), and consists of [45] eight arcs (each 2.45 km long) with eight intersec-
tion zones called points. Each arc consists of 154 dipole bending magnets. The intersection
zones comprise a straight 52 m long section and transition regions to bind the beam again
inside the arcs.

CERN's accelerator complex

2008 (27 km)
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Al European Organization for Nuclear Research | Organisation européenne pour la recherche nucléaire © CERN 2008

Figure 2.1: LHC layout with its four main experiments and the CERN accelerator com-
plex. Source: [45].
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The protons and heavy ions are produced in the ionisation process of hydrogen gas via
electric field, which separates the nuclei (protons) from the electron clouds. The first step of
acceleration takes place in the linear accelerators (linacs) 2 and 3 (see Fig. 2.1) and increases
protons energy to 50 MeV. The protons are then transmitted to the PSB (proton super booster),
where they get the energy of 1.4 GeV. At the next step, these protons are accelerated in the
PS (proton synchrotron) to reach the energy of 25 GeV. The next acceleration occurs in the
SPS (super proton synchrotron), increasing particles energy to 450 GeV. Finally, after SPS, the
protons are sent to the LHC to obtain their target energy (6.5 TeV per beam at Run 2) using
the TI2 and TI8 injection points. The heavy ions are accelerated in the lon Rings instead of PSB.

Protons in the beam are composed to form bunches. Given the frequency of the LHC
radio-frequency system (400 MHz), one can have at most 35640 possible bunches separated by
0.75 m distance (travelled by particles in approximately 2.5 ns). In the nominal conditions, the
bunch spacing was fixed to 25 ns, limiting the maximum number of bunches to 3564. Due to
the final time required by the SPS injection kicker to rise, the Run 2 was running with 2808
bunches. The structure of these bunches is called the bunch filling scheme. The period of time
between the injection of new protons to the LHC, so-called fill, happens approximately every
10 hours.

2.1.2 Collisions

In particle physics, the measurements are usually done in the form of the probability of a
given event to occur, expressed in the form of a cross-section o (likelihood of a specific particle
interaction or scattering process to occur) via the following relation:

Nevents =Ll (21 )

where Noyents is the number of observed events, L is the integrated luminosity, which expresses
total number of events occurring due to a particle flux on a given unit area. The luminosity L
accumulated over a data-taking period T is given by:

L= /L(t) dt. (2.2)
T

The luminosity has unit of cm™2s™! and is a pure characteristic of the machine. Knowing

beam properties, one may derive luminosity using the following relation:

2 2
I — N nbfrevF _ Ny My frevVr F, (2.3)

droror dme, B*

where:
* N, is the number of particles in a bunch
* ny is the total number of bunches in a fill (2808)
* frev is the LHC revolution frequency (11.25 kHz)
»(y) IS the horizontal (vertical) beam spread size (16 mm)
* 7, is the Lorentz factor

* 0

* €, is the normalised beam emittance (phase space volume of the beam, hence spread of
momentum and coordinates)
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2

+ B* is defined as: * = it
€n

« Fis the geometric luminosity reduction factor due to the crossing angle of the beams at

the interaction point:
p o\ —1/2
F= <1+( C"Z) ) , (2.4)
20*

with the beams crossing angle 6., the rms bunch length o, and the transverse rms beam
size 0.

One of the main advantages of the LHC in comparison to the Tevatron [46] is the
significantly increased statistics by a ten times factor due to enlarged instantaneous luminosity
and centre-of-mass energy. The main Run 1 of the LHC took place from 2010 to 2013, with
an integrated luminosity of 25 fb™! collected altogether by ATLAS at centre-of-mass energy
Vs = 7 and 8 TeV. The Run 2 occurred from 2015 to 2018 at /s = 13 TeV consisting
of 147 fb~! integrated luminosity, recorded by ATLAS experiment, and 139 fb~! can be used
for physics analyses. The mean number of interaction per bunch-crossing (pile-up) varied
between 13 and 36 during Run 2. This process complicates the reconstruction, contributes
to the background noise and may lead to saturation of the various sub-detectors or triggers.
Additionally, it complicates identification of the primary vortex. In Run 2, the LHC was running
with instantaneous luminosity up to 10734 ¢cm=2s7!, yielding an integrated luminosity (Fig. 2.2)
of around 140 b~ for both ATLAS and CMS experiments. During Run 3, the centre-of-mass
energy is 13.6 TeV and the planed integrated luminosity at ATLAS is around 300 fb™1.
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Figure 2.2: (a) Luminosity delivered at Run 2 at the LHC (green), recorded by ATLAS (yel-
low) and available for physics analyses at ATLAS (blue). (b) Mean number of interactions
per bunch-crossing for Run 2 at ATLAS. Source: [47].
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2.2 ATLAS

The main properties of particles, such as electric charge, momentum and energy, are
determined by combining information from the various sub-detectors (see Fig. 2.3). More
details can be found in [48].

Muon
Spectrometer

Hadronic
Calorimeter

The dashed tracks

’r,: are invisible to
leutrino the detector

Electromagnetic
Calorimeter

Solenoi

on
i
Tracking N
Pixel/SCT detector 3

Figure 2.3: lllustration of passage of various particles through the detector layers:
tracker, EM calorimeter, hadronic calorimeter and muon tracker. Source: [49].

The ATLAS (A Toroidal LHC Apparatus) [50] detector (Fig. 2.4) has a general cylindrical
geometry with a height of 25 meters and length of 44 meters.

25m

LAr hadronic end-cap and
forward calorimeters

Pixel detector

LAr eleciromagnetic calorimeters

Toroid magnets

Muon chambers Solenoid magnet
Semiconductor fracker

Transition radiation tracker

Figure 2.4: Overview of the ATLAS detector. Source: [50].

The detector consists of several sub-detectors, each playing a specific role: inner de-
tector (tracking), electromagnetic calorimeter (photons and leptons), hadronic calorimeter
(hadrons), muon spectrometer (tracks of muons) and magnetic systems for the ID and the
muon spectrometer.
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2.2.1 Coordinate system
The following right-handed coordinate system is chosen:

* Origin: centre of the detector;

* x-axis: from the IP to the direction inside the LHC ring;

* y-axis: upwards;

* z-axis: defined as 7 x ¢ and is along the beam line.

* r,¢ in the transverse plane: r is the transverse distance to the plane and ¢ is the

azimuthal angle around the z-axis.

» 1 (pseudorapidity) defined as! = —Intan (g)

Distance between objects is given by the angular distance AR = \/(An)2 + (A¢)2.

2.2.2 Inner Detector (ID)
The tracking of particles is performed via the Inner detector (Fig. 2.5). It consists of the
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Figure 2.5: View in the r — z plane of the ID used at Run 2. Source: [51].

following sub-detectors:

* Pixel detector, spanning regions from the radius of 33.25 mm to 122.5 mm, covering the
range |n| < 2.5. This detector is made of three concentric cylindrical silicon-pixel layers
in the barrel and of three silicon-pixel disks in the endcap. Three layers are needed to
ensure the presence of at leaset three track points in order to reconstruct the trajectory
of particles. The layers are segmented in  — ¢ and z-direction in 1744 sensors with a
size of 2 X 6 cm, each made of 47322 pixels of 50 x 400 pm? size. Such design allows
having a resolution of o,, = 10 pm, o, = 115 pm.

E+p,
E_pz

"In the limit of negligible particle mass, the pseudo-rapidity equals to rapidity: y = %ln
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* IBL (insertable B-layer, which is a part of the inner detector), is the closest to the pipe
detector material and covers the range |n| < 3.0. It was installed in 2014 for the Run 2
in order to deal with the increased instantaneous luminosity causing higher radiation
damage. Besides that, an additional level allows adding of an additional interaction point
of a particle in the ID to increase the tracking performance. The IBL is composed of
14 carbon fibre staves with a size of 2 cm for the width and 64 cm for the length. The
radiation thickness of IBL is around 1.88%.

+ SCT (Silicon microstrip tracker) has the same angular coverage |1| < 2.5 as the pixel
detector. In the barrel, the detector consists of four concentric cylindrical silicon microstrip
double-layers: one layer is axial (parallel to the beam line), and the other one is a stereo
angle of 40 urad (around 2°). In the endcap region, SCT consists of nine disks with a
set of radial and stereo strips. SCT contain 2112 modules in the barrel and 1976 modules
in the endcap, giving 4088 modules in total (with 6.2 million readout channels). Pitch
size of a strip is 80 um, allowing the intrinsic space resolution of 17 um in the r — ¢
plane. Typically, around eight particle hits happen within SCT.

« TRT (transition radiation tracker) covers a narrow region only up to || = 2.0. It
consists of 4 mm diameter straw tubes filled with a Xe/CO,/O, gas mixture (in the
70 : 27 : 3 proportion, respectively). In the barrel region, there are 73 straw layers which
are parallel to the beam axis. In the endcap, 768 straws fill 160 planes arranged radially
in wheels. Lengths of the tubes varies from 144 cm in the barrel up to 37 ¢m in the
endcap. Despite being less precise than the previous layers (TRT has a spatial resolution
of 130 pm with around 351 000 readout channels), it plays an important role in the
overall tracking performance due to a large number of hits (usually around 30). This
detector also contributes to particle identification by measuring the transition radiation.

The main characteristics of the ID subdetectors are summarized in Table 2.1.

Subdetector Element size Intrinsic resolution [um]  Barrel layer radii [mm] Disk layer |z| [mm]
IBL 50 pm x 250 pm 10 x 60 33.25

Pixel 50 pm x 400 pm 10 x 115 50.5, 88.5, 122.5 495, 580, 650

SCT 80 pm 17 299, 371, 443, 514 from 839 to 2735
TRT 4 mm 130 from 554 to 1082 from 848 to 2710

Table 2.1: Summary of the main characteristics of the ID sub-detectors. The intrinsic
resolution of the IBL and the Pixel sensors is shown along r-¢ and z. For SCT and TRT,
only the resolution along r-¢ is given [52, 53]. For SCT and TRT, the element size refers
to the spacing of the read-out strips and the diameter of the straw tube, respectively.
Source: [54].

Distribution of the material thickness at the end of ID in units of radiation length is given
at Fig. 2.6 as a function of |n|.
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Figure 2.6: Distribution of the material thickness up to the end of ID as a function of |5|.
Source: [55].

A 2T magnetic field is created for the ID by a thin solenoid surrounding it, parallel to the
beam axis. It has a radiative thickness of approximately 0.6 X and allows for to bend charged
particles to measure their momentum.

2.2.3 The calorimeter system

ATLAS calorimeter system (Fig. 2.7) consists of a few components. The main task of
the electromagnetic calorimeter (ECal) is to measure the energies of photons and electrons
by stopping them in the detector and measuring the energy of the electromagnetic cascade
left from a particle. Given that the cleanest channels for the Higgs boson mass measurements
(H — ~7 and H — 41) rely on photons and electrons, it is crucial to have as good energy and
spatial resolution as possible.

Tile barrel Tile extended barrel

o ﬁ§§/§ A

LAr hadronic
end-cap (HEC)

LAr eleciromagnetic
end-cap (EMEC) ——8MM

=

LAr eleciromagnetic
barrel

Figure 2.7: Overview of the ATLAS electromagnetic calorimeter. Source: [55].
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The design of the electromagnetic calorimeter follows an original idea of Daniel Fournier [56]
(D. Fournier, p. 356-359): an accordion design shown in Fig. 2.8, allowing for a crossing
particle to interact with multiple inclined layers, regardless of the particle impact angle and to
avoid dead regions of the detector. Also, such scheme permits to identify the crossing position
of a particle with a greater spatial resolution than a usual structure with parallel layers.

al b)

I

Particle

Particle

Figure 2.8: Concept of the (a) usual parallel scheme and the (b) accordion scheme of
the electrodes. Source: [55].

The detector uses lead as the absorber material and liquid Argon as the active medium.
Primary electrons and photons interact with the absorber material, creating electromagnetic
shower in the active media. The EM calorimeter is divided into the following main sections:

* barrel (|n| < 1.475). It consists of the two symmetric parts separated by a 4 mm gap
for cables at z = 0. Each half is composed of 16 modules with an angular size of
A¢ = 22.5°, having 1024 accordion-shaped lead absorbers. Drift gaps for electrodes
have a size of 2.1 mm, leading to a total drift time of 450ns for an operating voltage
of 2 kV. The total radiative thickness of the barrel varies from 22 to 30 X, (radiative
length) in the region |n| € (0;0.8) and from 24 to 33 Xj in the region |n| € (0.8;1.3).
In order to prevent significant thickness variations with a change of 7, the modules are
segmented as illustrated in Fig. 2.9. Total number of the readout channels reaches 101
760.

* two endcap components (1.375 < |n| < 3.2) made of an outer wheel (1.375 < |n| < 2.5)
and an inner wheel (2.5 < |n| < 3.2). The wheels are divided into eight wedge shaped
modules with 768 (256) absorbers in the outer (inner) wheel with a thickness of 1.7 mm
(2.5 mm). The radiative thickness of the endcap material varies from 24 to 38 X in the
region of 1.475 < |n| < 2.5 and from 26 to 36 X, for 2.5 < |n| < 3.2. Signal transfer
happens via 62208 readout channels.

In order to improve shower shape (Section 4.4.1) identification and to allow tracking of the
particles in the electromagnetic calorimeter (and rejection of jets mimicking electromagnetic
showers), the detector is composed of the three main distinct layers (Fig. 2.10) and an additional
thin one in front:
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Figure 2.9: Segmentation of the electrode layers in the barrel. The units are in millime-
tres. Source: [55].
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Figure 2.10: Longitudial composition of the barrel. Source: [55].

* Ly presampler (|n| < 1.8 only) is an additional detector to correct for the energy losses
in the upstream material (ID, magnets, cables, cryostats and others).

« L; and L, are the main calorimeter layers, where most of the particles energy is
deposited. Having two layers allows extract more information on the shape of the shower
(to distinguish electromagnetic one from the hadronic one). They are designed to ensure
coverage of the most part of a shower.

« L3 is an additional layer dedicated to cover the edge of the showers.

The overall performance of the electromagnetic calorimeter [57, 58] reaches the level of:

o(E) 10%

E VB

for the energy resolution and for the polar angle: ¢(0) = % (E is in the units of GeV).

® 0.7% (2.5)
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2.2.4 Hadronic calorimeter (HCal)

Energies of jets are mainly measured in the Hadronic calorimeter with energy resolution of:
% ~ % @ 3%. The spatial resolution for a jet is Anp x A¢ = 0.1 x 0.1 in |n| < 2.5 and

An x A¢p = 0.2 x 0.2 beyond || = 2.5.

This detector is a sampler calorimeter made of a large barrel (|| < 1.0), two extended
regions (0.8 < |n| < 1.7) and the endcap zones (1.5 < |n| < 3.2). The technologies for the
central region and the endcaps are different:

* Barrel: steel (absorber) and scintillating tiles (active material). The tiles are azimuthally
divided into 64 modules and longitudinally into three layers.

* Endcaps: copper plates (with varying from 50 mm for the closest to the interaction point
to 25 mm to the furthest ones), interleaved with 8.5 mm LAr gaps as active medium.
Each end-cap is composed of 32 wedge-shaped modules, longitudinally divided into two
sections, resulting in 4 layers per each end-cap.

2.2.5 Forward calorimeter (FCAI)

To ensure almost 47 coverage of the detector, which is important for measuring missing
energy Er and forward objects (jets, leptons), the ATLAS calorimeter system is equipped with
an additional detector called Forward calorimeter (FCal), covering region up to |n| < 4.9. This
sub-detector uses the LAr technology and is also segmented into three layers in depth. The
first layer use copper as an absorber material, and the other two use tungsten. FCal has a
radiative thickness of approximately 10 X,.

2.2.6 Muon Spectrometer

Since typical muons at the LHC have too high energies to be fully absorbed in a material
of any of the detectors due to a weak interaction with the detector, it is only possible to
measure their momentum by identifying the curvature of their trajectories outside of the
previous sub-detectors. lllustration of the ATLAS muon spectrometer is given at Fig. 2.11.

ATLAS

Resistive plate chambers
MDT chambers

N

_ Barrel toroid
< coils

End-cap

toroid MDT Multilayers

Figure 2.11: Cross-section of the ATLAS Muon Spectrometer. Source: [59].
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The muon detector is triggered within tens of nanoseconds by events in the range || < 2.7
and performs measurements in the region |n| < 2.7 with momentum resolution o(pr) varying
from 4% at 50 GeV to 11% at 1 TeV, driving a sagitta of 500 ym to be measured with a
precision of 50 ym. Muons bending is achieved by three magnets: one in the barrel |n| < 1.4
and two in the endcap region 1.6 < |n| < 2.7. In the transition region, both magnets contribute
to the deflection.

The spectrometer is made of two different kinds of detectors, azimuthally arranged in eight
parts, each divided in two sectors overlapping in ¢*. The types of detectors (called chambers)
are:

* MDT (Monitored drift chamber) covering the region |n| < 2.7 (except the innermost
endcap zone, where only the |n| < 2.0 region is covered). Having three to eight tube
layers, they provide a spatial resolution o(z) = 35 ym. There are 1150 chambers in total,
which provide 354'000 readout channels.

* CSC (Cathode-strip chambers) used in the innermost region of the endcap zones
(2.0 < |n| < 2.7). They allow for a spatial resolution of o(R) X o(¢) = 40 pm X 5mm
with 30’700 readout channels.

For the purpose of triggering, two other types of detectors are used:

* RPC (Resistive plate chambers), covering |n| < 1.05 with a response time of 1.5ns and
spatial resolution o(2) x (¢) = 10mm x 10 mm.

* TGC (Thin gap chamber), used to cover the remaining area 1.05 < |n| < 2.4. Their
response time is slightly slower and reaches 4ns. Spatial resolution o(R) x o(¢) =
2mm X 3mm.

The magnetic field of the muon spectrometer is produced by three air-core toroids (one
in the barrel and a pair for the endcaps). They are placed concentrically around the hadron
calorimeter and produce magnetic field of 0.5 T in the barrel and 1T in the end-cap.

2.2.7 Triggers

To reduce the event rate to the one that can be handled by electronics and to store only
potentially meaningful events®, a two level trigger system [60] is used at Run 2. It reduces
event rate from 40 M Hz to 1 kHz which are stored on the hardware.

2.2.8 Performance
The expected performance of the ATLAS detector is shown in Table 2.2.

The overlap allows to reduce gaps in the detector coverage and to enable an alignment
3Events with high-energy events, which can substitute to an analysis
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Detector component Required resolution 7 coverage
Measurement Trigger
Tracking 0y /Pr = 0.05% pr ®1% +2.5
EM calorimetry op/E =10%/VE ®0.7% +3.2 +2.5
Hadronic calorimetry (jets)
barrel and endcap op/E =50%/VE & 3% +3.2 +3.2
forward op/E =100%/VE ®10% 3.1<|n <49 3.1<|n <49
Muon spectrometer 0pr/pr=10% at pr =1 TeV +2.7 +2.4

Table 2.2: Expected performances of ATLAS detector. £ and pr are expressed in units
of GeV. Source: [52].

2.3 Conclusion

The general-purpose ATLAS detector at the LHC allows to reconstruct various particles,
using dedicated sub-detectors. Its organisation and performance are given. The inner detector
serves to reconstruct tracks and identification of particle momentum. The electromagnetic
calorimeter plays a key role in the H — ~v analysis (Chapter 4), as provides the main
information for the photon and electron identification, and in the combined Higgs EFT
interpretation (Chapter 5) due to the leading constraining powers of the H — ZZ* — 4/,
H — ~v measurements, primarily relying on the electromagnetic calorimeter. The hadronic
calorimeter is mainly used for the jet energy measurements, such as H — bb process or
top-mass measurements. The muon wheels are used for the muon identification and their
energy measurements and are essential for some processes, such as H — pu.
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3 - Calibration of the electromagnetic calorimeter with
the Er/pr method

3.1 Introduction

Many analyses within the ATLAS experiment rely on the signature of a final state with the
presence of photons or electrons. Their reconstruction commonly uses information from the
electromagnetic calorimeter. Therefore, precise measurement of their energy is important. An
energy calibration is required in order to correct for discrepancy between the reconstructed
energy from the data and MC. It consists of reducing bias in the form of a shift (between
the real energy of a particle and the reconstructed one) and resolution effects (manifesting in
a difference between the energy spectrum spread). It plays an important role and might be
a limitation for precise measurements. For example, the dominant systematic uncertainties
(Tab. 3.1 for the H — vy and H — ZZ* combination and 3.2 for H — 7~ only) on the Higgs
boson mass measurement come from a calibration quantity (non-linearity). More generally,
since most of the Higgs boson measurements are now dominated by systematics, any calibration
improvement would improve the precision of the measurements and allow to probe possible
BSM effects.

Source Systematic uncertainty in mg [MeV]
EM calorimeter response linearity 60
Non-ID material 55
EM calorimeter layer intercalibration 55
Z — ee calibration 45
ID material 45
Lateral shower shape 40
Muon momentum scale 20
Conversion reconstruction 20
H — ~~ background modelling 20
H — ~7y vertex reconstruction 15
e/~ energy resolution 15
All other systematic uncertainties 10

Table 3.1: Main components of the systematic uncertainties on the Higgs boson mass
from the Run 1-Run 2 combination of vy and 4/ final states. Source: [61].

Source Systematic uncertainty in m7; [MeV ]
EM calorimeter cell non-linearity +180
EM calorimeter cell layer calibration +170
Non-ID material +120
ID material +110
Lateral shower shape +110
Z — ete™ calibration +80
Conversion reconstruction +50
Background model +50
Selection of the diphoton production vertex +40
Resolution +20
Signal Model +20

Table 3.2: Main components of the systematic uncertainties on the Higgs boson mass
from the H — v+ channel with Run 1-Run 2 combination. Source: [61].

63
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As a baseline for the energy measurement [62], the LAr cluster energy is used, which is
affected by the upstream energy losses and leakage outside of the cluster. To account for them,
an MVA (Multivariate regression) is used, which is trained on MC. To ensure the same energy
response as in data, additional calibrations are required. These calibrations are performed with
a set of sequential corrections aiming to reduce as much as possible their remaining discrepancy.
The electron and photon responses in data are calibrated such that they agree as much as
possible with those expected from simulation using a large sample of Z — eTe™ events. Hence,
additional systematic uncertainties are required to cover the residual differences between these
two types of particles. The e/~ calibration chain (Fig. 3.1) consists of several steps.

- 5
simulation training of 3 Z>ee
MC-based 3 3] resoluton |5
ely calibration smearing
EM MC-based calibrated
cluster ely energy ely
energy calibration energy
4q
data longitudinal . . Zoee
layer inter- > cuoTrgtrinc;;ys — scale
calibration calibration
6 Jip>ee Z231ly
data-driven scale validation

Figure 3.1: Overview of the ey calibration chain in ATLAS. Source: [63].

The calibration in Run 1 is described in [63]. The fist Run 2 calibration paper is [64].
Until then, the calorimeter cluster algorithm has been using a fixed sized cluster. After, the
reconstruction algorithm is making use of a cluster of energy deposits measured in topologically
connected calorimeter cells. These clusters are denoted as topo-clusters [65]. The preliminary
calibration is described in [66] and the final calibration paper [62].

During the first step, a calibration for electrons and photons (converted and unconverted)
is performed using a multivariate-based regression based on the variables' describing the EM
clusters. The longitudinal inter-calibration equalises the energy deposit in the two main layers
of the EM calorimeter between data and MC. The MC-based e/~ calibration is applied on the
e/~ response as the next step to ensure matching the detected energy to the actual one of the
particle. A set of so-called uniformity corrections is introduced to account for the non-modelling
of some geometrical features of the detector and the mis-modelling of the LAr electronics
response. After applying these corrections, some residual discrepancies between data and
MC remain. Final calibration on the EM response of the electromagnetic calorimeter is done
using a large sample of Z — e™e™ events (more than 20 million events in the total Run 2
dataset after full selection). For this residual, also called in-situ, Z — eTe™ calibration, the
spectrum information of this standard candle process (in particular, mass and width), measured
precisely by the LEP experiment [67] is used in the nominal approach, so-called template
method, which is becoming particularly interesting as a measure of constraints coming from
the linearity measurement. This method is designed to make the invariant mass of the ete™
system observed in data, and the one predicted by the MC agree as much as possible regarding

TFor the converted photons, information describing the conversion status is also used.
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the central position and the spread. For this, the data distribution is shifted, and the MC is
smeared to have the exact energy resolution (distribution spread) as the actual data. Validation
of the calibration electron energy scales at low energies is done via studying electron candidates
from J/¢ — ee and Z — [~y in data.

The in-situ corrections are deduced in 2 sequential steps:
* a global correction a(n) [68, 69, 70], depending only on the angular position (7) in the

detector:
Edata = Enc (14 a(n)) (3.1)

* a linearity correction (variation of calibration factor with the electron’s momentum)
a(|nl, Ex)?, residual to the global one, linearity, eq. (3.2):

E(/iatzz = EMC£1 +04(77)2><\(1 +Q(ET777))1 (3 2)

Vv ~"
global linearity

The linearity has been previously probed [71] (Fig. 3.2), because it is important for several
analyses, like the Higgs mass measurements.
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Figure 3.2: Corrections a(n): (a) inclusive in pr, (b) as a function of py. Source: [71].

Some excess around 45 GeV is found with the template method, which is the half-mass of
Z-boson. This excess is probably due to a mismodelling of the Z-boson momentum in the MC
simulations due to higher order QCD corrections [70]. It is essential to provide a cross-check
with an alternative method, particularly the linearity dependence. An alternative method has
been examined: the Er/pr method (where Er is the transverse energy of the electron or
positron measured by the calorimeter, and pr is its transverse momentum measured by the
tracker), exploiting both the EM calorimeter and the ID, combining information into a single
variable, using the electrons from the Z — e*e™ topology. A property of the Er/pr variable
is that it has a more-peaking distribution than either E or pr separately. This variable is not

2In the m,. study, by pr one usually means the calorimeter-measured energy. In the E/pr study,
pr is measured in the tracker. In the linearity dependence («(|n|, ET), the energy is taken from the
calorimeter in the both methods.
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measured to be exactly unity® due to the resolution effects of the tracker and the calorimeter,
and due to energy losses, particularly related to bremsstrahlung. The scale factor in this study
is defined as the following quantity:

o= %_1’ (3.3)

(Er/pr)|Mmc

The angular brackets mean averaging in a broad sense, which could be a mean of the histogram
or the central value of a fit function. Unlike the m.. method, which has to deal with the
kinematic correlations between the leading and sub-leading electrons and take care of the
me distribution when looking at a energy-dependent measurement, the E7/pr method only
needs to study single electron an is therefore independent of a mismodelling of the transverse
momentum of the Z-boson and has smaller systematics of this sort.

3.2 Datasets

The study uses 2018 data (58.45 fb~') and its corresponding mcl6e version of MC
simulation. The Z — ee events are simulated [71] at NLO QCD in POWHEGBOX interfaced
to PYTHIAS8 parton shower model. MC samples are normalized to have the same luminosity
as data. To account for the pileup mismodelling, a scale factor weights MC events to match
the distribution of the number of interactions per bunch crossing (pileup) in data additionally
scaled by 1/1.03. For the campaigns of 2015 and 2016, an average pileup was recorded due
to limited statistics. In contrast, the actual, not averaged pileup is used for data from 2017
and 2018, allowing more precise modelling of the pileup distribution in the MC [47]. For the
simulation, only the Z — ete™ process is considered. The background processes which may
also result in the same final state (eTe™, so-called irreducible background), such as tt=, Z — 77
and the di-boson V'V production and mimicking this final states(fakes, also called reducible
background), are estimated to have less than 1% contribution (Fig. 3.3) in comparison to
Z — ete” events after the full selection (Section 3.3) is applied. The fraction of background
increases if the Z mass peak window is extended from [80, 100] GeV to [70, 110] GeV.

3Given electron mass 0.5107% GeV and typical energies of 50 GeV, this ratio is non-distinguishable
from unity.
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Figure 3.3: Example of the dilepton mass distribution after a Z — e*e™ selection ob-
tained with low pile-up 2015 data. The expected contributions from all background
components are estimated with Monte Carlo simulations. Source: [72].

Increasing the statistics by including the decays of the charged vector bosons (W* — e*v)
is not done, although its cross-section is one magnitude higher. Neglecting them is explained
by the problems with missing energy brought out by the neutrinos: one-electron spectrum
would be polluted with background electrons (including fake ones), while an electron-positron
pair, produced in the Z-boson decay, are more suitable for precise measurements.

3.3 Selection

The Z — ete™ selection procedure is the same as in the template method. Events are
required to have a primary vertex with longitudinal position 2.t smaller than 150 mm, to
cut the non-collisional background (cosmic rays, halo beams, beam-gas interactions, pile-up,
etc.). This background is further suppressed by a cut on the significance of the transverse
impact parameter d, (distance from the track to the primary vertex (PV)): |do/co(dp)| < 5
and a cut on the longitudinal impact parameter with respect to the PV: |zpsin(6)| < 0.5 mm.
The selection seeks for two opposite-charge electrons with highest pr (pr > 27 GeV) good
quality clusters ("GoodOQ") in the acceptance of the central region of the electromagnetic
calorimeter (|n| < 2.47). They are required to pass the medium-quality identification criterium
(medium likelihood ID) and loose isolation (FCLoose isolation) [73, 74, 75] (more details in
Section 4.4.2 dedicated to the reconstruction of electrons used in the H — ~~ analysis).

Scale factors are applied to correct the residual differences between data and MC for the
trigger, identification and isolation efficiency. The invariant mass of the di-electron system is

required to belong to the Z-boson peak region: [80,100] GeV .
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.4 Construction of Er/pr variable

Er/pr variable combines information from two reconstructed quantities: Er (from the

calori
Henc

meter) and pr (from the tracker). Each of them might be reconstructed in different ways.
e, one needs to find appropriate ones.

3.4.1 Energy (from the calorimeter)

The distributions of total energy and its transverse part are illustrated in Fig. 3.4a and 3.4b,
where one can see the pre-selection for energy (electrons with E < 27 GeV are cut off). As
expected, the leading electron energy distribution is shifted to higher energies. The transverse
energy spectrum (combined for both electrons) has a peak close to half-mass of the Z-boson,
which is the most probable transverse energy in the reaction.

Energy distrubution of & from Z -> ee E, distribution of e from Z -> ee
—— leading e

5 2500 —— leading e

—— sub-leading e’ —— sub-leading e’

2000

— Two leading e — Two leading e’
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1000,
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.

HH‘HH‘HH‘HH‘HH‘;
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Figure 3.4: Distributions of energy (a) and its transverse part (b) with 2018 data for the

leadi

ng electron (red), sub-leading electron(blue) and the sum of the two (black). The

black vertical dashed line stands to the half-mass of the Z boson. Source: [76].

3.4.2 Tracker Momentum

Within the ATLAS experiment, three following versions of pr [74] are considered:

GSF - Gaussian-sum filter, designed to account for the energy loss of a charged particle,
assuming that the losses are gaussian-like distributed.

GSF_end (momentum at the end of the tracker), which is computed as GSF, but
with compensation of all possible momentum losses by bremsstrahlung in the tracker:
GSFopg = GSF - (1 — forem), where firem is the fraction of the momentum lost in the
irradiation process defined as:

_ ., (g/p)""
Torem = 1=y

(3.4)
where IP is the interaction point (before any irradiation), and ID is at the end of the
inner detector. In order to prevent over-compensating of momentum, a cut on fBrem
variable is introduced. Figure 3.5 illustrated the importance of this cut.

7 — like - Fit of the track without considering an energy-loss term (assuming a 7-
like behaviour of the electron). This hypothesis reconstructs the electron with smaller
energy than the truth one due to the loss by bremsstrahlung, which is not corrected for.

68



3.4. CONSTRUCTION OF Er/pr VARIABLE

Technically, the fit, in this case, is done under the constant curvature assumption. Hence,
the constant-curvature fit will accommodate the decreasing radius, preferring a smaller
value to the truth.

The distributions of the various pr types are illustrated in Fig. 3.5. The corresponding
Er/pr distributions are shown in Fig. 3.6a (with a zoom on Fig. 3.6b). The GSF.,, distribution
is the broadest, since it undergoes a bremsstrahlung correction. The m — like distribution
vanishes faster at higher energies than GSF' (because sometimes the GSF filter, designed to
correct for the bremsstrahlung losses, over corrects energy), but has more tails at low energies,
a direct consequence of the fact that the low transverse momentum tails, characteristic of
bremsstrahlung, are corrected by the GSF'.
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Figure 3.5: Distribution of various electron pr types for MC with and without cut on
forem < 0.5. The cut of the bremsstrahlung variable is crucial to prevent an over-
correction. The red curve, representing the results without this cut, shows unphysi-
cal behaviour at low energy. After the cut (orange curve), the distribution shows no
anomaly at low energy. Source: [76].
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Figure 3.6: Er/pr distributions for various electron pr types with and without cut on
forem < 0.5. The (b) plot is zoomed in E7/py. Source: [76].

Distribution of the ratio MC to data between Er for the three types of pr is shown in
Fig. 3.7a.
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(red), m-like (blue) and GSF,,4 (green). Source: [76].

It shows that the GSF pr is better calibrated than the other pp- types near the energy level
of half mass of the Z-boson (characteristic energy of the Z — eTe™ process).

Also, for all distributions, the mis-modelling of MC has the same trend with E7. Thus
the Er/pr ratio can compensate for this difference. From Fig. 3.7b, depicting Er/pr ratio
between MC and data for the three various types of pr, it is seen that GSF,, 4 shows the best
global agreement between data and MC. However, the GSF,,, distribution is wider than the
other types of momentum. For the present results, the GSF p; momentum has shown the best
results in terms of stability of the method with respect to any change in the configuration
(E7/pr binning, range for the fit and others). The most peaking distribution for Er/pr
originates from the GSF pr, even though it has more tails to the left compared to © — like pr.
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3.4.3 Degradation of momentum with 1 and Ep

Variation of Er/pr distribution with  and Er is shown in Fig. 3.8 and Fig. 3.9. The
shape of Er/pr distribution is more sensitive to the change of the detector region (n) than the
change in Er. This difference mainly appears because the tracker resolution is highly sensitive
to n. Tracker momentum is non-uniformly biased outside of the barrel due to the evolution of
the amount of the material in the inner detector (Fig. 2.6). The fast degradation of momentum

resolution is illustrated in Table 2.2.
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Figure 3.8: Er/pr distributions for various n within the same Er bin. The solid line

stands for data, and the dashed for MC. GSF p+ is used. Source: [76].
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Figure 3.9: Er/pr distributions for various E7 with the same 7. The solid line stands for
data, and the dashed for MC. GSF p is used. Source: [76].

3.4.4 pZ — y? reweighting

A mismodelling of the Z-boson kinematic distributions (p% and y#, being the transverse
momentum and rapidity) is observed at the big-value tails (Fig. 3.10). It may be caused by
the residual missing higher-order QCD corrections to the NNLO modelling of the Z-boson pro-
duction. Correcting for this mismodelling may improve the calibration performance, equalising
initial properties of electrons for data and MC in terms of their initial kinematic distribution.

Correction of this effect (by reweighting the rapidity and pr distributions) is done by
discretising the 2D phase space (yZ x pZ) into 800 0.5 GeV bins for pZ [0,400] GeV and 12
bins in y (Fig. 3.11), following the binning used for the linearity measurements (see section
3.4.5). The fraction of events above the 400 GeV threshold is negligible.
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Figure 3.10: Ratio data/mc of pZ distributions for various rapidity regions. These dis-
crete 2D distributions are used as a pZ — yZ weight applied to MC.

The resulting correction for the MC is implemented as an additional weight w?7—¥” applied

to each event. For each 2D bin, the weight is computed as the ratio between the total weight
for data and MC.

Applying pZ —y? reweighting improves the agreement between data and MC for momentum,
as shown in Fig 3.12, where the blue histogram goes closer to unity in the sub-plot (showing
the MC/data ratio). The impact on Er/pr is small.

Weak sensitivity of Er/pr to pZ — yZ reweighting, in comparison to the nominal method

[71], can be explained by the fact that the E7/pr method treats both electrons from Z-boson
decay independently, so that for each independent region in 1 and pp, the correction applied to
pr is nearly the same for all events. Therefore, the correction itself leads to a nearly constant
multiplicative factor to MC within a given phase-space region, effectively modifying the overall
normalisation factor of the distribution.
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Figure 3.11: 2D ratio data/MC of pZ — yZ distributions. Source: [76].
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3.4.5 Binning in n and Er

Following the linearity measurements with the template method, [71], the same 2D binning

in |n| and

* 6

Er is chosen:

| bins: [0, 0.6], [0.6, 1.0], [1.0, 1.37], [1.37, 1.55], [1.55, 1.82], [1.82, 2.47].

« 7 Er bins: [27, 33], [33, 38], [38, 44], [44, 50], [50, 62], [62, 100], [100, 150] GeV.
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giving 42 bins in total. The binning in 7 is conditioned by the material distribution in the
ATLAS calorimeter system (Fig 2.6).

An independent study of the forward-backwards difference has been performed and is
described in Sec. 3.6.2. It consisted of independent measurements of the linearity for the two
parts of the detector: with n < 0 and n > 0.

3.5 Er/pr implementation

The estimation of the average value of the (Er/pr) quantity is obtained by a fit applied to
the Er/pr distribution. This is done independently for 6 x 7 regions in |n| and pr, separately
for data and MC. After examining the shape of Er/pr distributions, a few functional forms
have been tested: Gaussian and Crystal Ball (CB, defined by eq. (4.15)) functions. All of the
parameters are kept free in the fit.

Optimisation of the window

In order for the fit of Er/pr distribution to be less sensitive to possible lack of statistics and
spread effects in some kinematic regions of phase space (|n|, Er), it is made in a dynamic
window. A two-step procedure (Fig 3.13, described in the next paragraph) allows getting more
stable results with respect to variation of E7/pr binning and fit range.

N\
68% from the max HISTO height \ 75% from the max HISTO height
—’;\ 75% from the max Fit height
68% from the max Fit height L7 7 I
Gaussian fit ! I\
| % | Rebinned hist
Raw E/p histogram \‘TQ istogram
\ REBINNED i
o T
4 REFITTED
[T T

. Fitted raw range ‘

] L] W £/

Figure 3.13: lllustration of the various ranges definition used. Source: [76].

During the first step, the E7/pr initial histograms (Fig. 3.13 in blue) are defined and
filled independently for each kinematic region (E7, |n|) both for data and MC in a preliminary
wide range [0, 10] with 1000 bins (bin width of 0.01). This range is chosen wide enough to
cover most events so that the normalisation of MC to data could be done. Another reason
for the extension to £//p < 10 is that this cut is introduced in the selection of electrons (see
Section 4.4.2 on the electron reconstruction). In order to eliminate a dependence of the fit
results on the fit configuration (binning, statistical fluctuations, choice of the window and
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others) a few step procedure has been developed. At each step a new range is defined, based
on the results from the previous step results.

First range - initial Having only a raw Er/pr histogram, a range is defined based on the
maximal height of the histogram (the grey horizontal line on top of the blue histogram). Then
define the first encountered bins to the left and right from the peak, which have a content
below 68% and 75% (respectively 15%) of the maximal height in order to perform a first
Gaussian (respectively CB) fit. In Fig. 3.13 these levels are depicted with grey dashed horizontal
lines. The resulting range spans between the grey solid vertical lines and is marked as fitted raw
range. The first fit in this range is shown by a red curve. The range for fitting this histogram
is chosen as a compromise between narrow enough to ensure a fit with a simple function and
wide enough to increase statistics, thus reducing fit-uncertainties.

Second range - re-fitted From the fit curve, a new fit range, no more dependent on the
initial binning, is deduced. For the new range, one defines again a level of 68% and 75%
(respectively 15%) from the "maximal height" (red solid horizontal line) of the Gaussian (CB)
fit curve from the previous step. This new range is illustrated by the green solid vertical lines.
At this next step, one obtains and fills the new Er/pr histograms (shown in green) in the
previously defined range to be used for fit. They are shown in green. For the final result,
one needs to fit these new histograms in the range in which they are defined with a Gaussian
(respectively CB) function. The fit curve is illustrated in green over the green histogram.

Fit function choice

Er/pr linearity measurements rely on the precise determination of E7/pr, extracted as the
fit function’s central value. Examination of Er/pr distributions has shown that they were well
modelled with a Gaussian function or with Crystal Ball (including right tail with E7/pr > 1).
With both functions, all their parameters are fit in the study. Uncertainty on the function
parameters reduces with increasing statistics. However, in the regions where Er/pr is far
from unity, the ratio data/MC is also far from unity due to mismodelling of radiative and
detector processes. Therefore, capturing an additional tail of the E7/pr distribution by CB
function does not significantly improve the uncertainties on the linearity values, even though
making them more precise for the low-stat region (high n and Er). Er/pr distribution fit with
Gaussian and CB functions are shown on the Fig. 3.14 and Fig. 3.15.
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Figure 3.14: lllustration of Er/pr distributions fit with Gaussian function for all regions
innand Er. |n| increases along the column from top to bottom and Er increases from
left to right. Four histograms are shown: black (data initial), blue (MCinitial), violet (data
secondary) and red (MC secondary). Corresponding Gaussian fit curves are in orange
and green, respectively. Sub-plots show data/MC ratio for the initial histogram. Source:
[76].
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Figure 3.15: lllustration of Er/pr distributions fit with Crystal Ball function for all re-
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3.6 Bias from the tracker

Since the Er/pr method also uses information on the momentum from the tracker, it may
be affected by bias on pr arising from any miscalibration of the inner detector (ID).

They might be reduced by applying a set of dedicated corrections. Biases are classified into
2 classes ([77]) (Fig. 3.16, another interesting paper is the recent one [78]):

* sagitta bias, resulting from a global rotation of the detector layers (error in the true
angular coordinates of the detector layer), when reconstructed tracks appear to be rotated
with respect to the true ones;

* length scale bias: a global bias on the detector layer radius, when reconstructed tracks
appear to have a different curvature than the original ones. It might happen due to an
incorrect determination of the true radius at which a given layer is located.

—— detector layers Y real hit position % reconstructed hit position - -» real trajectory — fitted track

(@) (b)

Figure 3.16: lllustration of two typical sources of bias from the tracker with a possible
effect on the Er/pr quantity: sagitta bias (a) and length scale bias (b). Source: [77].

3.6.1 Sagitta bias

When electrons and positrons undergo the Lorentz force from the magnetic field in the
inner detector, which determines their momentum, they rotate in opposite directions in the
transverse plane due to their opposite electric charges. Therefore, due to the bias ¢, on
the angular position induced by sagitta bias, instead of the truth angle ¢, one measures angle
O + dpias Of the crossed detector layer by the track. The effect has an opposite sign on a
particle and an anti-particle. If an electron passes through a given detector layer with an actual
angle ¢ in a given frame, then a positron with the same momentum has a true angle —¢ in
this frame. If the sagitta bias induces an angular shift +¢y;,; when determining the truth
layer angular position, it is the same for electrons and positrons with the same momentum. In
that case, the electron is measured with angle ¢ + ¢4, While the positron is determined with
—& + Pvias = — (¢ — Gpias) angle in a given detector layer.

This bias has a consequence on the measured momentum of a given particle via its curvature
in the magnetic field. Indeed, due to the sagitta bias, one can expect over-estimation of energy
for particles with a given charge and under-estimation for their opposite charge counterparts:
the curvature is increased for one particle and decreased for the other particle (Fig. 3.16a).
Hence, the measured momentum of electrons and positrons is biased in the opposite direction
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from the actual value. Given that, by independently measuring the difference between Er/pr
linearity for electrons and positrons, one can probe the sagitta bias 044114, assuming that Er,
measured in the calorimeter does not depend on the charge. Further on, it is assumed that the
mass-shape m., linearity [71] is the benchmark and the only reason why E7/pr method for
electrons and positrons gives different to its results is the sagitta bias.

According to the definitions from [77] of the influence of sagitta bias on the reconstructed
momentum:

e = ptrue(l + qufue(ssagitta)_la (3-5)

where ¢ is the particles charge and d44i14 - Sagitta bias scale, the latest can be found as:

(BT —(E/p)”
6sagztta - 2<ET> (36)

taking into account the relation:

pi - p+ = 2ptruept71:uedsagitta7 (37)

where p* denotes the measured momentum of positrons (electrons) respectively.
Let o be the linearity measured only over positrons (electrons), and p'™“¢ be a not-biased
momentum, which is the same for them (since it is not biased), then

E K E
at —a” o« — — — x (p_—p+>:

pt o Pl

E
2 (2ptruep¥ue55agitm) (38)

true

= 2E|T531191'75ta

Therefore, the difference between linearities for electrons and positrons (at the first order)
grows linearly with E7. This is a simple consequence of the bias magnitude being small; thus,
its effect on momentum is observed only in the first-order expansion.

Therefore, the sagitta bias magnitude can be estimated as:

1
5sagitta X 5QE (39)

A deviation between the linearity dependencies for electrons and positrons (Fig. 3.17)
appears, as expected, in the opposite direction from the reference values with the nominal
historical method [71]. Hence, it allows us to estimate the sagitta bias using eq. (3.9).

Fig. 3.18(a) shows the dependency of (a«t — ™) on Er, and it behaves linearly with Er, as
predicted by eq. (3.9). Estimation of the sagitta bias itself d54gi114 is shown in Fig. 3.18b, from
which it is seen that for the central region of the calorimeter (|n| < 1.0) estimated value of the
sagitta bias (5fagtta ~ 0.05 1072 GeV ! = 0.05 TeV 1. This value is in good agreement with
the value of sagitta bias from the official study [77], shown in the Fig. 3.19b, where 5;’%’%‘”
for the barrel is found to be ~ 0.05 TeV 1.

Therefore, for the central region of the detector, the E7/pr method confirms the value of
the sagitta bias found in the dedicated study.
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Figure 3.17: Linearity measurements for positrons (a) and electrons (b) (green and violet
curves, standing for different methods: the green is with pZ — yZreweighting and the
violet is the nominal (Er/pr) result) with respect to the reference values (blue) of the
me. method [71]. Source: [76].
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Figure 3.18: The difference between linearities for positrons and electrons without (a)
+_ o

and with normalisation (right) on 2Er. This ratio <QT
T

timate of the sagitta bias (formula (3.9)). Various colours represent different angular
zones in the detector (red, blue, green, cyan, yellow, pink). The estimated sagitta bias
is nearly flat with Er in the barrel (|n < 1.0]) and oscillates around a constant outside.
Source: [76].

) is expected to be an es-

3.6.2 Scale bias

Length-scale bias arising from misknowledge of the transverse scale in the inner detector
can be probed by comparing the Er/pr linearity measurements with the nominal me, linearity
(which is much less sensitive to any miscalibration of the tracker) under the assumption that
the only reason for their difference comes from the tracker miscalibration.

An estimation of the scale bias has been performed using a muon analysis, and its results
were provided in private [79]. The values found are shown in Fig. 3.20.
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Figure 3.20: Scale bias from muon analysis (Z — pu* ™) as a function of 5. Source: [79].

These corrections are evaluated [80] as follows:

shift correction
N

cor __ leC + 80(”7 ¢) + 51(777 ¢)p¥0

T 2
L+ S Aru(n,0) (02) " g (3.10)
m=0
sme?l?’ing

x (pMC(l +51) + so>/(spread correction)
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Therefore, this estimation is equivalent to the following momentum shift:

pvc — puc(l+ s1) (3.11)

Here the s, correction is neglected, being a constant factor, with no dependence on the
momentum.

The linearity measurements aim to correct data; therefore, eq. (3.11) can be transformed
to the following correction of data:

Pdata — pdam/(]— + 51) (31 2)

The scale bias can be probed using the E7/pr method assuming that the only difference
between m.. and Er/pr linearities comes from this bias. Thus, using definitions of m.. and
Er/pr linearities (o, and agy,, respectively), it comes:

e Bl
" " (B)luc 513
Lt apy, = \Er/prlan,
<ET/pT>|MC

and taking into account the requirement that corrected momentum for data equals the MC
momentum, this makes:

(Pme) = () = pumee” /(1 + s1), (3.14)
One can estimate:
1+amee ﬁ
(Er/pr)| (E)|data (P)]
Pr)\data data MC
P = B for)laie - (BMae (Pl (3.15)
1 + (7% Q. — OéE'/p
1 — _— :> — __'ee o —E
Tanh =y 51 o 1+ agy
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As the scale bias from muon analysis (Fig. 3.20) is asymmetric in 7, the Er/pr linearities
separately for n > 0 and n < 0 differ among themselves and differ from the inclusive in 7
linearity (Fig. 3.21).
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Figure 3.21: Linearity measurements for various || regions for n < 0 (left), n > 0 (right)
and inclusive in 1. Red values stand to the ones found in this study with CB fit, green
and blue represent m,, linearity found in [71] with and without pZ — yZ reweighting,
respectively. The rows stand for various 7 regions: [0, 0.6], [0.6, 1.0] and [1.0, 1.37],
respectively. Source: [76].

Estimation of s; dependency on 7 is based on (a,,. — @g/p) and its official value are shown
in Fig. 3.22. In the barrel, a good agreement between Er/pr estimation and the official values
of sy is present. In the region |n| < 1.5, the Er/pr method can provide a reliable estimation
of the bias, but neither for negative eta nor for the end-cap |n| > 1.5.
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0.006 Rebin cb  fit over 1 bin of E |
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0.004
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Figure 3.22: Estimation of the length-scale bias (s!?) from eq. (3.15) as a difference
between a,,, and oz, linearities. The official values of s{” are shown in black solid
and dashed lines (depending on the version of the results). In the central region, the
(Er/pr)-based method agrees with the official predictions. Source: [76].

3.6.3 Tracker resolution

Estimation of tracker resolution degradation with respect to the angular region in the
detector 7 is illustrated by comparing of m,. shapes for data and MC from the tracker*
Fig. 3.23. At the same time, the resolution of the calorimeter degrades less (Fig. 3.24). The
ratio between m,, for data and MC is present in Fig. 3.25, showing a flatter behaviour for the
calorimeter m,.. measurements. Quick degradation of the energy (momentum) resolution of
the tracker gives a hint that a potential spread of the Er/pr distribution degrades with 7,
decreasing precision on measurements.

“mee from the tracker is computed using measurements of the momentum of electrons and their
relative angle.
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Figure 3.23: m,. distributions from the tracker with and without cut on the leading
electrons Er/pr. Source: [76].
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Figure 3.24: m,. distributions from the calorimeter and tracker before and after cut on
the leading electron Er/py. Source: [76].
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Figure 3.25: Ratios of m,. distributions between data and MC obtained with calorime-
ter (blue) and tracker (red). The calorimeter distribution is cut on the Z-mass window.
Source: [76].

3.6.4 Correlation between electrons

To check impact of treating the two electrons from Z-decay independently, the Er/pr
shape for the sub-leading electron is compared between the two following configurations:

* Nominal (no additional cuts or selection);

* Sub-leading electron is kept only if the Er/pr ratio for the leading electron belongs to a
certain range.

The similarity between the shapes (see Fig. 3.26) supports the hypothesis of no impact of
treating the two electrons independently. Otherwise, it would not be possible to treat the
electrons independently.
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Figure 3.26: Ep/pr distributions independently for leading (black for data and blue for
MC) and sub-leading electrons: red for data and green for MC in a case of no cut. Grey
and Cyan represent Ep/pr distributions obtained for the sub-leading electron, when
the leading one has Er/pr in a certain narrow range. Source: [76].
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3.7 Results

The linearity measurements with the Fr/pr method are shown in Fig. 3.27.
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Figure 3.27: Linearity measurements results from Er/pr method (red) and nominal m...
template method (blue and green, without and with pZ — yZ reweighting, respectively).
Source: [76].

There is a general agreement in trends between the linearities from the Er/pr and me..
measurements. The methods get closer once the p% — y? reweighting is applied (green curve).
A global offset appears between the Er/pr and m.. linearities, which might come from the
tracker effect, to which the m.. method is insensitive.

Alternative results with the Gaussian function are shown in Fig. 3.28, showing an excellent
agreement with the nominal results obtained using the Crystal Ball function.
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Figure 3.28: Linearity measurements from Er/pr method with CB fit (red), and Gaus-
sian fit (orange) and nominal m.. template method (blue and green - without and with
pZ — y?Z reweighting, respectively). Source: [76].

3.7.1 Momentum correction

Since momentum from the tracker is biased, it is possible to correct it using dedicated
corrections derived by the tracker working group. There are a few possible values for the scale
correction to be applied:

* from the muon analyses ([80]):

- A global 0.0007 bias;

- n-dependent values, shown in Table. 3.3;
* from the ID (inner detector) alignment [77]:

- A global 0.00087 bias (Fig. 3.29a);

- n-dependent corrections, shown in Fig. 3.29b.

Region ArP(x1073)  AriP [Tev1] sP(x1073)
+0.6 +0.04 _ @01
In] <1.05  4.1%98 0.17+0:04 0.6%91
1.05 < |n| <20 5.5%25 0.341907 —0.5%92
| > 2.0 99 0.0540.01 1.0%e

Table 3.3: Parameters describing the scale bias derived from a muon analysis. The last
column shows the n-dependent scale bias, which is a proxy for the correction we are
interested in [80].
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Figure 3.29: Official length-scale bias estimations with E7/pr method for muons [77]
as a function of py (a) and || (b). Source: [76].

After applying the corresponding global correction, the resulting linearity dependencies are

shown in Fig. 3.30.
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Figure 3.30: Er/pr linearity measurements after applying a global 0.0007 momentum
correction. Source: [76].
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3.7.2 Variation of the parameters
Consistency of the method has been investigated by varying various parameters both defining
method properties, such as window choice, Er/pr binning, and applying or not applying some
cuts:

* fBrem cut (not nominally applied) - cut on fBrem < 0.5
* Z-mass cut (is nominally applied) - cut on m,. € [80,100] GeV

No significant deviations in the Er/pr linearities have been observed after applying all such
variations.

3.7.3 Validation of the method

In order to check the validity of the method and its reliability, a closure test has been
conducted: the study was repeated over Er/pr distributions corrected with the values of
linearity (v = f(E7)) found with raw distributions. In the ideal case, zero values of linearity
would be found. Any deviation of the results from zero may serve as an estimate of the method
uncertainty.

The linearity values before and after the closure test are shown in Fig. 3.31 and 3.32. The
resulting linearities after performing the closure test for all of the detector regions, but the very
forward, show almost zero values, confirming the method's stability and robustness. Only for
the very forward region (|n| € [1.82,2.47]), linearities for high energy significantly differ from
zero due to the instability of the method (for very low-stat regions) and miscalibration of the
tracker.
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Figure 3.31: Linearity measurements for various |n| regions before (left) and after ap-
plying the closure corrections (right). Red values stand to the ones found in this study
with CB fit, green and blue represent m., linearity found in [71] with and without pZ —y?
reweighting, respectively. The rows stand for various 7 regions: [0, 0.6], [0.6, 1.0] and
[1.0, 1.37]. Source: [76].
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Figure 3.32: Linearity measurements for various |n| regions before (left) and after ap-
plying the closure corrections (right). Red values stand to the ones found in this study
with CB fit, green and blue represent m., linearity found in [71] with and without pZ —y?
reweighting, respectively. The rows stand for various n regions: [1.37, 1.55], [1.55, 1.82]

and [1.82, 2.47]. Source: [76].
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3.8 Conclusion

The Er/pr method has been explored as an alternative to the classical template m.,
in-situ calibration method, relying not only on information from the calorimeter but also on the
tracker to determine particles’ momentum. The linearity results of the Er/pr method show
the same tendency as the nominal ones, but often with an offset, which might be explained in
the barrel by the tracker miscalibration (length-scale bias). Applying the pZ — yZreweighting,
allows getting closer results to the classical template method, that may be a hint for the usage
of this reweighting. To compare performance of m.. and E7/pr methods, a toy MC dataset
was created with an injected value of o and both methods were used to estimate the bias. This
is not documented in the thesis. Furthermore, with more statistics and a better-determined
tracker calibration and bias, such a method could serve as a verification and cross-check of the
Me. template method, nominally used in Run 2 e~y calibration.
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4 - The H — v coupling analysis with full Run 2 data

4.1 Introduction

The experimental signature of the H — ~+ signal is a narrow Gaussian-like peak with
an approximate width of! 2 GeV emerging over a smoothly falling continuum background
(Fig. 4.1), made of irreducible v+ and reducible j and jj processes, where one or two jets
are misidentified as photons. Impact of the signal-background interference is negligible in the
coupling analysis.

270000 " " 7 T T T T ' e
3 ¢ Data C\_TLAS .
< 60000 s=13TeV, 139 fb
2 o Background m,, = 125.09 GeV

5 . .
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Figure 4.1: Diphoton invariant mass spectrum, inclusive over all the categories.
Source: [39].

The full Run 2 H — ~v coupling analysis at /s = 13 TeV exploits 139.0 fb~! of pp
collision data recorded by the ATLAS detector at the LHC. It supersedes the previous analyses
made at the same energy [81] with 36 fb~! (campaigns of 2015 + 2016) followed by the one
with 80 fb~! (2015-2017) [82], and the full Run 1 analysis at \/s = 7 TeV and 8 TeV [83].

The objective of the analysis is to measure the Higgs boson couplings with various levels of
granularity: starting from the inclusive measurement and separation of the dominant production
modes, up to having fine granularity both in the production modes and detailed kinematic
regions, defined by the multiplicity of jets, pr of the Higgs, invariant masses of various
combinations of final state particles, etc. This last scenario, so-called STXS (Section 4.2),
presents the finest granularity of the phase space with the version STXS stage 1.2. Besides that,

'The intrinsic width of 4.07 MeV is negligible with respect to the resolution of the EM calorimeter.
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the results are interpreted in the x-framework and in the SMEFT (Standard-Model-Effective-
Field-Theory) approach probing the Wilson coefficients. To prevent a consecutive description of
the EFT interpretation (with the H — 7 only and with the Higgs combination), this method
and results are given only for the combined Higgs measurement and are described with more
details.

The Higgs mass is fixed to 125.09 4+ 0.24 GeV, corresponding to the results of the ATLAS
and CMS combination of Run 1 data [84].

4.2 Simplified Template Cross-Sections (STXS)

The STXS framework measures production cross-sections in the fiducial regions of the phase
space (Fig. 4.2, 4.3, 4.4) at the particle level (so-called truth bins) based on kinematic criteria
as multiplicity of jets, invariant masses of di-jet or Higgs-and-jet systems and their transverse
momentum. The final state of the Higgs boson decay is not considered for the classification
of the STXS. All the production modes are treated independently, with different splits of the
phase-space. Such an approach allows to establish a compromise between fiducial cross-sections
with a dedicated decay channel, thus not combinable, and a measurement relative to a reference
SM cross-section (signal strength), thus, with a higher theoretical systematic uncertainty. Also,
the STXS separates out regions which are hard to predict (as for example, number of jets, Njes).

The STXS is weakly dependent on the underlying model because they are restricted to the
acceptance region of the detector, therefore requiring no extrapolation correction to the full
phase space, which would rely on a specific theoretical model, in particular on the kinematic
of the Higgs boson. Moreover, the STXS has been designed to allow model-independent
interpretation of the results and simplify combinations between various analyses, targetting
different final states with the same intermediate state. Results of STXS measurements can
be used for constraining various BSM models and more generally be re-interpreted in an EFT
theory.

Stage 1.2 VH = V(- leptons) H Stage 1.2
. :
 Comwin ] [aozn ] 0
pf) | . . | . . . . 60
. | S | | . || . | 0
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Figure 4.4: Discretisation of the phase-space in the stage 1.2 granularity of the STXS
framework for the V H and ¢t H production modes. Source: [39].

Following the STXS 1.2 prescription, only the events with the Higgs boson rapidity |y| < 2.5
are considered. This restriction comes from the acceptance of the precision region of ATLAS
and CMS detectors. With respect to the original optimistic granularity, for definition of stage 1.2
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Figure 4.2: Discretisation of the phase-space in the stage 1.2 granularity of the STXS
framework for the ggH production mode. Source: [39].

truth bins, a few modifications have been adopted due to the limited sensitivity of the analysis
for some kinematic variables:

* the ggH and qq — Hqq processes are not split by pgjj due to the lack of sensitivity of
the analysis. An additional split on m;; variable is introduced.

* The p2 > 200 GeV region of the electroweak qq — Hqq process is split into three
regions in m;: (350, 700], [700, 1000] and [1000, co] GeV. As compared to the original
STXS phase space, the edge of 1500 GeV is removed. Measurements for these regions
are not done due to limited analysis sensitivity of the H — ~~ channel, but the splitting
is included in combination with other channels.

* the VH leptonic is not split by the number of jets.

The analysis targets 28 truth-bins (Fig. 4.5), simultaneously measured in 101 reconstructed
categories.

WH-ZH ambiguity

The W H and ZH production modes can easily be misidentified during the reconstruction: if
one of the leptons from the Z-boson decay is missed, then the corresponding event is classified
as coming from the W H production mode. This ambiguity leads to a strong anti-correlation
between the W H and ZH signal strength (see Fig. 4.30).

All events are categorised into a set of orthogonal categories defined to target specific
STXS truth bin to increase the measurement sensitivity? (Section 4.6). A simultaneous signal
plus background fit over all categories is then performed to extract the STXS cross-sections.

2Measurement sensitivity can be viewed as signal over background ratio, S/ B.
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Figure 4.3: Discretisation of the phase-space in the stage 1.2 granularity of the STXS
framework for the V BF' production mode. Source: [39].

4.3 Datasets

The full Run 2 dataset after all the quality requirements [85], ensuring that the detector
sub-components were working in good conditions, corresponds to the integrated luminosity
of 139.04+2.4fb~! [47, 86]. The mean number of interactions per bunch crossing is (i) = 33.7.

Table 4.1 presents an overview of generators for various signal and background processes.
The signal Higgs samples are generated under assumption of Higgs boson mass 125 GeV and are
shifted in the analysis to have a mass of 125.09 GeV. The intrinsic width in the simulation is set to
4.07 MeV [87]. Most of these signal processes are generated with Powheg Box v2 [88, 89, 90, 91].
The tHgb and t HW processes are generated with MADGRAPHS5  AMC@NLO 2.6 [92] in the
4-(5-) flavour scheme. The parton showering, hadronisation and effect of underlying event are
modelled with PYTHIA8.2 [93, 94]. For the decays of the bottom and charm quarks, EvtGen
1.6.0 [95] is used. The PDF4LHC [96] parton distribution functions are used. The vy and
V7 background samples are produced with Sherpa 2.2.4 [97]. The production of ¢t~ events
is done with MADGRAPH5 AMC@NLO 2.3.3 using the NNPDF2.3LO PDF [98].
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Figure 4.5: Definition of the 28 truth-bins used in the analysis. Source: [39].

The composition in the truth-bins of the simulated signal production modes is given in
Fig. 4.6.
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Process Generator Showering PDF set \ﬁihl)?k:]Tev Order of o calculation
ggF NNLOPS Pythia 8.2 PDF4LHC[ 15] 48.5 N3LO(QCD)+NLO(EW)
VBF Powheg Box Pythia 8.2 PDF4LHC[ 15] 3.78 approximate-NNLO(QCD)+NLO(EW)
WH Powheg Box Pythia 8.2 PDF4LHC[ 15] 1.37 NNLO(QCD)+NLO(EW)
qq—~ ZH Powheg Box Pythia 8.2 PDF4LHC[ 15] 0.76 NNLO(QCD)+NLO(EW)
g9 — ZH Powheg Box Pythia 8.2 PDF4LHC[ 15] 0.12 NLO(QCD)

ttH Powheg Box Pythia 8.2 PDF4LHC[ 15] 0.51 NLO(QCD)+NLO(EW)
bbH Powheg Box Pythia 8.2 PDF4LHC[ 15] 0.49 NNLO(QCD)
tHqb MadGraph5_aMC@NLO Pythia 8.2 NNPDF3.0NNLO 0.074 NLO(QCD)
tHW MadGraph5_aMC@NLO Pythia 8.2 NNPDF3.0NNLO 0.015 NLO(QCD)

¥y Sherpa Sherpa  NNPDF3.0NNLO

Vyy Sherpa Sherpa  NNPDF3.0NNLO

tiyy MadGraph5_aMC@NLO  Pythia 8 NNPDF2.3nlo

Table 4.1: Summary of configurations used for event generation of various Higgs pro-
duction modes processes. The Higgs boson mass used is 125 GeV. The cross-sections
for the background processes are omitted, since their normalisation is directly obtained
from a fit to data. Source: [99].
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Figure 4.6: Composition of various MC production modes by the STXS stage 1.2 truth
bins. Source: [99].
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4.4 Selection

Most particles of the Standard Model are used in the selection, in order to select the
primary objects (photons) of the H — 7+ channel and struggle against the irreducible and
reducible background, as well as to select the secondary objects (electrons, muons, jets, MET)
that appear in various topologies of the production modes. A categorisation (Section 4.6) is
developed in order to optimise the sensitivity to the various truth bins.

4.4.1 Photons

Photons are reconstructed using a dynamic cluster in the EM calorimeter [100]. Each
photon candidate is classified either as converted or unconverted. The converted status is
positive if a photon has converted into an electron-positron pair by interacting with the material
of the detector. Such a situation corresponds to the presence of two tracks forming a conversion
vertex or of an electron signature with no hits in the ID. Otherwise, the photon candidate
is labelled as unconverted. In the case of the presence of conversion vertices, the clusters
should be associated with the tracks reconstructed in the ID. The so-called bad-quality photon
candidates, affected by either dead or masked cells in the calorimeter are not considered in
the analysis. An identification of the photon is made from shower shape variables (Table 4.2,
Fig. 4.7, Fig. 4.8) in order to struggle against fake photons (mainly 7).

Description of the shower shape variables is given in Table 4.2.

Category Description Variable | loose | tight
Acceptance In| < 1.37U1.52 < |n| < 2.37 + +
* Ratio of Et in the first layer of the hadronic calorimeter
Hadronic leakage to Et of the EM cluster (used over the Rnad | + +

range |n| < 0.8 and |n| > 1.37)
* Ratio of Er in the hadronic calorimeter to Et of the

EM cluster (used over the range 0.8 < |n| < 1.37) Bhad * *
EM Middle layer | * Ratio of 3 x 7 x ¢ to 7 x 7 cell energies R, + +
* Lateral width of the shower W2 + +
* Ratio of 3 x 31 x ¢ to 7 x 7 cell energies Ry + +
EM Strip layer * Lateral shower width calculated from three strips W3 +
around the strip with highest energy deposit
* Total lateral shower width Wiot s4
* Energy outside the core of 3 central strips but within Fige +
7 strips divided by energy within 3 central strips
* Difference between the energy associated with the AFE +

second maximum in the strip layer and the energy
energy reconstructed in the strip with minimum value
found between the first and second maxima

* Ratio of energy difference associated with the largest Eatio
and second largest energy deposits to the sum of
these energies

Table 4.2: Shower shape variables used for photon identification. Symbol: "*" marks
whether a variable is used for the loose and selection. Source: [101].

|dentification efficiency ranges from around 84% to 94% (85% to 98%) for the unconverted
(converted) photon. A relaxed so-called loose identification is used first in order to preselect
the photons. The candidates are required to pass kinematic cuts: pr > 25 GeV (pre-selection
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for a loose photon) and || < 2.37, excluding the transition region (also called crack region):
In| € [1.37,1.52], where the excluded 7 region allows to focus to good quality photons in a
finely-segmented region of the EM calorimeter.

S] 2 2
LEin; YEN;
Wy, = \/ 2}5’_‘ (2—1'571) AE = Emax 2 Emm
Ep1=Ealea
am | Widthina3x5 (An x A¢) - Er o = %
o E region of cells in S, Enax.1 TEmax 2
- i
H s
W. = EEi(i_jmux)z
Ehad s = SE;
Rhad =
wy3 uses 32 strips (1 X ¢)
l Wyiot 18 defined similarly
Hadronic |IIII| ||III but uses 20x 2 strips
emnd layer S»

Sfrlp\ M

Figure 4.7: lllustration of the shower shape variables definition and their meaning.
Source: [101].
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Figure 4.8: Example of the shower shape variables (a) R, for unconverted photons and
(b) Eratio for converted photons. Source: [101].

Even though the photon identification has reduced the contamination from misidentified
particles (neutral mesons, dominantly 7 in jets, that subsequently decay to photons), a further
reduction is made by requiring an isolation of the photons. Two types of isolation are made:
one exploiting the calorimeter and one exploiting the track.

The calorimeter isolation (Fig. 4.9) represents the amount of energy deposit of the shower
induced by a photon (can also be used for electrons, etc.) in the cluster outside of the main
window where the photon (this is true also for electron selection) deposits most of his energy.

A cut on this allows to suppress further the fake photons which have a wider shower
extension, thus leaving some energy outside the window. The window is built around the
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n

Figure 4.9: Schematic of the calorimeter isolation. The grid represents the cells of the
second layer of the calorimeter in n x ¢ directions. The prompt photon candidate mostly
deposits energy in the centre of the rectangle window (yellow). The blue cone repre-
sents the isolation cone. All topological clusters (red), for which the barycentres fall
within the isolation cone are included in the computation of the isolation variable. The
energy deposited in the An x A¢ = 0.125 x 0.175 window of the 5 x 7 cells (yellow) is
substracted in the computation. Source: [74].

barycentre of the electron energy cluster and has a size of An x A¢ = 5 x 7 cells in the
second layer of the EM calorimeter. The calorimeter isolation variable is obtained by summing
the transverse energy deposit in a cone of angular dimension R = \/A(n)? + A(¢)? = 0.2,
neglecting the window surrounding the photon. The cut on the calorimeter isolation variable is
Eize < 0.065 x Er.

A track isolation variable, ps°, defined as a scalar sum of all momentum of tracks with
pr > 1 GeV not associated with a photon conversion in a cone of AR < 0.2 surrounding the
photon cluster, is computed. Photons are required to satisfy: pi® < 0.05 x Ep.

4.4.2 Electrons

Since electrons and photons have similar energy deposit signature in the calorimeter, their
shower shape variables are rather similar. In the central region of the detector, the e/~
misidentification is at the level of 2%, increasing up to 7 % in the end-cap and decreasing with
energy.

Electrons are also reconstructed with dynamic, variable-size energy clusters in the EM
calorimeter [74, 75] and are not taken into account, if they are affected by dead or masked cells
in the calorimeter or if they have pr < 10 GeV. Also, the transition region of |n| € [1.37,1.52]
is vetoed. An illustration of electron pass through the detector system is given in Fig. 4.10.

Electrons are identified with a likelihood based identification [74], using information both
from the tracker and calorimeter. Medium working point is chosen for electron candidates [73],
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hadronic calorimeter

third layer ,~
AnxAg=0.05x0.0245

second layer
AnxAg=0.025x0.0245

first layer (strips)
AnxAg=0.0031x0.098

presampler

TRT (73 layers)

beam axis pixels

beam spot

do

insertable B-layer

Figure 4.10: lllustration of the path of an electron through the various sub-detectors.
The red trajectory shows the hypothetical path of an electron. The dashed one indicates
the path of a photon produced by the interaction of the electron with the material in
the tracking system. Source: [74].

which has around 88% efficiency for identifying a prompt electron with Er = 40 GeV'.

Electrons are required to have pr > 10 GeV. Moreover, an electrons’s track must be related
to the vertex association, by the following set of conditions: |dy/o(dy)| < 5 (transverse impact
parameter) and |zsin(0)| < 0.5 mm (longitudinal impact parameter). Analysis selection
further requires electrons to satisfy a condition on the isolation variables:

B\ ap<o2 < 0.2 pr

iso 4.1
P’ lar<02 < 0.15 - pr

4.4.3 Muons

Muon candidates are reconstructed using tracks from the ID and the muon spectrometer
[102] (Section 2.2.6). Kinematic cut requires muons to obey the following criteria: pr > 10 GeV,
|n| < 2.7. The impact parameters are required to be: |dy/o(dy)| < 3 and |zgsin(f)| < 0.5 mm
for the transverse and longitudinal, respectively. Further selections are applied to eliminate
muon candidates coming either from kaons and pions or charged hadrons, responsible for the
most significant contamination. The latest ones are characterised by the presence of a distinct
kink in the radiation of muons, therefore declining muons trajectory in the MS from the original
one in the ID. A few quantities are computed, characterising the difference between trajectories
in these two detectors, therefore identifying a muon candidate:

* q/p significance: charge-to-momentum ratio, divided by its error.

* pl: the absolute difference between momenta normalised on the value obtained from the
combined track.

* normalised 2 of a combined track fit.

After passing the medium working point selection, a muon candidate undergoes a set of
dedicated corrections, including the sagitta-bias correction. Finally, muons are required to fulfil
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calorimeter- and track-based isolation requirements, which are 95-97% efficient for muons with
pr € [10,60] GeV and are 99% efficient for higher py.

4.4.4 Jets and b-tagging

Jets are reconstructed using the anti-kt [103] algorithm with R = 0.4 parameter. It consists
of a recursive grouping of the energy deposits of protojets® with other ones, according to the
definition of a distance that promotes high pr deposits:

11 A
di; = min(——, ——) X —2
’ p%,i p%,j R?

where pr; and pr; are the transverse momentum deposits of the protojets, A?, = (y; — y;)* +
(i — ¢;)? is geometrical distance information. The algorithm is the following:

» For each protojet i, compute d; = p;.°
* For each pair of protojets 7 and j, compute d;; defined by the eq. (4.2).
* Among all d; and d;; find the smallest: d,,;,,:

- if d,in is a d;, then this object can no more be merged. This object is labelled as

jet and is removed from the list of remnant protojets.
- otherwise, if d,,;,, is a d;;, then the protojets ¢ and j are merged together to form a

new single protojet (and their 4-momentums are summed).

Preselected jets must satisfy the following criterium: pj;t > 25 GeV and |y < 4.4.
Candidates overlapping with photons (electrons) with AR = 0.4 (0.2) are removed.

B-mesons have a unique signature in the detector system due to their long life-time
(=~ 1.5 ps), corresponding to & 450 x ~ um displaced vertex, thus having large impact
parameters. Reconstruction of the corresponding b-quarks (b-tagging) is done via a procedure,
involving use of Recurrent Neural Network (RNN) [104] as one of the variables. This RNN
combines information from trajectories of particles, identified in the ID. Identification efficiency
is increased by enhancing presence of muons in the semi-leptonic decays of b-hadrons.

4.4.5 Tau-leptons

The dominant part of the tau-leptons decays hadronically (65% branching ratio) and their
reconstruction [105] follows the one of jets: tau-candidates are seeded by jets. Minimal selection
requires pr > 5 GeV and |n| < 2.5. Tracks are associated with the tau-candidates if they are
in a cone of AR < 0.25 around the direction and have pr > 1 GeV. Furthermore, the track
is required to satisfy the following geometrical conditions: |dy| < 1.0 mm longitudinally and
|zosin @] < 1.5 mm. For the leptonic channels, the corresponding lepton reconstruction is used.

4.4.6 Top reconstruction

Reconstruction of the top quarks is a challenging task due to the complex experimental
signature of its decay. Moreover, being unstable, it decays before hadronisation. The main

3Protojet is an object at a given step. At the beginning, it is a topocluster.

107



CHAPTER 4. THE H — ~y~ COUPLING ANALYSIS WITH FULL RUN 2 DATA

decays are:

t— bW~ = bqq
t— bWt = bgq
t—= bW~ = by,
t—= b W = bly,,

(4.3)

leading to the creation of up to six jets in tf production (in the hadronic final states of W=,
which have the branching fraction of 67% [48]). A reasonable assumption is that each quark
produces only one jet in the final state. Therefore, the individual hadronic top-quark can be
reconstructed from the three leading jets. In this way, the selection requires the presence of
at least three jets, with one being b-tagged. For the leptonic decays, the presence of at least
one b-jet and at least one lepton are required. Due to missing energy, the 4-momentum of the
W-boson is derived using the constrain:

2 2
miy = | Bt /2 + 02+ 92| — [+ D P D)) (4.4)

Among the two solutions of this equation, the one giving the smallest absolute value for p,, . is
chosen. If none of the solutions is real, then the ms = my, constraint is applied, where the
mr is the total transverse mass, defined as: mr = E? — p?.

4.4.7 Epss
The missing transverse energy E7s [106] is defined as a negative sum of transverse
momentum, pr, over all selected particles in the reaction (photons, electrons, muons and jets)
and over all low-p7 particles, which tracks are associated to the initial diphoton vertex, but not
assigned to any of the previously selected objects:

Eiss — ZﬁT | obj € u,e,, hadronic 7, jets, soft-term (4.5)
obj

where the soft-term is reconstructed from detector signals not associated with any hard object
passing the selection cuts[107].

Often, one also uses a hard-object equivalent Hr, which is defined in a similar way, but
only from the reconstructed hard-objects:

I——_iT = - ZﬁT ’ Ob.] € u,e,T, jets (46)
obj

Another quantity is the E7s* significance:

EJ'ss significance = L 4.7)

4.4.8 Inclusive selection for the diphoton system

The selection requires presence of at least one vertex with at least two tracks. The primary
vertex is chosen by a neural network, exploiting multiple variables (sum of p%, etc.). The Higgs
boson candidate is reconstructed from the two highest pr tight and isolated photons.
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To increase precision on the reconstructed vertex position (thus, resolution), two indepen-
dent NNs (Neural Networks) are used: for unconverted v+ pair and for the one with at least
one converted photon. The NNs combine information both from the calorimeter (longitudinal
direction of the photons deduced by combining information from the two front layers of the
calorimeter) and from the tracker, which is the primary source of information: A¢ between the
diphoton system and the tracks being under consideration, the scalar sum of py and p2 of the
tracks. The simulations showed that the algorithm was able to reconstruct the truth vertex not
further than 0.3 mm from the truth one in 76% of the time (using ggH signal events). A slight
decrease in the vertex reconstruction efficiency is present for the t£H events since the NNs have
been trained over the ggH samples. However, retraining over the entire dataset does not lead
to a valuable improvement in performance. Finally, the leading and sub-leading photons have to
satisfy pr/m., > 0.35 and 0.25, respectively. The predicted SM Higgs boson efficiency is 39%.
In addition, events passing the bby~y selection* are removed to allow combination between anal-
yses. The removal has a negligible effect on the H — ~~ analysis and mainly affects ¢t H events.

Events failing the tight identification or the isolation criterium are used as control sample
(CS) for background estimation with ABCD method [108].

4.5 Parameters of Interest

The analysis targets a few various parameters-of-interests (POIl) in different granularities.
The following schemes are considered:

* 1-POI, inclusive u = o) /od},, targetting the overall Higgs boson production signal
strength.

* 6-POI scheme, {u;}, with ¢ being a production mode: ggF, VBF, WH, ZH, ttH and
tH. In this scheme, signal strengths of the production modes are measured simultaneously.

* 28-POl scheme, {1}, with ¢ running over all the STXS truth-bins.

4.6 Categorisation

The events passing the diphoton selection criterium are divided in a set of 101 orthogonal
categories®, designed to enhance sensitivity to the STXS signals (truth bins), maximising the
signal purity (S/B ratio). The categorisation procedure consists of two steps:

* Initial Multiclass BDT categorisation (45 classes), aiming on providing the smallest error
and correlation on the measured STXS.

* Secondary Binary BDT (101 independent), further boosting analysis sensitivity (estimated
as the inverse determinant |C|~! of the covariance matrix. See Section 4.6.2 for more
details), by improving background rejection.

For the training, the dataset has been split into a few parts: 50% for training and 25% both
for validation and testing.

“Events originating from the HH — bbyy decay. They are removed, in order not to use the same
events in a combination of H — vy and HH — bbyy channels.

>The number of the categories is much larger than the one of the truth-bins because there are up to
three categories targetting a truth-bin.
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4.6.1 Multiclass BDT

The multiclass BDT s trained on the signal MC only in order to separate the various
truth-bins as classes. As a result, for each event a set of scores (equal to the number of classes)
is assigned: one score for each truth bin, equivalently for each class. The scores can be treated
as bayesian probabilities to the event to belong to a given class. In the training, all STXS bins
were treated with equal prior probabilities to prevent any bias in the classification. Variables
used for the BDT are given in the Table 4.3.

Tis Thyar DT+ Yy
piwj, m;j;, and Ay, A¢, An between j; and js,
PTvjir Mopyjun DTy o M
Ay, A¢ between the ~v and jj systems,
minimum AR between jets and photons,
invariant mass of the system comprising all jets in the event,
dilepton pr, di-e or di-p invariant mass (leptons are required to be oppositely charged),
EMiss prand transverse mass of the lepton + EMSSsystem,
pr, n, ¢ of top-quark candidates, my,,
Number of jetst, of central jets (|n| < 2.5)t, of b-jetst and of leptons,
pr of the highest-pr jet, scalar sum of the pr of all jets,
scalar sum of the transverse energies of all particles (3~ Er), E™ss significance,
| Emiss — EMSs(primary vertex with the highest > p3. .| > 30 GeV
Top reconstruction BDT of the top-quark candidates,
AR(W,b) of ta,
Njpr Meyyjp
Average number of interactions per bunch crossing.

Table 4.3: Training variables used as input to the multiclass BDT. The dagger symbol §
denotes variables that have two versions with different jet p; requirements. The most
forward jet is denoted as jr. AR(W.b) is the AR between the W and b components of
a top-quark candidate. Source: [39].

The BDT has been trained by minimising a multiclass cross-entropy loss. In a case of m
classes and NN observations, it is given by the following formulae:

N
L==> yln(@), (4.8)

where y; is an m-dimensional vector, having all zero components, apart from one in a given
position, representing the real class to which a given event belong. ¥; is a softmax prediction
of the BDT (with 2 = BDT(x)):

U; = softmax(z;) = G (4.9)

> exp
J

A few examples of Multiclass BDT's outputs are shown in Fig 4.11. It has been found
that reweighting events from different classes to have the same yields, could improve the
classification performance.
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To accommodate for different cross-sections of the real measurements, the outputs from
the multiclass BDT are multiplied on a weight designed to give the best stat-only precision on
the STXS measurements. Otherwise, the classifier would tend to ignore classes with low cross-
section. These weights have been defined using the D-optimality procedure (Section 4.6.2).

4.6.2 D-optimality criteria
Any machine learning problem requires a scalar value to be optimised (loss-function). Given
the presence of both statistical errors on the measurement and their correlation, one may
consider using a variable based on the correlation matrix.
It can be shown [109] that in order to provide an optimal background rejection (considering
different cross-sections for each truth bin) and to make use of the output scores (from the
multiclass BDT), one may parametrise gain in information obtained from an experiment as:

1 lzemp + Ztheo’

Z=-In : (4.10)
2 |Zeap|

where | - | is the matrix determinant, ¥.,, is the expected covariance matrix and Y, is the
covariance matrix of the SM uncertainties.
In this case, for two categorisations, yielding covariance matrices: X}, and X2, the ratio

between information gains described by eq (4.10), shows the following:

|Zeap + Btheol - Beap + 2,51 > 22, + Sineol - Teap + [eg ), (4.11)

erp erp erp

which can be rewritten into:

SiheoSeep + 1+ Beap + 15205 > [ZeoXiap + 1| - Beap + [Sisp] (4.12)

erp erp exp erp

In the case there statistical uncertainties dominate a measurement (which is the case for the
STXS measurement), the elements of the X! 3  matrix are small (compare to a unity

theoexp
matrix), hence can be neglected in the [¥;,} ¥+ 1| term. Therefore, expression becomes:
2 1
Xeapl > [Eeapl- (4.13)

Evaluation of the expected covariance matrix X, is done using via analysing an Asimov
dataset build over a simple counting likelihood, containing no information on the signal shape.
For this, the signal yields for various categories ¢ are expressed as:

N°=B§,+> p-L-o)" €l . (4.14)
t

where Sy is the region in m,, space covering 90% of the signal (independently in each
category). €g s the signal efficiency of the truth bin ¢ in the category ¢ in the Sy window.
Bg,, is the background yield in the same region. Background yield is extracted using an
exponential form of the second order if a category contains more than 400 events and of the

first order otherwise. p; is the signal strength of the truth bin ¢.
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To further optimize the classification procedure in terms of maximising the inverse deter-

minant |C|~! of the covariance matrix, a set of weights w; for each class is computed. In
this way, events are assigned to the STXS class ¢ corresponding to the maximal value of w;z;.
Weights are computed from minimising the following determinant: S x «, where S in the
N x M score matrix for N events and M training classes (truth bins). @ is the weight vector
to be optimised. The s;; - w; represents the weighted output score for the i-th event in the
j-th truth-bin. Initially, all the weights are set to unity and then iteratively updated so as
to maximise |C|~!, computed from a simulated dataset for each analysis region by mixing
events from each signal sample (proportions are chosen to match their SM cross-sections),
along with a simulated continuum background spectrum (normalised to data in the control
region of 95 < m.., < 105. Such range is chosen to not overlap with the data side-bands of
[105 — 120] GeV and [130 — 160] GeV used for the background studies).

4.6.3 Binary BDT

To further improve the categorisation performance, an independent binary BDT (Fig. 4.12)

for each class has been trained in order to separate signal from the continuous and resonant

6

backgrounds.
I= — T T T T T = —— T T T T T T
2 1-- [ Signal selected ATLAS Simulation 2 1. [ Signal selected ATLAS Simulation
3 E 3 Signal rejected Vs =13 TeV, 139 o™, H-yy 3 g E 3 Signal rejected Vs=13TeV, 139 fb™, Hoyy 3
II Co ~~~) Other processes ] II Co ~~ ) Other processes ]
€ [ E gg - H, 1jet, 120 < p: <200 GeV 7 € [ E qq' - Hgq', = 2-jets, 700 <m_ <1000 GeV, p: <200Gev |
g 10 4 2 wig “ -
w B w F 3
102 = 102 =
: S E
----- - = ] o
it} ; S T [ I‘--I T
! 4 ==
0 ey LT 107 =
E [t N ST ) LTI 't [ Y e | ., ]
0 0.2 0.4 0.6 0.8 1 0 0.5 0.
Multiclass BDT output Multiclass BDT output
(a) ggF (b) VBF
- R I e  ERmaE s c T
8 1k-. [ Signal selected ATLAS Simulation | 2 1k-- [ Signal selected ATLAS Simulation
3 E 3 Signal rejected Vs =13 TeV, 139 fb™, H-yy 3 8 E _3 Signal rejected Vs =13 TeV, 139 fb™, H-yy ]
i [ 1 C___, Other processes ] T [ 1 cC__.i Other processes ]
e Fo qq — Hlv,755p¥<150(3ev b e [ 1 tH, 60 <pl'< 120 Gev b
o -1l | -1l |
2 107k 7 ¢ 17 3
w E R E :
102 - = 1072 =
- E Eo E
L E :____: 4 L :-__ ] i
10° l i E 0% L. -
S A T ST T P T T = S S N N IR R N
0 1 015 0.2 025 03 035 04 045 0 0.02 004 0.06 008 0.1 0.12 0.14 0.16
Multiclass BDT output Multiclass BDT output
(WH (d) ttH

Figure 4.11: Examples of Multiclass BDT outputs for a given truth-bin. Source: [39].
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Figure 4.12: Examples of binary BDT outputs for a few representative classes: (a) ggH,
(b) VBF, (c) WH and (d) ttH. Side-bands is defined as m.,, € [105,120] and m.,, €
[130, 160]. Vertical dashed lines show edges of the BDT scores used for categorisation.
Source: [39].

Strategies for training are essentially different between the main production modes: for
(99H, VBF and VH) and for (ttH, tHW). The difference is caused by a specific treatment
for the top-quark related production modes, forced by the reconstruction techniques. Variables
used for the training are listed in Table 4.4.

ggF, VBF and VH

For each truth bin, originating from these production modes, a BDT has been trained to
provide a separation between the signal and background. Signal is formed by all events from the
targetted STXS. Background consists of two types: continuum (events with no Higgs boson in
the final state® and resonant. The continuum one is obtained from the MC TI samples. The
resonant one is composed of the remaining contributions from the other STXS regions, but
not the current targetted one.

For a training, all three components (STXS signal, continuum background and resonant
background) have been reweighted to have the same yield. In this way, the BDT training is
not biased toward a component with the largest yield (resonant background).

64+, vj and jj components. See Section 4.9.1
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STXS classes Variables

All multiclass BDT variables,

s‘rxsmc? ;\;I;jel;a;rom Py’ projected to the th“;f:,,a“iﬁf, Eltle vy system (pii),
g9 — H A”wr Ui =95
qq¢ — Hqq ¢4, = tan (7”7‘é67"") 1 — tanh? (%),
qq — Hlv
pp — HUL cos 0 = (B 4p2")-(BY2—pl?)—(BEV —pl!)-(E"24p)?)
pp — Hvw o/ ()2
Number of electrons and muons.
pr. 0, ¢ of 1 and 7,
all ttH and tHW pr, n, ¢ and b-tagging scores of the six highest-pr jets,
STXS classes Emiss, pmiss significance, E'ss azimuthal angle,
combined Top reconstruction BDT scores of the top-quark candidates,
pr. 1, ¢ of the two highest-pr leptons.
PY /Moy s
pr, invariant mass, BDT score and AR(W, b) of ¢,
pr. n of ty,
tHgb pr, 1 of jr,

Angular variables: Anyi, Ay, Ay s Dby Ay
Invariant mass variables: m..;., My, ju Migjpr Moy,
Number of jets with p; > 25 GeV, Number of b-jets with py > 25 GeV*;
Number of leptons*, EMisssignificance*

Table 4.4: Training variables used for the binary classifiers. The asterisk symbol * de-
notes tH training variables that are only used for the classifiers suppressing the con-
tinuum background. Other tH training variables are used in all three tH classifiers.
The most forward jet is denoted as jr. The differences in n and ¢ between v, and .
are denoted respectively as A¢., and An,.,. AR(W,b) is the AR between the IV and b
components of a top-quark candidate. Source: [39].

Training variables (features) at this stage consist of the same as for the multi class BDT
training and some additional ones, related to the 7 and jj systems:

* 77: Ay, (defined as difference between the two photons rapidities ), p; and ¢2
* counters: N, N,

¢ others:

- Zepp = (Nyy — (Mj1 +1j2)) /2
Jsinh(An?7)| 2p“ 7
\/1+ P /mwv m?w

- |cos0*| =

During the training, a feature is removed if is correlated with m.,., larger than 5% (either
for signal or background). pJ is always considered.

top-related

For the ttH and tHW classes, independent BDT-classifiers are used to separate signal and
the continuum background. For the tHqgb class, a specialisation is introduced to enhance
sensitivity to the top-Yukawa coupling modifier x;. Firstly, the class is split into two-subclasses
to separate production with x; = 1 from x; = —1 via a neural network binary classifier. In
each of these sub-classes, events are divided into categories to separate the signal from the
continuous background using a neural network binary classifier. For all these top-related classes,
binary classifiers for suppressing continuous background are trained on the control regions of
data.
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4.6.4 Optimisation of the subsplitting of classes

Each of the classes may be split into up to three subclasses. A decision on the splitting is
made by a comparison of the significance with the sub-splitting in up to 3 subclasses. For each
scenario, a scan over all the possible cut values on the BDT score is made. For the significance
computation (eq. A.46), the signal and background yields are computed in a window containing
90% of all signal events. Background vyield is obtained as a sum of the one from the MC TI
template (non-resonant) and the resonant one (from other STXS regions). A decision to split
is accepted if the gain in total significance is above 5% and if the obtained subclass has at
least 10 events.

4.7 Signal Modelling

The modelling (also called parametrisation) of the final discriminant signal shape (m.,)
is obtained for each reconstructed category by fitting the simulated m., spectrum with a
double-sided Crystal Ball (DSCB) function, illustrated on Fig. 4.13.
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E Mo 3
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Figure 4.13: Illustration of the Double-Sided Crystal Ball (DSCB) function, shown on an
arbitrary example of BSM signal at high mass. Source: [110].

The analytical expression for a Crystal Ball is:

(z—%)2 7
faamzo) = NP7 ),  ifor 528> —a (4.15)
A-(B—=5)" ifor =2 < —a
with
A= ﬂ)n-ex <—M =2 — o] N=—1—

o P77 o +(C+D) 4.16)

C==n1._1 .ex (_ﬁ) D:\/f<1+erf<ﬂ>) .

la] n-—1 P 2 2 V2 ’

where T is the mean of the Gaussian core, o its spread, « the effective distance from
the mean, expressed in units of gaussian variance, where the Gaussian core is glued with the
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polynomial tails, n is the power of this polynomial. Similarly, the double-sided Crystal Ball
function has two asymmetric tails. All the parameters are fitted. The advantage of the DSCB
is a good separation of the core and tails, simplifying applying various relative systematic
variations: ucp and ocp. An illustration of this function is given on Fig. 4.13.

Several studies have shown relatively small bias on the fitted signal yield in injection test
over Asimov dataset’ with signal and background MC.

Higgs boson mass, has been measured in the combination of ATLAS and CMS Run 1 data,
with a good precision. Therefore, MC samples can be generated with a central value of the
Higgs boson mass of 125 Gel/ and might be re-interpreted to any close value by shifting the

ficp parameter: pcp = my + pi ¢V — 125 GeV.

Nominally, fit is done in the mass range 110 to 140 GeV over the unbinned dataset by
minimising the likelihood. In a case of fit failure, a binned 1 GeV x? fit is used instead. In this
case, the range might be more narrow to ensure absence of empty bins.

A variation of the signal range has been tested: narrowing the range to [113, 138] GeV,
but it showed to be less stable for low-stat categories. It is explained that a smaller fit range
is more sensitive for statistical fluctuation appearing in the tails, hence might shift the peak
position.

Various categories, targetting the same truth bin, but with different purity, as well as
categories targetting different pZ, differ in the signal spread (Fig. 4.14).
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Figure 4.14: lllustrations of signal modelling shape. (a) shows evolution of the spectrum
with purity in signal. (b) shows evolution with p. Source: [39].

The signal resolution for the various categories, in a smallest window containing 90 % of
the events, is reported in Figure 4.15.

’Section A.7.1.
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4.8. PURITIES

T f T f
Category s B Z  Category s B z
[GeV] (%] [GeV]  [%]
g H > 2ets, 350 < my; < T00GeV, p > 200GeV, High-purity 131 219 248 37 081
O-jet, plf < 10Gev 695 26000 343 26 43 = 2ets, 350 < my; < T00GeV, pH > 200GeV, Med-purity 140 922 249 13 045
O-jet, pH > 10Gev 1440 47000 341 30 66 = 24015350 <my; <T00GeV, plf = 200GeV, Low-purity 116 655 254 17 0.4
-t pl < 60GeV, High-purity 168 4250 320 38 26 5,700 < mjj; < 1000GeV, pf > 200GeV, High-purity 251 302 243 45 13
Ljet, pH < 60 GeV, Med-purity 197 11500 338 17 18 ots, 700 < mny; < 1000GeV, plf > 200GeV, Med-purity 149 474 254 30 022
1-jet, 60 < pf! < 120GeV, High-purity 186 3310 310 53 32 jets, m;; = 1000GeV, pH > 200GeV, High-purity 565 157 239 78 33
1-jet, 60 < plf < 120GeV, Med-purity 180 7780 20 = 2dets,my; = 1000GeV, pH > 200 GeV, Med-purity 296 631 255 32 LI
I-jet, 120 < pH < 200 GeV, High-purity 2830 182 17 qq — Hev
I-jet, 120 < pf! < 200GeV, Med-purity 07 717 15—
GeV. - 9 9 .
> 2-jets, mj; < 350GeV, pH < 60GeV, High-purity 235 1050 072 Pr <75GeV, High-purity 191491 317 28 081
v § 9 202 5
> 2-jets, m;; < 350GeV, p < 60 GeV, Med-purity 431 4360 065 Pr <75 GeV, Med-purity 259 202 328 11057
v 1oV, High 2
> 2jets. mj; < 350GeV, pl < 60 GeV, Low-purity 475 16800 037 75 =pr <150GeV, High-purity 262205 3025616
v ;
> 2jets, my; < 350GeV, 60 < plf < 120GeV, High-purity ~ 49.1 901 16 75 py <150GeV, Med-purity 208 124 323 14 038
v igh-|
> 2-jets, mj; < 350GeV, 60 < pH < 120 GeV, Med-purity 939 6440 12 150<pr <250GeV, High-purity 174 206 278 46 11
v § '
> 2-jets, m; < 350GeV, 120 < pf < 200GeV, Highpurity 155 748 17 150 < py <250GeV, Med-purity 0.16 290 317 52 0.09
> 2jets, my; < 350GeV, 120 < pil < 200GeV, Med-purity 227 343 12 Py 2 250GeV, High-purity 136 179 241 43 091
> 2-ets, 350 < mj; < T00GeV, pif < 200GeV, High-purity 431 475 272 83 0.62 Py 2 250GeV, Med-purity 002 312 315 078 001
> 2-jets, 350 < mj; < 100GV, plf < 200GeV, Medpurity 154 380 302 39 078 pp — HC
> 2-jets, 350 < mj; < 00GeV, p < 200GeV, Low-purity 105 1080 331 097 032
pY¥ <75GeV, High-purity 114 182 325 39 078
> 2-jets, 700 < mj; < 1000GeV, ph < 200GeV, High-purity 333 284 66 040
) PY < 75GeV, Med-purity 106 215 329 049 007
> 2:jets, 700 < m; < 1000GeV, pl < 200 GeV, Med-purity 136 307 30 036 N
75< 150 GeV, High-purit LO7 158 308 40 077
> 2-jets, 700 < mj; < 1000GeV, p < 200 GeV, Low-purity 429 326 077 0.16 "1, < Y, High-purity
75 < 150 GeV, Med-purity 002 181 306 12 002
> 2-jets, m; = 1000GeV, plf < 200 GeV, High-purity 145 297 73 030 = "T‘< Y, Med-purlty
> 2jets, my; = 1000GeV, pl < 200 GeV, Med-purity 475 310 50 036 120=Pr <230GeV, High-purity 071179278 28 030
v
> 2.6t my > 1000 GeV, ! < 200GV, Low-purity w2 331 17 oa1 150 pY <250GeV, Med-purity 010 165 288 062 003
PY = 250Gev 027 206 248 12 0.18

200 < p!! < 300GeV, High-purity
200 < pH < 300 GeV, Med-purity
300 < p# < 450 GeV, High-purity

380 228 29 23
236 264 1119 pp — Hvv
213 2.02 42 095

T Y < 75GeV, High-purity 060 170 350 035 005
300 < 450 GeV, Med-purit 177 216 28 15 . )
= ”L < Y, Med-purity pY < 75GeV, Med-purity LIS 1020 3.57 011 0.04
300 < 450 GeV, Low-purit 430 246 98 070
pr <0GV, Low-purity pY < 75GeV, Low-purity 087 2630 367 003 002
450 < pH < 650 GeV, High-purity 125 185 45 081 v )
75 < pY < 150 GeV, High-purity 058 230 297 20 037
450 < pH! < 650 GeV, Med-purity 200 198 29 053 v
75 < pY < 150 GeV, Med-purity 183 178 326 93 043
450 < pH < 650 GeV, Low-purity 107 219 72 025 "
75 < p¥ < 150 GeV, Low-purity 218 288 344 075 0.3
Pl > 630Gev. 108 173 17 020
150 < pY < 250 GeV, High-purity 092 200 275 32 06l
949’ = Haq' 150 < pY < 250 GeV, Med-purity 075 254 294 23 045
0-jet, High-purity 0330 250 333 13 007 150 < pY < 250GeV, Low-purity 026 117 328 22 008
0-jet, Med-purity 127 471 335 027 006  p¥ >250GeV, High-purity 067 155 246 30 050
0-jet, Low-purity 107 18800 348 006 008  p¥ >250GeV, Med-purity 005 197 305 26 004
1-jet, High-purity 108 278 299 28 061 n
1-jet, Med-purity 350 261 311 12 067
" ieh-putity y
L-jet, Low-purity 288 145 324 20 024 Pi <60GeV, High-purity 304 401 318 43 14
i )
> 2-jets, mj; < 60GeV, High-purity 0350 210 271 14 024 Pt <00GeV,Med-purity 278 133 337 17 074
" h <
> 2-jets, m;; < 60 GeV, Med-purity 0670 190 279 34 015  60<py <120GeV, High-purity 430 409 306 51 19
> 2-jets, m;; < 60 GeV, Low-purity 192 243 293 078 012 60 pif < 120GeV. Med-purity 299 861 331 26 097
> 2-jets, 60 < m,; < 120 GeV, High-purity 345 634 265 35 13 120<pff <200GeV, High-purity 465 352 273 57 21
> 2-jets, 60 < mj; < 120 GeV, Med-purity 499 430 285 10 075 120 <pf <200GeV, Med-purity 166 416 293 29 077
> 2-jets, 60 < m; < 120 GeV, Low-purity 299 873 301 33 032 200 <pi <300GeV 339 226 246 60 19
> 2-jets, 120 < mj; < 350 GeV, High-purity 208 244 293 11 059  pi 300GV 273 166 212 62 18
> 2-jets, 120 < m; < 350 GeV, Med-purity 673 204 294 32 047 "
> 2-jets, 120 < m; < 350 GeV, Low-purity 878 1360 299 0.64 024

tHgb, High-purity 216 3.04 20 036

> 2jets, 350 < mj; < T00GeV, pl < 200GeV, High-purity 252 275 296 48 14

> 2-jets, 350 < mj; < 700GeV, pH < 200GeV, Med-purity 915 347 306 21 15 tHqb, Med-purity 014278 345 49 009
> 2ets, 350 < my; < T00GeV, plf < 200GeV, Low-purity 597 106 327 53 o057 (HbBSMa=-1 012186325 60 0.09
> 2-jets, 700 < mj; < 1000GeV, pi < 200GeV, Highpurity 291 300 290 49 15 _HW 016 651 274 23 008
> 2-jets, 700 < mj; < 1000GeV, plf < 200GeV, Med-purity 560 227 311 20 L1 Low-purity top 508 658 332 73 0.63
2 2-jets, my; 2 1000GeV, plf < 200GeV., High-purity 108 38 301 74 42
> 2-jets, my; = 1000GeV, plf < 200GeV, Med-purity 107 190 323 36 23

Figure 4.15: Expected signal (S) and background (B) yields in the smallest window con-
taining 90% of the events, the half-width of which is given by o. The signal purity
(f = S/ (S + B)) and expected significance (Z = /(2((S + B)In(1 + S/B) — 9))) are
given. For the signal yield computation, only the signal processes corresponding to the
targeted STXS bin is considered. Source: [39].

4.8 Purities

STXS purity plot (Fig. 4.16) illustrates the fraction of events belonging to a given truth-bin,
reconstructed in a category targetting it. For the visualisation, the STXS categories with the
same kinematic criterium, but different quality criteria are merged together.

Diagonal structure of the plot gives a hint on the quality of the categorisation and the
reconstruction performance.
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4.9. BACKGROUND MODELLING

4.9 Background Modelling

Due to the low signal to background ratio, it is crucial to model well the background and
be able to extract its components (Fig. 4.17) for the diagnostic purpose.

q v g Y oq v
5
q v g Y g q
@y
q g g g q ¥
q Y9 ¥ g q
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g g q g q g q q
g g 9 a q g q q
() jj

Figure 4.17: Leading Feynman diagrams for the background in the H — ~~ channel:
v, vj and jj, respectively. Source: [111].

The dominant background after identification originates from the continuum SM diphoton
production. In addition, many photons are produced inside jets through neutral mesons (mainly
7%) decaying into pairs of photons (this is a reducible background, which is suppressed via
selection on the photon id and isolation). Therefore, a non-negligible fraction of the background
comes from ~j and ;7 pairs, where one or two jets are misidentified as photons. The background
composition (fractions of v+, vj and jj) for each reconstructed category is evaluated using a
data-driven technique. v~ spectrum is directly modelled in MC simulations, while computational
expenses of precise modelling of v and jj distributions force to obtain their spectrum by
renormalising the 77 one, as it is described in Section 4.9.2. Background decomposition as a
function of i (the mean number of interactions per bunch crossing) is shown on Fig. 4.18.
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Figure 4.18: Background composition (v, vj and jj) as a function of mean number of
interactions per bunch crossing. Source: [99].

4.9.1 Background Templates

Background events are generated using SHERPA for the v process. Due to the com-
putational complexity and low precision of the processes involving multiple jets, the v5 and
jj background components are obtained using the reweighting procedure (Section 4.9.2).
Fractions of 47y, vj and jj are directly obtained from the side-bands of data for each category,
using 2x2 ABCD method [108].

Due to the low statistics and significant contributions of other background types for the
V H and ttH processes, background templates for such processes (categories) are constructed
using a dedicated procedure:

« VH: SHERPA 7y samples are mixed with the Vv ones.
* ttH: only ttyy sample is used.

The obtained samples are in a good agreement with the data side-bands ([105 — 120] GeV and
[130 — 160] GeV), passing the nominal selection, including the photon tight identification and
isolation cuts.

For low-statistics categories (less than 20 effective entries per 0.25 GeV bin of the MC
background template), a dedicated treatment was used: only exponential functional forms are
considered and the choice on the order is made via the Wald test (Section 4.9.5).

To further improve the background modelling and minimize the effect of limited MC
statistics, a smoothing procedure (Section 4.9.3), based on the Gaussian Process Regression
(GPR) is used.

4.9.2 Background reweighting

To emulate the vj and jj components, the vy background spectrum is reweighted in order
to match the one observed in data for vj and jj respectively. This 5 (jj) rescaling is done
by obtaining a linear function, representing the ratio between jj (7vj) and ~~y distributions in
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4.9. BACKGROUND MODELLING

the real data. This function is further used to re-normalise MC ~~ distribution to obtain the
~vj (77) spectrum. All three components are further summed up with the coefficients being
their purities, found via ABCD method, using the equation 4.17, where a,(;); and b,(;); are
the parameters of the linear function, obtained by reweighting v (jj) to vy (Fig. 4.20), £
is the fraction of vj (jj) events, computed with ABCD method.

_ o (M —1325 orig 4 [ (M Z 1325 e
Flman) = [ 160 — 105 )}fW< N )+ 160 — 105 )]f“< N, )+t
(4.17)
2|
th —
1f””,. JLJ{:eyarﬁt
1r4i”1-r“
by
iy 1
ity iy
S IR e savefl

Figure 4.19: lllustration of obtaining linear function for the background reweigthing for
~7 (blue) and jj (cyan) components from data. The jj/~v ratio plot (orange) is fitted
with a linear function (green) and this function weights vy MC to emulate the jj com-
ponent.
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Figure 4.20: Examples of the vj and jj components for one category for the ggH cate-
gory with 1 jet, 120 < pX < 200 GeV and High purity for «; (a) and jj (b) components,
respectively.

4.9.3 Background Smoothing

Potential bias on the background modelling (Spurious Signal, Section 4.9.4) is estimated
from a series of signal plus background fits over the background template for each category.
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Therefore, it may suffer from statistical fluctuations, causing fake signal-like bumps in a pure
background template. A way to address this issue is to use the so-called Gaussian Process
Regression (GPR) [112] defined as a set of random processes, where all finite subsets of these
processes have a multivariate normal distribution. To parametrise it, two quantities must be
defined from a dataset: mean and correlation matrix, where the latest is often simplified and
represented via a kernel. The kernel analytically determines the level of correlation I(z) between
two distinct points, which may also depend on the points. For smoothly-falling functions, a
usual choice is the Gibbs kernel:

n_ V20Ux)l() (z —a')?)
K(x,x)—mwaxp —W (4.18)

This procedure is used for all categories, having at least 20 effective entries per a 0.25 GeV
bin of the MC background template, as this threshold was found to be sufficient to not introduce
much bias.

Examples of the smoothed templates are presented in Fig. 4.21.
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Figure 4.21: Examples of background templates before (red) and after (blue) GPR
smoothing for a high-stat (a) and low-stat (b) categories. Source: [99].

4.9.4 Spurious signal test

Spurious signal refers to false signal that arise from mis-modelling of the background shape
and serves as a measure of a bias related to the choice of the functional form to describe the
background. Both the polynomial family and order need to be chosen. A few various functional
forms have been tested:

n

* Polynomial: P"(z) = > a;al
i=1
« Exponential: exp(am?)
N N . .
* Bernstein: By(x) = Y ¢; - by with by = ( ; ) (1 — z)N-t
i=0
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On one hand, increasing the polynomial order will improve the resemblance of the fit
function to the MC spectrum. However, it will become more sensitive to local statistical
fluctuations due to having too many degrees of freedom tending to accommodate the desired
shape. On the other hand, a tiny amount of degrees of freedom might not be enough to
interpolate a spectrum with some features, not easily represented by a simple exponent or a
polynomial. Besides that, the spurious signal is used to estimate the possible bias from the
choice of the functional form to represent the real invariant-mass spectrum. Such estimation
is crucial, since the S/B ratio is tiny. The spurious signal is defined as the maximal value
of signal-component found in a simultaneous signal + background fit of pure background
component of the MC simulations under various functional form hypotheses describing the
background spectrum’s descending shape (Fig. 4.22).

—— Sig + bkg fit
— Fitted Spurious signal

Fitted bkg

Asimov dataset

Figure 4.22: lllustration of a spurios signal (red), found in a signal + background fit
(green) of pure background template (black).

A functional form, which is far away from the actual shape of the distribution, might give
an unlimited amount of signal found. Therefore, a few requirements to the quality of the signal
+ background fit are required:

* x2-probability of the function to match the observed distribution is required to be greater
than 1% (Section 4.9.6);

* Ny < 10% Ng eapected, Where Ny, is the fitted spurious signal and Ng cypectea is the
expected SM signal in a given category;

* Ny < 20% 08 capected: Where 0 expectea is the statistical uncertainty on the fitted amount
of the signal events for the Asimov dataset;

The fit is performed over the binned dataset with 0.25 GeV bins. A few studies have shown
relatively small bias induced by the binning with respect to the unbinned dataset. For this
test, the spurious signal value found with a given binning (0.25, 0.50, 1.00, 2.50 GeV) was
compared to the one obtained over the unbinned dataset. Examples of the study are shown
on Fig. 4.23. The results of the background modelling, along with the values of the spurious
signal are shown in Fig. 4.24.
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Figure 4.23: Example of spurious signal study on the bin size for a given number of
generated events. A set of events following ExpPoly2 distribution has been generated
and fit using the same functional form. The unbinned fit (black) and the tiniest among
studied once (0.5 GeV) has shown the smallest bias.

Category Function Naga  Nepur  Wald Category Function  Ngaa ~ Nspur  Wald
gg—H > 2-jets, 350 < mj; < 700GeV, [’”IEI > 200 GeV, High-purity Exp 18 0.189 v
O-jet, pHf < 10GeV ExpPoly2 191623  64.8 > 2—J:els, 350 < mj; < 700GeV, pﬁ > 200GeV, Medfpur.ily Exp 84 0513
O-jet, p > 10GeV ExpPoly2 349266  50.4 > Z-J,EIS' 350 < mj; <700GeV, pi = 200GeV, mev»pum)./ Exp 595 0.721
1-jet, p_‘l:l < 60GeV, High-purity ExpPoly2 32644 207 > 2-JAets, 700 < mjj; < 1000 GeV, p.f.' >200GeV, ngh-purAlly Exp 19 0.110 v
1-jet, I,_Iri < 60GeV, Med-purity ExpPoly2 85229 249 > 2-jets, 700 < m; < 1000GeV, p > 200 GeV, Med-purity Exp 411 0.193
1-jet, 60 < p¥ < 120 GeV, High-purity Exp 26236 237 > 2-jets, mj; > 1000GeV, pi! > 200 GeV, High-purity Exp 23 130
I-jet, 60 < p < 120 GeV, Med-purity ExpPoly2 56669 213 > 2-jets, mj; = 1000GeV, pfl > 200 GeV, Med-purity Exp 56 0329 v
I-jet, 120 < pH < 200 GeV, High-purity ExpPoly2 1570 1.48 qq — Hly
1-jet, 120 < p{:’ < 200 GeV, Med-purity ExpPoly2 6163 533 v N "
> 2-jets, my; < 350GeV, pk < 60 GeV, High-purity ExpPolyz 8513 151 0% py < 75GeV, High-purity Exp 40 0277
> 2-jets, mj; < 350GeV, pH < 60 GeV, Med-purity ExpPoly2 31163 136 0% py <75CeV. Med-purity. Exp 158 0.609
> 2-jets, mj; < 350GeV, p < 60 GeV, Low-purity ExpPoly2 120357 157 75 < rr< 150 GeV, High-purity Exp 15 0.069
> 2-jets, mj; < 350GeV, 60 < pH < 120GeV, High-purity ~ ExpPoly2 7582 226 75 < py < 130GeV, Med-purity Exp 104 0255
> 2-jets, m;; < 350GeV, 60 < pH < 120GeV, Med-purity ~ ExpPoly2 48362  6.21 150 < py’ <250 GeV, High-purity Exp 170128 v/
> 2-jets, m;; < 350GeV, 120 < p < 200GeV, High-purity ~ ExpPoly2 728 0.004 150 < py <250 GeV, Med-purity Exp 210150
> 2-jets, mj; < 350GeV, 120 < pHl < 200GeV, Med-purity ~ PowerLaw 3007 0.983 Py 2250 GeV, High-purity Exp 160237 v
> 2-jets, 350 < m; < 700GeV, p¥ < 200GeV, High-purity Exp 4320487 pY = 250GeV, Med-purity Exp 27 0054
> 2-jets, 350 < mjj; < 700 GeV, pi < 200GeV, Med-purity ~ ExpPoly2 3084  1.33 pp — Het
> 2-jets, 350 < m;j; < 700 GeV, p¥ < 200 GeV, Low-purity Exp 7999 578 v N N
> 2-jets, 700 < m; < 1000GeV, p# < 200GeV, High-purity Exp 302 0560 0% py < 75GeV, High-purity Exp 120027
> 2ets, 700 < mj; < 1000GeV, pH < 200 GeV, Med-purity Exp 1033 144 0% pr <75GeV, Med-purity. Powerlaw 1620 2.28
> 2-jets, 700 < mj; < 1000GeV, pl! < 200GeV, Low-purity Exp 3187 432 75 < by < 150 GeV, High-purity Exp 130015
> 2-jets, mj; > 1000GeV, pll < 200GeV, High-purity Exp 113 0192 75 < py < 150GeV, Med-purity Exp 18 0.016
> 2-jets, m;; > 1000GeV, pi! < 200 GeV, Med-purity Exp 332 0.804 150 < py <250GeV, High-purity Exp 140059 v
> 2-jets, m; > 1000GeV, pH < 200 GeV, Low-purity PowerLaw 1020 1.09 150 < py < 250 GeV, Med-purity Exp 136 0.194
200 < p# < 300 GeV, High-purity Exp 420 168 Py 2250GeV Exp 14 0311 v
200 < p.":' < 300 GeV, Med-purity Exp 2296 0.714 pp — Hvv
300 < p# < 450 GeV, High-purity Exp 25 0407 " - -
300 < p! < 450 GeV, Med-purity Exp 186 0259 0% py < 75GeV, High-purity Exp 174 123/
300 < pl! < 450GeV, Low-purity Exp 422 0121 0% py < 75GeV, Med-purity Exp 6897 4.13
450 < p{! < 650 GeV, High-purity Exp 15 0.138 v 0< pTV< 75 GeV, Low.—punly‘ ExpPoly3 18084  9.95
450 < pl < 650 GeV, Med-purity Exp 25 0391 75 % py < 150GeV. High-purity Exp 160407 v
450 < plf < 650 GeV, Low-purity Exp 109 0.031 75 py < 150GeV, Med-purity Exp 124130/
pTH > 650 GeV Exp 14 0448 v 75 < py < 150GeV, Low-purity Exp 2019 1.96
- - 150 < p¥ < 250 GeV, High-purity Exp 16 0121
94’ = Haq 150 < pY < 250 GeV, Med-purity Exp 17 0184 v
0-jet, High-purity Exp 176  0.180 150 < p.}/ < 250 GeV, Low-purity Exp 87 0.644 v
0-jet, Med-purity ExpPoly2 3238 473 p.“{ > 250 GeV, High-purity Exp 15 0237 v
0-jet, Low-purity ExpPoly2 133314  49.7 pY > 250GeV, Med-purity Exp 18 0201
1-jet, High-purity Exp 19 0.125 v iH
1-jet, Med-purity Exp 187 0.361
1-jet, Low-purity PowerLaw 1040 197 Pv’rl < 60GeV, High-purity Exp 35 0.040
> 2-jets, m;; < 60 GeV, High-purity Exp 170499 v Py < 60GeV, Med-purity Exp 96 0.192
> 2-jets, m;; < 60 GeV, Med-purity Exp 157 0.489 60 < pi! < 120 GeV, High-purity Exp 34 0038
> 2-jets, m;; < 60 GeV, Low-purity PowerLaw 1978  1.29 60 < p1’.’ < 120 GeV, Med-purity Exp 74 0.274
> 2-jets, 60 < m;; < 120 GeV, High-purity Exp 530165 v 120 < pH < 200 GeV, High-purity Exp 39 0018
> 2-jets, 60 < m; < 120 GeV, Med-purity Exp 329 0.520 120 < p.,’.’ < 200 GeV, Med-purity Exp 37 0.057
> 2-jets, 60 < m;; < 120 GeV, Low-purity PowerLaw 709 115 200 < p.{.‘l < 300GeV Exp 23 0.261
> 2-jets, 120 < mj; < 350 GeV, High-purity Exp 214 1.08 pi > 300GeV Exp 19 0180 Vv
> 2-jets, 120 < m;; < 350 GeV, Med-purity ExpPoly2 1671 1.07 H
> 2-jets, 120 < m;; < 350 GeV, Low-purity PowerLaw 11195 6.34
> 2-jets, 350 < m;; < 700GeV, pi < 200GeV, High-purity Exp 25 0162 tHqb, High-purity Exp 170371 v
> 2-jets, 350 < m;; < 700GeV, pil < 200 GeV, Med-purity Exp 260 0.443 tHqb, Med-purity Exp 19 0320
> 2-jets, 350 < mj; < 700GeV, p.’,.’ < 200 GeV, Low-purity Exp 753 1.17 tHqb, BSM (k; = —1) Exp 14 0.496 v
> 2-jets, 700 < mj; < 1000GeV, p < 200 GeV, High-purity Exp 25 0670 tHW Exp 38 0.070
> 2-jets, 700 < mjj; < 1000 GeV, pH < 200 GeV, Med-purity Exp 166 0.713 Low-purity top Exp 500 0.870
> 2-jets, m;; > 1000 GeV, p,’li’ < 200 GeV, High-purity Exp 48 147 v
> 2-jets, m;; > 1000 GeV, p.l’.’ < 200 GeV, Med-purity Exp 142 0.270

Figure 424 Summary of the background modelling, showing selected functional form,
number of the observed events in data and the estimation of the spurious signal un-
certainty for each analyses category. The last column indicates whether the Wald test
is used for determination of the functional form. Source: [39].
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4.9.5 Wald test
For the low-statistics categories, having less than 4400 effective entries per a template,
large statistical fluctuations cannot be addressed via the GPR smoothing, otherwise it may
introduce bias. To accommodate for the statistical fluctuations, for this categories only the
exponential family of function is tested.
A decision on increasing order of exponent from 7 to j is made by the Wald test, where the

following statistics is computed:
Li
where L;(;) is the likelihood value of the fit of the data side-bands with exponential of the order

i(7). A higher-order exponent is chosen if the p — value of \;; is greater than 5%. lllustrations
of the Wald test for low-statistics categories is given in Fig. 4.25.
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o F o 30
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20k —f,= exp(x (a0+a1x)) -log(L)=35.4026 —f, = exp(x (a0+a1x)) -log(L)=29.5832
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Figure 4.25: Examples of Wald test on the real data for two categories. The exponential
of the first order is in blue, of the second order is in red and the third-order is in violet
dashed line. The signal region is blinded. Source: [99].
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4.9.6 \>-probability of background fit

To evaluate the fit quality of the background template with a given function, the y2-
probability is computed. Since the yx? method is sensitive to the number of entries (one has to
rely on the gaussian behaviour of the number of entries in each bin), it is desirable to have
around 30 entries in each bin. To ensure this situation for the low-statistics categories, the
following procedure has been adapted: starting from the initial binning of 0.25 GeV, find a
minimal number of bins to merge, so that each bin has more than 30 effective entries. For
example, one checks the 0.50 GeV binning of the entire background template, then 0.75 GeV
and so on. The maximal allowed bin size is 5.0 GeV, which corresponds to the scanned range
in the spurious signal study.

1.2 ATLAS Internal Fit: Likelhood:  m,
1~ fs=13 Tu'-l'.J- Ldi=139.01b" tne. form bkg: Exp —

M sourns™ 125000000 GaV, hypothasis: 125.000000 Get 2
N0OHO, OERS M0 808 oxp slope mé_\.-l 4353 +/- 0.2245 [GeV | (0]
[ . Pl tag=15.826 +/- 0,588 wn
0.8/~ . MC Continuum o493 +/- 0.216 =
......

| s'Q"al*‘Bkg ptﬂ {MIC-liki s2at) 7 ndf=0. 38 (2 83:8), p-0.94 %
06" Cont. IBk ] pdf {MIC-like stal) -2+Log Lieihoods1 40 g
-0 — Signal (data-kke stat) g¥indl=-0.00 (§.00/-3), p=0.00 w

b

1 T (data-Bha stal) -2-Log Likelhoda71.30
- .
* oy

Ibl.D — 3 LN 1.‘1.0. L —. P P O T B R 5 R

(@) (b)

Figure 4.26: lllustration of the binning used to compute spurious signal (a) and the
binning obtained to compute the y2-probability for one category.
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4.10 Systematic uncertainties

Breakdown of uncertainties on the inclusive signal strength (1 = o). /0cd},) is shown on

Table 4.5 and Table 4.6 shows impact of various groups of systematic uncertainties on each of
the production mode separately. In this scenario, the 6 production modes: ggF (+bbH), VBF,
WH, ZH, ttH and tH are probed simultaneously

Impact of systematic uncertainty on the inclusive signal strength measurement

Uncertainty source Ap [%]
Branching Ratio +3.0
Underlying Event and Parton Shower (UEPS) +2.4
Modelling of Heavy Flavour Jets in non-ttH Processes < + 1
Higher-Order QCD Terms (QCD) + 3.6
Parton Distribution Function and g Scale (PDF+ag) + 2.1
Matrix Element +1.1
Photon Energy Resolution (PER) +2.8
Photon Energy Scale (PES) <+£1
Jet/Eiss <+1
Photon Efficiency +25
Background Modelling +1.2
Flavour Tagging <=£1
Leptons <%
Pileup +1.5
Luminosity +1.8
Higgs Boson Mass <+1

Table 4.5: The impact of the systematic uncertainty for the signal strength measure-
ment. Source: [99].

ggH +bbH VBF WH ZH ttH tH

Uncertainty source Ao[%] Ac[%] Ac[%] Ac[%] Ac[%] Ac[%]
Underlying Event and Parton Shower (UEPS) +3 +15 +2.5 +4.2 +3.6 +48
Modeling of Heavy Flavor Jets in non-ttH Processes < =+1 <+l <+l <+l <+£1 £13
Higher-Order QCD Terms (QCD) +1.8 +3.5 +4.2 +12 +2.8 +16
Parton Distribution Function and ag Scale (PDF+ag) < £1 +1.8 +1.7 +3 <+l +6.7
Matrix Element < *1 +2.8 <+l =£1.2 +2.4 +7.7
Photon Energy Resolution (PER) +3 +2.6 +3.4 +4.4 +2.7 +8.9
Photon Energy Scale (PES) < +1 <41 #£1.1 +1.9 <+l 471
Jet/ER'SS +1.4 +5.9 <+l 22 +3.4 +23
Photon Efficiency +2.7 +2.6 +3.3 +3.5 +2.9 +9.2
Background Modeling +1.9 +4.4 +3.6 +7.3 +2.5 +62
Flavor Tagging <=+l <+l <+l <+l £15 +3.8
Leptons < +1 < +1 < +1 < +1 < +1 +1.6
Pileup +1.5 +2.2 +1.9 +2 +1.2 +7.4
Luminosity +1.8 +2 +2.4 +2.7 +2.2 +6.5
Higgs Boson Mass <+l <+l <+l <l <£l £25

Table 4.6: Expected contribution of groups of systematic uncertainties to the total error
on the observed cross section times branching ratio. Ao shows the impact of system-
atic variations on o. Source: [99].

Pull of uncertainties the ggF' production mode is shown on Fig. 4.27. To obtain this pull,
the signal strength of all the other production modes were kept floating, hence emulating
performance of a combined fit over the all 6 production modes considered. The V BF production
mode is mainly dominated by the parton shower V' BF uncertainty, while the VH modes are
also limited by spurious signal, QCD scale and photon identification/isolation uncertainties.

Work of the dedicated groups aims on reducing all kind of uncertainties, limiting performance
of the measurements: starting from reducing uncertainties of identification of individual objects
(electrons, photons, muons, jets and others) to reducing theoretical uncertainties, contributing
to the underlying event and parton shower modelling.
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Figure 4.27: Pulls of uncertainties in the 6POIl schemes for the gg H production mode. To
obtain the pull, signal strength of the other five production modes (VBF, WH, ZH, ttH
and t H) were kept floating, to match the condition of the combined fit of the production
modes signal strength. Source: [39].
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4.11 Results

Diphoton invariant mass distributions for each production mode are shown on Fig. 4.28.

10

= 60000 T T T T — > O T T T T T =
3 E ¢ Data ATLAS 3 3 F ¢ Data ATLAS J
50000 e Continuum Background Vs =13 TeV, 139 fb™ Z goool= e Continuum Background Vs =13 TeV, 139 fb™ _]
2 FEo- Total Background m, =125.09 Gev 7 2 L o----- Total Background m,=125.00GeV
540000; — Signal + Background g4 + hpH categories = E 1] — Signal + Background  ygF categories —
30000~ S = ggF + bbH E 4000i S=VBF 4
20000— — C ]
10000~ = 2000— -
. ; | | I | | E . = | | I | | ]
o F 4 j=2} E 3
= E 3 ¥ 2008 3
oM 1000 . o E 3
= £ 1 +<  100f E|
5 0 ¢ e al 5 0?1 1l |++ + ++ +. ¢ T+‘+ ‘1r “H’ ‘+;++#$4++¢¢+i5
5 ‘ A T :
.g 110 120 130 140 150 160 % 110 120 130 140 150 160
[a) m,, [GeV] [a) m,, [GeV]
(@) ggH + bbH (b) VBF
3 0F T o * TR 7 Z2000E T Toa ‘ ATLAS -
g oo Continuum Background Vs =13 TeV, 139 fb* ] =z o Continuum Background Vs =13 TeV, 139 fb?
2 80; """ Total Background m,=12509Gev 2 1500 “"°C Total Background m,=125.09 GeV |
L% o, Signal + Background WH categories A L%’ L —— Signal + Background ZH categories E
+ E z
20 b =
. L | | f | | | 7 . | | T | | | |
o F B o B
4 £ E 2 50f g
2l i ot M by g S | T f
5 ohth ||l|‘ JTI " I'H } m H% o2 ol ll | l#H N %4#% "
(@] ' 3 (@] r ' "ol e
> RIS RIS T T
i} 110 120 130 140 150 160 % 110 120 130 140 150 160
8 m,, [GeV] fa) m,, [GeV]
(WH (dyZH
[ T T T T T T T
E 60 ¢ Data ATLAS E 165 ¢ Data ATLAS
= E Continuum Background  Vs=13TeV, 139 fb* 2 TTE Continuum Background Vs =13 TeV, 139 fb*
50
2 E - Total Background m, =125.09 Gev 2 ‘e Total Background m,, = 125.09 GeV
|j>j 40? ——— Signal + Background ttH categories :>j 12 —— Signal + Background tH categories
30;*

Y ﬂ

\H\‘HH‘HH‘HH‘HHM

bl

——
1
N A O o
T wu‘m‘m‘m‘m‘mm
T
T
Z,
| ——
L
e
o
-+

Sl [ TN TN T YT ST NN N I
o

XY
g IINTE L hr a2 2y NIRRT
S TV TR B TR AL L
s AL A R R ATV TR AR L S ' | 1
% 110 120 130 140 150 160 % 110 120 130 140 150
la} m,, [GeV] a m,, [GeV]
(e) ttH (f)tH

Figure 4.28: Distributions of diphoton invariant mass for events categorised to belong
to a given production process. Errors on the points show the statistical uncertainty.
Source: [39].

The results are provided in a few forms, representing various granularities of the STXS
bins, including the inclusive one, 6 POl and 28 POI schemes. The latest one is also used for
the interpretations and for the couplings combination. The measurements are reported as the
signal strengths, which is defined as the ratio of the experimentally found cross-section to the
SM prediction.
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4.11.1 Inclusive
The inclusive signal strengths of the Higgs boson production is measured as:

p=1.0451000 = 1.045 "0 05 (stat.) To oz (theory syst.) T 03 (exp. syst.), (4.20)

where the dominant contribution to the systematic uncertainties are the photon energy
resolution and photon efficiency uncertainty (2.8 % and 2.5%, respectively) from the experiment
and QCD scale and H — 7~ branching ratio (3.6% and 3.0%) from theory.

Corresponding cross-section of the Higgs boson production and consecutive decay into a
di-photon pair is measured to be:

<a x BW>065 — 121110 £b = 121 + 7(stat.) *1(syst.) fb, (4.21)

while from the SM scenario it is expected:

(o Bw)emp — 116+ 6 fb. (4.22)

The cross-sections of each truth-bin o; are deduced from the unfolding procedure, using the
formulae below, showing the dependency of number of events in an observed category ¢ as a
sum over all the truth-bins ¢, luminosity £, and acceptance, efficiency matrices €, and Ay.:

’I’Lg = Z O'thCAtCE (423)
t

4.11.2 Production modes

The next level of the finer granularity is the measurements of production modes of the Higgs
boson: ggH, VBF, WH, ZH, ttH and tH. The best-fit values along with their uncertainties
are depicted on Fig. 4.29, with the covariance matrix shown on Fig. 4.30.

Numerical values of the cross-sections are reported in Table 4.7. This measurement
corresponds to a p-value of 55%. Current precision for the ggH and V BEF processes is no
more limited by statistics but has similar contributions from the statistical and systematic
uncertainties. Lack of statistics still dominates the electroweak (W H, ZH) and top (ttH, b)
processes.

Process Value  Uncertainty [fb] | SM pred.
(lyg| < 2.5) | [fb] Total Stat. Syst. [fb]
ggH +bbH | 106 +10 +8 +6 | 102+6

VBF 9.5 3¢ M il | 8.0%0.2
WH 4.2 E% E% ;g% 2.840.1
ttH 1.0 03 T3 401 ] 11401
tH 05 *o5 o5 o3 | 0.2750;

Table 4.7: Best-fit values and breakdown of their uncertainties for the production cross
sections of the Higgs boson times the H — ~v branching ratio. SM predictions are
obtained from the prediction of [113], multiplied by an acceptance factor for the re-
gion |yy| < 2.5, computed using the Higgs boson simulation samples described in
Section 4.3. Source: [39].
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Figure 4.29: Best-fit values for the cross-sections (|yy| < 2.5) in the 6 POl regime. Values
are shown as the ratio to the SM prediction. Source: [39].
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Figure 4.30: Observed covariance matrix of the measurement in the 6 POl scheme of
production cross-section times H — ~v branching ratio. The largest correlations are
between the WH and ZH (ttH and p) modes due to experimental difficulty to distin-
guish the double lepton decays of the Z-boson from semi-leptonic decays of W-boson
(a possibility to miss one top-quark). Source: [39].
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Sensitivities of the production modes signal strengths measurements

An additional cross-check on the best-fit value and its uncertainty for each POI can be done by
examining the section of the likelihood curve for this variable. Ensuring a continuum surface
with no anomalies around the global minimum, one can prevent possible issues in the fit.
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Furthermore, the likelihood surface can be used to graphically deduce confidence intervals
(Section A.6.2): 68% and 95%, which are mainly used.
To compute the NLL at a given value of POl ¢° (In(6")), one needs to fix § = ¢°, leaving other
parameters floated (implying no constraints on their values) and to perform a fit. Result of 1D
likelihood scans are shown on the Fig. 4.31.
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Figure 4.31: Likelihood scans in the 6 POl scheme. The red curve shows the stat-only
distribution of 2AInL. (systematic uncertainties are neglected by fixing their central
values to those observed in the real data). The blue curve represents the full likelihood,
where no parameters are fixed.

The simultaneous 2D scans of the ggF' (04,r) and VBF (oypp) cross-sections are given
by Fig. 4.32.
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Figure 4.32: 2D likelihood contours span over ggH x V BF cross-sections. The left (right)
figure shows the expected (observed) results. The black cross represents the best-fit
value. The blue star stands to the SM value. The possible misknowledge on the SM
cross-sections are indicated by the gray band. The two contours show the 68% and
95% Confidence Limits in black solid and dashed, respectively.

Significances

Significances of the observation of various production modes are computed in the units of sigma
using the likelihood-based formula (Section A.6.6). Therefore, to compute the significance for
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a given production mode, one needs to perform two fits: under the assumption of no signal
(hence, i = 0) and with no assumption on the model (thus, the unconstrained likelihood). To
check the validity of the analysis, both the observed (over the actual data sample) and the

expected (over the Asimov dataset) significances (Table 4.8) are computed. No anomalies are
found.

Process Significance
Observed Expected
g9H 1.7 12.0
VBF 6.8 6.5
WH 3.5 2.6
ZH 0 0
ttH 3.1 3.7
tH 0.75 0.39

Table 4.8: Significances of production signal strength in the 6 POl scheme.
Limits

Following the prescription on the statistical limit (Section A.6.4), a dedicated study has been
conducted to obtain limit on the signal strength of the tH production mode. The expected
limit on the signal strength value is 5.89 and the observed one is 8.41x SM.

4.11.3 STXS

Measurements of the 28 truth-bins are given in Fig 4.33 and Table 4.9. Their correlation is
illustrated in Fig. 4.34.
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Figure 4.33: Observed cross-sections in units of their SM values for 28 POl scheme
obtained in a simultaneous fit. Source: [39].
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. Value  Uncertainty [fb] | SM prediction
STXS region (o; X B,,)

[fb] Total Stat. Syst. [fb]
g9 — H (0-jet, pff < 10GeV) 102 *43 438 19| 1509H107
gg — H (O-jet, pil > 10GeV) 57.64 3% £7.0 Tifs| 46.92%347
99 — H (1-jet, 0 < p < 60GeV) 1579 155 fiee Tiso | 1478730
99 — H (1et, 60 < pf < 120GeV) 1140 1357 Soe 13| 1024500
g9 — H (1-jet, 120 < pH < 200GeV) 1.62 105 108 rose ) 1.70%0%
g9 — H (> 2-jets, mj; < 350 GeV, p < 120GeV) 3.93 1345 Al il 6.4t
gg — H (> 2-jets, m;; < 350GeV, 120 < pf < 200GeV ) 278 ioe  Tooe Ioar | 2.147948
g9 — H (= 2-jets, m;; > 350 GeV , pi < 200GeV) 202 I8 S 1088 ] 1.99504T
99 — H (200 < pl < 300GeV) 162 109 105 Toir | 104753
99 — H (300 < pif < 450 GeV) 0.04 1017 fo1l ooy | 024706
99 — H (pff > 450GeV) 0.09 1005 T00s Toor | 0045051
qq' — Hqq' VH-veto 583 I3 130 13| 6597013
qq' — Hqq' VH-Had 019 107 oW oir | 116700

qq' — Hqq' (> 2-jets, 350 < m,; < 700GeV, 0 < p# < 200GeV) 146 0% 1ol 0S| 1.22H003
qq' — Haq' (> 2-jets, 700 < m;; < 1000GeV, 0 < pi <200GeV) | 0.80 1035 1032 *0-2 1 0.581005

q¢ — Hqq (= 2-ets, m;; > 1000GeV, 0 < pi < 200 GeV ) 119 1043 +033 40281 1007903
q¢ — Hqq (> 2-jets, 350 < mj; < 1000 GeV , pi > 200 GeV ) 0.04 1032 Loz 002101700
qq' — Hqq (> 2-jets, m;; > 1000 GeV, pZ > 200 GeV) 027 1085 Thos %% 017000
qq — Hlv (0 < p¥ < 150GeV) 141 108 105 1ooe | 0797003
qq — Hv (pf > 150 GeV ) 020 o1 101 1001 | 012750
pp — HUL(0 < pY < 150 GeV) -0.29 T0os  Toos  tooo | 0457005
pp — HU (Y > 150 GeV ) 0.04 I0os foos foos | 0.09%50
tH (0 < p < 60GeV) 022 1% 10T Toor | 02700
ttH (60 < pff < 120GeV) 032 0% o3 fooe | 040700
tHH (120 < pi < 200 GeV ) 018 1015 o153  fo02 | 029700
tHH (200 < pif < 300 GeV ) 014 106 Ioor  Toor | 012503
ttH (pff > 300GeV) 0.06 100 fooi oo | 0-06%50;
tH 037 0% Tofr 1037 | 019500

Table 4.9: Best-fit values and uncertainties for the production cross-section times H —
v7 branching ratio (o; x B,,) in each STXS region. The values for the ggH process also
include the contributions from bbH production. Source: [39].
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Figure 4.34: Observed correlation matrix between the STXS cross-sections in the 28 POI
scheme. Source: [39].

4.12 k-framework interpretation

Another way of probing the Higgs boson properties is to study its unique couplings, which
are strictly defined in the SM by the masses of the particles, leaving no free parameter to
fit. To overcome this [113], one can introduce to each vertex containing the Higgs boson a
multiplicative coupling parameter, «, being equal to unity in the SM and to probe this value.

At the leading order®, for a given process i — H — f, the Higgs boson production
cross-section can be expressed as:

koM

2TSM
105 'HfFf

2 "SM
kil

(4.24)

0ilByy =

8Even though, computations of the cross-sections are done at higher orders.
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where o; is the production cross-section of the ¢ — H process, B,,- branching ration of the
H — 7 decay and I'"7 is its width, and 'y (k) is the total width of the Higgs boson. All
these values are parametrised as a function of x. The SM predictions for the branching ratio

(B,-) and the process cross-section (o;) are computed from the highest available order in the
QCD and EW couplings [113].

The parametrisation used (based on LO diagram for each process) is shown in Table 4.10.

Production Main Effective e
) . . Resolved modifier
cross section interference modifier

o (ggF) t-b K2 LOA0AZ + 0.002x7 — 0.038 kg — 0.005 rh,
o(VBF) - - 0.733 k%, 4+ 0.267 K3,
o(gq — ZH) - - K

2.456 k% + 0.456 K2 — 1.903 k75,
ol9g = ZH) =7 ) —0.011 k765 + 0.003 gy
o(WH) - - Ky
o(ttH) - - K7
o(tHW) t-W - ArK? 4 Bk}, + C rikw, category-dependent
o(tHq) t-w - Akl + BrkY + C riky, category-dependent
o(bbH) - - K3

Partial and total decay widths

) 1.589 k%, + 0.072 K2 — 0.674 ryy kg + 0.009 Ky i
v 4+ 0.008 Ky xp — 0.002 ke — 0.002 Kykr
; 1111 K7 4+ 0.012 2 — 0.123 Kk
0.581 K2 + 0.215 K2, + 0.063 K2
+0.026 K% + 0.029 k2 + 0.0023 2
+ 0.0004 k2 + 0.00022 f{i
+0.082 (199/T%)

r t-W K
| R t-b K

2
FH - KR

Table 4.10: Parametrisation of Higgs boson production cross sections o;, partial decay
width and total width I'y, as functions of the coupling-strength modifiers «. Category-
dependent means that such a parametrisation is done independently for each cat-
egory, with their own values of A, B and C. For the other production modes, the
parametrisation is the same for all the categories targetting the given production mode.
Source: [99].

A few couplings of the Higgs boson are examined:

* EW-bosons: kj, and kz to W- and Z boson, respectively. They are usually probed
together as xy .
* Heavy fermions (t, b, c and 7, i), usually probed together as .

A few options for parametrising the Higgs boson production via ggH channel and di-photon
decay, which occur via a loop, are used:

* unresolved (effective), which by introducing effective couplings of the Higgs boson to
gluons and photons (x4 and k., respectively). In a sense, they parametrise the production
and the decay modes of the Higgs.

* resolved: loop corrections are directly expressed in terms of actual couplings to various
SM particles circulating in these loops. Parametrisations of observables (cross-sections,
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decay widths) as a function of coupling modifiers at LO are shown in Table 4.10. Such
an assumption is valid under the assumption that BSM particles do not have a significant
effect on the kinematics of the corresponding process.

The ggZ H loop-process is always considered as the resolved, because at LO it occurs
through a box, loop diagram.
Studies are performed in a few approaches:

* k¢. Only coupling to the top-quark is tested.

* k4K~ plane, probing effective couplings to the ggH and H — v~ loops.

* ky-kr plane, where a few universal couplings are introduced: to the EW vector bosons
(kv= kw = Kz) and to the heavy fermions (kr = Kk, = Ky = ke = K = K,).

* Ratios of the coupling modifiers, defined by the Eq. (4.25).

Koy = Fghy /-
Avg = Ky /Ky. (4.25)
Atg = Kt/ Ky
The Ay, and )\, parameters are introduced, since they do not depend any more on k.
In all these four models, couplings to other particles are not modified (considered to be as

in the SM, strictly equal to unity).
Results of the scans are shown by Fig. 4.35.
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Figure 4.35: Likelihood scans in the (a) gluon-photon and (b) vector bosons-fermions
effective couplings. Source: [39].

137



CHAPTER 4. THE H — ~y~ COUPLING ANALYSIS WITH FULL RUN 2 DATA

4.13 Conclusion

The H — ~+ channel is one of the most precise channels for the Higgs boson measurements,
given a good resolution of the electromagnetic calorimeter. The results are presented in various
granularities, from the inclusive measurement to the STXS one. The latest ones are interpreted

in the x-framework and in an EFT approach. The results are in agreement with the Standard
Model.
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5 - SMEFT and BSM interpretations

5.1 Introduction

Various experimental results give a hint that the current Standard Model of particle physics
may not be the ultimate theory. If new physics exists at high energies, not reachable at the
LHC, one can still get access to it via the low-energy® (Fig. 5.1) deviations. More generally, it
would be interesting to test the structure of the Lagrangian.

—— SM Background

SM Signal
LHC energy limit BSM signal
(13.6 TeV) —— Total Spectrum

Distortion of

H Events

background

\/_\\
Vs

Figure 5.1: Illustration of a new hypothetical resonance (green), not reachable at the
LHC. A deviation of the SM expected background shape may allow to access it.

The Standard Model Effective Field Theory (SMEFT) [114] provides a way to access
hypothetical new physics (from an energy scale A > ¢) at the accessible energy scale.
Therefore, a general effective SMEFT Lagrangian can be build up in terms of the SM operators,
respecting its symmetries?:

Lsvierr = Lsu + Z Z

d>4 k

Y @
0, (5.1)

C
Ad

where Lg) is the SM Lagrangian, O,E:d) is a complete set of the basis operators® of dimension* d,
usually chosen in the Warsaw basis [115] and Clgd) are Wilson coefficients® (WC for Wilson
Coefficients), which describe strength of a given operator O,EG).

Tcompared to characteristic energies of BSM processes, which may be out of the LHC range.

2space-time translational invariance (energy-momentum conservation) and gauge-symmetries.

3Basis operators are the SM operators (matter and gauge fields) in all possible combinations, respect-
ing the SM symmetries of the dimension d. Terms with higher-than-four dimension are scaled by the
new physics scale A in a relevant power to obtain an energy dimension-4 expression.

4By dimension, the one of energy is assumed. All terms in a Lagrangian are dimension-4.

>Later on, index (d) will be omitted, since only the dimension-6 operators are considered.
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The Taylor-expansion is general and can be used for matching to any given ultraviolet-
complete BSM model (Section 5.8.3).

In this analysis, only the dimension-6 terms are considered. Terms suppressed by A
(dimension-5)° and other odd powers are traditionally not considered, as they violate the
baryon and lepton numbers and are not relevant to the Higgs physics. The higher even-order
terms (dimension 8 or higher) are not considered, as expected to be minor with respect to the
dimension-6 ones’. For the measurement, the energy scale A is set to 1 TeV and for any other
arbitrary value A’, the results on a given Wilson coefficient can be directly obtained from a
scaling by the (A’/A)? factor.

Also, only CP-even operators with a potential impact on the STXS cross-sections above
0.1% (when C; = 1) are considered. Imaginary parts of the operators are not probed. For the
differential cross-sections interpretation (Section 5.5), only cyg, ¢y and ¢, are taken into
account, since only these operators are found to be probed with a relatively good precision
(Section 5.5).

The full Warsaw basis consists of more than 2000 operators, which cannot be constrained
simultaneously. To reduce the amount of the parameters, some additional symmetry assump-
tions can be implied, given sensitivities to various parameters. Given that Higgs boson is much
heavier than the light quarks, they are kinematically undistinguishable and the current analyses
are not sensitive enough to them (for example, H — wu, H — dd and H — 5s analyses have
no sensitivity).

For this reason, the so-called top-scheme [116] makes use of these restrictions and treats in
the same way: quarks of the first two generations u = (u, ¢), d = (d, s) Hence, one is left with
3 generations of leptons (e, i, 7) and 4 types of quarks: u, d, t, b.

®There is only one dimension-5 term, Weinberg operator, (iH) (FITL>, generating neutrino mass

term and violating leptonic number.
’Potential impact of the dimension-8 terms is discussed in Section 5.7.2.
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The corresponding operators with this symmetry are given in Table 5.1.

Wilson coefficient Operator Wilson coefficient Operator
2 1,1
o (HTH)? o (@)@
HYH)O(H'H 18 _ )
HO (HUH)D(HTH) o)) (QT*%,Q)(T"v"q)
cc frear GGy (3,1) o
cw IR Ly Iy Qq (Q0'7.Q)(qo"7"q)
Y 3,8 A sia = ia
CHDD (H'D*H)" (H'D,H) Cégq : (Qo' T, Q)(qo' T*V"q)
CHG H'H G, G eV (@' vu9)(q0"v"q)
cop H'H B,,B" oV (Tt (y0)
I Iy
Caw g'TEI[;[/VI/;‘I/VB# Cgi) (tTa'Yu ) (@I )
CHWB T m 1
o = i (Bt (dyd)
CHi (H'i D H)(hy"lh) (8) ire @it
(1) (YT ) ) Ctil (ET*y,t)(dTy"d)
C 1 o
' D o (@ @)
c HY' D H)(Isv"5) 8
@ PESSN con (QT*7,Q)(aT*y"u)
ChHI11 (HYi D H)(lym'y"1y) (1) )
(3) L ‘ CQd (QuQ)(dv*d)
CHi,22 (H'i D | H)(l7'y"1>) ) .
(3) 2 CQd (QT*y,Q)(dT*y"d)
CH133 (H ’LDHH)(Z Tiykly) c(l) )
CHe11 (H'i'D H) (@) @ (a7u0)
CHe,22 (HTiﬁ“H)( Yeg) Ciq (qTy,q) (tT ")
CHe,33 (HTi(E> H)(esy"es) CeH,22 (HTH)(ZQQQH)
cgé (H'i'D . H) (@) CeH,33 (H'H)(Ise3H)
i (=D L) arv) Cutt (HE)@riuH)
CHu (Hi'D ,H) (,7u,) CiH (H'H)(QHY)
CHd (H'i'D H)(d,"d,) Con (H'H)(QHD)
i1 (114D ) (@vQ) ¢ QT G,
CS)Q (HU?{LH)(QTWMQ) Cew (Qt_f‘”t)TIf[ Wi
Crre (H'i'D  H)(Fy"t) CiB (Qot)H B,,
CHb (HY'D \ H)(57) Ci1,1221 (Lyul2) (")

Table 5.1: Definition of the relevant EFT operators impacting the Higgs boson produc-
tion and decay in top-scheme of the Warsaw basis. G, W/f,, and B, are the gauge
field tensors of the strong and electroweak interactions, H is the Higgs field, 7" is the
SU(3) generator, and 7! are the Pauli matrices. Source: [117].

5.2 Input channels

The SMEFT results are based on a combination of channels with Run 2 (Table 5.2).
To compare the performance of the STXS interpretation with the corresponding differential
cross-section (Section 5.5), the H — vy + H — 4¢ combined datasets are used.
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Analysis (production modes) L - 2 HDM and
Decay channel Production mode  [fb7!] Reference  Binning SMEFT (h) MSSM
~ - [39] STXS-1.2 v v
H — vy (ggFVBFEWH,ZH ttH tH) 139 [118] differential v (subset
X T [119] STXS-1.2 v v
H—ZZ (ggF,VBFWH + ZHttH +tH) 139 (35] differential v (subset)
(ttH +ttH- multilepton) 36.1 [120] STXS-0 v
H— 77 (ggF,VBF,WH + ZH,tH +tH) 139 [121] STXS-1.2 v v
(ttH +ttH- multilepton) 36.1 [120] STXS-0 v
H— WW* (ggF,VBF) 139 [42] STXS-1.2 v v
(WH, ZH) 36.1 [122] STXS-0 v
(ttH +ttH- multilepton) 36.1 [120] STXS-0 v
H = bb (WH, ZH) 139 [123] STXS-1.2 v v
(VBF) 126 [124] STXS-1.2 v v
(ttH +tH) 139 [125] STXS-1.2 v v
(inclusive) 139 [126] STXS-1.2 v
H— Zy (inclusive) 139 [127] STXS-0 v
H — (ggF +ttH +ttH,VBF + WH +ZH) 139 [128] STXS-0 v v

Table 5.2: Summary of input analyses used for the EFT reinterpretation. All the chan-
nels used for the STXS SMEFT interpretation are also used for the mapping SMEFT to
2HDM (Section 5.8). Source: [117].

The STXS granularities along with their signal strengths best-fit-values and uncertainties
are shown on Fig. C.1, C.2, C.3.

Independent SMEFT results are obtained using only the STXS combination of all the
available channels (which are marked in Table 5.2). The BSM interpretation is performed only
for the STXS combination.

The 36 fb=! VH — WW and ttH—multilepton analyses are not included in the STXS
SMEFT combination as they are not expected to give a contribution on the constraints. The
VH — cc analysis is added to the SMEFT combination to directly probe the Yukawa SMEFT
modifier®, however it is excluded from the BSM interpretation as not expected to contribute
to the constraint. The H — bb inclusive analysis is included to the SMEFT combination to
improve constraining of the high pZ tails, but is excluded from the BSM analysis as considered
to have a negligible effect.

5.3 Simulation of the SMEFT impact

Simulation of the EFT effects is made only for signal processes (Section C.6), neglecting
the modifications of the background processes for each of the input analyses, as it has been
shown to be valid with the current precision.

8Recently, another treatment of the branching ratio parametrisation has been adopted (see Sec-
tion 5.3 on the treatment of the denominator in the Taylor expansion of the signal strength parametrisa-
tion), which led to exclusion of the VH — cc dataset. However, for most of the results in this thesis, the
old treatment (including VH — cc) is used.
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5.3. SIMULATION OF THE SMEFT IMPACT

Calculations of the tree-level processes are performed with SMEFTsim [129] package with
top-symmetry, following the recommendation of the LHC EFT working group [130]. The
following EW inputs are used:

« Gp = 1.1663787 x 107> GeV~? which is the Fermi constant [131];
* myz = 91.1876 GeV [131];
« my = 80.387 GeV [132];

Since the SM and BSM processes are independent, the total matrix element consists of
two independent contributions from the SM and BSM terms:

M = Mgy + Mpsu (5.2)
From the Taylor expansion of the BSM part of the matrix element (eq. 5.1), one gets:
Maponr = MEL + OA) (5.3)

This leads to the following expression for the squared matrix element (proportional to the
cross-section or width):

oo [MPP = |Mgyl|*+ + |[Mpsu|?, (5.4)
SM BSM

where R(-) represents the real part. Taking into account the decomposition of the Lagrangian
(eq. 5.1), and truncating to order 6, one finds:

2 o e 2 o’ e\ eV’ *
|M| N|MSJ\4| +2R ZMSJ\JFM]@ +Z F |MI¢‘ +Z A4 MZM] (55)
Y k k

SM 1<j

BSM, diagonal term BSM, Interference between WC

Therefore, cross-section consists of three terms, with the following notation:
0 =0sM + Oint +0BSM- (5.6)

In order to perform measurements of a set of Wilson coefficients C;, given an STXS signal
strength ustxs (or corresponding values in the bins of differential cross-sections), it is required
to parametrise pstxs = pstxs(C;). By definition, signal strength in an STXS truth-bin is the
ratio of the observed cross-section to the one predicted by the SM:

o STXS
pIT = e (5.7)
Osm
with the STXS cross-sections deduced as:
N,
STXS events
. — - events 5.8
Yot T BH = )L 8)

where N,,enis is the total number of events observed, € is the reconstructed efficiency times
acceptance, B(H — f) is the branching ratio of the final state f and L is luminosity. Presence
of a new physics may potentially affect all the terms from the equation above, apart from
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luminosity (which is measured independently and is a common characteristic of a physical run)
and the observed number of events, since they are taken from data®.

Hence, parametrisation pstxs(C;) is conditioned by the dependence on new physics of the
acceptance times efficiency (Section 5.4.2) and branching ratio.

To account for the state-of-art computation of the SM cross-sections and reduce the
perturbative QCD uncertainty, the SMEFT impact on a cross-section o is expressed as a
relative correction to the SM prediction:

LO O'LO
o= O-g'i\i[t known order 1 4 —int Znt + BLSO]V[ ’ (5.9)
o oSk

where 029 is the interference and 0£2,, is the pure BSM contributions!®
Taking into account the tiny width of the Higgs and its scalar nature, it is legitimate to

use the narrow width approximation, neglecting the propagator correction!. In this way, the
cross-section of a truth bin ¢, observed in the decay channel with final state f, takes the form:

Partial decay width

I‘H—>f (FHﬁf_i_FHaf_i_FHﬁf)\
o x B = ot x Bl = o' S mg T BSM) (5 90)
( ) A \( 2 ‘ft BSM)J (P + ant + 1—WBSM)

production xs
Total Higgs Width

Factorising out the SM terms, one finds

Impact on the partial decay width
7\

14+ int + BSM
H Hﬁ f H~> I
Lt Ty Oint , Osm I's L's (5.11)
g r# Osm 4 L+ T T H
SM Osm 9sm /) (1 4oint Tine 4 FBSM)
Impact on th;rproduction XS F r4

Vv
Impact on the total Higgs width

t  pH=S H
where the interference ratios int Fmt and Fmt are suppressed by A? and have linear
Osn
dependencies on the SMEFT operators, since they originate from the SM D6 interference term
in M, which is linear in C. The quadratic ones w, gij‘}[ and Bs are suppressed
osm Lgpy F

by A* and have quadratic dependencies on the Wilson coefficients. Thus, the relevant ratios
can be expressed as:

The efficiency also gets modified by WC (Section 5.4.2).
19An assumption that the LO EFT corrections are valid at higher computational orders is made.
"And given that all the used measurements are performed on-shell.
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5.3. SIMULATION OF THE SMEFT IMPACT

Uztnt UtBSM t
= Z AiCr — = 2 BGC
SM SM k,j
| / osar
F’“f =Y ALC e ZB CiC; (5.12)
i g i
F;}” =" Allc, FBSM —ZB CiCj
SM k SM k.J

where Al is a constant factor expressing the linear variation of the cross-section of the
Higgs boson production in the truth-bin ¢, conditioned by a Wilson coefficient C, by the
IR{ Mgy M} term in eq. 5.4. The A7/ and A terms show the impact on the Higgs
decay to the final state f width and the total width, respectively. More details on these
coefficients and how they are estimated are given in Section 5.4.1. The B coefficients are also
constant and describe the impact caused by the quadratic terms (by a simultaneous plugging-in
of two Wilson coefficients: Cy, C;j, which can coincide).

Linear Parametrisation

Neglecting the quadratic terms in eq. 5.11 and taking into account definitions from eq. 5.12,
one finds the following parametrisation of signal strength of the truth-bin ¢ observed in the
final state f'2:

(1+Ac) (1+Alcy) 1+ (4 +4f)c

~ (5.13)
(1+ AfCy) (1+ AFCy)

t
ptl =
where the numerator is Taylor-expanded up to the linear terms.

Historically, it was traditionally used a Taylor expansion for the denominator, leading to a
simple linear parametrisation of the signal strength:

ptf =1+ | AL+ A — Al (5.14)
which is a linear function in all Wilson coefficients.

Close to the finalisation of the analysis, the initial version with a not-expanded denominator
started to be used in order to be more precise:

1+ (AL + AL G
pt = — (5.15)

Impact of various operators in the linear only and the quadratic'® parametrisations is shown
on Fig. 5.2.

12The sum symbol over the Wilson coefficients is omitted for simplicity (using Einstein convention).
3Later on, by "quadratic", one should always understand linear + quadratic parametrisation, which
accounts for all the terms.
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Figure 5.2: Impact of the most relevant operators on the STXS cross-sections and the
branching ratios for the linearised (filled rectangles) and quadratic (transparent) SMEFT
model. Vertical axis show ratios of the interference cross-sections to the SM ones, while
a given Wilson coefficient takes value written on the right. Source: [117].

5.4 SMEFT STXS interpretation

5.4.1 Simulation of SMEFT effects

To obtain the A (linear) coefficients describing the STXS signal strength parametrisation,
the following procedure is used:

* For each Wilson coefficient C;, generate 10 MC events with MadGraph for the squared
matrix element containing only the interference term between the SM and BSM parts,
setting value of C; to unity'*.

“There are more precise approaches, when one generates three sets of events, setting the C; to
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5.4. SMEFT STXS INTERPRETATION

« Compute the coefficients using eq. 5.12:

Ointle, 1

AZ’ _ Yint Ci — (516)
osu C;

where 0;,,¢|c; is the cross-section induced by the SM-D6 interference terms with the given

value of the Wilson coefficient C;, ogys is the SM cross-section and C; is the value of the

Wilson coefficient used to generate these events (yielding to the cross-section o;,|c,);

« Compute parametrisation of the STXS signal strength of each truth-bin ¢ for each channel
f in terms of Wilson coefficients, using eq. 5.15.

5.4.2 Acceptance effects

Analyses use specific kinematic cuts to separate the signal region. Value of these cuts are
optimised based on the MC simulation under the SM assumption. Therefore, presence of a
new physics may alternate the acceptance and efficiency. Hence, one needs to account for
their dependencies on the Wilson coefficients. It is found that analyses with more than two
particles in the final state (mainly, H — ZZ* and H — WW™*) are significantly affected by
the change in the acceptance caused by variation of the Wilson coefficients. Illustration of
lepton kinematic distributions distortions are illustrated in Fig. 5.3.

';: L '; L A L L B L L B B
& 0.07¢  ATLAS Preliminary - 1 £ 003 ATLAS Preliminary - ]
3 o005l H-ZzZ*-4l RER- H - WW*_ evuv .
o . 1 — Chw = 1,upto A o 0.025F 1 — Chw = 1,upto A A
2 /s =13 TeV, 139 fb 2 /s =13 TeV, 139 fb
¢ 0O ses Gy =Lupto At ] o] ~-- Chy =L upto A
i 8 o002} ]
£ 0.041 : 1 g
S 5 0.015F ]
Z 0.03F 1 z
0.02p 1 0.01 1
O.Ol*_,_'=l= 1 0.0051 p
0= O P
2, -
= = L b
2 i Z2 11
~ 15 i 1 F
w s - L
L'EJ T e W P H T L'EJ
Z 1 e 5
05 1 1 1 1 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 0O 10 20 30 40 50 60 70 80 90 100
m., [GeV] m, [GeV]
@ H—ZZ* (b H - WW*

Figure 5.3: Distribution of m,, observable from (a) H — ZZ* (for the sub-dominant 7)
and (b) H — WW* used in the analysis for the SM prediction and for different values
of ey . Source: [1171].

Following the original publication on the H — 4¢ EFT interpretation [133], the acceptance
parametrisation is modelled by a multi-dimensional Lorentz function:

AEFT(CZ) - ay
ASMLO " Bo + Z (ﬁi (v + Ci)2)

(5.17)

{-0.5,0.1,1.0}. Then, the value of the coefficient A is averaged over the three ones, standing for various
values of C;.
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where «;, 5; and ~; are numerical constants derived from the simulation. The sum is over all
the Wilson coefficients considered.

To obtain the parametrisation of the acceptance from the equation (5.17), one needs to study
the impact on the yields before and after the cuts:

NiEFT7 H— X, after cuts

EFT, H>X __
Ai - NEFT, H—X, no cuts ’ (51 8)
i
with the yield N”""H77X defined as'®:
1+ Dy T
— Oint | OBSM i X T pHeX
H

L o+

H
FSM

Taking into account the definition of the cross-section and of ratios of width and performing a

linear Taylor expansion, the following expression appears!®:

cuts no cuts
A NP®ONSY
no cuts cuts
Asm Ni SM

(5.20)

Substituting expression for N;, defined by eq. 5.19 and recalling definitions of the A
coefficients”, one finds:

Ai_ NSIF (L4 AR + AP — AFS) N
ASM gljj\tj (1 4 A?o cuts + A;lco cuts __ Ag}) cuts) Ngl}\&[s (521)

~ 1+ A;:uts + A;uts _ ACHUtS _ (A?O cuts + A;o cuts A?}) cuts)

Then, the final expression for a number of events as a function of Wilson coefficients can
be expressed as'®:

:\O-S]M (1+At+Af —.AH)/

TV
cross-section o;

t t t t t t
'AS]\,{(l‘i‘A‘ZUS‘i‘A?IS— ?L[JS_A?OCUS_A'I}OCUS_F r;?cus)

Acceptance A;

(5.22)

x  osyAsuL - (corrections) = Ngjs - (corrections)
——

SM number of events

Expanding the dependence on A:

SFor simplicity, it will be denoted as N; further on in the text.

6By A;, one should understand AZFT which is the acceptance caused by a Wilson Coefficient C;.
Impact of the linear terms A should not be confused with the acceptance A.

'8For simplicity, indexes of Wilson coefficients  and a sum over them is omitted.
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Ny = Nowr - (14| A + Ay = Ay
+ (Aguts o A?o cuts)
+ (A — AR ) (5.23)
— (AF® — AR )

).

For the H — ZZ* channel, impact of the acceptance effect on the production side is
estimated to be small (less than 10%) for the STXS regions where the analysis has sensitivity,
hence the A$"* and AJ° <'** terms have almost the same value and their difference can be
safely neglected.

The Ay terms describe the dependence of the total Higgs width on the Wilson coefficients
and come from the theoretical predictions, with no dependency on the analysis cuts. Therefore,
the (A — A% <) difference vanishes.

The remaining expression reduces to:

Ngpp = NSM (1 + |:Z A?TXS + Z [AZH—>X _ Af]] + Z [Af[*)X, with cuts __ A?—)X, no cuts]:| Ci)- (524)

After all computations, for the H — ZZ* channel for all STXS bins the same accep-
tance parametrisation is applied. For the H — WWW/*, there are two types of independent
parametrisations: for the ggF and VBF production modes.

5.4.3 PCA sensitivity optimisation

With the available statistics, channels considered and the level of theoretical uncertainties!®,
it is not possible to constrain reasonably well all Wilson coefficients. Nevertheless, it is
possible to try to suppress the flat directions?° in the EFT space, where there is no sensitivity.
Furthermore, one may find the most sensitive directions. It can be done via a PCA?! [134]
(Principal component analysis) method (Fig. 5.4), which requires having a covariance matrix
of the simultaneous fit of all Wilson coefficients.

19See ranking plots for the order of the dominant systematic uncertainties.

20F|at directions in the parameter space are those along which the likelihood variation is almost flat.
Along them, uncertainty on the parameters is too high to make a reliable estimation.

21PCA is a statistical method, prescribing linear transformation of the input variables (rotation) to a
new basis, which decorrelates the variables as much as possible.
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Figure 5.4: Illustration of the PCA method. The data points are spread in the red region,
leading to the constraint on the axes (a) showed by the blue and green shaded areas.
Redefinition (b), here with a simple rotation, of the axes allows to identify the most
informative directions, where the smallest part of the variance of the dataset is located.

Since this expected EFT covariance matrix cannot be directly evaluated due to the conver-
gence problems, the sensitivity of the measurement can be estimated using the expected STXS
covariance matrix (Fig. 5.5), translated to the EFT basis. It is possible because the STXS
and the EFT bases are both orthogonal, hence the EFT covariance matrix can be obtained by
propagating the parametrisation of the STXS cross-sections in terms of Wilson coefficients
through the expected STXS covariance matrix as:

CE_FIT = PTC§T1x5P7 (5.25)
where CE_FIT and Cs_Tlxs are the inverses of covariances matrices of the Wilson coefficients
measurement and the STXS fits. P is the transfer matrix from the STXS cross-sections to the
EFT Wilson coefficient space.
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Figure 5.5: Expected covariance matrix of the combined STXS x BR measurement. Such
split treats the categories from various final state independently. Source: [135].
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To determine Wilson coefficients to which the fit is sensitive, the eigenvalues and eigenvectors
of the inverse EFT covariance matrix (Fisher information) must be calculated. An eigenvalue
e; expresses uncertainty (variance) on the fit in the direction of the corresponding eigenvector
€l O, X \/% Since the Wilson coefficients with uncertainties much larger that 1 cannot
be measured, eigenvectors with eigenvalues ¢; < 0.1 are omitted. Visualisation of the EV-
decomposition of the Wilson coefficients used in the analysis is given on Fig. 5.6.
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Figure 5.6: Transfer matrix from Warsaw basis to the eigen-vector basis. Left sub-plot
illustrates expected uncertainty on eigenvectors. Source: [117].

Fit basis

In general, the PCA transformation mixes up all Wilson coefficients present in the analysis,
hence it might be not easy for theorists to interpret the constraints on the eigenvectors. One
way to preserve the physical interpretability, while still benefitting from the PCA increase of
sensitivity, is to perform the PCA transformation only within groups of Wilson coefficients of
the same physics thematic. The following groups are defined:

* Cems3 Cemzo, Com>2 are the Yukawa coupling modifiers of the H — 77, H — ppu, and
H — bb decays, respectively. They can be constrained separately from the respective
Higgs channels that enter the combination. In the fit, there will still be residual correlations
of these Wilson coefficients with other SMEFT ones, in particular for ¢,z due to the
large contribution to the total width modification.

* ¢y, Which affects both the W H and ZH production modes with an increasing impact
over pl;, and is mostly constrained by the V H (b)) analysis.

22Q0perators corresponding to the coefficients of the type c.p ;; (index i runs over flavours of leptons:
<>
1 for electron, 2 for muon and 3 for tau) have the form: HTiDMH) (e;v*e;). Due to the covariant

derivative (containing B-fields, which after the EW-symmetry breaking become Z and W fields), it affects
the coupling of the Higgs boson with leptons (electron, muon, tau) and weak bosons (and photons).
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5.4. SMEFT STXS INTERPRETATION

* Cglob’ Cl221, Cppy®), Cppy), CrL affect primarily the Fermi constant (as a shift) corre-
11 22

sponding to an overall normalisation across different production modes. cyp is the Higgs
propagator correction, affecting the overall normalization. These operators are grouped
together to separate out the overall normalisation effects.

* egei’ CHG, i and ¢, are constrained by ggF' and ttH. Due to the high correlation
between them, it is necessary to perform a rotation. The rotation is close to an
identity matrix because parameter space contains sensitivities with a different order of
magnitude?.

* eur: The four fermion operators (th(s), COa18)r Cou®r Cru®y CQg.Ds Coa® Cra®),
CQq11)s Crg)r Cou, Coam) involving the top-quark, and the trilinear gluon coupling (c¢)
affect t¢tH and the tH production modes and are grouped as having a similar impact
with pL,. These operators are constrained by the tfH spectrum measured in H — ~yy
and H — bb channels and the separation of the tH production mode in H — v also
allows to constrain one direction in this operators group.

* €Hyy,zy. T he operators cyw, cpwp, Cup, Cow, Cip are constrained by the branching
ratio modification of H — vy and H — Z~. There is also some residual sensitivity from
VBF and VH to constrain a third direction in this group.

* ezg: The operators CHuyCg() \CHCHU:C () :CHess Cppy(3) 1 CHb mainly affect the Higgs-
33 33
neutral current interaction and also the propagator correction to Z-decay. These operators
are grouped together and are mainly constrained by the V H (bb) analysis.

* egy: The operators CorVC () sCHern SCHen mainly affect H — ZZ* — 4l. The operator

cupp affects both the Higgs normalisation as (cyo — cypp/4) and has a dedicate impact
on the HZZ coupling. The operators cyge and cyqr affects both H — Z7* — 4l,
H — WW* — lvlv and also V H production as propagator corrections to W and Z. It
is grouped in the H — 4/ channel as it has the highest correlation with this group.

lllustration of the transfer matrix from the Warsaw basis to the fit-basis is given by Fig. 5.7.

23same effect can be seen in the eigenvectors decomposition in the differential cross-section analysis.
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Figure 5.7: Transfer matrix to the fit-basis. Source: [117].

Impacts of these groups of parameters, that we denote as C;-, on the STXS cross-sections
and the branching ratios are shown on Fig. C.6. On this plot, values of the Wilson coefficient
groups are set to match their expected uncertainty in the linear SMEFT model.

5.5 SMEFT DIFF XS interpretations

For the differential cross-section EFT interpretation, only the available H — ~v and
H — ZZ* channels are combined. Among various kinematic variables, it was found that the
pif spectrum is the most sensitive to the EFT effects. Particularly, the differential cross-section
measurements are sensitive at high pl! regions, where impacts of the three following operators
can be measured®*:

« Oy = (HTH)(Qﬁt) is top-Higgs Yukawa coupling modifier, with an impact on the
total cross-section for the ggH and ttH processes.

« Opyg=H'H GﬁVGAW is Higgs-gluon point-like contact term, with a shape impact that
becomes significant at pf> 300 GeV as well as overall normalisation effects.

* O = (Qa“”TAt)}NI Gﬁy is top-gluon coupling modifier, also known as a chromomagnetic
dipole operator, with a substantial shape impact in the regime of pf> 500 GeV and
overall normalisation effects in the entire spectrum.

Since the plf spectrum is the only observable, the three Wilson coefficients are highly correlated,
they cannot be reliably constrained simultaneously. To reduce the correlation, it is possible to
use the PCA eigenvectors:

evll = 0.999¢h¢ — 0.035¢,6 — 0.003¢,5,

ev® = 0.035¢ca + 0.978¢,c + 0.205¢,,

el = —0.005cke — 0.205¢,6 + 0.979¢,5.

24Since in this analysis only the real parts are probed, it deals with ctG'Re and ct H Re coefficients, which
are real parts of ctG and ctH, respectively.
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5.5. SMEFT DIFF XS INTERPRETATIONS

The obtained eigenvectors are close to the initial directions of the Wilson coefficients, since
they all have different orders of impact. However, the rotation is still useful to reduce the

correlations.

Illustration of the p spectrum observed in the v+ and 4/ final states predicted by the SM
and the post-fit in the PCA basis is shown on Fig. 5.8.
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Figure 5.8: Illustration of the observed (a) p?”ﬂ and (b) p=4¢ spectrum along with
the SM expected (pre-fit) and the SMEFT expected (post-fit) in the PCA basis (eq. 5.26).

Source: [135].

Performance of the decorrelation of the PCA is shown on Fig. 5.9, which compares the
observed correlation matrices in the Warsaw basis and in the eigenbasis.
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Figure 5.9: Observed correlation matrices for the measurements in the (a) Warsaw basis
and (b) corresponding eigen-vector basis, obtained with PCA (eq. 5.26). Source: [135].

The impact of the rotated coefficients on the pZ spectrum observed in the ~+ and 4/ final

states is shown on Fig. 5.10.
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Figure 5.10: Ratio of the SM-BSM interference cross-section to the one predicted by
the SM for each of the p¥ spectrumin H — vy and H — ZZ®*). SM-BSM term con-
tains only the contributions from the operators in the PCA baS|s, defined by eq. 5.26.
Source: [117].

5.5.1 Differential cross-section parametrisation

To obtain the EFT parametrisation, signal strength in each differential bin (independently
for the H — v and H — ZZ* channels) is parametrised as:

SMEFT (/.
o 1 O-i,bin (CJ) best—known,SM (5 26)
Hoin = S gbest—bnown,5M E : o SMEFT (¢ () T bin ) :
i,bin i€prod i,bin J

i€prod

where normalisation on the best-known SM predictions allows to profit from their high accuracy,
similarly to what is done for the STXS case.

The differential interpretation can benefit from a finer pZ binning with respect to the STXS
one, but it does not separate out various production modes.

5.5.2 Differential cross-section measurements

To perform measurements of the three remaining Wilson coefficients (or PCA EV), a few
possible fit strategies could be used:

+ Simultaneous, where all the three Wilson coefficients are fit at the same time;
* One-at-a-time, where the Wilson coefficients are fit one-by-one, leaving the remaining
ones at their SM values (zero).

Summary of the fit results for the Wilson coefficients and the PCA eigenvectors in the
simultaneous and the one-at-a-time strategies are given in Tables 5.3, 5.4 and 5.5.

Corresponding NLL (negative log-likelihood) scans for the eigenvectors for the simultaneous
fit case are shown on Fig. 5.11.
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WC Best-fit value £10 (obs) Stat only (obs) Best-fit value +10 (exp) Stat only (exp)

cne 0.000t08;§88§ 0.000t§;08§§ 0.000t08;§88§ 0.000t§;08§§
e o.ootlo;g9 0.00t8;95 o.oot9;89 0.00f8j95
CtH O.lflﬁl 0-1:):7 O-OJ—rlﬁl O-Oioﬁ

Table 5.3: Best-fit values and uncertainties for the three Wilson coefficients studied in
the differential cross-section analyses. The Wilson coefficients which are not scanned
are fixed to their SM value (zero). Both the total and the statistical only uncertainties
are reported. Source: [117].

WC Best-fit value +10 (obs) Stat only (obs) Best-fit value £10 (exp) Stat only (exp)

eoll 0.0007 0008 0.0007 0005 0.000 77003 0.000 *7002
el?) 0.3+% 0.3713 0.0 22 0.0 115
euld 1.2+39 1.239 0.0 +33 0.0 39

Table 5.4: Best-fit values and uncertainties for the three eigen-vectors studied in the
differential cross-section analyses. The remaining two eigen-vectors are profiled in the
fit. Both the total and the statistical only uncertainties are reported. Source: [117].

WC Best-fit value £10 (obs) Stat only (obs) Best-fit value +10 (exp) Stat only (exp)

evl] 0.000 70903 0.000"5-552 0.000"5-55 0.000" 5552
ev? 02121292 0.212F}:2%8 0.00272172 0.00277-33
evl?) 1.20073-8% 1.190739% 0.0007351 0.00073-300

Table 5.5: Best-fit values and uncertainties for the three eigen-vectors studied in the
differential cross-section analyses. The contributions of the Wilson Coefficients to the
non-scanned eigen-vectors are fixed to zero (in the fit, not scanned eigen-vectors are
non profiled and fixed at zero). Both the total and the statistical only uncertainties are
reported. Source: [135].
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Figure 5.11: Single-parameter expected and observed likelihood scans from STXS H —
vy and H — 4l for (a-d) evl!, (b-e) ev? and (c-f) evl®. The remaining two directions
which are not scanned are fixed to the SM values (zero). The likelihood, obtained with
all nuisance parameters being fixed at their best-fit-values are shown in red. The full
likelihood, with floating all the parameters are shown in blue. Source: [135].
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5.6 SMEFT Comparison of STXS and Diff XS interpretations

To compare the performance on probing EFT of the STXS and differential cross-section
analyses, the same final states are used: H — v and H — 4(. The results of the simultaneous
fit are shown on Fig. 5.12.

—_—————————————
ATLAS Preliminary e BestFit ATLAS Preliminary e BestFit
— 68 % CL — 68%CL
_ -1 _ —1
Vs =13TeV, 1391 Differential H s vy + H — 4/ Vs =13TeV, 139 fb Differential H — 7 + H — 4/
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Figure 5.12: Comparison of the (a) expected and (b) observed simultaneous fit results
for the STXS (blue) and the differential cross-section (green) H — vy and H — 4/, using
the eigen-basis of the differential cross-sections. Source: [117].

In the one-at-a-time case, the constraining performance of the two approaches are similar,
while in the simultaneous fit case, the STXS approach shows better results. It may come from
by the design of the STXS measurements, which distinguishes the various production modes
and probes in multi-dimension the kinematic phase space (Section 4.2), optimised to enhance
sensitivity to BSM physics.

5.6.1 Systematics

Ranking plot for the simultaneous fit results with the combined H — vy and H — 4/
STXS datasets are shown on Fig. 5.13. The most important systematics are from the theoretical
modelling of UEPS (underlying event parton shower).
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Figure 5.13: Ranking plots for the STXS dataset in the basis two leading eigenvectors
defined in the differential cross-section analysis. Empty (shaded) histograms show the
pre-fit (post-fit) impact of the nuisance parameter value on the given POI. Source: [135].
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5.7 SMEFT fit results with the STXS combination

5.7.1 Linear results
The results of a simultaneous fit of the Wilson coefficients in the fit-basis in the linear
model are shown by Fig. 5.14. Potential difference between the sensitivities of the expected
and observed results may come from the non-linearity of the parametrisation and is discussed
in Section 5.7.3.
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Figure 5.14: Expected (grey) and observe (blue) pull of central values of the Wilson coef-
ficients in the fit-basis (bottom plot), their uncertainties (middle) and relative contribu-
tions from each input channel and production mode (top) to the precision of the mea-
surements. The results are obtained under the linear parametrisation. Source: [117].
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From these results, one could see how individual analyses of the Higgs boson decaying to
leptons (uu and 77) significantly improve constraining power on C?% and C3%, which affect
the corresponding Higgs couplings. Correlation matrices of the measurement are shown on
Fig. 5.15.
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Figure 5.15: (a) Expected and (b) observed covariance matrices for the simultaneous fit
of the Wilson coefficients in the fit basis for the linear parametrisation. Source: [117].

The largest correlations occur between e},,; (4-fermion operator, mainly affecting ¢t H) and
eng (mostly, Ci) and may come due to the overlap of impacts: e}, is mainly constrained
from the ttH process, which is highly sensitive to the ggH production mode (which is affected
by €2,11)- .

Remnant correlations between the Wilson coefficients of the same group occur due to the

residual correlations with other parameters, outside of the given group.

Breakdown of uncertainties into statistical and systematic components is given by Fig. C.7,
which shows that most of the Wilson coefficients are statistically dominated®.

5.7.2 Quadratic results

The fit results in the case of the quadratic parametrisation are shown on Fig. 5.16 and the
comparison with the linear results are given by Fig. 5.17.

25The corresponding NIl scans for various components of systematic uncertainties are given by Fig. C.9
and Fig. C.10.

162



5.7. SMEFT FIT RESULTS WITH THE STXS COMBINATION

ATLAS Preliminary
Vs =13TeV, 139 fb~!, m, = 125.09 GeV SMEFT A = 1 TeV

1 ]
10 E Linear+quad. (obs.) 0.32 =
S r Linear+quad. (exp.) Q
2 ) G
c E 7
s s
g | <
5 101} 132 3
3| a
N L gl
B qg-2 2
g 107 1105
€ r o
g r
1) [
103 | 132
S 4l Psw = 98.2% |
o [
o=
Q2> [
© €
s 2 ]
0 @ [ e BestFit
S O
s o M MLl el gt B L S {1 —es%cL
i ° N — 1IY ¥ X T ¥V - IV IV W TN 1Y &1 e 95 % CL
L0 §
o N [
E3 _aof ]
= r
o E L
% L
2 -4l .
a r |
o o ogo 5, L, 00 O, Q0% O, O, O, O 5, 0,00, 5, 5%
&% & <. 70V oY A A4 TXVXU XY A A4 7 7
'gfgé '5";&% % L K XK 6’)} 6’}) 6’}} A S % B % 4 K

Figure 5.16: Expected (grey) and observed (yellow) pull of values of the Wilson coeffi-
cients in the fit-basis (bottom) and the total uncertainty (top sub-plot) in the case of the
quadratic parametrisation. Source: [117].

163



CHAPTER 5. SMEFT AND BSM INTERPRETATIONS
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Figure 5.17: Comparison of the fit results between the case of the linear parametrisa-
tion (blue) and the quadratic one (yellow) for (a) expected and (b) observed cases. Left
sub-plots show total uncertainty on a given Wilson coefficient and the right ones illus-
trate the pull of best-fit values and their uncertainties (68% and 95% CL). Source: [135].

For some Wilson coefficients, the difference in uncertainties between the quadratic and linear
parametrisations can reach an order of a magnitude (for example, ej; . ;;_,4,). This difference
indicates a potential importance of including the dimension-8 terms in the parametrisation and
a necessity to use the quadratic parametrisation.

At the results shown by Fig. 5.17, some Cl are disconnected (for example, C?%). Explanation
is given by the likelihood scan, depicted on Fig. 5.18.
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5.7.3 Likelihood shape for the quadratic results
The quadratic fit results show some potential problems with the estimation of the Cl for
specific Wilson coefficients. To understand it, a series of likelihood scans (Fig. 5.18) have been
performed.

ATLAS Internal
10 /5 =13 TeV, 36.1-139 fb~'
SMEFT A =1 TeV

ATLAS Internal
10} /5 =13 TeV, 36.1-139 fo~'
SMEFT A =1 TeV
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(a) normal (b) Double minimum (c) Non-differentiable

Figure 5.18: Examples of the likelihood scans with linear (blue) and quadratic (yellow)
parametrisations for representative cases: (a) normal behaviour, (b) double minimum
and (c) non-differentiable behaviour of likelihood. The observed results are shown with
a solid line and the expected are drawn with a dotted one. Source: [136].

Double-well structure

Origin of the double-well structure could be explained with a toy study, illustrated by Fig. 5.19:
in a case when linear effects?® are as important as quadratic?’, the log-likelihood behaves as
a quartic function and therefore exhibits a double-well structure. Contrary, if the quadratic
effects are the dominant ones, the behaviour of the likelihood manifests in a U-shape with a
flat area around the SM-value.

— -2log[exp(~ 1 (024 + 1 - 11%))

— —2log(exp(— E 012 #x+1- 1]2}}

Figure 5.19: Illustration of a toy study for quartic NIl for a case of similar contributions
from the linear and quadratic terms (blue) and for a case of dominant contribution from
the quadratic ones (red). Source: [136].

26Effects coming from the SM-D6 interference terms in the squared matrix element.
27Effects originating from the pure BSM terms from the D6-D6 terms in the squared matrix element.
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Non-differentiable behaviour (Multiple minima)

To solve the issue with a non-differentiable behaviour of likelihood, a different method
(Fig. 5.20%®) to construct it has been adopted:

* To construct a likelihood shape for a given Wilson coefficient C;:

- For each other C; (i # j) perform a series of Nll scans and for each value C¢' of C;
probed, find the best-fit-value Cif‘a of C; and likelihood.

- Plot all points C; and the corresponding NII.

- Consider an envelope of the points as a truth NIl shape for a given C;;

10 10

ALTAS Internal
V5 =13TeV, 139 fb~!

projected
scanned

ALTAS Internal
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projected
scanned

Quadratic parameterisation
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Figure 5.20: lllustration of constructing an envelope for a given Wilson coefficient C;:
each blue point is constructed from an NIl scan for another Wilson coefficient C; with
plotting of the best-fit-value for the probed one and the corresponding NIl value. The
red dots show a traditional NIl scan for C;. Source: [136].

Presence of multiple wings in the NIl scan may explain the non-differentiable behaviour of
the NIl shape obtained in a classical method.

Difference between the expected and observed sensitivities

Non-linear® nature of the parametrisation leads to a non-Gaussian likelihood (Fig. 5.21). In
this case, a slight variation of the central value (minimum of NII) can significantly change the
Cl.

28p|ots for all Wilson coefficients probed are in appendix: (expected) Fig. C.11 and (observed) Fig. C.12

29Here, non-linear refers to the ratio of polynomials (Section 5.3) and should not be confused with the
linear and quadratic parametrisations, expressing the inclusion of only SM-D6 interference and D6-D6
terms in the squared matrix element
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Figure 5.21: Illlustration of toy likelihoods for the case of (a, ¢) linear parametrisation and
(b, d) quadratic one. (a) shows fully linear log-likelihood, (c) illustrates a case when no
Taylor-expansion is used for the polynomial ratio. (b) shows a quartic likelihood with
a Taylor-expanded ratio of polynomials. On (d) no Taylor-expansion is used and the
likekihood is a quartic function (which corresponds to the quadratic parametrisation).
Source: [136].
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5.8 Two-Higgs-doublet model

5.8.1 Introduction
In 2HDM (Two Higgs Doublet Model), the Higgs sector is extended by an additional
complex doublet ® with the vacuum expectation value vy [137, 138, 139]. For this analysis,
the CP conservation and a Z, symmetric potential®® is assumed. In this case, after electroweak
symmetry breaking, five Higgs bosons appear:

* 2 neutral CP-even (h and H)
* 1 neutral CP-odd (A)
« 2 charged H*

The masses of additional Higgs bosons are assumed to be heavier than the SM Higgs,
hence causing no additional decay channels of the observed Higgs boson. Given the 7,
symmetry, there is no flavour changing neutral currents at the tree level [140, 141], therefore
all right-handed quarks must couple only to a single Higgs multiplet.

All remaining possible scenarios of 2HDM can be classified in the four types, depending on
the couplings of the additional doublets to quarks and leptons:

* Type I: One Higgs doublet is coupled to charged fermions. If the doublets do not mix,
the first one has no couplings to fermions (is fermiophobic).

« Type Il: One Higgs doublet couples to up-type quarks and the other to down-type quarks
and charged leptons. This scenario is also called MSSM-like, since it is realised in the
MSSM (Minimal Supersymmetric Standard Model).

* Lepton-specific: One Higgs doublet couples to leptons and the other one to up- and
down-type quarks. As a result, the Higgs bosons have the same couplings to quarks as
in Type | and to charged leptons as in Type /I.

* Flipped: One Higgs doublet couples to down-type quarks and the other one to up-type
quarks and leptons. As a result, the Higgs bosons have the same couplings to quarks as
in the Type Il and to charged leptons as in Type I:

In 2HDM models, the Higgs sector is described by seven parameters:

* 4 masses (my, My, Mma, My+).

* tanf (ratio of the vacuum expectation values of the Higgs doublets: tanf = vy /vy,
with a constrain: v? + v3 & 246 GeV).

* cos(fB — ). With « being mixing angle between h and H.

* my» (Higgs potential parameter)

Existence of these models can be probed via the SM Higgs boson couplings, which are
usually exploited via the k-framework. Manifestation of the couplings change depending on
the model is given in Table 5.6.

30A 7, symmetric potential is one for which (¢) and (—/phi) are undistinguishable.
3which is the observed Higgs with a mass of 125 GeV.
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Coupling scale factor Type | Type ll Lepton-specific Flipped
Ky sin(8 — «)
Ku (B —a)te(f — a)ftanf  s(B — a)tc(B — a)ltanf  s(f — a)tc(f — a)ltanf  s(f — a)+c(f — a)ltanf
s(B — a)te(f — a)ftanf  s(B — a)-tanf c(f —a)  s(B — a)te(f — a)ftanf  s(8 — a)-tanf (8 — «)
s(B8—a)tanf e(f—a)  s(B—a)tanfc(f—a) s(B— a)te(8 — a)ltanf

Kd /
Ky s(8 — a)te(f — a)/tanf

Table 5.6: Mapping between the kappa-modifiers at the lowest order for the SM Higgs
boson & to vector bosons xy, up-type quarks x,, down-type quarks x4, and charged

leptons k;, parametrised by tan/ and cos(5 — «) in the 4 2HDMs types. ¢(5 — «) stands
for cos(f — «) and s( — «) for sin(8 — «). Source: [135].

5.8.2 Results from k-measurements
The results for the four models are given by Fig. 5.22, where the parameters v and 3 are

required to satisfy 0 < < 7/2 and 0 < 8 — o < 7 without loss of generality.
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Figure 5.22: Exclusion contours for the four 2HDM models in the (tang, cos( — «)): (a)
Type |, (b) Type Il, (c) Lepton specific and (d) Flipped scenarios. Source: [117].
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For some models, there is a small petal-like additional allowed region at the top-right part
of the plots. It corresponds to the wrong-sign Yukawa case (limit of cos(f8 + a) = 0), where at
least one of the Higgs bosons couplings to down-type quarks and leptons is at the opposite
with respect to the SM sign. Another source of information to constrain the 2HDM models is
the SM Higgs boson self-coupling k, which is parametrised in the 2HDM models as:

4 -2
Ky = sin®(B—a)+ (3—2%) cos?(B—a) sin(B—a)+2cot 25(1—%) -cos*(B—a), (5.27)
my, my,
with m defined as:
o T (5.28)
o= sin 3 cos 3 '

Since the mjo parameter is related to the mass of the heavy Higgs m 4 as:

mi

2, =—"__ 5.29
2 = T an? B’ ( )
it is possible re-express m as:
2
9 m? tan 3 9
= = 5.30
" (sin B cos B)(1 + tan? 3) Ma (>-30)

hence, they coincide.

Therefore, one can see, including the k) dependency, introduces an additional dependence
of the heavy Higgs mass. Since it is not directly probed, it is fixed to m4 = 1 TeV. Dependence
of the constrain power on m 4 is given by Fig. 5.23.

10?
ATLAS Internal Ma = 1 TeV
Simplified likelihood Ma =2 TeV
—— Ma=3TeV
Ma =5 TeV
Q.
c 0
IS 10
101
-1 -05 0 0.5 1

cos(B — a)

Figure 5.23: Exclusion contour in the (cos(8 — a, tan ) plane for various masses of the
heavy Higgs m 4. Source: [135].
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Impact on the constraining power after adding the k) measurements is illustrated by
Fig. 5.24. Inclusion of the k) into the parametrisation allows significantly shrink the high tang
region.

ATLAS Internal .
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Figure 5.24: Exclusion contours in the (cos(8—«, tan /) plane with and without including
the k) parametrisation in the 2HDM Type | scenario. Mass of the heavy Higgs is fixed to
1 TeV. Source: [135].

5.8.3 SMEFT - 2HDM matching
Given that any EFT theory serves as an intermediate model-independent representation
of BSM models, it can be directly mapped to a given dedicated BSM model, transferring the
constrains on the Wilson coefficients into constrains for a given UV model. This procedure is

called matching.
The SMEFT matching of the 2HDM model is valid in the decoupling limit of the 2HDM

(the heavy fields decouples from the light ones). Hence, masses of the heavy Higgs bosons are
related to the New Physics scale A:

2 02 o2 — )2 2 2 . 2
Mg & My, &~ mpe = M”™ > v",m; = v, (5.31)

In the exact alignment limit (cos(5 — a) — 0), the SMEFT operators appear only at 1-loop. In
contrary, away from this limit, Higgs Yukawa couplings appear (along with the «, correction).

Only the following Wilson coefficients have a non-zero impact: ¢y, corr, Cerra2, Cerras and
therefore must be re-expressed in terms of cos(5 — «), tan/3 and SM Yukawa coupling. In the
linear case, it yields the parametrisation given by Table 5.7.
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SMEFT parameters Type | Type Il Lepton-specific Flipped
% —Yicg_o/tanf  —Yicg_o/tanf  —Yicg_o/tan  —Yics_o/tanf
v;)r:ALinz —Yiep_oftanf  Yics otanfs —Yycs_o/tans Yycs_otanf
QT =Y, cp_o/tanf  Y,cp_ntanf Y, cp_qtans —Y,cp_o/tanf
vcg\# —Y,cp_o/tan  —Y,cs_otans Yicp_otans  —Y,cs_o/tanf
o 3o M3/ v 3o M3/v* 3o M3/ v 3 o M3/ v

Table 5.7: Wilson coefficients at lowest order for SMEFT, modifying the Yukawa cou-
plings cim, cpr, cem 33, aNd cep 2o fOr the top quark, bottom quark, 7, and . parametrised
by tan and cos( — «) in 2HDMs 4 different types where cs_, stands for cos(f8 — «).
cy corresponds to modification to the self-coupling of the Higgs and M corresponds to
the mass of the Heavy Higgs bosons in 2HDM. Y; corresponds to +/(2)m;/v. For the
purposes of this analysis, M4, = A = 1 TeV is considered. The parametrisation is taken
from [142]. Source: [135].

To include the self-coupling modifier x in the fit, it needs to be expressed in terms of the
SMEFT operators:

2 2 2 2
v CcHO V°CHDD CHI® 11 Ci® 22  V7Cy 1221 (N

=1 — — —— . . — 5.32

Ax =14 T ANZ 92 on2 T 9Az A2 (5.32)

with A = (G +m?)/V/2.

This parametrisation uses the Taylor-expanded version of the full parametrisation from [143]
cut at A2 terms. Impact from using the exact parametrisation and its linear (in A=2) version
is shown in Fig. 5.25.

mu_k3_TTH_PTH_0_60 mu_k3_ggF

1.2
—— ws param —— ws param

taylor linear. taylor linear.

11— taylor quad. 1.004 — taylor quad.

1.0 0.98
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0.8 1
0.94 1

(@) (b)

Figure 5.25: Comparison of the exact parametrisation of «, (the blue curve) and its
Taylor expansion in A=2 cut at linear (the red curve) and quadratic (the green curve)
terms for selected production bins and branching ratio. Source: [135].

From the figure, it can be seen that for large values of k), the expansion can significantly
deviate from the exact parametrisation.
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The Wilson coefficients c¢yg and cgpp in the equation 5.32 cannot be directly mapped to
Ky, since they significantly disturb kinematic distributions, therefore in the 2HDM case, they
were omitted. The resulting constrains (expected and observed) are shown in Fig. 5.26.

T T
® BestFit

B e e e M T T B e e e M
ATLAS Internal ® BestFit ATLAS Internal
— 68 % CL — 68 % CL
V5=13TeV,36.1-139fb~" e 95 % CL Vs5=13TeV,36.1-139fb~" e 95 % CL
— 0 Cy =0 Cy
SMEFT A =1 TeV —— with cy SMEFT A =1 TeV —— with ¢y
CoH,22 (><10) B ———— A CeH,22 (><10) ,,,,,,,,,, —_——
Cer.33 == CeH,33 EE
CbH R e e ——— CbH e e—
L T TR L L T !
-0.1 —0.05 0 0.05 0.1 -0.1 —-0.05 0 .05 0.1
L B s s e o e e B s s LB B s s s e IS e e s
R T T T I T I R R T TR T T T I
-6 -4 -2 0 2 4 6 -6 —4 -2 0 2 4 6
CH‘\“HLUJJJJHH\H_JLH‘HH“ CH‘WHH“HLLJJJ\HHLLLWHH“
Y RN A I M AT AR | Y A I R AV AR
-60 —-40 -20 0 20 40 60 -60 —-40 -20 0 20 40 60
Parameter value Parameter value
(a) (b)

Figure 5.26: The expected (a) and observed (b) constraints for the 2HDM matching. The
red and blue lines shown the constraints obtained separately for the scenarios with

and without ¢y, respectively. Source: [135].

5.8.4 Comparison on SMEFT-based and x-based 2HDM constrains
The exclusion contours in the 2HDM models obtained from the SMEFT-matching and the
k-bases re-interpretation of the results is shown in Fig. 5.27, 5.28.
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_ ——- EFT Exp. 95% CL (with cy) _ ——- EFT Exp. 95% CL
My = 125.09 GeV —— EFT Obs. 95% CL (with cy) mp =125.09 GeV —— EFT Obs. 95% CL
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Figure 5.27: Comparison of the exclusion contours from the approaches based on the
r— (yellow) and EFT-frameworks (black) for the four 2HDM models in the (tang, cos(f8 —

«)): (a) Type |, (b) Type Il scenarios. Source: [117].
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ATLAS Preliminary o Exp 9% CL ATLAS Preliminary o Exp 5% L
Vs =13TeV, 36.1- 139 fb~1 —— K Obs. 95% CL Vs =13TeV, 36.1 - 139 fo~t —— K Obs. 95% CL
= 12509 6 e = 12509 Gav e
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Figure 5.28: Comparison of the exclusion contours from the approaches based on the
rk— (yellow) and EFT-frameworks (black) for the four 2HDM models in the (tang, cos(8 —
a)): (a) Type Lepton-specific, (b) Type Flipped scenarios. Source: [117].

The potential difference may come from the treatment of the cos(f — a) term: the k-
framework uses all its orders as is to re-interpret the results, while in the SMEFT framework, the
. . 2 . . .
matching is accurate to O(%3), hence only to cos( — «). Since, coupling of the Higgs boson
to the electro-weak bosons ky-is proportional to sin(3 — a) ~ cos(8 — a)?, it is suppressed.

5.9 MSSM

MSSM stands for the Minimal Supersymmetric Standard Model, a theoretical extension of
the Standard Model of particle physics that introduces supersymmetry (SUSY) as a solution to
several open problems in the Standard Model. In the MSSM, every Standard Model particle
has a supersymmetric partner particle called sparticle with a spin that differs by 1/2. For
example, it introduces spin-zero partners of the SM fermions, called sfermions, spin-half gluinos
(partners of the SM gluons). In the EW sector, MSSM describes eight spin-half partners of the
EW gauge bosons (including Higgs boson):

* 1 neutral bino (partner of the B,, U(1) gauge field);
* 2 charged and 1 neutral winos (partners of the W, SU(2) gauge field);
* 4 higgsinos: 2 neutral and a charged pair, which all are superpartners of the Higgs fields.

which exactly match the 2HDM spectrum with type-Il Yukawa couplings. The bino, neutral
wino and the neutral higgsinos are mixed into four neutralinos. The charged winos and higgsinos
form charginos.

Assuming C'P-conservation, at the tree-level, all masses and couplings of the Higgs boson
sector in MSSM can be parametrised in terms of only two parameters. Usually, these parameters
are chosen to be tanf and m,, which is the mass of the pseudo-scalar Higgs boson A.

Since MSSM has over a hundred parameters, they cannot be probed simultaneously. Hence,
comparison of the theoretical predictions with the observed data is usually done via a set of

174



5.9. MSSM

benchmark scenarios, which make some assumptions on all the MSSM parameters, fixing them
to a certain value. The only remaining parameters are tanf and m 4.

5.9.1 Benchmark scenarios

In this study it is assumed that the observed Higgs boson (my = 125 GeV) is the light C'P-
even Higgs boson. In the most of the scenarios described below (except, the M} (alignment)),
the masses of the other Higgs bosons are assumed much larger than 125 GeV due to the
mass split, hence there is no interference between them and the observed Higgs. In the
M}?>(alignment) scenario, the interference effect is also very small.

The seven probed scenarios are:

* M 25 All super-particles are assumed to be so heavy that loop-induced SUSY corrections
contributions to the couplings of the light CP-even scalar (SM Higgs) is small and the
heavy Higgs bosons (with a mass up to 2 TeV) decay only to the SM particles.

* M}?5(7). This scenario differs from the previous one by the parameters of the soft
SUSY-breaking (masses and trilinear interaction term for the staus) are significantly
smaller. Hence, light staus and light gaugino-like charginos can affect the decay width
of the SM-Higgs to photons. At low m 4, the Hbb coupling is enhanced, significantly
suppressing decay rates of other channels.

* M}?5(x). In this scenario, all charginos and neutralinos are relatively light, higgsino-
gaugino mixing is enhanced and the electroweakino mass spectrum is compressed. At
low tan(3, the SM-Higgs decay to photons is significantly altered.

* M}?5(alignment) (alignment without decoupling) scenario, where for a given value
of tanf, one of the two neutral C' P-even Higgses has the SM-like couplings, regardless
masses of the remaining Higgs bosons.

* M;?*(CPV). In this scenario, there is a C'P-violation in the Higgs sector, induced by
a non-zero phase ¢, (Section 1.7.4). The relevant parameters are chosen such that the
mass of the SM-Higgs matches the observed value.

* M\22 is characterised by a flexible SUSY scale, which may vary in the range 6 TeV —
106 TeV to ensure matching of the Higgs boson mass to the observed one and to prevent
parameter region of low tanS. Contribution to the Higgs properties is computed wit the
EFT approach. Masses of all the super-particles are chosen to be so heavy to have a low
impact on the MSSM Higgs bosons properties (as in the M, 2> scenario)

. M&?EFT()Z) In contrary to the previous case, neutralinos and charginos are allowed to
be relatively light, hence significantly affecting Higgs properties.
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5.9.2 MSSM results
The results for the different benchmark scenarios are shown in Fig. 5.29 .
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Figure 5.29: Preliminary results for the seven scenarios. Source: [117].

176



5.9. MSSM

5.9.3 hMSSM

The hMSSM scenario is a special case of MSSM, where all superpartners (apart from
the Higgs sector) are very heavy. This scenario is not valid for the tan/ values lower than
1 (to maintain mass-relations in the Higgs sector) and larger than 10 (for the validity of the
radiative corrections). In this scenario, the Higgs boson couplings to vector bosons (kv ),

up-type fermions (x,) and down-type fermions (k) can be expressed as functions of only two
parameters: my4 and tang as:

sq(m4,tan B)+tan 8 sy (m 4,tan B)
\/1+tan2 B

Ku = Syu(ma, tan B)—W (5.33)
kg = sa(ma,tan B)4/1 + tan? 3,

where the functions s, and s, are given by:

Ry =

1

2
'm2Z—‘,-m124 tan2 B — mi(1+tan2 B))

(5.34)
(mQA +m2Z) tan 8
m% +m? tan? 3 —m?2 (1+tan? j3)

Sq — Su-

The results of the 2-dimensional likelihood scan in the (m4,tans) plane are shown by
Fig. 5.30.
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Figure 5.30: Exclusion contours: observed (solid) and expected (dashed) results on the
hMSSM (m 4, tanf) parameter space. Source: [117].
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5.10 Conclusion

STXS combination of various Higgs boson decay channels is interpreted in SMEFT frame-
work. The results are presented as 68% and 95% confidence intervals for the Wilson coefficients
in the Warsaw basis in top-scheme and PCA eigenvectors. MSSM and 2HDM interpretation of
this results is obtained.

Independently of the STXS combination, performance of the differential cross-section
interpretation is compared to the one of STXS using the H — vy and H — 4¢ combination.
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Conclusion

The thesis presents the E7/pr method as an alternative to the classical m,.. method
for the calibration of the electromagnetic calorimeter. In the central region of the detector
(barrel, || < 1.0) both results show similar tendency for the linearity measurements. Using
the pZ — y” reweighting, which corrects the Z-boson kinematic distributions, improves the
overall agreement between the methods. With more statistics and improved calibration of the
tracker, this new method may become a more solid cross-check for the nominally used m.,
method even outside of the barrel.

Measurements of the Higgs boson STXS couplings are made with the H — v channel
in the thesis over 28 truth-bins. No deviation from the SM is found. Cross-section of the
pp — H — ~7 process is measured to be 121 + 10 fb, which corresponds to the inclusive
signal strength of 1.045 4+ 0.10. Contribution from the statistical and systematic uncertainties
are at the same level. This analysis establishes the most strict limit on the tH production
cross-section (8.41xSM) from a single channel measurement. Results are interpreted within
the kappa-framework and a general EFT. The H — ~~ only EFT results are not described in
the thesis, to avoid overlapping with the material of the combined Higgs EFT interpretation.

Combined Run 2 Higgs dataset is used for an EFT and BSM (2HDM and MSSM) interpreta-
tions. The results are presented in the form of 68% and 95% Cl on the Wilson coefficients in the
Warsaw basis and in the PCA-transformed ones. Independently, a comparison on the constraint
power of the EFT measurements with the STXS and differential cross-section approaches is
done using the same final states: H — ~~ and H — 4¢ combination. In the case of the
simultaneous fit of all three probed Wilson coefficients, the STXS approach shows better
constraining power, which might be explained by the STXS design, which separates production
modes and uses an optimised phase-space binning for BSM measurements.

2HDM and MSSM results are obtained using a combined STXS Run 2 dataset. For the
MSSM, 7 benchmark scenarios are probed. 2HDM results include constrains with and without
including the Higgs-self-coupling parameter r). Direct results on the confidence intervals on the
2HDM models are compared with the ones obtained with the EFT interpretation via matching.
Results are similar.
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A - Statistics

A.1 Introduction

The limited knowledge on the detailed genuine configuration of the analyses (limited
performance of the subdetectors, intrinsic stochastic behaviour of the interaction of particles
with matter, limited knowledge on the theory, etc.) conducted at the LHC naturally drives
to the usage of statistics to extract information from data. Two main interpretations are
commonly used:

« frequentist, which interprets probability as a relative frequency of observing a given result
if the experiment is repeated.

* Bayesian, which interprets probability as a degree of belief in a certain hypothesis (theory
or value of a parameter) based on the observed data. The so-called Bayes theorem relates
the probability to observe an event under a certain hypothesis to the probability of the
hypothesis if an event is observed:

P(event|hyp) x P(hyp)
P(event)

P(hyp|event) = , (A.1)
where P(hyp) means the prior (unconditional) probability of the hypothesis, P(event) is
the probability of an event to occur, P(hyp|event) is the a posteriori probability of the
hypothesis, if the event has occurred, P(event|hyp) is the probability of the event to
happen if the hypothesis is true.

The statistical procedure aims to extract information on some parameters from a given set
of data x!, which may rule out our current paradigm of theory. Traditionally, the frequentist
interpretation is used in the domain of particle physics.

Firstly, the construction of the model is reviewed. Then, the extraction of information on
these parameters is explained, as well as how to check the validity of the model.

A.2 Fundamental Concepts

The fundamental object is the Probability Density Function (pdf) f(z). For a given
continuous variable x defined over a phase space (), it gives the probability that x belongs to
the infinitesimal interval [z, x 4+ dx]. Hence, it is normalised over the phase space to have a
total probability of unity:

/f(y) dy = 1. (A.2)
Q

A typical example is the Gaussian function (Fig. A.1), also called Normal Distribution defined
by:

1 1 (e—p)?
flx) = e 2 o2 | (A.3)

_cr 27

TLater on, by « it will be also denoted a set of observations {z}.
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where 1 is the central position and o is the spread of the function. The formula can be naturally
generalised to higher dimension z, y, ... as:

probability z € [z,z +dz] and y € [y,y + dy] and ... = f(z,y,...)dxdy ... (A.4)
Probability Probability
— u=0 —_— =1
p=-1 g=2
=3 g=3

Figure A.1: Examples of Gaussian Distributions with various mean (1) and spread (o).

The integral of the pdf, so-called Cumulative Distribution Function (cdf, Fig. A.2), labelled
as F, is often used to extract various properties on a random variable, in particular to establish
the probability to have a value greater than a certain threshold (Section A.5.2). It is defined as:

F(zx) = / f(x)dx. (A.5)
F(x) F(x)
— u=0 — o=1
p=-1 g=2
u=3 g=3

Figure A.2: Examples of cdf of various Gaussian functions.

A.3 Building of the Statistical Model

A.3.1 Random variable
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Given the statistical nature of variables, any random variable x is fully characterised by its
pdf f(z|params), where params is a set of parameters. This is written as:

x ~ f(z|params). (A.6)

Often, observed quantities follow Gaussian distribution, which is a consequence of the
Central-limit theorem, stating that if a variable value results from a large number of independent
factors, its distribution is asymptotically approaching the Gaussian function.

A.3.2 Likelihood

For a given set of measurements, it is possible to construct a pdf. Before a measurement, a
joint pdf of obtaining a set of data x described by a set of parameters is f(z|params). With
data already observed, one may regard it as a function of the parameters. This function is

called likelihood:
L(params) = f(z|params) (A.7)

For a given fixed data set, it states a likelihood value for each possible value of the useful
parameters. The likelihood function can be used to estimate the best value of these parameters
in order to accommodate with the data using the Maximum Likelihood estimator method
(Section A.4).

To increase the flexibility of a model with a given data, the model may require some
additional parameters, so-called nuisance parameters, labelled 6 in the following, which are not
parameters of interest, but may reflect some additional properties of data. They are classified
in two types:

* Unconstrained. This is the case for parameters with no constraint from a prior knowledge,
such as normalisation and slope of background.

 Constrained, also called systematic nuisance parameters. This is the case for parame-
ters which serve to represent a level of the systematic uncertainty (called also shortly
systematic) on the model itself, based on a prior value of the systematic. To reflect that
precise values of such parameters is not known, their values follow a given pdf, so-called
constraint pdf or penalty function.

A.3.3 Nuisance Parameters

To reflect that the parameters entering the likelihood (cross-sections, branching ratios,
efficiencies, etc.) could depend on some systematics, nuisance parameters are introduced:

— —

param( ) = pParaMmpominal X F( )7 (A8)

where F is the response function, carrying information on the nuisance parameter influence
on a given parameter x. Usually, any nuisance parameter may lead to a small effect on a
parameter of interest (POI), hence the response function is usually linear. There are few usual
choices on the response function:

* Gaussian constraint F¢(d,0) = (1 + 66), where § is the systematic. For example, it
could be used for the Higgs mass or the Photon Energy Scale in the H — ~~ analysis.

» Log-normal constraint Fyy(8,0) = V(439 |t is used whenever a negative model

parameter has no physical sense (luminosity, branching ratio, trigger response, etc.).
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Frn(0",0) up variation

* Asymmetric constraint F4(0,60) = {}_ (6% §)  down variation
LN )

This is the case when a potential impact from an up- and down-variation can have
different magnitude. Some examples are: Photon Isolation, a; (strong coupling), pileup,
where ¢ is the relative uncertainty amplitude.

The pull 6 is defined as the difference between the best-fit-value é and the central value of
the corresponding global observable 6, divided on the pre-fit error oy:

0 — 0,

o

0 = (A.9)

Usually the nuisance parameters themselves are gaussian-distributed?, hence their own pdf
G(0) must be included in the total likelihood via the following form:
1 (0-60)°

G(6) = 5 (A.10)

Such nuisance parameters are usually referred as a-type® systematic.

In recent works [144] it was found that a fit may be improved after accommodating to
the fact that errors on the nuisance parameters (which are defined in an additional external
experiment) have their own uncertainties. Hence, the errors on the nuisance parameters are not
numbers, but follow a statistical distribution. Due to the fact that they follow a I'-distribution,
such nuisance parameters are called y-type ones. For example, such a modification is useful
to describe a predicted number of events in a background-only bin in a control region of the
analysis. Usually, the prediction is based on the MC simulation which have finite statistics and
might be also affected by some intrinsic nuisance parameters of the generator used.

A.3.4 Example of likelihood

In particle physics, there are three main basic types of analysis depending on the way to
construct the likelihood:

* Counting experiment. The observable is the total number of events n composed of signal
s and background events b. The likelihood follows a Poisson distribution:

b n
L(nls, b) = exp~ ) @ A11)
n!
In this case, the shape of the distribution is not exploited.

* Binned shape analysis. The observables are the number of events n; in each bin i. In
this case, the likelihood is:

(Sfisig X bfibkg)ni

L(n;]s,b) H exp” (s£70+08%)

i€bins

(A.12)

20r log-normal, as it is discussed in the text above. Here, Gaussian distribution is discussed for sim-

plicity.
3This notation of a-type systematic should not be confused with the a-type error from statistics.
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with sf9 and bf"™ being the fitted signal and background number of events in the
bin 1.

* Unbinned shape extended analysis. The likelihood takes a similar form to the binned
one expression, except that the total number of events is irrelevant and the likelihood is
constructed as a product of likelihoods of single events:

exp” (s+b)

L(n|s,b) = I (s paf(a:) + b pdf(x;)) (A.13)

i€events

n!

where x; is the discriminant variable used to distinguish between signal and background.

Number of events
i —— Signal + Background
Signal

Background

Figure A.3: lllustration of a model (total pdf normalised to the number of events) and
its components: signal (orange) and background (green).

A.4 Parameter estimation

Given a set of data =, it is possible to infer a confidence interval of values for a parameter
1 used in a statistical model describing this data. An estimator is a function of the observed
data used to estimate some property of a pdf which can be computed in a unique way. Often,
an estimator, denoted as /i, is introduced to evaluate the value of the parameter 1 of a given
model (pdf). Practically, an estimator must obey a few properties:

* consistent: accuracy of the estimator increases with an increase of statistics. If 6,, is an
estimator for a dataset of size n:

P<|én—9| > e) 50 (A.14)

n—o0,Ve

~

* unbiased: bias defined as b = E[f] — 6, must be zero;

« eficient: estimator variance must asymptomatically converge to the Rao-Cramer-Frecher
bound (eq. A.16) i.e. there is no other estimator with a smaller variance.
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Value of an efficient estimator 6 is usually obtained by the Maximum Likelihood criterium:
oL
=0
00; (A.15)

0 = argmax L (0)
0

Such an estimator is called ML estimator (Maximum Likelihood estimator).
The error on an efficient estimator 6 can be obtained from the RCF bound (eq. A.16):

Vi) > (1 + %)2@[ - 82;“99] (A.16)

In a case of an unbiased estimator, the error is just an element of the inverse information
matrix:

9?In(L)
Iij—E{— aeiaej ] (A.17)

A.4.1 Graphical method of uncertainties estimation

In a case of one parameter, in the vicinity of the best-fit value 6 of a parameter 6 (ML
estimate), one can perform a Taylor expansion:

X 2
In £(0) = In £(6) + [(’ﬂnﬁ 1 {8 lnﬁ}
0

_/\ a1 a0 _/\2 DEEEEY
39}9:é(6 )51 | o6 (0 —0)"+---, (A.18)

=0

Given that 6 is the local minimum, the following relations hold:

oL

Wb:é =0

In £(0)]p—s = In L(0)max (A.19)
9%In L(0) A

o

where the latest relationship is a consequence of eq. (A.17).

Hence, ignoring higher terms in the expansion (considering Gaussian case), the following
relation can be derived:

0 — 6)?
In £(8) = In Lpge — =0 (A.20)
20‘29
In a case of one standard deviation dy:
. 1
In £(0%65) =1 Lonas — 5, (A21)
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Hence, the error on a parameter 6 can be obtained graphically on a plot of the log-likelihood
In £(6) as a function of by finding such values of 6, where the likelihood varies on 1/2. An
illustration is shown at Fig. A.4 for a 1-D scenario.

2A NI = =2 (In L(6) = In Liay)

i — Likelihood

Parabolic Approximation

g

A
0+0,

>

A
6-0,

Figure A.4: lllustration of a likelihood scan in 1D (blue) and its parabolic extrapolation
(orange). Dashed line show one variation of likelihood corresponding to the level of
uncertainty on 0 of 1(12 = 1) and 20 (22 = 4) respectively. ML best-fit-value 0 is at the
position of the minimum of —2 In £ (maximum of likelihood).

In the 2D case, relation A.20 becomes:

B 1 a—a\? B8-5 2 a—a B—pB
SR e N S

with p = cov[a, B]/(0405). 2D likelihood contours are illustrated in Fig. A.5. From such
2D contours in a 6, x 6, plane, one may get a hint of errors on both 6; and 6, and on their
correlation p:

o2 — o2
p=tg(20) —F (A.23)
O'@O'B

A.5 Hypothesis testing

It is possible to reformulate the purpose of statistics as a tool to distinguish between two
hypotheses: H, (null-hypothesis) and #; (alternative hypothesis) via the observed set of
data z depending on a value of a quantity called test-statistic . For example, to compute
a significance of presence a signal, the null-hypothesis H, usually assumes presence of only
background, while the alternative hypothesis 7 assumes presence of a signal at its predicted
rate.
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6, 6,

SAInL <1183
99.73% (30) CI

AlnL < 6.18
95.45% (20) CI

2AInL =23
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Figure A.5: Illustration of a 2D likelihood contour (a) fulfilling the condition of 2AIn £ <
2.3, giving 68% ClI (confidence interval). The maximum likelihood point (black dot in the
center of the ellipse) gives ML (minimum likelihood) best-fit-value 6, and 6, for the pa-
rameters 6; and 0, respectively. Blue surrounding lines give 68% Cl for the parameters
independently, which is the level of 1o error. Figure (b) shows 1, 2 and 3¢ uncertainty
levels and the corresponding thresholds for the likelihood contours.

A.5.1 Test Statistic ¢

A test-statistic ¢ is a numerical quantity computed on a dataset x. It is used to make a
decision on rejecting a given nominal #, hypothesis with respect to an alternative hypothesis
‘H,. Each statistics is quantified by its power: probability to correctly reject the null-hypothesis
Ho when it is false. Another important quantities in statistics are a- and [-Type errors,
representing probability to mistakenly reject the null (alternative) hypothesis, when it is not
the case and the power of a test, respectively.

According to the Neyman—Pearson lemma [145], for two simple* hypotheses H, and H;,
the optimal statistics is given by the likelihoods ratio:

(A.24)

which minimises the S-type errors for a given a. Though in particle physics non-parameter-free
hypothesis are utilised, similar test statistic still commonly used.

A.5.2 p-value

For each test statistic, it is possible to compute the p — value, which is the probability that
the test statistic is more extreme than a given value if H; is true. In a nutshell, p — value is a
probability to get a larger value of the test statistics ¢ then the observed topserved, under Hy. It
is basically, the a-type error. Therefore, it can be computed as:

o0

Py — / F(t1Ho) dt = p (£ > Fopservea|Ho) (A.25)

Lobserved

4with no free parameters.

188



A.5. HYPOTHESIS TESTING
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Figure A.6: Distribution of a test statistics ¢, for two hypotheses: a null-hypothesis H,
(here, with a scenario where the data contains only background) and an alternative
(there is a signal present in the data). At each picture, the green shaded area shows
the g-Type error: probability to reject the baseline hypothesis H,, when it is true. The
blue shaded are is the a-Type error: probability to reject the baseline hypothesis H,,
when it is true. For the scenario (a) the #; should be rejected since the probability that
it is true (given by the 3-Type error) is small. In contrary, for the scenario (b), the null
hypothesis should be rejected.

where t,pserveq IS the value of the test statistics in a probed dataset and f(t|Ho) is the distri-
bution of ¢ under the null-hypothesis H, (see Section A.6.5).

The p — value is usually translated into an equivalent quantity, the significance Z:

Z =07 (1—-p), (A.26)

where @~ is the inverse of Gaussian cdf (quantile). Such definition allows to express the
observed p — value in units of standard deviations of Gaussian (Fig. A.7).
Pdf(t|Ho) Pdf(tlHo)

p-value = r Pdf(t|Ho) dit p-value = r Pdf(t|Ho) dt

p-value

(a) (b)

Figure A.7: Figure (a) shows what for a given observed value of a test statistic ¢ is the
p — value (green shaded area). Figure (b) lllustrates p — value for various levels of the
significance.
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In particle physics, the threshold value of p — value used to make a decision on disregarding
the null-hypothesis Hy with respect to the alternative H; and to claim a discovery, is 50
significance (Z = 5). The corresponding p — value is 2.87 10~7. For establishing an upper
limit (section A.6.4), 95% confidence interval is used, corresponding to p — value = 0.05 and
Z = 1.64. An example of the p — value for the Higgs boson depending on its mass is shown
in Fig. A.11.

A.6 Framework for a search

A.6.1 Signal strength

In particle physics, a measurement of a signal is often conducted in terms of the signal
strength © which is the ratio of the observed cross-section of a process to the predicted value:

O obs

y = Jobs (A.27)

OsM

Normalisation of this parameter to the SM allows to have a unit-less quantity, with a value
around unity for any physical process, therefore preventing having problems with various scales
(for example, the neutrino scattering cross-section is many orders lower than the Z-boson
di-electron decay). In this way, one can construct a general statistical test to probe the signal
strength on its deviation from unity. An example of a scan of the Higgs boson signal strength
depending on its mass is shown in Fig. A.8.

N

o
TTTTTTTTLLLI FPTTTTTTTTTTITTITTIT T
& [TTTT [T g P T[T 7T

ATLAS 2011-2012

PAVANE WA A
Y = T

q

Signal strength (u)

Vs =7 TeV: [Ldt = 4.6-4.8 fb* — Observed
Vs =8 TeV: [Ldt=5.8-5.9 fb* -2 InA(p)<1

150 200 300 400 500
m,, [GeV]

11

Figure A.8: Observed signal strength of the Higgs boson signal. Based on the ATLAS
dataset of 2011 and 2012 data-taking years at the centre-of-mass energy /s = 7,8 TeV.
The cyan contour illustrates the 68% confidence interval. Source: [146].

In real statistical models used in analyses, there are additional free parameters such as
nuisance parameters (Section A.3.3). Hence, the optimal statistic defined by (eq. A.24) needs
to be modified to accommodate for these parameters. It is done by defining A(u) as:

M) = 22 (1.28)
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where 11 is the signal strength (POI®) as a function of which the likelihood ratio is constructed,
v and 6 are respectively the best-fit-values ML for the signal strength (POI) and the nuisance

parameters. 0 is the best-fit-value ML for maximising the likelihood for specified . Therefore,
the numerator represents the maximal value of the likelihood achievable for a given p and
denominator is the global maximum of the likelihood function. Hence, A(x) spans values from
zero to unity.

It is often more convenient to use the following static based on A(u):

ty = —21In A(p), (A.29)
with the corresponding p,,:
b= [ fdn i (n30)
tzbserved

A.6.2 Confidence Interval (Cl) and Confidence Level (CL)

In a case where one has no sensitivity to discover a signal, one could establish upper limits
on its rate. Otherwise, it is possible to compute a confidence interval (Cl) for a given parameter
at a given confidence level (CL) a. For a given measurement /i of a variable i and a confidence
level (expressed in percent) C'L, it is possible to establish a confidence interval 2. In the
frequentist approach, it is related to the series of observations fi: in C'L, % of cases, the
observed values [i would belong to the established range 2. Mathematically speaking, from
the dataset z, one could deduce interval bounds a(x) and b(x), such as:

p([a(x), b(2)] 5 p) = 68% (A.31)

where 1 is the true value.
In the Bayesian approach, the credible interval is used instead: for a series of observations
yielding a range €, the real value of the parameter 1 would be covered by these intervals in

CL, of the cases:
b

/ p(p) = 68% (A.32)

a

where p(u) is the posterior distribution of (.

Practically, the confidence intervals are often used to define the so-called C'L; statistics:
o C1Ls—&-b
- CLy
where C'L,,;, and CL; are the confidence levels for the signal and background and pure
background hypotheses. In fact, this definition of C'Ly; modifies the p — value p,, as:
r_ Pu
p‘u - 1 o pb’

where p, is the p — value of presence of a signal with a signal strength i (which is preferred
by data) and p, is the p — value of the background-only hypothesis.

CL, (A.33)

(A.34)

SParameter-of-interest
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A.6.3 Alternative statistic 7,

In a case when it is a priori known that the signal may only lead to additional events
(therefore, the signal strength 1 > 0), then a better agreement between data and a model is
achieved by trimming the eq. A.28 ratio for negative ;. The modified likelihood ratio is defined
as:

~

£(p,0) 430
Ap) = { E0) (A.35)
L(p,0)
£(0,6(0))" ’

which yields to the corresponding modified test statistic 7,,:

2] ﬁ(‘f’e), 0>0
[, = £(i,0), (A.36)
o B0
£(0,6(0))

A.6.4 Limits

For defining an upper limit on a signal strength 1, one is usually interested in existence of a
positive signal, therefore it is convenient to modify the general expression for the test statistic
described by the equation A.29 in the following way (the statistic used for an upper-limit is

denoted as ¢,,):
"o > p, '

In a case of only positive signal allowed (where ) statistic is used, defined by eq. A.35), it
is possible to define in a similar way an alternative test statistic g,,:

—2 In 2( i <0,
N . L£(0,0(0
Go= {2 A ﬁ((u égué)) (A.38)
"0 i > p, —2In ————= 0<a<y,
L(f1,0)
0 >
with the corresponding p — value:
Pp = / f((ju‘,u) dqu (A.39)

obs
qp
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An example of a limit on the signal strength as a function of a parameter is given in Fig. A.9.

=2 10 ' ' ' =
S F ATLAS 2011-2012 E+10 ]
E - Vs=7TeV: [Ldt=4.6-4.8 b’ [Jz20 .
=S | Vs=8TeV:[Ldt=5859f* — Observed ]
A Bkg. Expected
@)
2 1
=
0
(o)

:]_O"1 = CLS LImItS =

110 150 200 300 400 500
my, [GeV]

Figure A.9: Example of limits on the Higgs boson rate depending on its mass. Signifi-
cant deviation of the observed and expected results around 125 GeV show a potential
presence of the Higgs boson at this mass. Source: [146].

A.6.5 Approximate distribution of the profile likelihood ratio
Computing p — value from a given observed value of the test statistic g, requires knowledge
of its pdf. In a simple case with a large statistics, it can be approximated using the Wald
results [147]:

AN2
2 In Ap) = w;—f) +0O (\/LN) , (A.40)

where i is the best-fit-value, since i follows a Gaussian distribution with a mean /' and a
standard deviation 0. NV is the data-sample size, hence in a large-sample-limit, the last term
can be safely neglected. j is the alternative hypothesis value of p. In general, the test statistic
t, follows a non-central chi-square distribution with a non-centrality parameter A given by:

A= (“;—2“/) (A41)

In a special case of 1/ = p1, —2 In A(i) approaches a chi-square for one degree of freedom [148].
If statistical model contains n POls, then the t,, is described by the chi-square distribution
for n-degree of freedom (illustration given by Fig. A.10).
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Figure A.10: Example of x? distributions for a various number degrees of freedom.

Approximate distribution of the alternative test statistic g,

The alternative test statistic g, defined by eq. A.38 may be approximated as [144]:

o = g+ L TR O G <]
quip) = 50(qu) + 42 /02)2 o
2 _;M] if G > p2)o’

1 (A.42)
x/ﬂ@u/a)‘”p[ 2 @ufo)?

with 02 = £
q

2 . . . .o
— where g, 4 is the corresponding Asimov test statistic®.

H,

A.6.6 Significance
In order to claim a discovery of a new signal or phenomenon it is natural to test the
hypothesis of the absence of signal, with respect to the presence of a signal. Hence, the
profiled likelihood ratio should be used with signal strength 1 equal to zero, representing
pure-background hypothesis. Therefore, one ends up with the following test statistic ¢o:

£(0,0)
~2In A(0) = —21 2 =0
w=1{ 2mA0 e (A43)
0 i <0,

which in the large sample limit yields the following expression for the significance:

Z =/t (A.44)

In a counting experiment with an observable n (number of detected events) expressed as:
n = us+b, (A.45)

Significance Z may be approximately determined via:

Z:\/Q ((s+b)1n(1+§)—s), (A.46)

6Asimov test statistic is defined using the Asimov dataset (Section A.7.1)

194



A.7. DIAGNOSTIC OF THE RESULTS

which for a low s/b reduces to:

75 (A.47)

Vb

An example of a significance scan (and the corresponding p — value) depending on a parameter
(here, mass of the Higgs boson) is given by Fig. A.11.

o T T T T
o
= 10 ATLAS 2011 - 12 (s=7-8TeV
8 1 -
— — 3
w2\ =
10 || ik
10°F || i
100k S
I I 6 o 1 115 120 125 130 135 140 145 150 |
10_10 '_ —— Observed  [===9 Expected Signal+ 10 _'
110 150 200 300 400 500

m, [GeV]
Figure A.11: p — value and the corresponding significance in the historical scan for the
search by ATLAS of the Higgs boson signal as a function of its mass. Based on the ATLAS
2011-2012 dataset at /s = 7 and 8 TeV. Source: [146].

A.7 Diagnostic of the results

A.7.1 Asimov dataset
To examine the sensitivity of a measurement (errors on the parameters, CL, others), one
often conducts the measurement over a special dataset, called Asimov dataset. It is defined as
the one which exactly follows a given model, hence all estimators § must give the truth values
gtruth - An example is given by Fig. A.12.
Pdf(x)

Model
—— Asimov dataset

Figure A.12: Example of an Asimov dataset. Generated data (blue) follows exactly the
model (green).
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Commonly used terms

-2 In(A)

* Observed and expected (pre-fit and post-fit). Statistical results obtained with Asimov

dataset are referred to as expected, while the ones from the real data are referred to as
observed. For example, 1D likelihoods for the observed and expected branching fraction
of the Higgs boson decaying into invisible final states are given in Fig. A.13.

Among the expected results, one traditionally distinguishes between the pre-fit and
post-fit ones. The difference between them is in the values of the nuisance parameters
used in the generation of a dataset: for the pre-fit one, the nuisance parameters have
zero value’ and for the post-fit ones, they take their best-fit-values obtained from the
real data.

Stat-only and full uncertainty on a measured value consists of contributions from the
statistical uncertainty and the systematic one. To compute only the statistical uncertainty,
one needs to fix all the systematics at their best-fit value.

Profiled (nuisance) parameters: if in a fit, one allows a parameter to float (its value is
not fixed), then this parameter is said to be profiled. Otherwise, it is fixed.

T 1T ‘ TTTT ‘ T ‘ TTTT ‘ T ‘ T 1T ‘ TTTT ‘ T 1T 2 TTTT ‘ T ‘ T 1T ‘ TTTT ‘ T 1T ‘ TTTT ‘ T ‘ TTTT

10 - ATLAS .o Jet+ET™ _ T 10 - ATLAS .o Jet+ET™ i

- {s=13Tev, 139 fb! VBF+Er™+y 1 ~ - {s=13Tev, 139 fb VBF+ET™+y -

| Observed 77T ey e ' | Expected 77 ey miss

B Z(~ +EF™= gl Z(- I+EF™=

8 L VBF+ET™ | L VBF+ET"™ |

L —— Run 2 Comb. | L —— Run 2 Comb. |

6 = 6 =

41 = 41 =

2 s 2 s

|- — | 3 —

Oi‘P'hLLJ.LvL-::'I.\ *ﬂglur"x.'x“lHHMHHHHMH 1 Ok H.x' 'I:Il:— :r\r"-f“"lr‘;‘x‘uMHHHHMHﬂxu 1
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BH - inv BH - inv

Figure A.13: Likelihoods for B (H;,,) from the combined Run 2 dataset measured at
ATLAS. (a) shows observed one and (b) - expected. Similarity of the likelihood curves is
a cross-check of the method consistency. Source: [149].

’The nuisance parameters for the pre-fit case should have the same value, as the corresponding global
observable 6. By convention, it is zero.
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A.7.2 Nuisance parameters ranking

Another important aspect of verifying a model is to check the consistency of the nuisances
model. The test concerns the central values of the nuisances obtained in a final analysis: their
pull values should be within one sigma range. A significant deviation of a pull value for one
systematic from unity is a hint of a problem in the nuisance model. An example of a nuisance
parameter plot is given in Fig. A.14.

To obtain such a plot, one needs to study how the central value of a POI changes under
varying systematic uncertainties one-by-one at-a-time.

If in an unconditional fit used to get a result on a anilysis a POI p is found to have a
central value /i with an error 0, and a set of systematics 0 is found with their errors oy,, a
set of fits must be done to construct a nuisance parameter ranking plot:

* 0; = 0; = 1: pre-fit variations
* 0, = 0; £ 04 post-fit variations.

Denoting best-fit-value in each case as [i.,,q, impact in each case is the difference: i — [icong.
All other nuisance parameters are profiled (floated).
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Figure A.14: Example of nuisance parameters ranking for a combined Higgs EFT mea-
surement for the top_01 Wilson coefficient. Rows are ranked according to the sum of
the squares of post-fitimpacts on the POI. Transparent (shaded) areas show the pre-fit
(post-fit) impact: change in the POI central value after changing the nuisance parame-
ter value to its best-fit-value +1 (o). The corresponding axis is on the top of the plot.
Black dots show best-fit-values of the nuisances and their errors. Values are encoded
in the bottom axis. The colours represent the results of positive and negative variations
of the systematics.
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A.8 Conclusion

Statistical methods are widely used in particle physics for a variety of measurements: from
observation of a new particle to establishing a limit on allowed values of parameters. Usually,
in particle physics the frequentist interpretation is used to present the results. The statistical
framework treats various physical quantities as mathematical functions, describing their pdfs
and allowed values. Neumann-Pearson lemma is used to define a test statistics. This formalism
is used in the analyses made in this PhD thesis.
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B - Gamma matrices and Dirac bilinear forms

B.1 Gamma matrices

B.1.1 Definition

The set of v* objects with i € {0,4} is called gamma-matrices, which span a matrix
representation of a Clifford algebra sl; 3(R) with the following properties:

{7} =29 (B.1)

It is often defined the +° matrix as:
5 i UV A PAO
V= e VY (B.2)

There exists a couple of representations of the gamma-matrices:

Dirac representation

o« 0 of
v —-(_Ui 0) ®3)

s (01
7_(10

In this representation, the charge conjugation operator is real and anti-symmetric:

0
0 0

C =iy’ = (B.4)

_ o O O

Weyl (chiral) basis Often, for analytical computations, it is more convenient to deal
independently with the left and right parts of a Dirac bispinor 1, by working in a basis where:

_ (YL
Y= (1/23) (B.5)

In this basis, the gamma-matrices are defined as:
01
0 _
(1 o)

o« (0 o
v —-(_Ui 0) (B.6)
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In this representation, the chiral projectors Pp(R) take a simple form:

(1—7) = (é 8>
o= (0 0) o

P =

Pr =

N — DN =

B.1.2 Properties

P =0y
7=
()" =
{7} =0 (B.8)
Tt =4
YA =297

YWY A = 49"
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B.1.3 Root, rank and weights of a group
Rank

All the SU(V) generators are classified into two types:
* H;: hermit diagonal operators (for SU(2), J3). i € {1,...,m}.
* E,: operators of creation and destruction (for SU(2), J.).

The amount of hermit diagonal operators H; given by m is called rank of a representation.
It has a physical meaning of a maximal amount of quantum numbers required to describe
quantum state. For example, rang(SU(2)) = 1, so only one quantum number (spin) is enough
to distinguish between all possible quantum states.

The ensemble of H; forms the Cartan sub-algebra.
Weight
Eigenvalues y; of the hermitian operators H; (introduced above in B.1.3) are called weights:

For SU(2), which has rang 1, there exists only one hermit diagonal operator .J;. Depending on
the representation (singlet, doublet, triplet, ...), the weight takes the following values:

p=—J—J—1,...J—1,J (B.10)

allowing 2J + 1 independent states.

Root
In the adjoint representation, there is a direct correspondance between a generator T, and a
state |T,), represented by a matrix: (7,)p. = —ifape- Hence, it can be written as:

To — |Ta), (B.11)

with a scalar product:
(Ta|Ty) = X" T(T}]T) (B.12)

The action of an operator T, on another generator T, is defined as their commutator [T, T}].
Hence, action of the operator T, leads to a state:

To|Ty) = | [Ta, To]) (B.13)
Since the H; are hermit and diagonal, the commutators are:
H;|Hj) =0
H)|E.) = B, (B.14)
Hi|E}) = —o,E}
With the normalisation:

(Eo|Eg) = X '"Tr (ELEg) = dup

(B.15)
(Hol|Hg) = (Ho|Hg) = dap
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By definition, the vector of weights in the adjoint representation is called roots. Since, the
creation (destruction) operator increases (decreases) a quantum number of a state:

Eiolji, D) = Nyo ,lji £ @, D) (B.16)

It can be shown that the scalar product of @ and fi is:

a- = —]%072, (B.17)

with p and ¢ being real. Therefore, for two weights @ and 5 one can deduce:

& f= —%@*2
/ (B.18)
= -
2
where m and m’ are real numbers. Taking into account that the angle between two vectors @
and (3 is:
(a:5)
a - I
cos?h = —— = mm (B.19)
52252 4
the allowed values of m and m/ are shown in Tab. B.1:
(m, m') | mm/ | 0
(0, m’), (m, 0) 0 /2
(1, 1) 1 | #/3,21/3
(1,4), (22,41 | 4 0,7

Table B.1: Allowed pair of values for m and m/, defined by eq. B.19.
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B.1.4 Lorentz transformation

A Lorentz transformation matrix A*, describing a Lorentz boost along a given x axis is:

v =6 00
0 0

AP = 705 g Lol (B.20)
0 0 01

where f3 is a velocity in the units on the speed of light 3 = v/c and 7 is the gamma-factor'
- 1
V=
For a spinor field v, with a spinor index 1, Lorentz transformation matrix L, from a state
Y, (z) to a boosted by momentum p'state ¢/ (z'):

Uy (2') = Lopth, (2) (B.21)
can be expressed as:
_JELm o o P
L(p) = 5 <1 0l E—i—m) (B.22)

"It should not be confused with y-matrices. Throughout the text, the matrices always carry an index.
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C.1 STXS measurements
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Figure C.1: Observed STXS signal strength in the WIW and ZZ-related categories.
Source: [117].
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Figure C.2: Observed STXS signal strength in the - and Z~-related categories.
Source: [117].
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Figure C.3: Observed STXS signal strength in the 77, bb, uu and ce-related categories.
Source: [117].
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C.2 Impact plots
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C.3 Likelihood scans for the linear and quadratic parametrisations
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Figure C.8: Expected (dashed) and observed (solid) NIl scans for the linear (blue)
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Figure C.11: NIl scans. Source: [135].
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Figure C.12: NIl scans. Source: [135].




C.4. BACK-PROPAGATED CONSTRAINTS ON STXS

C.4 Back-propagated constraints on STXS
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Figure C.13: Comparison between the best-fit-values of the STXS bins (black) and the

values for the STXS signal strength back-propagated from the SMEFT fit (blue) for the
~vv and Z~ channels. Source: [135].
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Figure C.14: Comparison between the best-fit-values of the STXS bins (black) and the
values for the STXS signal strength back-propagated from the SMEFT fit (blue) for the
WW and ZZ channels. Source: [135].
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Figure C.15: Comparison between the best-fit-values of the STXS bins (black) and the
values for the STXS signal strength back-propagated from the SMEFT fit (blue) for the
remaining channels. Source: [135].
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C.5 Simplified likelihood

Instead of using the full likelihood, one may consider a simplified version, which is based on
a Gaussian approximation, allowing significant simplification of the computational complexity:

1 1
L) = —— AV A C.1
(1) o et (V) eXp( S AV, u) (C.1)

with /i being observables (POls), Aji = ji — fj where ﬁ is a set of the best-fit-values for the
observables and V, is their covariance. Comparison of the results with the simplified likelihood
and the full one for a linear parametrisation is given on Fig. C.16.
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Figure C.16: Comparison of the fit results between the full likelihood (blue) and the
simplified one (purple) for the linear parametrisation. Source: [135].
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Figure C.17: Comparison of the fit results between the full likelihood (blue) and the
simplified one (purple) for the quadratic parametrisation. Source: [135].

223



APPENDIX C. EFT AUXILIARY MATERIAL

ATLAS Preliminary /s=13TeV, 139 fo~'

" 004 001 001 012 -0.08 -0.08 004 003 0.2 !
99—+ HO — jet, pif < 10 GeV 012 006 0,06 003 003 oo M 095
gg — H O — jet, plf < 200 GeV 012 006008 003 o003 oo
99—+ HO — jet, 10 < p} < 200 GeV 012 ~0.06-006 003 003 oor| M09
9g -+ H1 — jet, pff < 60 GeV/ 012|008 005 00 om oo
99—+ H 1 jet, 60 < p}f < 120 GeV 012 006 006 003 003 00| 088
99 —+ H 1 — jet, 120 < p!! < 200 GeV' 012 006008 003 003 oo Mosg
99— H > 2 jet, m; < 350 GeV, pif < 120 GeV 012|008 006 003 009 001
99—+ H =2 jet, m; < 350 GeV, 120 < pff < 200 GeV 032 006006 003 009 oor| (8075
99+ H Jet, m; > 350 GeV, p} < 200 GeV 012 006 -006 003 003 ool i,
99— H =2—jet, pif <200 GeV 012|006 -008 0,03 003 oo
99— H200 < p¥ < 300 GeV/ 012|008 006 003 003 ool 065
99—+ H 300 < pff < 450 GeV 012|008 005 003 om oo
99— H =2 jet, pi > 200 GeV 012 008 005 003 o003 ooi| [{08
99—+ H rrp} > 300 GeV/ 012|008 006 008 00 ool M 055
99— H p > 450 GeV 012|008 006 000 003 o0l
99—+ H 450 < p}f < 650 GeV. 012 -0.06 -006 003 003 ooi| [05
99— Hp} > 650 GeV 012|008 006 008 on oo
99—+ H.tTH 012 -008 006 000 oo ocd [1[04%
~ jetor > 2 — jet, m; < 350 GeV, 60 < pf < 120 GeV 012|008 006 00 o0 oof [ oa
qq > Hiv p¥ < 150 GeV. oo 012| 01|01 | 008 o003 ood
qq — Hlv pf > 150 GeV 003 012 009 009 006 008 035
qq — Hiv 150 < p¥ < 250 GeV. 003 0.12 009009 006 o003
g+ Hiv 250 < pY < 400 GeV om 012|009 -009 006 oo o || %2
qq - Hiv pY > 400 GeV oo 012|041 01| 006 o003 oz | {005
qq - Haq ot oot 011 00e oot 012 017047 008 001 o
g - HaqVBF 0 0m 001 001 012 018018 008 001 ocd | |02
qq - Haq > 2 - jet, 60 < m; < 120 GeV/ uaz.m 013 004005001 012 -0.14-014 007 001001 001 -00)
qq - Haq > 2 - jet, 350 < m; < 1000 GeV, p} > 200 GeV 001 0a1 0t 005 004 002 012 018018 008 001 oo [ |%1°
qq — Hqq > 2 — jet, 350 < m; < 700 GeV, p} < 200 GeV 035 011 002 003 001 012 -0.18-0.18 008 001 od | o4
qq — Hgq > 2 — jet, 700 < m; < 1000 GeV, p¥ < 200 GeV 03 013 00z 00z 001 042 -0.18-0.18 009 001 o0z
9 Hag > 2  jet, m; > 1000 GeV, pff < 200 GeV 04 013 002 003 002 001 012 018 018 008 001 oce | 005
qq — Haq > 2 - jet, 1000 < m; < 1500 GeV, p} < 200 GeV 04 013 002 002 002 | 001 012 018 -0.18 008 001 o0
qq —+ Haq > 2 — jet, m; > 1500 GeV, p < 200 GeV 04 014 002 003 002 | 001 012 -0.18-0.18 008 001 00| 0
qq — Haq > 2 — jet, m; > 1000 GeV, pY > 200 GeV 163 019 003 007047 001 042|-0.18/-0.48 008 ool | | _o.05
qq — Haq > 2 — jet, m; > 350 GeV, pff > 200 GeV RE 001025 00 007 01 001 032 018018 008 001 001
qq — Hagrr > 2 - jet, m; > 350 GeV 047 003/ 002 001 012 018018 008 001 o 0.1
VHiep ' oot 001 0os 018002005 005 012 01| 01| 008 o000 -ood
99— Haq,VH om o 02| |00 012|018 016 008 oo o | |70
99/qq - HIl 75 < pY < 150 GeV n 005004 001 007 032 004011 003 001001 001 001 012 0101|008 001001001 001 001 002001 02 02
99/9q — Hil p¥ < 150 GeV/ E 003002 007 028 002008 003 001001 001 012 01 01| 008 001001001001 001 002 002 008
90/qq — HIl 150 < p¥ < 250 GeV' - R 088 0.7 024 0.0 002 001|001 001 01201 01 007 001 001 001 001 001 |03 —025
99/q — HIl 250 < pY < 400 GeV H 007 01 003 008 —hn—owun: 003001 001 001 01201 01 007 001 -om1 001001 0cz|-a0slaon o1 | | o
99/9q — Hil pY > 150 GeV/ 008009 002 007 u 028029 003 002001 001 001 012 01 01 007 001001001 001 002 008 001
99/qq — HIl pY > 400 GeV. E 007012 004 005 n—w,«—imnna 004001 001 001 012 01009 007 001001001 001 003 005 002 001 035
fH 08208 0.0 oo 01009 003|009 005 005 003 004 002 0ot |00t 001 00t | | 042 006 -005 003 oca “orq
1tH0 < p¥ < 120 GeV 045 083 012 oot 005 008 002 006 008 008 002 002 001 001 012 008006 003 008 one| | |04
1iH pYf < 60 GeV 041 078 0.12 001 005 001 005 003 003 002 002 001 012 -0.06-0.06 003 003 oz | | 045
11H 60 < pif < 120 GeV/ 047 088 012 001 004 006 002|008 004 004 002 003 001 001 001 012 -0.06-0.06 0.03 003 o1
11120 < pff < 200 GeV .ms,m oo 012 008 | 003|009 006 005 003 | 00| 002|001 001 001 00t | 012|008 -008 00 o0 o | |-05
11H 200 < pf < 300 GeV' 001 108 012 001 025 016 005 016 009 009 0.06 006 004 001 001 001 001 012 0,08 -0.06 003 003 001 007|
tiH plf > 300 GeV 005 109 02 o0z | oor 043 034 011 03 02 02 011 012 012 005 003 003 002 001 032 005 005 003 oo | |ocd | O
1TH 300 < plf < 450 GeV oe 0 o0t -002 042 026 006 025 016 016 009 01008 003 003 002 001 | | 032 -006-008 003 oosoor oo ||| o
{iH p¥ > 450 GeV. oz m B8 o2 oot o001 -00d | 004|001 |-001 nu.nz:.ou 10381 019 02 024 011 000 | 004|003 |-001] 012|008 005 008 003
i o6 [0z 00907 |02 02 om 0 012|016 -016 008 oo |oc | |-0.65
Thozzeat o0 “o1 001 002 001|001 001 001 012|006 008 007 | 07 007|005 005 002|002 002004
Thyy 00100 002 oo [RRRINERRY B -« 012|008 006 006 oc o | |07
Thoob i 042 -0.06 -0.06 0.03 003 075
T Hos e J1880 042 -0.06 -0.06 0.03 003
[, 012 006006 000 on -08
T Hos W st 0.8 0,09 0,01/ 012 -0.07 -0.07 0.06 003 0.3
Thoz, o0 oor [RRSRERY oo O 000 oo 012 016018 018 oval-oue ooz [ooo| [l 0%
T | oosfars R 011 001000 007 007 012 008 008 008 003 ool 1 o0
ATz e 001|001
AT gof s it oc2 ~095
AT gq- Haa H-WW- luly 0,01

PP G o € o o @ o ot o e ol e of & S s & So o S o 8

o 52 O e g Ge o &0

W3 B et et 80 S0
S el o o 80 88,
R

Figure C.18: Liner coefficients A}, Agj and AkHj of the SMEFT parametrisation. The esti-
mated correction factors needed to account for the non-negligible experimental accep-
tance effects in H — ZZ* and H — WW* decay modes and that affect the impact of
certain SMEFT operators are separately provided and labelled as AT'. These correction
factors should be added to the corresponding I" term to obtain the parametrisation
including acceptance effects. Source: [117].
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Figure C.19: Diagonal terms of quadratic coefficients Btj, B,{j and B,g. of the SMEFT
parametrisation. The estimated correction factors needed to account for the non-
negligible experimental acceptance effectsin H — ZZ* and H — W W™ decay modes
and that affect the impact of certain SMEFT operators are separately provided and la-
belled as AI'. These correction factors should be added to the corresponding I term
to obtain the parametrisation including acceptance effects. Source: [117].
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APPENDIX C. EFT AUXILIARY MATERIAL

C.6 Simulation of SMEFT impacts

Two UFO models are used to compute SMEFT predictions: SMEFTsim [129], [150], and
SMEFTatNLO [151].
For the H — vy and H — Z~ decays, analytical calculations including one-loop electroweak
SMEFT impacts are used [152], [153].

H— 4 generate h > |+ |- [+ -

H — (vly generate h > e+ vl mu- vl~
h > e- vl mu+ vl~

H—bb generate h > b b~

H— ptu generate h > mu+ mu-

H — vy generateh > aa

H —ce generate h>cc

H— Z~ generateh>za

H— 7ttr generate h > ta+ ta-

ggF+bbH generate p p > h QED=1 [QCD] Additional channels entering total width
add process p p > h j QED=1[QCD] H — 7tv,7~, generate h > ta+ vt ta- vt
agg processp p > Ejbj SE(?ES [S[CQDC]D] H — lyrv, generate h > [+ vl ta- vt
add processp p > ~ =
VBF+VHhad generate p p > hjjQCD=0 - add process h > ta,‘J,r vtl-vi
ZHlep generatepp > h I+ - H — jjl(r)v generate h > [+ vl ||
add process p p > h ta+ ta- add processh>jjl-vl
add process p p > h vl vi~ add process h>ta+ vtjj
WHIep generate pp > h I+l add process h > jjta- vt
add processpp > hl-vl~ H—4j generate h>jjjj
ttH generatepp > htt~
tHjb generate p p > htb<j H — 47 generate h > ta+ ta- ta+ ta-
add process p p > h t"‘bj H — 41/ generate h > Vl Vl VI Vl
tHW (5FS)  definep=pb b~ add process h > vt vt vtvt

generatepp > htw-
add process p p > h t~w+

add process h > vt vt vl vl

H— (7t

generate h > I+ |- ta+ ta-

H — 2v20(T) generate h > vl vl ta+ ta-
add process h>vtvt I+ 1-
H — 252((7) generate h>jjl+I-
add process h > jj ta+ ta-
H — 252v generate h>jjvlvl
add process h>jjvtvt
H — ss generateh>ss
H —ete” generate h > e+ e-
H — gg generateh>gg

Table C.1: Definition of the Higgs boson production modes (L) used for the simulation
of events using MadGraph. Definition of the Higgs boson decay modes used for the
simulation of events using MadGraph. For the two-body decays into light fermions, the
massive scheme is used to obtain a non-zero decay width. Here “p” defines the proton
in the 4FS, “/" includes the up-, down-, strange- and charm-quark, “I" is a massless lepton
(e or p) and “vI” is a neutrino of any flavour. “~" denominates the anti-particle. SMEFT
modifications can be targetted specifically by using the matrix-element squared order
syntax NP~2==1(2) and NP~2==2(4) for SMEFTsim(SMEFTatNL0). Source: [117]
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