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Payment-channel networks (PCN) represent the leading solution to scale
blockchain-based payments to the performance levels of centralized payment systems.
However, current PCNs require nodes to stay permanently online and have enough
resources to execute payment security mechanisms. Such assumptions are difficult
to guarantee in battery-powered devices with intermittent connectivity patterns,
such as mobile phones, smart objects, and sensors. In this thesis, we address the
case of PCNs with resource-constrained devices on several fronts. First, we for-
malize a hybrid PCN model that considers light nodes and propose a mechanism
to protect payment channels with resource-constrained devices. Our experiments
show that the proposed mechanism is efficient for devices with high and medium
availability in mobile broadband connections. Next, we propose PCNsim, a simulator
that replicates the main functionalities of a PCN in the OMNeT++ framework.
PCNsim allows researchers to experiment with payments under custom networking
conditions representing resource-constrained devices’ connections. PCNsim’s demon-
strations show that it correctly reproduces the behavior of a PCN over unreliable
communication channels. Finally, we address the problem of routing payments from
resource-constrained devices. We present a payment scheme that anticipates payment
confirmations for time-sensitive applications and two routing algorithms that route
payments considering application-specific constraints. The results show that our
routing algorithms are efficient both for single-path and multi-path payments and
reach their top performance when the problem’s constraints are tight.
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Chapter 1
Introduction

Blockchain technology has revolutionized the transfer of digital assets by moving
transaction processing from a central entity to a decentralized network of validators |2,
8, 9]. However, the consensus protocols validating transactions in such networks still
need to improve the performance if they are to effectively replace standard payment
methods. Publishing a transaction in Bitcoin |8| takes approximately one hour, can
incur over $20 fees, and spends an amount of energy equivalent to the consumption
of a US average household over 50 days [10]. Bitcoin’s and Ethereums’ throughput
of approximately 7 tx/s and 15 tx/s, respectively, are orders of magnitude smaller
than the average 6,000 tx/s achieved by large credit card companies [11]. Such
performance issues are known in the literature as the blockchain scalability problem*,
which, if solved, has the potential to enable a worldwide adoption of blockchain
systems in the life of ordinary citizens.

Payment-channel networks (PCNs) represent the leading solution to solve the
blockchain scalability problem regarding payments. In PCNs, two users wishing
to transact continuously can transfer some of their coins to a joint address in the
blockchain. This process creates a payment channel between them in which the
locked coins can be transferred immediately. It suffices to reallocate the channel
funds through off-chain private transactions. The collection of payment channels
between users forms a peer-to-peer payment channel network in which payments can
be routed like packets.

Figure 1.1 depicts an example of a PCN. In the example, Alice has a payment
channel of 12 coins with Bob, of which 10 are on her side. This means she can send
up to 10 coins to Bob in one or more transactions without validating the transactions

in the blockchain. She can also send coins to Charlie through a multi-hop payment.

1Scalability here refers to Buterin’s concept of scalability, i.e., the ability to process more
transactions per second [12]. This contrasts with the notion of scalability in distributed computing,
which is the ability to maintain performance when the number of nodes in the system increases.
We discuss such notions in Section 2.2.
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Figure 1.1: A payment-channel network (PCN) composed of bidirectional payment
channels with limited capacity. Users can route payments through intermediaries to
reach their destinations.

In this case, she sends the coins in her channel with Bob, and Bob relays them to
Charlie. The routing process happens in a few seconds, even if Alice and Charlie do
not share a direct payment channel. To ensure Bob cannot steal Alice’s coins while
forwarding them, a hash-based fund-locking mechanism puts Bob’s coins in custody
until he proves he forwarded the payment. We detail this process in Chapter 3.
PCNs reduce transaction latency from minutes to, at most, a few seconds and
yield near-zero transaction costs, which significantly improves the efficiency of
blockchains [13-18]. The ability to execute fast and secure payments without con-
sensus validation narrows the gap between cryptocurrencies and real-life payments,
enhancing the use of blockchain systems. For instance, PCNs have played a crucial

role in the recent adoption of Bitcoin as an official currency in El Salvador [19].

1.1 Storyline and Problem Statement

Despite efficiently scaling blockchains, current PCN implementations present a
significant limitation: they rely on powerful nodes to work. Specifically, they require
that nodes stay online at all times and have enough resources to execute the security
mechanisms involved in a payment. For example, Bitcoin’s Lightning Network [2]
and Ethereum’s Raiden Network [20] assume that nodes maintain an updated view
of the network topology, that they can verify channels in the blockchain whenever
needed and that all nodes adopt onion routing [21] as the only payment forwarding
mechanism to guarantee privacy [22]. This implies that nodes must have high
availability to keep the topology up-to-date, enough bandwidth and storage capacity
to download and maintain blocks, and strong computational power to encrypt onion
packets. Furthermore, PCNs often assume connections between nodes are reliable so
that payments are never dropped.

Such assumptions may be reasonable for servers or desktops but are difficult to
guarantee in battery-powered devices with intermittent connectivity patterns, such as

mobile phones, smart objects, and IoT sensors. These devices typically have limited



resources and communicate through lossy wireless connections that do not provide
the required reliability to send payments. Furthermore, it is unrealistic to assume
light nodes? will maintain updated topologies or execute security mechanisms that
spend most of their energy reserve.

Surprisingly, very few works consider PCNs in which users send or route payments
from light nodes through wireless connections [23-26|. This thesis aims to fill this
gap in the literature by analyzing what challenges arise when we include resource-
constrained devices into a PCN. Specifically, we identify four main challenges to

overcome:

e Challenge #1 (Architecture): Define a PCN architecture considering
resource-constrained devices. We need a network model in which not all
nodes can store a copy of the blockchain and verify channel states. Apart from
payment channels, this model should consider direct communication between

nodes used to request blocks or efficiently update the network graph on demand.

e Challenge #2 (Channel Security): Adapt channel security mecha-
nisms to the needs of resource-constrained devices. Attack prevention
through constant blockchain monitoring is infeasible for resource-constrained
devices that disconnect frequently. We should provide a simple yet effective

way to secure payments from such devices while they are offline.

e Challenge #3 (Simulation): Provide a way to observe payments from
resource-constrained devices in unfavorable networking conditions.
Resource-constrained devices often operate under unreliable networking con-
ditions that can lead to interruptions or delays in the payment process when
the signal is lost. We should provide a way to simulate these conditions to

understand how unfavorable scenarios affect payments.

e Challenge #4 (Routing): Provide a payment scheme to route pay-
ments from resource-constrained devices with low latency. Resource-
constrained devices cannot be assumed to have the same computing power
as common nodes. Therefore, finding paths and finalizing payments in these
nodes can be too slow for some applications. We need a payment scheme that

considers such limitations and speeds up payments from light nodes.

Besides introducing interesting research challenges, developing efficient mecha-
nisms for resource-constrained devices in PCNs would extend the benefits of PCNs
to over 13 billion mobile devices that already account for over half of all the traffic

on the Internet [27, 28|. In this thesis, we expect to provide meaningful insights

2This thesis considers the terms “resource-constrained devices” and “light nodes” interchangeable.



that will help develop new PCN-based applications for light nodes. We highlight
that Challenge #4 represents an exciting challenge for readers familiar with classical
pathfinding algorithms and flow allocation methods, as payment routing borrows

many concepts from transportation networks.

1.2 Contributions

Our work starts with the goal of analyzing the blockchain scalability problem.
We compare several state-of-the-art consensus protocols to understand their main
advantages and drawbacks, providing a direction on which protocol we should adopt
for each use case. We analyze quorum-based protocols, in which a committee of
nodes decides what blocks go into the blockchain, and proof-based protocols, in
which any node can propose a block if it proves it has the right to do so. This initial

work yielded two main publications (see Appendix B for the full list of publications):

e Rebello, G. A. F., Camilo, G. F., Guimaraes, L. C. B., Souza, L. A. C.,
Duarte, O. C. M. B. - “Security and Performance Analysis of Quorum-based
Blockchain Consensus Protocols”; in 6th Cyber Security in Networking Confer-
ence (CSNet’22) - Rio de Janeiro, Brazil, October 2022.

e Rebello, G. A. F., Camilo, G. F., Guimaraes, L. C. B., de Souza, L. A. C.,
Thomaz, G. A., Duarte, O. C. M. B. - “A Security and Performance Analysis
of Proof-based Consensus Protocols”, in Annals of Telecommunications, no. 7,

pp. 517-537, 2021.

The discoveries from this analysis concluded that consensus, regardless of type,
is the main bottleneck for transaction processing in blockchains. Hence, we move to
consensus-free approaches such as payment channel networks. The first contribution
of this thesis is a survey about such approaches, which are formally called off-chain

or layer-two protocols:

Contribution 1: A survey on layer-two protocols for blockchains. We
provide a survey on the recent efforts to improve the scalability of blockchains,
focusing on layer-two protocols such as payment channel networks and rollups.
These technologies process computations off-chain and only use consensus for
solving disputes. A large portion of the work addresses the open challenges of
payment channel networks, such as payment routing, channel rebalancing, network

design strategies, security and privacy, payment scheduling, congestion control,

simulators, and support for light nodes.

The survey has been submitted to an international journal and is currently under

revision:



e Rebello, G. A. F., Camilo, G. F., Souza, L. A. C., Potop-Butucaru, M., Amorim,
M. D., Campista, M. E. M., Costa, L. H. M. K. - “A Survey on Layer-Two
Protocols for Blockchains”, submitted to IEEE Communications Surveys &
Tutorials in April 2023.

As we prepared the survey, we noticed that PCNs have their own challenges,
especially regarding resource-constrained devices. The main problem is that the
security of channel funds is only guaranteed if both channel parties are online, which

cannot be assumed for light nodes. Thus, we propose the following contribution:

Contribution 2: A mechanism to secure channels with light nodes. We
formalize the concept of hybrid PCNs, i.e., PCNs with capable nodes and wireless
resource-constrained devices, and address the coin theft problem, a vulnerability
that affects nodes with intermittent connectivity. We propose a countermeasure
based on minimum time windows that lock funds whenever a user disconnects. The

duration of the window is proportional to the mean time to recovery (MTTR) of

devices, which gives them enough time to reconnect and contest attacks.

This work adapted the default dispute periods of existing PCNs to accommodate
light devices |2, 20]. We evaluated our proposal with real channels from Bitcoin’s
Lightning Network [2] and estimated the MTTR of devices using data from 3G/4G

mobile broadband connections [29, 30]. The work resulted in another publication:

e Rebello, G. A. F., Potop-Butucaru, M., Amorim, M. D., Duarte, O. C. M. B.
- “Securing Wireless Payment-Channel Networks With Minimum Lock Time
Windows”, IEEE International Conference on Communications (ICC 2022),

Seoul, South Korea, May 2022.

Experimenting with mobile connections showed that its often difficult to predict
the behavior of payment channels when they operate under unstable networking
conditions. Besides, we missed an automated tool that would accurately simulate
payment channel networks with several network topologies and communication

protocols. This need generated our second contribution:

Contribution 3: PCNsim. PCNsim is an open-source payment channel network
simulator that reproduces the state machine of the Lightning Network on top of the
OMNeT++ framework [31]. The simulator allows users to model channel parameters
such as channel capacity and routing fees and to test routing protocols on real
data obtained from payment datasets. Because OMNeT-++ offers a wide range of
communication protocols through the INET library?®, PCNSim also supports testing

PCNs with different networking protocols in lower layers. PCNsim is available to

the scientific community at https://github.com /gfrebello/pcnsim.




We published the details of PCNsim and some simulations of payment routing

protocols:

e Rebello, G. A. F., Camilo, G. F., Potop-Butucaru, M., Campista, M. E. M.,
Amorim, M. D., Costa, L. H. M. K. - “PCNsim: A Flexible and Modular
Simulator for Payment Channel Networks”, IEEE International Conference
on Computer Communications Workshops (INFOCOM WKSHPS), Virtual
Conference, May 2022.

Our simulations with PCNsim helped us realize that routing payments efficiently
is the most interesting part of dealing with resource-constrained devices in PCNss.
Particularly, routing payments from light nodes can be too slow for applications
requiring minimum payment latency to work, such as stock markets, cross-chain

trades, and electronic toll collection. We contribute to this direction:

Contribution 4: A payment scheme for payments from light nodes. We
propose a special payment scheme that reduces confirmation latency when issuing
payments from resource-constrained devices. The payment scheme securely offloads
payments to gateway nodes which compute routes and forward payments as a

service. This saves energy, speeds up payments, and allows light nodes to remain

offline most of the time at the expense of a small service fee.

Finally, we also propose new routing algorithms for gateways to route payments

considering side constraints:

Contribution 5: GenPulse and MultiPulse. We develop two optimal payment
routing algorithms that consider application-specific needs when computing paths.
The Generalized Pulse (GenPulse) algorithm finds a constrained shortest path
in the graph, i.e., a path that minimizes a routing metric while keeping some
side constraints. Multipath Pulse (MultiPulse) extends GenPulse to issue optimal
multipath payments via successive flow allocation. GenPulse and MultiPulse can
be used in PCNs, for instance, to minimize the routing costs of a payment that is

subject to a maximum payment latency or network resource consumption.

Note that despite being proposed for PCNs with light devices, GenPulse and
MultiPulse can be used in traditional PCNs. We are currently writing a paper that

includes these contributions.

1.3 Thesis Outline

This thesis contains two main parts. In the first part, we present the background

needed to understand the challenges of payment channels with resource-constrained




devices. Chapter 2 presents the blockchain scalability problem and our main findings
regarding the limitations of consensus protocols. We present the technical concepts
of payment channel networks in Chapter 3, including the mechanisms that guarantee
the security of payments. The same chapter briefly overviews the main PCN
implementations.

In the second part, we answer the research challenges presented in Section 1.1.
We address Challenges #1 and #2 in Chapter 4. The chapter formalizes a key
vulnerability of PCNs with resource-constrained devices and proposes a countermea-
sure to avoid fund losses. Chapter 5 addresses Challenge #3 and presents PCNSim,
our proposed PCN simulation platform. We provide some demonstrations of the
simulator’s capabilities. We address Challenge#4 in Chapter 6, which discusses
payment routing in PCNs with resource-constrained devices. The chapter presents
the rationale behind our proposed payment scheme and the details of the GenPulse
and MultiPulse payment routing algorithms. Finally, Chapter 7 concludes the work,

presenting future perspectives for resource-constrained devices in PCNs.



Chapter 2

Blockchain Scalability and Layer-Two

Protocols

Despite providing disruptive and innovative features, blockchains still present signifi-
cant latency, power consumption, and transaction throughput issues. The collection
of such issues is known as the “blockchain scalability problem” in the literature
and is today one of the most important research topics on blockchain technol-
ogy [15, 18, 32, 33|. In this chapter, we introduce the proper background needed to
understand the problem and formalize it through the enunciation of the blockchain
scalability trilemma. The chapter elucidates the main reasons why layer-two protocols

exist.

2.1 Blockchains and Consensus

A blockchain system is a distributed ledger technology (DLT) that leverages indepen-
dent validator nodes to record, share, and synchronize transactions in a decentralized
peer-to-peer network. Each node in the network stores a local copy of the blockchain,
which can verify any transaction since the creation of the system. The blockchain
data structure is a chained list of signed transactions batched into blocks. Each
block contains a header with the hash of the predecessor block and a content section
that stores transactions, as shown in Figure 2.1. A transaction represents an atomic
action that transfers assets between a sender and a receiver. To transfer assets, the
sender must sign a transaction that transfers the ownership of the assets he/she owns
to the receiver and send it to a subset of nodes called validators. The transaction
is confirmed once it appears in a block, meaning that it has been selected by a
validator node and approved by the others. The combination of signed transactions,
linked blocks, and replication of the complete data structure provides immutability

to any data stored in a blockchain, creating an incorruptible and distributed log of
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Figure 2.1: Data structure of a blockchain, in which each block is linked to the
previous block through a cryptographic hash function. The replication of such
structure in independent nodes provides transaction immutability.

transactions.

Consensus in blockchain systems is the process by which the independent valida-
tors in the network decide, collectively, whether to accept or refuse the addition of
a new block into the blockchain. A blockchain consensus protocol is a distributed
algorithm that ensures consensus evolves correctly, adding one new block at a time.
Figure 2.2 illustrates how a generic blockchain consensus protocol works. We assume
every validator starts at a previously-validated state S. In each round, the consensus
leader, i.e., the validator with the right to propose a block, aggregates the received
transactions into a block and broadcasts it on the network to be verified locally by
the other validators. Upon receiving the proposed block, each validator evaluates it
independently and, if approved, adds it to their blockchain, locally reaching the new
S’ state. When enough validators reach the new state locally, the protocol considers
that there has been consensus and that the system as a whole has validated the new
block. Hence, S’ becomes the current global state of the blockchain that all nodes
must synchronize with, regardless of their opinion on previous rounds.

Proposing, broadcasting, and verifying the block consume time and energy
proportional to the number of validators. A mechanism for defining the consensus
leader on each round is also needed. Such procedures and leader-election mechanisms
define how fast a block is considered valid and consequently impact the performance
of the blockchain. As many works have shown, the core of the blockchain scalability
problem lies in the efficiency of consensus protocols, which must ensure the system
adds blocks to the ledger in a safe manner [17, 34, 35]. As a reference, the proof-of-
work [8] consensus protocol from Bitcoin proposes a block every 10 minutes, yielding 7
transactions per second. This is due to the costly mathematical challenge of deciding

who has the right to propose a block.

2.2 The Blockchain Scalability Trilemma

The blockchain scalability problem is a generic umbrella term that encompasses the
challenges of improving blockchain performance. For the purposes of this paper, it

helps to narrow down such concept to a more specific definition based on the blockchain
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Figure 2.2: The validation of a block using a generic consensus protocol. On each
round, the consensus leader proposes a new block that changes its local state from S
to S and broadcasts it to the network. The other participants independently verify
and add the proposed block to the blockchain, replicating the state S’ consistently.

scalability trilemma', a term coined by Ethereum’s founder Vitalik Buterin [12]:

Definition 1. (The blockchain scalability trilemma) [12]. Given the following
properties of blockchains:
e Scalability: the capacity to process transactions at high throughput,
e Decentralization: the capacity to process transactions without relying on
trusted parties or small groups,
e Security: the capacity to successfully resist collusion attacks,
the blockchain scalability trilemma is a conjecture that states that no blockchain

system can provide all properties simultaneously. Consequently, every blockchain

forfeits at least one property at any given time.

We highlight that the trilemma refers to Vitalik Buterin’s notion of scalability
instead of the classical concept of scalability in distributed computing. The latter
concept, which in blockchains corresponds to the ability of the consensus protocol to
maintain throughput even when the number of validators significantly increases, is
captured by the decentralization property. Henceforth, we adopt the term “scalabil-
ity” to refer to Buterin’s concept and “decentralization” to refer to the concept of
distributed computing.

We illustrate the trilemma in Figure 2.3. The rationale behind it stems from the
observation that the validation of transactions in a blockchain system occurs, by
definition, through the agreement between the validators of the system. On the one

hand, the more nodes participate in consensus decisions, i.e., the more decentralized

1Some authors refer to the blockchain scalability trilemma as simply “the blockchain trilemma”
or “the scalability trilemma” [13-15, 36].
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Security

Blockchain
Trilemma

Scalability Decentralization

Figure 2.3: Hlustration of the trilemma observed in blockchain-based systems. The
trilemma states that no consensus protocol can simultaneously provide security,
scalability (measured in transaction throughput), and decentralization (measured
in the number of nodes participating in consensus). Graphically, all blockchains
correspond to a point inside the trilemma triangle.

the system becomes, the more complex and time-consuming the decision-making and
broadcasting of messages in the network. On the other hand, reducing the number
of validators to improve throughput concentrates the decision power on fewer agents,
reducing the level of decentralization and increasing the financial monopoly of the
network. Some protocols try to provide high throughput with many validators by
allowing multiple parallel blocks to be approved at the same time [37, 38|. This
event is known as a fork in the blockchain and compromises security since conflicting
transactions in different branches could be considered valid. Most protocols solve
forks by finalizing a block and discarding the others, but this process also takes time.
Besides, transactions in discarded blocks are rolled back and become untraceable,
meaning that the security of a transaction is only guaranteed when its block is
finalized. Despite being a conjecture based on empirical observations, the trilemma

consistently occurs in all significant known blockchain systems [1, 39, 40].

2.3 The Trade-off of Consensus Protocols

As security is essential in blockchains, in practice, the trilemma becomes a dilemma
for consensus protocols: the protocol needs to choose between scalability, measured in
the number of transactions processed per second, and decentralization, measured in
the number of consensus validators. This choice is the primary separator of consensus
protocol types, which can be categorized into proof-based protocols, committee-based
(or quorum-based) protocols, and hybrid protocols.

Proof-based protocols adopt decentralized mechanisms to define who has the right

to propose a block, allowing any user to participate in the process. However, these

11
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Figure 2.4: Comparison between the main consensus protocols of blockchain-based
systems. The observed trade-off between performance and decentralization makes it
difficult to propose a scalable protocol that is tolerant of collusion attacks.

protocols achieve low transaction throughput because they need to introduce spam
control tools to mitigate forks in the blockchain and solve forks that occur. Thus,
proof-based protocols are challenging to scale but very decentralized, making them
more suited to public systems with many users [39, 41, 42]. The main systems that
use this type of consensus are cryptocurrencies, such as Bitcoin [8], Ethereum [9], or
IOTA, [37].

Conversely, committee-based protocols elect a group of special validators that
propose blocks through direct communication [43-50]. The choice of who participates
in the committee can be made in several ways, such as random selection or an
election based on the number of coins each user invested. The selection of a committee
sacrifices decentralization, as only some users participate in the decision, but increases
the number of transactions processed per second since decisions are independent of
time-consuming computational mechanisms and spam control. Committee-based
protocols work better in systems that already expect some level of centralization, such

as consortia of companies, banks, and governments. The prominent representatives
of this type of system are Hyperledger Fabric [51], Hyperledger Sawtooth [52], and
Ripple (RPCA) [53]. The design of committee-based protocols must include security
mechanisms to avoid collusion and denial-of-service attacks.

Several consensus protocols try to solve scalability through hybrid solutions
combining the best proof-based and committee-based consensus approaches [54-57].

The main objective of such protocols is to provide each property at a specific phase of

12
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Figure 2.5: Layered stack of blockchain systems, adapted from Gudgeon et al. [1].
The right side of the figure names a few scalability solutions that focus on the
corresponding layer. Off-chain protocols operate on top of the blockchain and
consensus layer.

consensus, leveraging extra-consensus mechanisms to mitigate possible vulnerabilities.
However, the hybrid approach suffers from the same trade-off between scalability and
decentralization of other approaches, reaching intermediate levels in both aspects for
its main representatives, EOS.I0 [54] and Tendermint [55].

We can represent the scalability-decentralization trade-off graphically by com-
paring the main blockchain consensus protocols shown in Figure 2.4. Despite the
efforts on blockchain research over the years, no consensus protocol consistently
provides a throughput of thousands of transactions per second with high decentraliza-
tion [39, 40, 58|. With consensus-based solutions so far, the desired “ideal zone” that
would allow scaling blockchain systems without compromising their decentralization

seems unachievable.

2.4 Off-chain Protocols

The limitations of consensus-based approaches induced an orthogonal research area for
improving blockchain scalability, which consists of so-called off-chain protocols [13—
15, 59, 60]. Off-chain protocols are also named layer-two protocols as they are
primarily built on top of the blockchain stack depicted in Figure 2.5. Their prominent
representatives are payment channel networks, which we present in Chapter 3.
Although proposals for lower layers are out of the scope of this thesis, such
proposals receive less attention from the community because they involve modifica-

tions that are difficult to implement. For instance, improvements in the hardware
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layer imply acquiring equipment that is often unaffordable for common users [61-63].
Changes to the peer-to-peer communication protocols can cause soft forks? or even
hard forks® in the blockchain, which take time to be accepted by the cryptocurrency
community |64, 65]. Improvements in layer one are even more radical as they involve
building new consensus protocols or altering the blockchain structure itself, creating
whole new systems [37, 54, 56].

Layer-two scalability solutions, on the other hand, do not modify blockchain
systems at all. They leverage blockchain core functionalities, such as scripts and smart
contracts, to implement security mechanisms that validate off-chain transactions.
Such validation mechanisms are invisible to the blockchain, which sees transactions
from a layer-two service as ordinary transactions. Besides, off-chain protocols only
publish transactions when needed, avoiding the cost and latency of consensus most of
the time. This simple but powerful characteristic made layer-two proposals emerge in
recent years as a solution with great potential to break the scalability-decentralization

trade-off without causing significant impacts to end users [13-15, 59, 60].

2.4.1 Defining Layer Two

Before proceeding into payment channel networks, we highlight that the definition
of layer two is still under discussion. For some authors, any mechanism that avoids
publishing transactions in the main blockchain is layer two, as such solutions neither
rely on the primary consensus protocol to process transactions nor make all trans-
action data publicly available [13-18]. This perspective categorizes proposals that
validate transactions through faster secondary blockchains, such as sidechains, as
layer-two protocols. Conversely, other authors define layer-two protocols as protocols
implementing their own off-chain consensus-free validation rules |1, 36, 59, 66]. Under
this definition, layer-two protocols only rely on consensus to settle disputes that
could not be solved via off-chain validation.

We adopt the latter concept as it enhances the innovation of off-chain validation.
Besides, associating consensus with layer one provides a more precise separation
between layers. In particular, we adopt the definition of layer-two protocols as

proposed by Gudgeon et al. [1]:

2Soft forks are forward-compatible modifications that do not compromise the functionality of
old software versions.

3Hard forks are backward-incompatible modifications to the blockchain which force all nodes to
update their software.
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Definition 2. (Layer-two protocols). A layer-two protocol is a protocol that allows
transactions between users through the exchange of authenticated messages via
a medium that is outside of but linked to a layer-one blockchain. Authenticated
assertions are submitted to the main chain only in cases of a dispute, with the main
chain deciding the outcome of the dispute. Security and non-custodial properties of

a layer-two protocol rely on the consensus protocol of the main chain.

Hence, we consider proposals that modify consensus or use consensus as the
default validation mechanism as layer one, including sidechains and cross-chain
protocols. To the best of our knowledge, payment channel networks |2, 20|, optimistic
rollups |67], and zero-knowledge rollups [68, 69] are the only currently known layer-
two protocols for blockchain scalability. In the next section, we dedicate much of this
work to presenting payment channel networks, the most popular layer-two protocol
for exchanging assets efficiently in cryptocurrencies. The payment channel network
use case covers most of the characteristics of layer-two protocols, so the reader should
understand how the main off-chain functionalities work even though rollups are out

of the scope of the thesis.

2.5 Summary

The blockchain scalability problem is the main reason blockchains struggle to sub-
stitute centralized payment methods like credit cards. In this chapter, we showed
that the leading cause of the problem is the scalability-decentralization trade-off
of consensus protocols, which can only provide high throughput with centralizing
decisions. Consequently, no consensus protocol provides the necessary levels of
scalability and decentralization to address the needs of payments globally. Layer-two
protocols are a promising solution to this problem, as they implement off-chain

validation procedures that offload consensus and enable fast payments at a low cost.
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Chapter 3
Payment Channel Networks

Payment channel networks are a solution to the blockchain scalability problem
presented in the previous chapter. This technology operates in layer two, establishing
off-chain communication channels where users can freely send payments without
validating them through a consensus protocol. Such characteristic reduces the latency
of payments, which now depends mainly on communication latency between users.
Payment channels are a particular case of state channels in which the traded assets

are coins [70].

3.1 Overview of Payment Channels

The main idea of payment channels is only to publish transactions in the blockchain
when needed. The blockchain becomes a security service that provides a secure
starting point for the payment channel and possibly settles disputes involving users.

Figure 3.1 shows a payment channel’s default three-phase life cycle. In the channel
creation phase, two users, Alice and Bob, issue a funding transaction, agreeing to
transfer some of their coins to a joint address they cooperatively control. These coins
can be used to issue transactions inside the channel but become unavailable for other
transfers in the blockchain for the entire existence of the channel. Bob and Alice also
agree on a timelock window W that either user must wait in case he/she unilaterally
closes the channel (we explain why we need a timelock window in Section 3.2.3).
Then, when the channel is open, the users continuously update their balances in the
channel via private commitment transactions. Commitment transactions are not
published in the blockchain and, consequently, produce low-latency payments. At
any time, either user can decide to trigger the channel closing phase by publishing
the latest commitment transaction, which contains the latest channel state, into
the blockchain. Once validated, this transaction creates an Unspent Transaction
Output (UTXO) in the blockchain that transfers the coins to their respective parties

on-chain. Thus, the blockchain only sees the channel-opening and channel-closing
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transactions and regards them as standard transactions. Consequently, these are
the only transactions that go through consensus validation and are subject to high

latency and transaction fees.

Blockchain
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Figure 3.1: Payment channel operation. Users Alice and Bob contribute 5 coins each
to issue the funding transaction and create a payment channel. After the channel is
open, Alice and Bob can exchange coins by issuing private commitment transactions
that rewrite their balances in the channel. For example, Alice sends 2 coins to Bob
by signing the first commitment transaction, which changes her balance to 3. Alice
or Bob can publish the commitment transaction containing the most up-to-date
balances to close the channel and claim the coins on-chain.

Payment channels, like blockchains, presume no mutual trust between parties.
Therefore, there must be a secure mechanism to ensure coins remain safely in
possession of their respective owners. The system accomplished coin security with
multi-signature (or multisig) payment schemes [71]. In a multi-signature scheme,
multiple users need to sign a transaction for it to be valid; otherwise, the coins
remain locked. A multi-signature scheme in which at least n out of m pre-defined
users need to sign the transaction is called an n-of-m multisig policy.

When establishing a channel, the funding transaction contains a 2-of-2 multi-
signature payment policy, i.e., each new transaction that wishes to spend its coins must
contain the signature of both users involved in the channel. To issue a commitment
transaction within the channel, Alice creates a transaction that spends coins from
the funding transaction, signs it, and transfers the signed transaction to Bob. The
signed transaction guarantees to Bob that Alice agrees with the current channel
balances. Bob can then sign and publish the transaction in the blockchain to redeem
his funds. Bob or Alice cannot steal coins from the channel with this scheme, as any
published transaction would need the other party’s consent.

However, locking coins in a transaction requiring both participants’ signatures

introduces a vulnerability: if Bob refuses to sign transactions or disconnects, he can
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lock Alice’s coins forever. Payment channels avoid this by forcing Alice and Bob to
generate a transaction that spends the funding transaction with the initial balances.
Users create and exchange this refund transaction before the funding transaction
is published. Thus, Bob has a refund transaction signed by Alice, and Alice has
a refund transaction signed by Bob before the channel is open. In case one of the
parties becomes unresponsive, the other party can issue the refund transaction on

the blockchain and reclaim their rightful coins.

3.2 Channel State Updates

The refund transaction serves as an initial guarantee but must be replaced with other
transactions that reallocate balances in the payment channel. For this substitution
to occur safely, the system must correctly revoke the latest transaction and introduce
a new one, updating the channel state. Therefore, an essential aspect of payment
channel security is channel state updates [1, 2|.

If channel updates are incorrectly performed, a malicious user can publish an
old state that benefits him. For example, users perform three off-chain commitment
transactions in Figure 3.1. First, Alice issues a transaction, T' X7, sending 2 coins to
Bob. Then, Bob issues the second transaction, T'X5, sending 1 coin back to Alice.
If Bob is an attacker, at this point, he can try to close the channel with the first
transaction, which guarantees him a balance of 7 coins instead of the 6 coins he
has in the current state. Finally, Alice issues the last transaction, T X3, sending 3
coins to Bob. Now, Alice could send the refund transaction (not shown in the figure)
to the blockchain, claiming the 5 coins she initially had instead of the 1 coin she
currently has.

This vulnerability happens because the blockchain does not keep track of off-chain
transactions. Therefore, it must be made aware of which transaction contains the
most recent state. Payment channels, however, do not need to maintain a complete
ordering of off-chain transactions like blockchains; it suffices to keep track of the
latest state. In the example, it is enough to enforce that only 7' X35 is valid, i.e., there
must be a safe way to revoke T'X; and T'X5. We explain below several proposals to

solve the problem of state updates in payment channels |2, 72, 73].

3.2.1 One-way Payment Channels (Spillman Channels)

In 2013, Spillman |72, 74| proposed one of the first state update mechanisms for

BitcoinJ! payment channels, which only work for one-way payments. This mechanism

BitcoinJ is a Java implementation of the Bitcoin protocol. Available at https://bitcoinj.org/

18



imposes conditions to claim coins using the programming language of Bitcoin, the
Bitcoin script [75].

In Spillman channels, users A and B generate a refund transaction that contains
the following conditions to close the channel: (i) the locked coins can be redeemed
after time ¢t counted from the publication of the funding transaction, or (ii) the coins
can be redeemed immediately if the two parties agree with the refund. The first
condition guarantees that coins cannot be locked in the channel forever. In contrast,
the second condition guarantees that the two users will receive a refund immediately
if both sign a transaction, proving they cooperated. After the channel is open, user
A starts to send coins by issuing commitment transactions to user B, who can sign
and publish the transactions in the blockchain if needed.

This channel design works only as a one-way channel. While user B receives
transactions signed by A, the same does not happen in the opposite direction.
Furthermore, even if user B returns a coin to user A, there is no guarantee that B
will not publish an old transaction on the blockchain in which he had a higher balance.
The correction of state replacement is unilateral and incentive-based since the user
who receives the coins can only lose funds by publishing an old transaction. Any
rational user who receives payments will always post the latest state as it benefits
them the most [1].

The creation of a payment channel that works only in one direction, however,
restricts the potential applications of this technology. Most day-to-day applications
require payments in both directions, e.g., refunds for purchases or cashback applica-
tions. Furthermore, two users who share a payment channel can take on independent
roles, buying and selling products to each other. In this case, one-way channels
eliminate the possibility of safely sending payments in opposite directions. Users who
want to reverse the roles of sender and recipient would have to create one channel in
each way, which implies more locked coins, more transaction fees, and more time to
establish the channels.

3.2.2 Bidirectional Payment Channels (1/2): Limited Dura-
tion Model

One of the early ideas to secure bidirectional channels was to create time lock policies
that discourage users from issuing old transactions [73]. In this model, all off-chain
transactions have a time lock, i.e., if published, the coins in the transaction can only
be spent after a time window W counted from its publication in the blockchain. The
model adopts the blockchain as a reference to guarantee synchronization, with the
time window defined in the number of elapsed blocks. The time window decrements

each time the payment direction reverses. Thus, in a channel between two users
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A and B, user A can issue a transaction T'X; to B with a 30-minute time lock,
approximately 3 blocks on the Bitcoin blockchain (recall that one block takes on
average 10 minutes, see Section 2.1). If B wants to pay A, B issues T' X, with a time
lock of 20 minutes, approximately 2 blocks in the Bitcoin network. That way, if B
publishes the previous transaction, 7' Xy, in the blockchain, user A can issue T X,
and redeem the coins before B since T'X5 has a shorter time lock.

Despite safely ensuring state replacement, this model has two disadvantages: (i)
user A must be online and constantly checking the blockchain to monitor the actions
of B, and (ii) the size of W defines the duration of the channel. The definition of W,
done by the two users before they open the channel, represents a trade-off. A high
value for W allows for more state updates but locks coins for a longer time when
a user closes the payment channel. A low value of W allows few channel updates,
reducing the channel expiration date. Besides, users must define W without knowing

how many payments will traverse the channel.

3.2.3 Bidirectional Payment Channels (2/2): Standard Model

Poon and Dryja [2] proposed a state substitution model that has become the standard
for payment channels. The model creates bidirectional channels while discouraging
malicious behavior through financial punishment. If it is proven that a user published
an old state in the blockchain, the channel counterpart can contest the state and
redeem all the coins in the channel, including the attackers.

In Poon and Dryja’s model, each direct payment generates a pair of asymmetric
commitment transactions: user A obtains a commitment transaction signed by user
B, and user B obtains a commitment transaction signed by user A. The transactions
have an associated secret and the following condition: if the counterpart reveals
this transaction’s secret within a period of W blocks counted from the transaction
publication, all the coins in the channel go to him/her. To issue new payments on
the channel, users change the state by exchanging signatures and revealing the secret
associated with the previous transaction. Thus, if any user publishes an old state,
the other user can immediately claim all the coins using the previously-revealed
secret. The user who closed the channel can only redeem coins after W blocks. In
practice, the transaction secret is a private key that can transfer the commitment
transaction outputs to the address of the user who contested the transaction. The
key verification is done automatically using Bitcoin script as a root of trust, public
to both participants.

The procedure for replacing states in this model executes as follows. Assume a
channel between Alice and Bob in which, initially, each user has 5 coins, and Alice

wants to send 1 coin to Bob. To send the payment, Alice generates an asymmetric
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key pair (PK4(s), SKa(s)), where PK 4(s) represents Alice’s public key and SK 4(s)
represents Alice’s secret key for the channel state s. Bob performs the same procedure,
generating a key pair (PKp(s), SKp(s)). The two parties exchange their public keys.

Then, Alice creates a commitment transaction containing the following conditions:

(i) If this transaction is published, Alice can claim 4 coins immediately;

(ii) If this transaction is published, Bob can claim 6 coins after a period W or

immediately if Alice authorized it;

(iii) If this transaction is published, Alice can claim 10 coins if she proves she
knows Bob’s secret SKp(s) in time t; < W. Alice hard-codes PKp(s) into
the transaction so she can prove knowledge of SKp(s) through asymmetric

encryption.

Next, Alice signs the transaction and sends it to Bob with her secret key of the
previous state, SK4(s — 1). Bob concurrently performs the same procedure as Alice,

generating the transaction with the following conditions:

(i) If this transaction is published, Bob can claim 6 coins immediately;

(ii) If this transaction is published, Bob can claim 4 coins after a period W or

immediately if Bob authorized it;

(iii) If this transaction is published, Bob can claim 10 coins if she proves she
knows Alice’s secret SK4(s) in time ¢; < W. Bob hard-codes PK4(s) into
the transaction so he can prove knowledge of SK(s) through asymmetric

encryption.

Bob signs the transaction, sends it to Alice, and reveals his secret key for the
previous state, SKp(s—1). This secret-revealing protocol ensures that only conditions
(i) and (ii) can be triggered if both parties act honestly since SK(s) and SKp(s)
are shared in the next state update. However, if either Alice or Bob publishes an old
state, the other party can immediately trigger condition (iii) with the previous secret
keys {SKa(1),..., SKa(s—1)} and {SKp(1),..., SKp(s—1)} that have already been
revealed. Because they allow canceling old transactions through financial punishment,
the key pairs generated per state are called revocation keys. Transaction outputs
that can be revoked with revocation keys are called revocable deliveries.

Payment channels create revocable deliveries through Revocable Sequence Matu-
rity Contracts (RSMC) [2]. RSMCs are simple if-then-else conditions that create two
possible paths for a revocable transaction. We illustrate with an RSMC example

written in Bitcoin script:
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Figure 3.2: An example of state revocation in payment channels. Alice closes the
channel with C1A, in which she had a higher balance than the current state, and
then attempts to withdraw the coins with a revocable delivery transaction. Bob
detects the attack and issues the penalty transaction within W blocks as a response,
revoking Alice’s delivery and transferring her coins to his address. He can still claim
his rightful coins with a common delivery transaction.

1 0OP_IF

2 # Penalty transaction path

3 <RevocationPubKey> # Push revocation pubkey into the stack
4+ OP_ELSE

5 # Revocable delivery transaction path

6 W # Push W into the stack

7 OP_CHECKSEQUENCEVERIFY # Stop if the current block < W

8 OP_DROP # Remove W from the stack

9 <LocalPubKey> # Push the local public key into the stack
10 OP_ENDIF

11 OP_CHECKSIG # Compare signature with the key in the stack

In this example, any user that provides the transaction’s revocation key can claim
the payment immediately by triggering the penalty transaction path. Else, if enough
time passes, the user who published the transaction can claim the coins through the
revocable delivery path. The RSMC protocol imposes no limits on the channel’s
lifetime. However, it guarantees that any party can close the channel unilaterally if
needed, with the drawback of waiting for a dispute period of W blocks. The time
window W that sets the duration of the dispute period is called to_self_delay in
the Lightning Network [2, 76].

Finally, we illustrate an example where Alice publishes a revoked state and gets
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punished by Bob in Figure 3.2. Note that the protocol implies Alice and Bob must
store all revocation keys since the channel’s opening and generate a new key pair per
transaction. Alice and Bob must also be online and read the blockchain to verify if
the other party tried to cheat. Requiring constant monitoring can be an issue for

use cases where Alice or Bob need to disconnect, as discussed in Chapter 4.

3.3 Payment Channel Networks

Despite providing fast and secure payments, a payment channel works for a pair of
users. This solution alone does not solve the blockchain scalability problem as it
would require users to establish channels to every payment destination [2|. For users
who need to transact with multiple destinations, this means: (i) having many coins
locked in the blockchain to allocate funds across multiple channels and (ii) paying
a transaction fee and waiting for the consensus delay for each funding transaction.
Such requirements hinder using payment channels alone for cases where payments
must reach multiple entities.

The solution which actually helps to improve scalability in blockchains is a

payment channel network (PCN):

Definition 3. (Payment Channel Network). A payment channel network is the
interconnection of the payment channels created by users. PCNs enable multi-hop
payments that traverse payment channels, eliminating the need to create a channel

per destination. Multi-hop payments allow users to transact with each other quickly

with low fees, even if they do not share a direct channel.

Figure 3.3 shows an example of a PCN with 5 participants. In the picture, Alice
wants to transfer 5 coins to Charlie, with whom she does not have a payment channel.
Alice, however, has a channel with Bob, who has a channel with Charlie. Hence,
Alice can transfer 5 coins in her channel with Bob, who then transfers 5 coins in
his channel with Charlie, completing Alice’s payment. Note that payment channels
are independent, meaning that Bob cannot transfer the coins from his channel with
Alice to the channel with Charlie. He receives Alice’s commitment transaction on
his channel with Alice and generates a commitment transaction of equal value for
Charlie. Note that this implies Bob has at least 5 coins of balance in his channel

with Charlie, or he cannot forward Alice’s payment.

3.3.1 Securing Payments with Hashed Timelock Contracts

An obvious concern when sending payments through untrusted intermediaries is how

to guarantee the payment will reach its destination. For example, in Figure 3.3, Bob
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Figure 3.3: Example of payment in a PCN. To send Charlie 5 coins, Alice uses the
existing channel with Bob, who forwards the coins to the destination. The payment
modifies the balance of the channels involved in the payment path.

could easily steal Alice’s coins if he decides not to forward the coins on his channel
with Charlie. Since PCNs assume no nodes in the network can be trusted, there
must be a secure and scalable payment scheme that prevents intermediaries from
stealing payments.

PCNs prevent payment stealing with a special type of contract called a Hashed
Timelock Contract (HTLC). An HTLC is a coin-locking mechanism that enables
conditional payments in a channel. HTLCs are said to be locked by hash and time

because they impose the following conditions to a payment [2, 77|:

1. Secret disclosure. The payment has an associated arbitrary hash value. If

Bob reveals the secret? that generated this hash, he can claim the payment;

2. Timeout. If a long time passes, the previous condition is considered null.

Alice can assume Bob gave up the payment and claim the coins back.

Thus, HTLCs guarantee that each payment can only be claimed by revealing the
payment preimage or releasing the locked coins after a timeout. This mechanism
establishes trust among users involved in a multi-hop payment. For instance, assume
Alice wants to send a conditional payment to Charlie using Bob as an intermediary in
Figure 3.4. First, Charlie generates a random value x, calculates its hash, y = H(z),
using some known hash function, and sends y to Alice. Alice then establishes an
HTLC of 1.1 BTC (Bitcoins) with Bob, informs Bob that Charlie is the next hop, and
promises to deliver the money to Bob if Bob reveals = within 9 blocks (approximately
90 minutes in Bitcoin). Bob then generates an HTLC with the same conditions
but a slightly lower value (1.0 BTC) to Charlie, setting its timeout to 8 blocks
(approximately 80 minutes in Bitcoin). Charlie, who generated the x value, reveals

x within 8 blocks to Bob and claims his payment. Bob, in turn, reveals x within 9

2The payment secret is also called a payment preimage |2, 76]. We henceforth adopt this name
to avoid confusion with transaction secret keys.
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Figure 3.4: Steps involved in a multi-hop payment in an example PCN. 1) Charlie,
the recipient, generates a preimage and sends the hash of this preimage to Alice,
the sender. 2) Alice establishes a Hashed Timelock Contract (HTLC) with Bob
promising she will deliver 1.1 BTC (Bitcoin) if he reveals the preimage x within 9
blocks time. 3) Bob performs the same procedure with Charlie, slightly reducing the
value and time limit. 4) Charlie reveals the preimage to Bob and claims the money
Bob promised. 5) Bob reveals Charlie’s preimage to Alice, claiming the money she
promised and finishing the payment.

blocks to Alice to claim his payment in the channel with Alice. Bob’s claim finalizes
the payment, guaranteeing all channel balances were correctly updated.

Note that Bob promised a slightly lower value to Charlie than Alice promised him.
This difference in HTLC values is a routing fee® charged by Bob to forward Alice’s
payment in his channel with Charlie. Routing fees serve as a financial incentive to
forward payments correctly. They are always equal to the difference between the
incoming HTLC’s and outgoing HTLC’s values (respectively, the HTLC from Alice
to Bob and the HTLC from Bob to Charlie in the figure).

Nodes announce their routing fees per channel through gossip messages in the

network. Senders pay fees by setting the value of the first HTLC as

HTLCy =Py + Y oy (3.1)

(i,5)em

where Py is the payment’s value and ¢;; are the routing fees charged for forwarding the
payment in each channel (7, j) of the payment path © = ((s,41), (i1,42), ..., (in, 1)) €
R™. Then, the following HTLCs subtract the routing fees per hop. Routing fees
ensure that every intermediary that acts honestly will receive more than they have
forwarded.

In addition, each intermediary in the payment path must set a timeout shorter

than the timeout of the previous hop. This difference ensures that all intermediaries

3Routing or payment fees are off-chain fees charged by intermediaries to forward payments. They
should not be confused with the transaction fees needed to publish a transaction in the blockchain.
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will have enough time to redeem coins. Thus, if Alice generates an HTLC with
timeout 7" with Bob, Bob must generate an HTLC with timeout 7" < T with Charlie;
otherwise, Bob risks losing funds. Similar to routing fees, the payment sender must
set the timeout of the first HTLC as

HTLCr=Pr+ Y _ Ay (3.2)
(i,9)em

where Pr is the desired payment timeout and A;; is the minimum difference between
the timeouts of any incoming HTLC and an outgoing HTLC in channel (4, 7). This
minimum timeout difference ensures there is enough time for the intermediary to
claim his/her coins when he/she receives the payment preimage in channel (7, 7).
Nodes announce the time differences per channel as with routing fees. The timeout of
the payment, Pr, and the per-channel timeout differences, A;;, are respectively called
cltv_expiry and cltv_expiry_delta in the Lightning Network [3, 76]. The names
come from the CheckLockTimeVerify operation in Bitcoin script, which verifies
HTLC timeouts [78].

We highlight that locking payments through HTLCs differs from locking funds
in funding transactions; instead of locking coins in the blockchain, HTLCs lock
part of the coins already in the channel, reducing the channel’s available balance.
Consequently, the number of coins the node previously allocated in the payment
channel bounds the maximum amount of coins a node can forward in an HTLC. In
the example of Figure 3.3, Bob could not forward payments of more than 10 coins in
the channel with Charlie.

Despite being called contracts, the mechanism of HTLCs follows a simple logic
that can be implemented even in systems that do not support smart contracts. This
easiness of implementation increases the applicability of payment channel networks,
which work in any blockchain system. For example, HTLCs in Bitcoin are simple
if-then-else clauses inside the script of commitment transactions [2]. HTLCs are the

core enabler of multi-hop payments, which, in turn, make PCNs scalable.

3.3.2 Payments vs. Transactions

Now that we have presented the concept of HTLCs, it helps to define the concept of

an off-chain payment precisely:

Definition 4. (Off-chain payment). An off-chain payment, or simply a payment,
is the off-chain transfer of assets between a sender and a recipient through the
channels of a payment channel network. If the payment is multi-hop, it establishes

a sequence of HTLCs, called a payment chain, in the channels of the payment path.

The respective channel parties can claim each HTLC on-chain.
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Such a payment definition is needed to clarify the difference between payments
and transactions, which we omitted in the previous sections for simplicity. On the
one hand, a transaction is the signed data exchanged between two parties that can
be published to transfer assets on-chain, e.g., the commitment transactions in a
channel. This definition is equivalent to a direct off-chain payment. On the other
hand, a multi-hop payment is an off-chain transfer that needs an end-to-end sequence
of HTLCs to occur. Because HTLCs reside inside commitment transactions on each
channel, we say that a multi-hop payment involves one transaction per channel in
the payment path. Henceforth, we refer to this definition whenever we mention the

terms “payment” or “off-chain payment”.

3.4 PCNs: The Lightning Network

The Lightning Network, proposed by Poon and Dryja |2| for Bitcoin in 2016, is the
first large-scale implementation of a PCN. The system issued its first channel-opening
transaction in 2017 and since then has become the most significant known PCN,
with more than 16,000 nodes and 80,000 payment channels distributed around the
world [15, 66, 79]. Besides, the recent topological analysis illustrated in Figure 3.5
indicates the network is still rapidly growing, with the number of nodes and channels
tripling from January 2020 to August 2021 [80]. The graph is built with data from
gossip messages exchanged inside Lightning [81]. Due to its size and importance,
the Lightning Network is the reference model of a PCN today, providing real-time
digital payments for several applications [82|. The development of the Lightning
Network is even a critical factor for adopting Bitcoin as an official payment method
in El Salvador [19].

Lightning has a strong focus on providing user anonymity, just like Bitcoin. As
such, it implements several privacy-preserving mechanisms, such as user identification
through public keys only. Payments use onion routing [83], a protocol that encrypts
packets once per hop and is mainly known for its privacy guarantees in the Tor
network implementation [84]. Onion routing ensures that payment intermediaries
only know the next hop in the payment path.

The network implements bidirectional payment channels precisely as described in
Section 3.2.3 [2]. However, users can publicly announce their channels or keep them
private to ensure privacy. The disclosure of channels in the network occurs through
channel announcement messages that the network broadcasts in a gossip fashion |3].
The nodes in Lightning build a graph from the received messages containing the active
channels with their respective participants, fees, and capacities. Private channels are
not advertised and do not appear in the graph. Thus, the known number of channels

is a lower bound for the actual number of channels in the network. Regardless of
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Figure 3.5: Evolution of the Lightning Network from January 2020 to August 2021.

channel status, channel balances are known only to the channel parties. The privacy
of channel balances prevents external observers from tracking payments through
channel balance monitoring. On the other hand, unknown balances challenge routing
algorithms, which must find paths with sufficient funds to complete payments.
Intermediaries in Lightning charge two types of routing fees when forwarding
payments: a base fee and a proportional fee? [85]. Base fees are a fixed amount
charged to each forwarded payment. This fee financially stimulates nodes to route
payments regardless of the payment value. Proportional fees, on the other hand, are
charged as a percent of the amount to be forwarded. They are an extra incentive
to route large payments, which lock more coins in the channel. The combination of

both types of fees yields a unified routing fee defined as:

¢ij = aij + B HT' LCy, (3.3)

where o and [ are, respectively, the base fee and the proportional fee of channel
(1,7), and HT'LCY, is the value of the HTLC to be forwarded. Despite featuring two
types of routing fees, Lightning’s fees are orders of magnitude lower than the fees
charged for publishing a transaction on Bitcoin, making it especially attractive for
real-time micropayments [86].

Lightning standardizes the message formats and protocols used in the network
through the Basis of Lightning Technology (BOLT) [76]. BOLTs are documents
inspired by Internet Requests For Comments (RFCs) that formally describe how
developers should implement the network. Currently, the Lightning Network provides

11 BOLTs, which specify the format and exchange of messages for opening and closing

4The proportional fee is also named “fee rate” in the documentation of Lightning [76].
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channels, payment encoding, routing protocols, and other specifications. The main
Lightning Network implementations, Lightning Network Daemon (Ind) [4], Core
Lightning (c-lightning) [5], and eclair [6], all follow BOLT specifications to ensure
inter-platform compatibility.

Several works observe that the Lightning Network is centralized. Seres et al. [87]
analyzed the topology of the Lightning Network in January 2019 and discovered
a strong centralization tendency, with few nodes concentrating most channels in
the network. The authors also analyze the robustness of the network, simulating
attacks against the nodes with the highest degrees. They show that removing the
top 37 nodes reduces the network capacity by half. Similarly, Lin et al. [88] assess
the income concentration in the Lightning Network from January 2018 to July 2019.
The authors verify a tendency of centralization around the higher degree nodes,
forming core-periphery structures in which the core contains hubs and the periphery
presents star-like substructures. The results show that removing the hubs partitions
the network into multiple components, making it vulnerable to topology-based

attacks [89].

3.5 PCNs: Other Networks

Although the Lightning Network is the default model of payment channel networks,
other works have proposed PCNs with some differences to Lightning [20, 90, 91]. We
highlight the most popular ones below.

Raiden. The most relevant alternative to the Lightning Network is Raiden, an off-
chain payment channel network framework for the Ethereum blockchain [20]. Raiden,
defined by its developers as “Ethereum’s version of Bitcoin’s Lightning Network”,
implements operations that are very similar to Lightning’s. Firstly, the users must
provide balance proofs, locking funds publicly in the blockchain. The assets to be
locked are deposited in a smart contract that handles the Raiden transaction logic.
After this phase, users can send payments for as long as they have sufficient funds.
The payments are secured by an HTLC, as in Lightning. However, an advantage
of Raiden over Lightning is the support for trading generic assets instead of only
coins. It is possible, for example, to create a Raiden network per cryptocurrency or
non-fungible token (NFT) that operates on top of Ethereum. There are nearly 15
thousand addresses that hold Raiden tokens, accounting for a total of $3.71M [92, 93].
Today’s largest Raiden network is still under development and contains 128 nodes

and 148 channels [94].

Sprites. Sprites [90] is a PCN and state channels proposal (recall that state channels

are a generalization of payment channels) that differs from Lightning in two aspects:
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(i) it proposes a coin-locking mechanism that replaces HTLCs, and (ii) it introduces
partial withdrawals/deposits to/from payment channels. The new coin-locking
mechanism of Sprites provides constant timeouts for coins locked along the payment
chain, which speeds up coin unlocking in case some user needs to cancel the payment.
The difference is that Lightning serially resolves HTLCs, one channel at a time, while
the smart contract of Sprites can do this procedure concurrently. The notion of
partial withdrawals/deposits in a channel allows users to allocate or remove funds
on the fly without closing the channel. Thus, it reduces the need for costly on-chain

operations. This feature is also possible due to the smart contract logic.

Pisa Sprites. Pisa improves Sprites by introducing a custodian service that allows
users to disconnect for long periods without risking losing funds [95]. The custodian
is similar to a watchtower service in Lightning, which we briefly explain in Section 4.4.
Custodians alleviate the assumption that parties must always be online to guarantee
security in the final state channel result. Despite providing interesting improvements
compared with Lightning, Sprites and Pisa Sprites were not as influential in practice
because they need complex smart contracts to implement the channel logic. The
need for smart contracts restricts implementation to the Ethereum blockchain or
other blockchains that support Turing-complete programming. The proposals also

lack a large-scale implementation backed by the cryptocurrency community.

Teechain. Teechain [63, 96] is a PCN that leverages Trusted Execution Environments
(TEE) to provide security for off-chain payments. Teechain allows disputes to be
solved asynchronously instead of during a dispute period. To accomplish this,
Teechain moves the root of trust from the blockchain to the TEE, ensuring that
the nodes always act honestly. The architecture uses special CPU instructions
provided by Intel’s Software Guard Extensions (SGX) to create memory enclaves
isolated from the operating system. In the proposed system, the client application
maintains deposits within enclaves and updates the balances of the deposits when
receiving or sending transactions through payment channels. The application with
enclaves only interacts with the blockchain at deposit creation and completion.
Before creating a deposit, the user must utilize an Intel attestation mechanism to
ensure that the application runs in a genuinely trusted environment and will honestly
follow the protocol. Furthermore, the system replicates data between device enclaves
participating in a committee to prevent a single point of failure.

Teechain is compatible with the Bitcoin network but locks funds in the TEE
instead of using HTLCs to transfer assets in the PCN. The remaining operations
are similar to Lightning. The main drawback of Teechain is that it needs specific
hardware. Thus, like proposals on the hardware layer, the adoption of this payment

channel network is limited to use cases in which users can afford TEE-enabled devices.
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Blind Off-chain Lightweight Transactions. BOLT [97] is a PCN proposed
to guarantee anonymous payments, designed for ZCash [98] and other anonymous
cryptocurrencies. Technologies such as pseudo-random functions and non-interactive
zero-knowledge proofs enforce anonymity. BOLT has three types of channels: uni-
directional, bidirectional, and indirect. Unidirectional channels allow consumers to
pay with recurrence to a merchant, as in Spillman channels. Bidirectional channels
enable recurrent payments between two parties but use zero-knowledge proofs instead
of exchanging signed transactions. Finally, indirect channels are the abstraction
for recurrent multi-hop payments between users that do not share a direct chan-
nel. In this case, users send payments through untrusted intermediaries using a
revocation scheme similar to commitment transactions on Lightning but leveraging
zero-knowledge proofs to hide the payment balance. Like other PCN alternatives,
assessing BOLT’s advantages and drawbacks in practice is challenging as there is no

large-scale implementation for it.

Tumblebit. TumbleBit [99] is a unidirectional payment channel hub compatible
with the Bitcoin protocol. TumbleBit maintains user privacy using an intermediary
called Tumbler, which cannot link the payments between the parties involved in
transactions. The Tumbler is a special user that mixes the received transactions
with cryptographic techniques to ensure that the blockchain will not record any
information about transactions between other users. Users can also use Tumblebit
as a mixer to ensure privacy in non-recurrent transactions. Tumblebit is centralized

and does not support payment forwarding through generic untrusted intermediaries.

3.6 Summary

Payment channels accelerate recurring transactions between a pair of users through
direct rebalancing of previously-escrowed coins in the blockchain. Off-chain validation
rules that provide valid state revocation and financial punishment for cheating parties
that deviate from the protocol guarantee the security of payment channels. The
detection of an attack is accomplished with constant monitoring of the blockchain to
check if either party published an invalid balance. Constant monitoring implies that
both parties must be online and have access to the blockchain while the channel is
open.

Payment channel networks connect direct payment channels between users. A net-
work of connected payment channels enables multi-hop payments through untrusted
intermediaries, allowing users to send payments to destinations they cannot reach
directly. Hashed Timelock Contracts ensure intermediaries cannot steal payments

while the payments are in flight. Each intermediary in the payment path charges
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a small routing fee as an incentive to route the payment honestly. Routing fees
usually represent a tiny fraction of the payment value. Despite involving path-finding
algorithms and routing fees, multi-hop off-chain payments are orders of magnitude
faster and cheaper than payments in the blockchain.

Despite the existence of many PCN proposals, the Lightning Network is by far
the most widely adopted and has become the default PCN. Other PCN proposals
often lack large-scale implementations and community validation, hindering their
adoption and gain of market share. The Lightning Network often incorporates several
ideas from alternative PCNs, centralizing the development of a standard PCN model.
Hence, many of the mechanisms involved in a PCN directly derive their functionalities

from Lightning.
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Chapter 4

Payment Channel Networks with

Resource-Constrained Devices

In previous chapters, we hinted that some mechanisms of PCNs have limitations
for specific use cases. This chapter shows how these limitations affect resource-
constrained devices that often struggle to execute payment-securing procedures. The
chapter aims to answer our first research challenges, Challenge #1 (Architecture)
and Challenge #2 (Channel Security), by proposing an adapted PCN architecture
and analyzing a critical vulnerability in payment channels formed by light nodes.

We propose a countermeasure to the problem using minimum lock-time windows.

4.1 The Challenges of PCNs with Light Nodes

Recall from Section 3.2.3 that the security of a payment channel depends on mutual
monitoring of the blockchain by channel parties. Also, recall that most PCN
implementations adopt onion routing as the default payment transport protocol and
that pathfinding algorithms need an updated graph topology to find paths [2, 20,
97]. Despite being fundamental to guarantee security and privacy to users, these

mechanisms require nodes in a PCN to have the following:

1. High availability. Nodes need to stay online while the payment channel is
open. They cannot disconnect for long periods, as this allows the other party
to publish revoked channel states. Besides, they must constantly update the

graph with the latest gossip messages.

2. Enough bandwidth, storage, and computing capacities. As users detect
attacks through blockchain monitoring, the nodes must continuously download,
store and verify blocks, which takes different resources. Besides, pathfinding
and onion routing often involve computationally-heavy tasks that spend energy

and must complete in reasonable times.
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Nevertheless, resource-constrained mobile phones, smart objects, sensors, and
others often lack both properties. These devices have low computing capabilities and
can disconnect for days. Worse, executing heavy tasks can rapidly deplete the energy
of battery-powered devices, pruning them from the network for an undetermined
period. Hence, PCNs must adapt their procedures to support payments from light

nodes with lossy connections and limited blockchain access.

4.2 Hybrid Payment Channel Networks (HPCNs)

We propose a hybrid PCN architecture composed of a reliable core and peripheral
unreliable light devices with limited resources and wireless connections. We argue
that a hybrid topology is the most impactful as it is the standard model for IoT
platforms and mobile device architectures that rely on gateways and edge computing.
Figure 4.1 depicts the topology of our network architecture. We consider two types

of nodes:

e Full nodes (FIN), which compose the core network and act as payment routers.
Full nodes may represent service companies, telcos, or any node with computing
power to store a full copy of the blockchain. Full nodes are online with high
probability and communicate via a reliable transport protocol. Although churn
can occur in the core network, the probability that a full node quits the network

without closing its payment channels is negligible compared with light nodes.

e Light nodes (LN), which are resource-constrained devices that connect to
the network via lossy wireless connections. Light nodes may represent mobile
phones, sensors, smart objects, or IoT devices with limited computing and
storage capacities. We assume light nodes can disconnect anytime without
adequately closing the payment channel due to battery depletion, hardware
malfunction, environmental conditions, or other reasons. We assume light nodes
establish unreliable connections to send/receive blockchain transactions and
request channel state verification. We also assume they can perform public-key

cryptography to sign transactions but cannot store blocks.

We consider that full nodes connect to other full nodes via payment channels
with a large capacity to route payments. Light nodes connect to one or more full
nodes via minor and possibly unidirectional payment channels!. Henceforth we refer
to channels between full nodes as core payment channels and between a light node

and a full node as edge payment channels. We do not consider payment channels

Note that “unidirectional channel” here means a bidirectional channel model in which all the
balance is on one side, which prevents transactions from the other end. Not to be confused with
one-way (Spillman) channels.
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— Core payment channel
— Edge payment channel
—————— TCP/IP connection for transaction verification

Figure 4.1: An example of a hybrid payment channel network. The light nodes (LN)
represent wireless resource-constrained devices, and the full nodes (FN) represent
capable nodes that store a copy of the blockchain. Light nodes establish TCP/IP
connections to multiple full nodes to verify the states of their channels in the
blockchain.

between light nodes as it would be unlikely for two resource-constrained devices
to transact with each other for an extended period continuously. Entry nodes are
the full nodes a light node selects to establish channels. Light nodes also establish
TCP/IP connections to other full nodes to verify the states of their channels and
avoid eclipse attacks. We name this architecture Hybrid Payment Channel Networks
(HPCN) and define it below [100]:
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Definition 3. (Hybrid Payment Channel Network (HPCN)). A hybrid payment
channel network is a time-varying directed graph G(t) = (V(t), E(t)), where V (t) is
the set of devices in the network at time ¢ and E(t) is the set of payment channels
that are open at time ¢. Any device u € G(t) can alter the set E(t) of edges via

three possible operations:

e openChannel((s, j), (B;, Bj), W) opens a payment channel (4, j) with initial bal-
ances B; and B;. The window W defines a lock-time window where neither
party can claim the coins if the channel is closed unilaterally. The operation

publishes a transaction in the blockchain that must be signed by ¢ and j;

e closeChannel((s,j),TX(t)) closes the payment channel (i, j) with commitment
transaction T°X (¢), which contains the latest balance that has been signed
at time ¢ by both parties and publishes it in the blockchain. This operation
can be issued cooperatively by having both signatures or unilaterally by some
party. If the channel is closed unilaterally, the party that closed the channel

can only claim his/her coins after the predefined time window W;

e pay((s,t),m, Py) transfers a value of Py coins from source s to target ¢ via path
7= ((s,11),(r1,72), ..., (T, 1)) € R". We assume the path 7 is defined by s
before issuing the operation. Every hop from s to ¢ will decrease its capacity
by Py coins in the direction of the payment’s recipient if the whole path
has enough capacity. Otherwise, the operation fails, and all channels remain

unaltered.

4.3 The Coin Theft Problem in HPCNs

Current PCN implementations like Lightning [2] and Raiden [20] assume that any
node transacting in the network remains online while the channel is open. This
assumption mitigates the coin theft problem, in which one party publishes an old state
to recover his/her sent coins as soon as the other party disconnects. As explained in
Section 3.2.3, the system punishes attackers by allowing the victim to spend all coins
in the channel if it recovers during the lock-time window. Hence, it is only worth
attempting the attack if the attacker can guarantee that the victim will not verify the
blockchain until the time window expires.

In our network architecture, however, light nodes can naturally disconnect for
long periods or indefinitely. Device downtime is particularly challenging for use cases
where the trend of payments is biased towards a light node, such as when a seller

uses his/her device to receive transactions from multiple buyers or when a buyer uses
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Q>a>f The link between ro and s

becomes vulnerable

Figure 4.2: An example of the coin theft vulnerability in HPCNs. On the left, a
continuous amount of € coin flows from buyer b to seller s until it depletes the channel
between 75 and s. Then, on the right, s becomes highly vulnerable if it disconnects
because 75 has nothing to lose by closing the channel with a previous state.

his/her device to buy services from multiple sellers. We formulate the problem and
demonstrate how imbalanced channels in resource-constrained environments enhance
the probability of malicious behavior.

Let two resource-constrained devices, b and s, represent devices from a buyer and
a seller, respectively, and be connected to entry nodes r; and ry via unidirectional
payment channels as shown in Figure 4.2. Each payment channel (7,j) has an
associated balance pair B;;(t) = (B;(t), B;(t)), where B;(t) and B;(t) are the balances
of nodes i and j at time t, respectively. For edge payment channels between buyers
and entry nodes, e.g., (b, 71), we assume an initial balance of By, (0) = («, 0), where «
is the number of coins that buyer b reserves for payments in the channel. Conversely,
the initial balance of edge payment channels between sellers and entry nodes, e.g.,
(re,s), is By,s(0) = (B,0) where § is the number of coins the entry node 75 reserves
for routing payments to the seller s. We assume for simplicity and w.l.o.g. that s
and b only participate in a single payment channel.

Once payment pay((b, s),{b,r1,r2, s}, €) occurs from b to s in this configuration,
ro and s sign a commitment transaction 7°X (1) containing the new balance of
channel B,,(1) = (8 —¢€,¢€). If s disconnects at this moment, r5 can close the channel
with the operation closeChannel((ry,s), 7X(0)) and recover € coins. Doing so is
risky because r, would lose § — € coins if s recovers before the lock-time window
expires. However, as s receives more payments, the balance in (79, s) will converge
to B,,s(t) = (0, ). Once this happens, 7 has nothing to lose by closing the channel
with a previous transaction even if s recovers on time. Thus, attacking is the optimal
strategy for any rational entry node once an edge payment channel to a seller is
depleted. The seller is prone to coin theft even without actual malicious nodes.
Malicious nodes may also attack intermediary cases once the victim disconnects if
they expect a good risk-benefit ratio.

Note that the coin theft problem is unlikely to occur to senders because the other
party can only lose coins by publishing an outdated state. For a generic situation in

which light nodes act as senders and recipients, every light node becomes vulnerable
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as soon as it receives coins. The efficiency of coin theft attacks also depends on
the time window W set during channel-opening operations, which determines the

maximum time a victim has to recover from the attack.

4.4 Defining a Minimum Time Window

One solution to the coin theft problem is to hire “watchtower” nodes to constantly
verify the blockchain aiming to detect channels that have been improperly closed |2,
20, 101]. Watchtowers would receive the latest punishment transactions from the
channels they monitor and charge a fee to issue them in the blockchain if needed.
The solution, however, assumes watchtowers will act honestly, and it only works if
the victim manages to send the punishment transaction to the watchtower before
disconnecting. This cannot be guaranteed with wireless resource-constrained devices.
Another countermeasure could be to create a reputation system for full nodes that
identifies malicious agents. Reputation-based detection, however, is less efficient in
anonymous environments such as PCNs. Besides, reputation is prone to centralization
and attack vectors that are difficult to handle in decentralized environments [102].
Instead of adopting watchtowers or creating a reputation system, we propose
a simple statistical approach: discover a lock-time window W that minimizes the
chance of attacks. Since most PCNs already adopt default lock-time windows as a
security measure |2, 20, 103], we believe this approach is the easiest to implement as it
would require no modifications to PCN protocols. To the best of our knowledge, this
is the first work to propose attack prevention through minimum time-lock windows.
Our contribution also applies to traditional PCNs as a guideline for users to select

the best window parameters based on their expected connectivity patterns.

Window size trade-off. The lock-time window, W, defines the time the closing
party must wait until it can recover the coins. In other words, if a node on a channel
disconnects and a coin theft attack occurs, the victim has W blocks to recover, verify
the blockchain, and punish the attacker. Hence, the larger the size of W, the more
secure the channel becomes. On the other hand, setting a W that is too large can
create bottlenecks in routing and punish honest nodes that wish to close the channel
correctly after the other party disconnects. In such cases, W should be as small as
possible to improve coin liquidity and overall throughput. Therefore, W represents
a trade-off between security and efficiency, and our goal is to minimize W while
guaranteeing a minimum level of security.

Let s be a resource-constrained device. We propose a four-parameter methodology

to estimate a minimum W:

(1) Tof, a random variable that models the time s remains disconnected from the
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system, which can occur due to device failure or temporary signal loss. T,g can
either be modeled through a continuous random distribution or be estimated

with empirical data;

(i1) Dget, a random variable that models the delay for s to detect the attack. Dget

follows a Poisson distribution with an expected value bound by the equation

E[Dyet] = L [Z:‘)ff] (% + v) , (4.1)

where n is the number of full nodes from which s requests blocks, E[T.g] is the
average downtime of s, b; is the block time?, b, is the average block size, d is

the average download rate of s, v is the average time it takes for s to verify all

E[T,g]

G0 represents the number of lost

transactions in a block. In this equation,

blocks;

(iii) Dpun, @ random variable that models the delay for s to punish malicious
behavior after detecting it. As punishment incurs publishing a transaction in
the blockchain, the distribution of Dy, follows the Poisson distribution found

by Nakamoto [8] with expected value
E[Dpun) = ncby, (4.2)

where n. is the number of blockchain confirmations it takes for a transaction

to be considered valid, and b; is the block time;

(iv) p, a random variable that estimates the relative bias of each payment channel
in the network. For empirical data, we calculate the bias of each channel in the

dataset using the equation

Bi(0) — B;(0)

where B;(0) and B;(0) are the initial balances of each party in channel (i, j).
Although the balances can arbitrarily change during channel operation, the
bias p;; estimates how payments will flow since payments are more likely to

occur from nodes with more capacity to nodes with less capacity.

Finally, each parameter composes the equation of W:

W = (Tog + Daet + Dpun) (1 + ). (4.4)

2The block time is the average time it takes for the consensus protocol to produce a block.
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The rationale behind our definition is that the lock-time window must be at least
W = Tog + Dget + Dpun; otherwise, the victim cannot recover and punish the attacker
on time. Then, we proportionally increase the lock-time window by u to improve
the security of biased channels as we expect them to be more vulnerable. Note that
because Tog, Daet, Dpun, and g are either model distributions or real statistical data,
W also yields a random distribution. The actual window size to be selected by a
user depends on what level of security he/she wishes to adopt for his/her use case.
Users who invest heavily in the channel should select higher thresholds to avoid great
losses, and users who are willing to risk can select smaller thresholds to provide coin

liquidity:.

4.5 Proof-of-Concept Analysis

We use real data from the Lightning Network [2] and from mobile broadband connec-
tions [29, 30] in our prototype since they are the most widely adopted technologies
for PCNs and light nodes [101, 104]. However, our proposed methodology is ag-
nostic to blockchains, communication protocols, and PCN topologies. It suffices to
estimate the parameters described in Section 4.4 to find a safe time-window value
that addresses any specific use case. We provide the code of our implementation on
GitHub?.

4.5.1 Evaluation Setup

We create three scenarios based on real availability measurements of mobile broadband
(MBB) devices to estimate the distribution of Tog. For the high-availability case, we
use the downtime and packet loss distributions of MBB connections as measured
by Elmokashfi et al. [30]. In their work, more than 90% of the connections use 4G
technology, and the average downtime of a connection is 86.4s per day. The work
from Baltrunas et al. [29] is a reference for the medium-availability case. The work
measures the availability of mobile broadband connections that use 3G technology
and shows that the downtime can last a few hours daily. Lastly, we simulate a low-
availability scenario by shifting the medium-availability downtime distribution to the
right by the average distance between the high-availability and medium-availability
downtime distributions. This process yields an average downtime of about one week.
By simulating three roughly symmetrical scenarios based on real data, we can predict
how different levels of availability impact the minimum lock-time window. We could
extend this approach to real-world device data of any kind.

For the detection delay Dge, we set the parameters as n = 3, by = 600s, and

3 Available at https://github.com/gfrebello/pcn-time-window.
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Figure 4.3: Normalized bias i of payment channels in the Lightning Network. 60%
of channels present over 95% bias towards one party, and the average bias is 81%,
which indicates a heavily asymmetric behavior of payment flows.

bs = 10Mb/s. n = 3 represents the minimum number of different nodes to request
blocks to in case one node is faulty. b, and b, follow Bitcoin’s average block time and
block size, respectively. F[T,g] is calculated according to the corresponding scenario,
and the download rate d is set using previous MBB evaluations: d = 30Mb/s
for high availability, d = 2Mb/s for medium availability, and d = 1Mb/s for low
availability [29]. The average number of confirmations n. = 6 for the punishment
delay Dy, follows the 6-confirmation rule proposed by Nakamoto in Bitcoin [8].

We extract the values of y from LNChannels*, an open-source tool that offers
a data set of the Lightning Network. We download the channel balances from all
closed channels since the beginning of the network and calculate the normalized bias
(t;; of each channel according to Equation 4.3. Figure 4.3 depicts the p distribution.

Firstly, we observe a heavily asymmetric trend of payment flows, which confirms
that the coin theft problem is not exclusive to HPCNs. Hence, adopting minimum
lock-time windows that depend on channel bias may fit various PCN implementations.
Secondly, the Lightning Network implementation causes a gap around the 99%
percentile because it defines a minimum payment amount dust_limit_satoshis
that, if not met, converts the transaction into channel fees [3|. This amount prevents
parties from paying when the channel is almost empty.

Finally, we evaluate W through thresholds corresponding to the necessary value
for a device to punish an attacker. A user that adopts W (p) obtains p probability of
recovering and assumes (1 — p) probability of being attacked successfully. We use
W (50%) as a reference for an unsafe threshold and W (95%) for a safe threshold and
measure the W’s trade-off by calculating the distance d between the two thresholds.

4 Available at https://In.fiatjaf.com/
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Figure 4.4: Lock time window sizes for all levels of availability with 6-block confir-
mation. When the availability is high, the distance d between the 50% and 95%
thresholds remains below one block time, which indicates a small window is safe for
most users. For medium and low availability, the distance increases significantly and
forces the user to select a time window that better fits his/her security and delay
needs.

Short distances mean no significant gain from adopting a smaller window size, while
long distances mean the user should carefully select the value of W according to
his/her needs. Figure 4.4 depicts the cumulative density functions for the minimum
window sizes in all scenarios. The thresholds W (p) are equivalent to the percentiles
of the distribution of W.

4.5.2 Discussion

In the high-availability scenario of Figure 4.4, 4G connectivity allows devices to
be safe from attacks even with short time windows. The distance of less than one
block between W (50%) and W (95%) demonstrates that increasing W to a secure
level generates no significant delay, so devices with good connectivity should adopt
the safest W possible. The result also confirms that assuming good connectivity
mitigates coin theft in traditional PCNs.

The trade-off between security and efficiency becomes significant in the medium-
availability scenario. The safe threshold, W (95%), yields a dispute period of 28471s
or approximately 8 hours. The distance of 33 blocks between W (50%) and W (95%)
corresponds to an increase of 5.5 hours in return delays for the party that closes the
channel, which happens because T,g is now the dominant parameter in Equation 4.4.
The results indicate that a user with 3G connectivity should define minimum lock-
time windows of at least a few hours to reduce the probability of attacks; otherwise,
attackers with better connectivity can easily exploit them.

The low-availability scenario demonstrates that users with low connectivity should
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either select W values in the range of weeks or use the blockchain directly to transact.
Delays in such order of magnitude may be economically worthwhile if the fees to
publish transactions in the blockchain are too expensive for the user. However,
considering only time, more than 550 on-chain transactions could be sequentially
published within the distance of 3346 blocks. This result indicates that the time
window W may not be efficient for devices that plan to stay offline for extremely long
periods. Instead, these devices should force-close their channels before disconnecting

if possible and establish new channels when they reconnect.

4.6 Related Work

Several works propose adaptations of PCNs to include light nodes. Kurt et al. [105]
propose LNGate, a lightweight protocol for IoT devices to use the Lightning Net-
work [2] via untrusted gateways. Hannon et al. [25] propose a similar protocol and
demonstrate its security and fairness using game theory. Robert et al. [26] propose
an integration of the Lightning Network with existing large-scale IoT ecosystems.
Mercan et al. [106] present alternative lightweight PCN implementations that focus
on reducing the computational needs of mobile devices. Although some overlapping
might occur, these works focus on adapting the Lightning Network to IoT scenarios
while we propose a security mechanism agnostic to PCN implementations. Besides,
we consider a simple PCN design that applies to any existing PCN.

Other works analyze the security of traditional PCNs, i.e., PCNs that require
availability and resources from nodes. Tochner et al. formulate topology-based
attacks that aim to disrupt the routing protocol of traditional PCNs [107]|. Erdin
et al. compare the security and privacy of several PCN implementations and
identify emerging attack vectors [101]. The works neither discuss attacks in PCNs
with resource-constrained devices nor present efficient countermeasures for wireless
environments. To the best of our knowledge, our work is the first to propose an
architecture for PCNs with resource-constrained devices, formulate the coin theft

attack and propose a time window analysis as an efficient countermeasure.

4.7 Summary

In this chapter, we proposed a hybrid architecture that allows resource-constrained
wireless nodes to issue off-chain transactions and analyzed the impact of the coin
theft problem in such environments. Our main findings show that the problem is
not exclusive to hybrid PCNs and that our solution may also work with traditional
PCNs. A countermeasure based on minimum lock-time windows is efficient when the

devices present high to medium availability. For devices with low availability, the
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minimum lock-time window becomes so large that it may be better to close channels

and publish the transactions directly in the blockchain.
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Chapter 5

PCNSim: Payment Channel Network

Simulation

Experiments with many devices and network topologies in real environments are
often challenging to implement and analyze. A more practical approach is to test
proposals through discrete-event simulations that provide controlled environments
before deploying them into live networks [31, 108]. This chapter presents PCNsim, an
open-source PCN simulator that creates and benchmarks payment channel networks
under custom networking settings. PCNsim addresses Challenge #3 (Simulation)
of the thesis, providing a realistic platform to simulate payments with different
communication scenarios. PCNsim is available to the community at https://
github.com/gfrebello/pcnsim. We compare PCNSim with the alternatives in the

litetature in Section 5.4.

5.1 The Need for a PCN Simulator

Payment channel networks present open challenges regarding resource-constrained
devices and other aspects that are difficult to address efficiently without flexible
simulators [13-15, 59, 60]. For instance, comparing payment routing protocols usually
involves benchmarking with numerous network topologies, payment sizes, and channel
capacities. Analyzing traffic congestion requires sending numerous payments from
different sources while monitoring channel balances. Measuring the minimum end-
to-end latency of a payment demands no interference from other payments. Like
datagram networks, these conditions are difficult to reproduce in practice but easy
for discrete-event simulators [31, 108].

The absence of an automated tool that builds and analyzes PCNs forces researchers
to adapt real PCN implementations to their specific use cases, which imposes several

limitations. First, experiments must occur in small testnet topologies instead of
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Figure 5.1: PCNsim’s architecture. Users can easily customize topologies and
workloads via configuration files.

large customized networks representing real instances. Second, payments cannot
be sent from nodes the researcher does not control. Third, researchers cannot set
channel capacities, and channel balances are private. Fourth, experimenting with
resource-constrained devices is difficult since the default PCN software releases run
full blockchain nodes that download the complete history of on-chain transactions.
Finally, some implementations, such as the Lightning Network Daemon (LND) [4],
are not optimized for high throughput, leading to high-latency transactions even in
small networks [109]. The limitations above create the need for a platform that can

simulate PCNs programmatically.

PCNsim. We propose PCNsim, a flexible, lightweight, and modular open-source pay-
ment channel network simulator. PCNsim includes topology and workload generator
modules that allow researchers to automate their experiments on different scenar-
ios through simple commands. The core of PCNsim extends the OMNeT++ [31]
network simulator to reproduce the behavior of a PCN. As PCNsim runs on top
of OMNeT++, the simulator also supports OMNeT -+ extensions like INET [110]
to build payment channels on top of wireless communication protocols and mobile
networks. PCNSim follows the message format defined in the Lightning Network set
of specifications [3] and allows users to model channel parameters, such as capacity

and fees, based on real data collected from the Lightning Network [2].

5.2 PCNsim’s Architecture

PCNsim is a simulator written in C++ language and OMNeT++- files, except for the
generators, which we write in Python. It comprises five separate modules: (i) topology
generator, (ii) workload generator, (iii) core simulator, (iv) result visualizer, and
(v) result storage. We show PCNsim’s architecture in Figure 5.1 and detail the main

functionalities of each module below.
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gabriel@localhost:~/opt/pcnsim/scripts$ python generate_topology_workload.py genTopo --help
Usage: generate_topology_workload.py genTopo [OPTIONS]

Generates a topology for the simulation
Options:

-t, --topology [scale-free|barabasi-albert|watts-strogatz]
Topology used in the simulation

-n, --nodes INTEGER Number of nodes in the topology

--alpha FLOAT Alpha parameter for scale-free topology

--beta FLOAT Beta parameter for scale-free topology

--gamma FLOAT Gamma parameter for scale-free topology

-k INTEGER K parameter for Watts-Strogatz graph

-p FLOAT P parameter for Watts-Strogatz graph

-m INTEGER M parameter for Barabasi-Albert graph

--1ightning Channel capacities are modeled following
real-world lightning network channels

--help Show this message and exit.
gabriel@localhost:~/opt/pcnsim/scripts$ D

Figure 5.2: Topology generator. Users can create n-sized PCNs from random network
models or a snapshot of the Lightning Network [2].

5.2.1 Topology Generator

The topology generator provides the network descriptor of a simulation round. It
consists of a Python script that automatically generates a topology in the format
the core simulator expects. The topology can be easily configured using user-set
parameters from the command line, as shown in Figure 5.2. The module allows
users to set the size of the graph and decide which network model to use for
building payment channels. The current version of PCNsim supports parametrized
random graph generation with Watts-Strogatz [111], Barabasi-Albert [112], and
scale-free [113] models. The topology generator also supports modeling channel
capacities and fees with random sampling from a real snapshot of the Lightning

Network, which provides a realistic test environment.

5.2.2 Workload Generator

The workload generator creates a set of simulated payments. A payment in the
simulations is a 4-tuple (s,t, Py,Ts), where s is the payment’s source, ¢ is the
payment’s target, Py is the payment value, and T’ is the payment’s timestamp (at
what time the simulator should issue it). The workload generator randomly samples
s and t from a predefined graph’s set of end hosts to create payment sets.

PCNsim supports two modes for workload generation. In predefined mode, the
generator samples payment values randomly from a predefined range [Py min, Pvmaz]-
In dataset mode, it samples payment values from real-world datasets containing
credit-card and e-commerce payments, which yields realistic results. Users can also
define a limit for payment timestamps, forcing all payments to occur within a time

window. Limiting the time is valuable, for example, to measure congestion in the
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gabriel@localhost:~/opt/pcnsim/scripts$ python generate_topology_workload.py genWork --help
Usage: generate_topology_workload.py genWork [OPTIONS] FILE_LOC

Generates a payment workload for the simulation

Options:
--n_payments INTEGER Number of payments in th network simulation
--min_payment INTEGER Minimum value of a payment in the network
--max_payment INTEGER Maximum value of a payment in the network
--time_window INTEGER Time window in ms

--any_node Transactions are issued by any node in the network,
not only end hosts

--credit_card Transactions are modeled following a credit card
dataset

--e_commerce Transactions are modeled following a e-commerce
dataset

-help Show this message and exit.

gabriel@localhost:~/opt/pcnsim/scriptss

Figure 5.3: Workload generator. Users can create workloads of n_payments with
random or sampled values from built-in data sets.

network. As with the topology generator, we provide a helper command containing

brief descriptions of parameters, depicted in Figure 5.3.

5.2.3 Core Simulator

PCNsim’s core simulator is the main component that replicates the behavior of
a payment channel network and gathers user-set statistics. It implements the
specifications of the Lightning Network’s Basis of Lightning Technology (BOLTS) |76]
into the OMNeT++ simulator [31], including the peer-to-peer messages involved in
HTLC establishment and payment forwarding. Specifically, PCNsim implements the
complete state machine of a standard channel operation using the message types
defined in BOLT#3 [85]:

e UPDATE_ADD_HTLC: requests an HTLC with the target node;

e UPDATE_FULFILL_HTLC: claims an HTLC from the target node with a payment

preimage;

e UPDATE_FAIL_HTLC: cancels an HTLC from the target node after an HTLC

timeout or route failure;

e COMMITMENT_SIGNED: issues a new commitment transaction to the target node,

requesting an update to the channel state;

e REVOKE_AND_ACK: acknowledges a received commitment transaction and signals

revocation of the previous state.

The channel update protocol in PCNsim (and in LN) works in a 2-phase commit
fashion to guarantee atomicity of state updates. A standard round of the protocol

works as depicted in Figure 5.4. We detail each phase of the protocol below.
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Figure 5.4: Sequence diagram of the channel update protocol implemented in PCNsim.
The protocol follows the Lightning Network BOLT specifications [3|. Nodes start
an internal timer when they receive the first HTLC change and trigger a new state
commit when the timer expires.

To initiate or forward a payment with hash H, in the channel (A, B), a node
A crafts an HTLC which locks some coins in the channel and sends it within an
UPDATE_ADD_HTLC message to B. A keeps the requested HTLC in memory with a
pending state. Meanwhile, A can also request other state changes that cancel or claim
an in-flight HTLC! through UPDATE_FAIL_HTLC or UPDATE_FULFILL_HTLC messages.
Upon receiving an HTLC update message, B learns that A wants to update the state
channel and places the HTLC in memory in a pending state. After a user-defined
timeout, B crafts a new commitment transaction containing the pending HTLC
changes, signs it and sends it to A through a COMMITMENT_SIGNED message. Note,
however, that B does not update its channel state yet because it does not have a
commitment transaction signed by A (recall from Section 3.2.3 that channel states
should only be revoked with a commitment transaction signed by the other party).
The COMMITMENT_SIGNED transaction contains B’s revocation key for the current
state. After verifying the message, A can safely commit the changes and update its
channel state since it has a signed commitment transaction and a revocation key
from B. Finally, A crafts a commitment transaction containing the new channel
state and sends it to A with its key from the recently-revoked state. This message is
named REVOKE_AND_ACK because it proves to B that A revoked the previous state
and acknowledged the new one. Upon receiving REVOKE_AND_ACK, B can finally

update its state, synchronizing it with the state in A and finishing the process.

'An in-flight HTLC is an HTLC that has been committed to the channel state and is waiting to
be claimed or canceled.
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We highlight that the above process follows precisely channel state updates in
the Lightning Network. Thus, we can use it to model the expected latency of an
HTLC confirmation. Let (i,j) be a payment channel, ¢ be the node that requests the
addition of an HTLC, and X € [0,7}] be a random variable that models the time an
HTLC waits in a pending state before the node sends the commitment transaction,
given an internal timeout 7} set by j. We can model the delay between the sending

of an HTLC request and its commit to the channel state on both nodes as

8 = LERTT,; + E[X], (5.1)

where RT'T;; is the round-trip time of the channel as measured by ¢ and E[X] is
the expected time HTLCs wait before the timeout. Note that this model assumes
no messages are lost and that the time to construct the messages is negligible. For
reference, the default timeout values in Core Lightning [5] and LND [4], two major
lightning implementations, are 20 ms and 50 ms, respectively.

Apart from the messages involved in the channel update protocol, PCNsim adds

two messages that help implement end-to-end payments:

e INVOICE: sends an invoice to the target node;

e PAYMENT_REFUSED: signals refusal to forward an HTLC;

The simulator uses INVOICE messages to transfer invoices from payment targets
to payment sources. An invoice contains the payment hash H, generated by the
target, the target’s address in the network, and hidden routes in case the target is
behind private channels. When a payment source receives an INVOICE message, it
computes a path to the destination and triggers the payment forwarding chain by
requesting an HTLC with the first hop in the path. PAYMENT_REFUSED messages
cancel pending HTLCs before committing to a new channel state. Nodes issue them
immediately to the previous node in the payment path whenever they refuse to
forward a payment.

Figure 5.5 depicts the peer-to-peer messages involved in a payment process.
The process works as follows. The payment target, C', sends an INVOICE message
containing one or more invoices to the payment source, A. A computes the payment
path and sends UPDATE_ADD_HTLC to the first hop, B. B forwards the HTLC with
another UPDATE_ADD_HTLC message in its channel with C'. Note that if the payment
had more than one hop, this would be done for each hop in the path until the HTLC
reaches C'. When the last UPDATE_ADD_HTLC message reaches C, C triggers the
unlocking process by issuing an UPDATE_FULFILL_HTLC to the last hop, B. The hops
propagate UPDATE_FULFILL_HTLC to the corresponding previous nodes, claiming the
established HTLCs. The payment finishes when the last UPDATE_FULFILL_HTLC
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Figure 5.5: Sequence diagram of payments from a user A to a user C as implemented
in the PCNsim simulator. We omit channel update messages for simplicity. The
example shows a case where A only sends payment 2 after payment 1 to clarify the
figure, but in reality (and in the simulator), payments can be sent concurrently.

reaches A, and the channel update is committed. If the payment fails during any
step, a reverse sequence of UPDATE_FAIL_HTLC messages is triggered until all HTLCs
are canceled.

We highlight that each HTLC in the above process involves channel state updates
that must be committed. Moreover, an HTLC is only forwarded when committed
in the previous channel [3|. For clarity, we omit these channel update messages in
the figure, but they contribute to the end-to-end payment latency. Given a payment
path ™ = ((s,11), (i1,2), ..., (in, t)) € R"™ where s, t, and the i’s are, respectively, the
payment sender, the payment target and the intermediaries, the end-to-end latency

of a payment that traverses m can be expressed by

L=06u,+ Y 0 (5.2)
(i,)em

where ¢;; are the per-channel confirmation delays defined in Equation 5.1. The
rationale for this model is that, for a payment to reach its destination, it must
commit a sequence of HTLCs along the path, plus the target must unlock the last
HTLC, claiming its coins. The rest of the unlocking process does not affect the
payment latency, as the target already received what was due. Furthermore, the

model assumes intermediaries take little time to forward HTLCs.
PCNsim’s core simulator keeps HTLCs and channel states in memory rather

than on disk, which enables fast payment processing and high-throughput payment
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Figure 5.6: A graphical example of a PCN in our core simulator. The simulator
displays logs for each node and channel in the network.
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routing. We implement all messages in the application layer of OMNeT++ [31].
Developing a simulator that works in OMNeT-++ removes the need for running a
full blockchain node and provides lightweight software to experiment with. Besides,
PCNsim allows users to implement PCN nodes as hosts with complete TCP/IP
protocol stacks. The simulator supports OMNeT++ extensions like INET [110] that
allow users to build payment channels on top of wireless communication protocols and
mobile networks. The core simulator also provides simple debugging and monitoring
of payment channels through log messages. We show a picture of PCNsim’s graphical

interface in Figure 5.6.

5.2.4 Result Visualizer and Storage

The result visualizer displays system statistics as gathered by the core simulator. It
allows researchers to quickly analyze the impact of their proposals via automatically-
generated results and graphs. The visualizer leverages built-in OMNeT-++ tools
to track PCN-related statistics, such as channel balances, payment latency, and
average payment success rate. We illustrate an example where the visualizer is used
to measure channel balance changes over time in Figure 5.7. Users can utilize the
associated result storage module to persist the generated results into files in the disk

for further analysis.
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Figure 5.7: An example of PCNsim’s result visualizer being used to monitor channel
balances over time.

5.3 A Demonstration of PCNsim

We perform a few experiments in PCNsim to demonstrate how it can simulate
several PCN attributes. Unless stated otherwise, our experiments simulate a 1,000-
node scale-free network with channel capacities and routing fees sampled from the
Lightning Network dataset [81]. We process a workload of 1,000 payments between

random end hosts in the network.

5.3.1 Comparison of Payment Routing Methods

First, we compare two payment routing methods (Ry):

e fee: Lightning Network’s fee-minimization algorithm, which is a Dijkstra’s

shortest path algorithm with routing fees as weights;

e cap: a variation of Dijsktra’s shortest path algorithm in which the edge weights
are the inverse of the channel capacities. The goal of cap is to maximize the
chance that the payment will reach its destination by routing payments through

high-capacity channels.

We compare the methods for different payment values (Py): (i) small payments
(Py = 10€), (ii) large payments (P, = 200€), and (iii) real credit-card payments?
(average P, = 88.3€). The objective of the comparison is to determine if routing

methods that consider channel capacities provide a higher payment success rate,
defined as

2Dataset available at https://www.kaggle.com/mlg-ulb/creditcardfraud.
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Figure 5.8: Payment success rate in our simulated PCN for several payment values
(Py) and routing methods (Rjs). The results demonstrate that Dijkstra’s shortest
path approach with channel capacities as weights is more effective than the Lightning
Network’s fee minimization approach for all cases.

PSR=—"_
ny+ns

(5.3)
where ng is the amount of successfully-delivered payments, and ny is the amount of
payments that failed.

Figure 5.8 shows a time series of the payment success rates for all scenarios as
measured by a random end-host. We observe two interesting findings. First, increasing
the payment value impacts the payment success rate because large payments have
a higher chance of failing when traversing a channel with a low balance in the
path. Second, the capacity-based variation of Dijkstra’s algorithm, cap, yields a
higher payment success rate in all cases. It even compensates for the difference in
payment values between credit-card payments and small payments. Hence, although

minimizing fees reduces the cost for the end host, it incurs a higher chance of not

completing the payment.

5.3.2 Payments Over Generic Communication Channels

Next, we send payments over a network where messages can be dropped. Specifically,
we simulate a Hybrid Payment Channel Network, defined in Section 4.2, with resource-
constrained devices as end-hosts. In this case, the communication channels between
light nodes and their respective entry nodes are unreliable. We simulate payments

between light nodes. Each payment traverses two unreliable edge payment channels:
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Figure 5.9: An analysis of two simulated transport protocols in PCNsim. On the left,
the payment success rate degrades when sending payments over a UDP-like protocol
that does not retransmit packets. On the right is the payment latency versus packet
loss rate when adopting a TCP-like protocol that attempts to retransmit packets.
The results show that unreliable communication channels impact the efficiency of
payment channels.

one between the payment source and the first hop and another between the last hop
and the payment target. Otherwise, the payment traverses the core network in which
we assume payments cannot be dropped. We set the payment values to a minimum to
guarantee payments fail exclusively due to packet drops in communication channels.
For simplicity, we consider one payment is equivalent to one packet.

We analyze two scenarios corresponding to different transport protocols operating
over unreliable communication channels. First, we simulate a UDP-like transport
protocol that does not perform packet retransmission. In this case, packet drops
immediately cause payment failures. Second, we simulate a TCP-like protocol that
retransmits lost packets. We set the retransmission timeout to two round-trip times
(RTT) and the maximum number of retries to 15, corresponding to the default values
for TCP implementations in Linux distributions [114].

Figure 5.9 depicts the results for both scenarios. On the left, we show the impact
of the packet loss rate on the payment success rate for the UDP-like protocol. The
results demonstrate an evident degradation of the payment success rate when packet
drop rates are significantly high. Likewise, the graph on the right demonstrates
that packet drops cause extra retransmission delays in the TCP-like protocol. The
end-to-end payment latency increases proportionally to the number of packet drops
until it reaches a maximum value corresponding to the maximum number of retries.
Both results illustrate that PCNsim can simulate payments and measure payment

statistics under custom networking setups.
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Figure 5.10: Payment success rate and latency of payments from resource-constrained
devices connected via 802.11g wireless channels with different bitrates in Mb/s. When
frame retransmission is deactivated, the success rate decreases with the distance
from the entry node due to higher bit error rates. With retransmission, the average
payment latency increases with the distance from the entry node.

5.3.3 Payments Over IEEE 802.11g Channels

Finally, we simulate payments over wireless connections with different bitrates [115,
116]. Payments, in this case, occur between two resource-constrained devices operat-
ing in 802.11g channels [117]. The devices are connected to their respective entry
nodes in 802.11g ad-hoc mode at 10 mW transmission power. The bitrates of 6, 9,
12, 18, 24, 36, 48, and 54 Mb/s correspond to the Extended Rate Physical-layer
(ERP) modes in 802.11g. Each bitrate yields a packet loss rate that varies with the
distance from the device to the entry node. We analyze distances between 10 and 350
meters in 5-meter steps. As in the previous experiment, we consider one payment is
equivalent to one packet.

In each simulation run, the payment source sends a single 56-byte payment to the
entry node, which results in a 120-byte frame on the link layer. The same happens in
the payment’s last hop, except the packet goes from the entry node to the payment’s
target. At packet reception, OMNeT++’s error model computes the bit error rate
from the signal-to-noise-plus-interference ratio, then calculates the corresponding
packet loss rate. To make the model more realistic, the propagation model considers
multipath propagation using two-ray ground reflections on flat ground. The devices
are 1.5 meters above the ground. The simulation assumes isotropic background noise
of -86 dBm. Similar to the experiment with transport protocols, here we consider
the case where frame retransmission is deactivated and the default case where the
protocol attempts to retransmit data frames at most 7 times.

Figure 5.10 shows the results. We omit the error bars to make the visualization
clearer. The results show that the bit error rates increase with the distance between

the device and the entry node, causing payment success rates to decrease for all
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bitrates when retransmission is deactivated. Similarly, the average payment latency
increases proportionally to the distance from the entry node when the protocol
retransmits frames after a failure. The results also demonstrate that PCNsim
correctly replicates 802.11g’s rapid throughput loss when nodes transmit frames at a
significant distance. The result is consistent with several previous works that analyze

802.11’s performance in real environments [118-120)].

5.4 Related Work

Payment channel networks are an emerging technology that needs large-scale deploy-
ment on real-world applications. As a consequence, there is a need for simulators that
can effectively mimic the behavior of a PCN while allowing researchers to experiment
with environments that represent potential applications. The absence of simulation
tools for PCNs is a notorious issue that has been partially covered by other works,
which we present below [109, 121-127].

CLoTH. CLoTH is a PCN simulator that produces performance measures such
as the probability of payment success and the average payment latency [121]. Like
PCNSim, CloTH aims to mimic the behavior of the Lightning Network according
to its documented specifications. The current version of the simulator implements
LN’s default payment state machine, Dijkstra’s shortest path routing protocols, and
multipath payments. The main difference between CLoTH and PCNSim is that
CLoTH simulates the Lightning Network in pure C language, whereas PCNSim oper-
ates on top of the OMNeT++ environment. Although this difference is insignificant
regarding the implementation of Lightning Network functions, CLoTH’s simulation
is restricted to the application layer, while PCNSim can simulate the underlying

communication network.

Spider. Spider [109], besides proposing a routing protocol, develops an event-based
simulator for payment channel networks. The simulator extends the OMNeT++
simulation framework to model a PCN with Spider routers, providing the congestion
control functionalities proposed in the paper. The code is open-source, and the
authors use the simulator to extract statistics and compare their proposal with other
routing protocols. The authors prove their simulation is sound by comparing the
payment success rate of the simulator with a real Lightning Network implementation.
The simulation, however, mainly focuses on Spider’s routing protocol proposal while
simplifying the core functionalities of PCNs, such as payment state control messages
and HTLCs. Thus, using Spider as a generic simulator to test other payment

strategies is difficult.
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Blyskavka, LNSim, and LNTrafficSimulator. Other proposals implement
simplifications of the Lightning Network. Piatkivskyi and Nowostawski [122] develop
Blyskavka, a Lightning Network simulator in Java, to evaluate the impact of payment
splitting when routing. Blyskavka simulates the Lightning Network operation rather
than the Lightning Network itself, meaning it does not implement its specific messages
and states. It also simplifies HTLC simulation by only blocking and releasing
payments on the path after a short delay. Stasi et al. [123| develop LNSim, an LN
simulator, to evaluate a novel fee definition and a multipath routing heuristic. Their
open-source simulator can simulate the network at the LN protocol level but does
not implement HTLCs. Beres et al. [124] develop LNTrafficSimulator, a Lightning
Network traffic simulator based on LN public data, to analyze the economic and
privacy implications of payments. Their work focuses on single-hop payments and

simplifies other PCN functionalities.

Simulators for specific PCN functionalities. Several other proposals implement
simple simulators for specific purposes. Kappos et al. [125] develop a PCN simulator
in Python to evaluate whether an on-path adversary can successfully identify the
payment sender. Their simulator uses publicly available Lightning Network snapshots
and information published by central node owners, but the simulation code is yet to
be published. CoinExpress [108, 126] develop a PCN simulation tool to test their
routing proposal on top of the ns-3 discrete-event network simulator. The simulator
creates a random Watts-Strogatz network with random payments between users.
The paper, however, does not clearly describe the simulator functionalities, and
no source code is available. Papadis and Tassiulas [127] develop a discrete event
simulator of a payment channel with support for transaction buffers. Their simulator
alms to evaluate the impact of several single-hop payment forwarding strategies.
Consequently, the simulator focuses on scheduling policies instead of providing a

complete simulation of PCN functionalities.

Comparison of PCN Simulators. We highlight the main differences between the
discussed simulators and ours in Table 5.1. Besides CoinExpress, Blyskavka, and
Kappos et al., all simulators provide open-source code. Most simulators implement a
version of the Lighting Network, with PCNSim and CLoTH being the only simulators
that fully reproduce the phases involved in a payment process. However, to the best
of our knowledge, PCNsim is the only simulator that provides a way to test PCNs

with different underlying communication protocols.
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5.5 Summary

Payment channel networks still present many open challenges that must be addressed
through PCN simulation tools. We propose PCNsim, a PCN simulator that allows
researchers to test new ideas intuitively and flexibly. Our demonstration shows that
we can use the proposed system to efficiently compare different routing methods
and measure their impact on the behavior of nodes and channels in a PCN. We also
show that PCNsim can be used to send payments over unreliable communication
channels that simulate wireless connections between resource-constrained devices

and full nodes.
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Table 5.1: Comparison between the existing PCN simulators in the litera

Source code

Main features

Reference Language
CoinExpress [126] C++/Python
LNSim [123] CH++
Blyskavka [122] Java

Spider [109] C++/Python

LNTrafficSimulator [124] Python
CLoTH [121] C/Python
Kappos et al. [125] Python
Papadis and
Tassiulas [127] Python
PCNSim [128] C++/Python

Unpublished

https://github.com/gdistasi/LNSim

Unpublished

https://github.com/spider-pen/spider _omnet

https://github.com/ferencberes/LNTrafficSimulator

https://github.com /marcono/cloth

Unpublished

https://github.com /npapadis/payment-channel-scheduling

https://github.com/gfrebello/pensim

- Based on the ns-3 network simulator
- Implements several routing algorithms

- Simulates a simplified version of the LI
- Generates networks via input or rando

- Simulates a simplified version of the LI
- Uses MASON as a simulation engine

- Based on the OMNeT++ network sin
- Implements routers with congestion co
- Implements several routing algorithms
- Generates networks via input or rando
- Simulates a simplified version of the LI
- Generates traffic automatically based ¢
LN snapshots

- Generates networks via input or rando:
- Accurately reproduces the LN
specifications and code functions

- Implements multi-path payments

- Simulates a simplified version of the LI
- Focuses on PCN privacy guarantees
- Supports graph inputs from LN snapsl

- Implements payment queues/buffers
- Supports several single-hop payment
scheduling policies

- Based on the OMNeT++ network sim
- Accurately reproduces the LN
specifications and code functions




Chapter 6

Payment Routing with

Resource-Constrained Devices

Despite being the most extensively studied topic of payment channel networks, pay-
ment routing still presents open challenges and opportunities for research, especially
regarding support for light devices such as mobile phones, smart objects, and [oT
sensors. In this chapter, we briefly introduce the background knowledge needed to
understand the general problem of payment routing in PCNs, and then proceed
to address the specific problem of routing with resource-constrained devices. We
highlight that the chapter addresses Challenge #4 (Routing) and presents two main
contributions: (i) a payment scheme that accelerates payment confirmations for light
nodes, and (ii) an efficient pathfinding algorithm that considers application-specific

constraints when computing paths.

6.1 Background on Payment Routing in PCNs

We mention in Section 3.3 that PCNs enable multi-hop payments that can be routed
through a path using Hashed Timelock Contracts (HTLC). In a sense, this is similar
to packets or messages being routed in a communication network. However, how
PCNs deliver payments poses unique challenges that do not appear in classical
datagram routing. We describe them in the following sections. Table 6.1 summarizes

the most recurrent notations we use throughout this chapter.

6.1.1 Channel Capacities, Balances, and Liquidities

First, forwarding payments in a payment channel moves coins from the source to
the destination, which reduces the source’s ability to send new payments. Therefore,
a channel’s “forwarding capacity” depends on its initial fund distribution and how

many payments have already traversed a specific direction. This particularity is
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Table 6.1: Summary of recurrent notations used in this chapter.

Notation  Description

N (i) Set of i’s neighbors.

Su (i) Set of i’s nearest neighbors sorted by metric w.
w Set of metrics.
PCA Path-cost-amount 3-tuple set.
G, Estimated liquidity network.
Ry Residual network of flow f.
bij Routing fee of arc (i, j).
JAVY HTLC-resolution delay of arc (i, j).
Dij Probability of arc (i, 7).
lij Liquidity (arc capacity) of arc (i, 7).
lpee Upper bound for the liquidity estimate in arc (i, 7).
ZZ”" Lower bound for the liquidity estimate in arc (4, j).
Uij Capacity of (undirected) payment channel (i, 7).
i Path of a payment.
7 Shortest path w.r.t. metric w.
fij Flow on arc (i, 7).
I Flow on path 7.
Cij Cost of arc (7, 7) (single metric).
ci Cost of arc (7,7) w.r.t. metric w.
Gij Cost vector of arc (i, j).
cy Cost of path m w.r.t. metric w.
Cr Cost vector of path 7.
c(f) Total cost of flow f.
B Upper bound for metric w.
B Bound vector.
dist(i, j,w) Distance from ¢ to j w.r.t. metric w.
o Main metric.
(] Constraint tightness.

the main difference of routing in PCNs compared to datagram networks, in which
forwarding packets reduces the link’s capacity only while packets are in transit. For
instance, a 1 Gb/s link forwarding packets at 200 Mb/s in a packet-switched network
has its capacity temporarily reduced to approximately 800 Mb/s, but the capacity
returns to its original value once all the packets are delivered. In contrast, if a node
A with a balance of 1,000 coins in a payment channel forwards 200 coins to a node
B, the “forwarding capacity” in the direction from A to B is reduced to 800 coins
indefinitely unless there is a payment from B to A. This characteristic highlights
the need to keep channels balanced while routing or to adopt proactive channel
rebalancing methods that attempt to stabilize channels when some party is running
low on funds [129-131].

To formalize the problem, we replace the term “forwarding capacity” with the three
concepts that precisely describe a channel’s ability to forward payments: capacity,
balance, and liquidity. The capacity of a channel is the aggregate amount put by the

two parties into the 2-of-2 on-chain multisig address when they open the channel. It
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represents the undirected maximum amount of value held in the channel by both

parties and can be defined as:

Definition 5. (Channel capacity). The capacity wu;; of a payment channel (¢, j)
is the aggregate of the balances of the two channel parties, b; and b;, such that
uij = bz -+ bj.

Note that the capacity u;; of a channel is constant regardless of the current
amounts held by each party inside the channel. In contrast to capacities, which are
given per channel, channel balances are given per party and represent the maximum

amount of coins that a party can send to the other end:

Definition 6. (Channel balances). The channel balances b, and b; of a payment

channel (i, 7) are, respectively, the amounts of coins held by i and j in the latest

committed channel state.

Finally, the liquidities of a channel are the portions of channel balances that
can actually be sent to the other party, given the current amount of escrowed coins.
They take into account the in-flight HTLCs! in the channel, as they are supposed to

modify channel balances when settled:

Definition 7. (Channel liquidities). Let n;; and n;; be, respectively, the total value
of in-flight HTLCs from ¢ to j and from j to ¢ in channel (4, j). The liquidities /;;
and [j; of the channel are, respectively, the available amounts that can be sent in

the directions 7 — j and j — 7:, such that lij = bl — MNij and lji = bj — Nji-

The liquidities? in PCNs are the equivalent of a directed arc capacity in classical
flow networks, which causes traditional max-flow approaches to inspire several
payment routing protocols [132-134]. The main goal of such protocols is to select
paths that have enough liquidity and are optimal according to some metric. Note
that [;; < b; < u;; and that capacities, balances, and liquidities are non-negative

integer units because they represent coins, i.e., l;;, b;, u;; € No.

6.1.2 Uncertainty of Channel Liquidities

Another unique feature of PCNs is that only channel capacities are publicly available
in the network [135]. Balances are not advertised systematically, and consequently,
neither are channel liquidities. This preserves privacy and scalability in the system.
First, announcing liquidities would allow payments to be tracked by statistical analysis

of liquidity changes, compromising user privacy. Second, advertising liquidity updates

!Recall from the previous chapter that in-flight HTLCs are established but not yet claimed.
2We purposefully ignore Lightning’s channel reserves in our liquidity definition as they are not
standard in all PCNs [20, 63, 90].
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for every channel and every state change would flood the network with messages,
leading to scalability issues. Instead, channel balances and channel liquidities are
kept private to the parties involved in the channel unless either party decides to
disclose the channel state in an off-protocol manner.

The privacy of channel liquidities creates a significant challenge for payment
routing: routing algorithms must compute paths based only on the information they
know, which may yield paths that do not have enough liquidity to transport the
payment. The efficiency of the routing protocol depends on its ability to estimate
liquidities in the network correctly and to adapt to any liquidity information it may
receive quickly. If this is incorrectly done, the algorithm selects supposedly feasible
paths that fail when sending the payment. Then, the payment must be retried,
increasing the user’s latency and reducing the system’s efficiency. In protocols that
split the payment into multiple paths, a failure also compromises the atomicity of
the payment. Failures in multipath payments can lead to situations where the buyer
correctly pays n coins for a product, but the seller only receives n — x coins, where x
is the sum of the values of the failed payment parts.

Routing in PCNs involves, thus, a particular type of transportation problem in
which arc capacities (channel liquidities) are uncertain [134, 135|. The liquidities can
be in the interval [;; € [0, u;;] and must be estimated each time a path needs to be

found. Namely, to start the process of pathfinding, a payment sender s must:

1. Build an undirected capacitated channel graph G = (V, E) in which V and E
are, respectively, the set of nodes and payment channels publicly announced in
the PCN’s peer-to-peer gossip protocol. The capacity of each edge (7,7) € E'is

the channel’s advertised capacity u;;;

2. Build a directed capacitated liquidity graph G, = (V, A) from G containing its
complete node set V' and replace each channel (i, 7) € G with a pair of directed
arcs {(i,7), (4,7)} € A, such that |A| = 2|E];

3. For each forward arc® (i,j) € A, estimate the liquidity /;; of (i,7) as a random

variable Zij ~ D[llf’j“'”7 [73%*], where D is some discrete probability distribution,

lg”” > 0 is a lower bound of the arc’s liquidity, and [[7" < w;; is an upper

bound of the arc’s liquidity;

4. For each backward arc (j,i) € A, set the estimated liquidity of (j,7) to

~

lji = uij — ll]

3We define the “forward” direction as the direction from the party who initiated the channel to
the party who accepted the channel-initialization request. This information can be inferred from
the fund distribution of the channel-opening transaction or be randomly set with a coin flip.

64



Liquidity graph Liquidity graph
(estimated by n,) (actual)

Channel graph

Omu®
10 6 8 2

Figure 6.1: The graph structures involved in payment routing. The numbers represent
edge capacities. Each node n; transforms the public channel graph into a local
liquidity graph that estimates the actual liquidities in the network.

Typically, the channel graph is built once at node start-up and updated every
time a new node or channel announcement message is received. Thus, nodes must
constantly listen for messages to keep the graph up-to-date. The estimated liquidity
graph G, is built once with arbitrary guesses at node start-up and updated every
time the node obtains new information about channel liquidities (we explain how
liquidity updates happen in Section 6.1.4). G represents a guess by the node of the
liquidity graph G, which contains the actual liquidity distribution in the network
and cannot be obtained. Note that the node does not have to guess the liquidities of
channels in which it participates. We illustrate the difference between the channel

graph, the estimated liquidity graph, and the actual liquidity graph in Figure 6.1.

6.1.3 Routing Payments through Minimum-cost Flows

As in many transportation problems, each arc in a liquidity graph has an associated
weight w;; that defines how much it costs to traverse it. Depending on how the
graph is built, the weight can either be a scalar or a multidimensional tuple w;; € R",
where each dimension represents a different type of cost. For instance, arc weights
in the Lightning network can be seen as 3-dimensional tuples w;; = (¢ij, Aij, pis),
where ¢;;, A;j, and p;; are, respectively, the routing fee, the minimum timeout delta,
and the a priori probability? of arc (i, j).

The cost of an arc, ¢;j, can be computed with a cost function f : R" — R that
maps arc weights into a scalar value such that ¢;; = f(w;;). In the simplest case,
the arc costs are ¢;; = w;; if w;; is a scalar or ¢;; = wfj if w;; is a vector, where

k

complex as long as they are convex, to allow payment routing protocols to select

represents the k-th dimension of w;;. However, cost functions can be arbitrarily

paths based on cost-minimization algorithms [134]. As an example, the cost function
in Lightning’s default routing protocol is ¢;; = ¢;; + p1Ai; + pgpi_jl, where p; and po

are user-set parameters that bias the cost towards a preferred metric.

4The a priori probability of an arc in Lightning is a guess of how likely a payment is to
successfully traverse the arc before any attempt. It accounts for liquidity uncertainties.
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With a defined cost for each arc, the problem of sending payments in a PCN
becomes a single-source single-sink instance of the minimum-cost flow®(MCF) prob-
lem in transportation networks. In this problem, we must transport a demand d
from a source s to a sink ¢ while minimizing the total cost of some feasible flow.
The demand d corresponds to the payment value mentioned in previous chapters.
Furthermore, flows in PCNs are integer because coins are indivisible units. We can

formally define a feasible integer flow as:

Definition 8. (Feasible integer flow). A feasible integer flow between a source s
and a sink ¢ in a graph G; = (V, A) with liquidities [;; € Ny V(7,j) € A is a function
f: A — Ny such that:

1. 0< f(i,75) <l;; V(i,j) € A (capacity constraint),

2. X ipeal(i9) =2 nea f(U,1) =0 Vie V\{s,t} (flow conservation).

A feasible flow in a transportation network represents a mapping that allocates
a portion of the demand into each arc (7,j). Each allocation must respect the
arc’s capacity (liquidity) and yields a per-arc cost given by the cost function c¢;;.
Note that, because of the flow conservation constraint, we can dissect a flow into
separate paths that transport, each one, a fraction of the demand (see a proof for
this statement in Appendix A.1). Thus, a flow f can always be rewritten as a 2-tuple
set f={(m, fr) | fr <d Vke{l,..,n}}, where n is the number of paths in the
flow and 7, is the k-th path, which transports f; flow units from s to . The cost of
a feasible flow can be expressed per path as c(f) = > ;c(fx, 71), where c(fy, m)
is the cost of sending fj flow units through path 7.
Generalized flows. We highlight that the flow model used in this formulation is
a conservative flow, i.e., a flow in which the demand sent at the source s equals
the demand received at the sink t¢. It ignores that nodes take a small fraction of
the demand as a fee when routing payments (recall how HTLCs are chained in
Section 3.3.1). A generalized flow model in which flows can be lossy better describes

this behavior. The model replaces the flow conservation constraint by

S (M=ei)flij)— > f(Gi)=0 VieV\{st}, (6.1)
(1,5)€A (Ji1)eA
where ¢;; is the routing fee charged by i to forward the demand on arc (7,7). In
the generalized flow formulation, d units of flow sent along an edge (i, j) become
d(1 — ¢;;) units of flow when they arrive at node j.

The generalized flow model precisely reflects how payments traverse channels in a

5Also known as a maximum flow with minimum cost.
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PCN. However, the computational effort needed to solve minimum-cost flow problems
with lossy flows is high and yields little benefit since routing fees typically represent an
insignificant fraction of the demand. Instead, most routing proposals prefer to model
the problem with conservative flows and add the routing fees to the demand before
routing, which provides a good approximation of the generalized minimum-cost flow
problem [4, 132-134, 136, 137]. Though we recognize that this is an approximation,
we adopt the same approach as it yields good results in practice [103, 132, 134, 137—
140]. Henceforth, we treat the problem of payment routing as a minimum-cost flow
problem with flows as defined in Definition 8.

The goal of the MCF problem with conservative flows is to provide a feasible flow
with the minimum total cost as measured by the cost function. As we can separate

flows into paths, the objective function of the problem can be expressed by

min ¢(f) = min Z c(fry ), (6.2)
f Tk
TEf
where ¢(f) is the cost of a flow f and c(fx, 7x) is the cost of sending f; units along
path 7 € f. Assuming the path costs ¢(fi, ) are computed using additive metrics,
e, c(fe, ) = Z(m)@rk ¢ij fij, where f;; is the flow on edge (i, j) and ¢;; is the cost
of arc (i, j), we can define the per-arc formulation of the MCF problem with integer

flows for some liquidity network G, = (V, A):

Definition 9. (Minimum-cost flow problem). Given a transportation network
G, = (V, A) with liquidities l;; V(i, j) € A, arc costs ¢;; V(i,7) € A and a demand
d to be transferred from a source node s to a sink node ¢, the (integer) minimum

cost-flow problem is an optimization problem in the form:

fglelll\llo Z Cijfijy (63&)
(i,5)€eA
subject to: 0 < fi; <1y V(i,j) € A, (6.3b)
d,ifi=s

Zfij—z,fji: —d,ifi =1 VieV. (6.3¢)

Sea eA '
(e b 0, otherwise

Because the minimum-cost flow problem is well-known in the literature [141],
formulating the pathfinding problem for payments as an MCF instance allows us
to use general-purpose solvers and classical optimization algorithms to compute
payment paths [142, 143|. Note that the objective function in Equation 6.3a can be

rewritten as
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ffleiﬁoz Y cifus (6.4)

mrEf (3.5)Emy
which indicates that the MCF problem can be solved by selecting a sequence of paths
that can transport as many units as possible at a minimum cost. Thus, when all
the demand fits in a single path, the problem reduces to the shortest pathfinding
problem, which can be solved using classical techniques. This is the main reason
why most payment routing algorithms adopt some variation of Dijkstra’s [144] or
Bellman-Ford’s [145] pathfinding algorithms [4-6, 20].

6.1.4 Liquidity Updates and Channel Probing

We mentioned in Section 6.1.2 that payment routing involves finding paths in a graph
of uncertain liquidities. Routing algorithms must update the estimated liquidity
network as best as possible before attempting to solve the MCF problem. Fortunately,
this does not need to be done with purely-blind guesses because each payment attempt
returns some information about channel liquidities.

Let a single-path payment attempt be a 4-tuple (s, t,d, w) that transfers d coins
from source s to sink ¢ through a path 7. Payment attempts yield the following

information when executed:

e If the payment fails to traverse an arc (7,7) € m %, we can update the upper
bound of (i, j)’s liquidity to [j7%* = d, such that lAij € [0,d]. We can also update
the lower bounds of all arcs (u, v) before (i, 7) in 7 to ™" = d as the payment

would have traversed them if it had not failed in (7, 5);

e If the payment successfully reaches ¢, we can update the upper bounds for each
arc (i,7) € m to [[}** = [[7%® — d as we know the liquidity moved to the opposite

arc;

e For each updated arc (4, j), we can recompute the estimates of the opposite arcs
(7,1) using the channel’s capacity like we did when first building the liquidity

graph: ZAji = Ujj — l”

Consequently, each payment attempt in PCNs improves the accuracy of liquidity
estimates. A straightforward implication of this statement is that the more payments
a node attempts to make, the more it knows about the current liquidity payment
channels in the payment path. Moreover, the accuracy of liquidity estimates degrades

with time because payments from other nodes are likely to happen. Some routing

5The information of which arc failed is given by default in all major PCN implementations [4-6].

68



proposals adopt age functions that adjust liquidity estimates according to the elapsed
time since the last update [4, 132, 136].

Finding a suitable path in PCNs is, thus, not a single instance of the MCF
problem; instead, it involves a trial-and-error approach that generates several MCF
instances. At each payment attempt, the routing algorithm solves an MCF problem
in the estimated liquidity graph, attempts to send the payment through the minimum-
cost paths, and adjusts liquidity estimates according to the results. If a payment part
(or the whole payment) fails, the algorithm can abandon it or try again, considering
the newly obtained information. Some proposals proactively probe payment channels
to provide an accurate estimate of liquidities when computing paths as a way to
reduce the extra latency caused by payment retries [132, 136, 146]. In fact, as the
payment source computes paths, any node can quickly disclose the liquidity of a
target channel by sending fake payments to itself that include the channel into the
payment’s path [147-149|.

6.2 Routing Payments from Light Nodes

Apart from the challenges of payment routing in general, resource-constrained devices
such as mobile phones, smart objects, and sensors present additional limitations
that hinder the adoption of common payment routing algorithms. First, these
devices may disconnect frequently or for long periods, which affects their ability to
update the channel graph and, consequently, to send and receive payments. Second,
resource-constrained devices cannot store many blocks, forcing them to rely on full
nodes to confirm channel updates. Finally, a resource-constrained device may not
have enough computational power to execute complex pathfinding algorithms, which
can affect the efficiency and accuracy of payment routing.

The state-of-the-art on routing algorithms for PCNs often ignores the limitations
of light nodes. For instance, most routing proposals assume nodes always listen to
channel update messages to synchronize and store a copy of the channel graph [109,
132-134, 138]. The main implementations of the Lightning Network and the Raiden
Network further require nodes to store blocks to verify channel states and adopt
onion routing to provide payment privacy at the expense of extra computational
costs |2, 20, 22|. Such assumptions make it difficult for devices with limited resources
and intermittent connectivity patterns to route payments as full nodes would, and
little research has been done to change this scenario even though resource-constrained
devices account for over half of all the traffic on the Internet [27, 150, 151].

Besides, many payment applications need minimum latency to work properly
or consider it desirable. Namely, real-time payments are critical for stock mar-

kets [152], cross-chain trades [153], and other applications that operate under strict
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time frames [154-156]. Sending payments from light nodes can be especially chal-
lenging in such cases, as the scarcity of resources adds extra latency to the payment
process. Using normal payment schemes, devices that stay offline most of the time
must download the latest link states whenever they want to send a payment or risk
sending it with an outdated network view. These limitations create the need for a
novel payment scheme that reduces confirmation latency and computational efforts
when issuing payments from resource-constrained devices.

In the previous section, we focused on the problem of finding paths in a liquidity
network. However, payment delivery in PCNs depends on multiple phases that we

detail now to explain the rationale behind our approach:

1. Invoice generation and forwarding. The payment recipient generates an
invoice containing the number of coins to be paid and their address in the
network. It forwards the invoice to the payment sender using some arbitrary

communication channel.

2. Pathfinding. The sender receives the invoice and attempts to find one or more
feasible paths to the payment destination. Pathfinding typically uses classical
shortest pathfinders or minimum-cost flow solvers on top of the estimated

liquidity network.

3. Route locking. With a defined path (or path set), the sender establishes
the first HTLC, triggering the sequential locking of the required funds along
the route. Each intermediary establishes an HTLC with the next hop in the
route after receiving an HTLC from the previous hop. The locking process
stops when the last HTLC reaches the recipient. This process can be done
via onion packets that only reveal the payment value and the next hop to any

intermediary in the path.

4. Route unlocking or payment settling. When the last HTLC along the
path is established, the recipient redeems it and starts the backward unlocking
of the path. Each intermediary redeems the established HTLCs with the
corresponding previous hop. The payment finishes when the first intermediary
redeems the initial HTLC, which the sender established.

During invoice generation and transmission, all processing occurs on the recipient
side while the sender waits. Route locking/unlocking follows a decentralized process
that depends on the processing speeds and communication latency of hops along the
route. The only actions a payment sender must perform in these phases are receiving
the invoice and establishing the first HTLC along each route. On the other hand,

pathfinding can be computationally expensive for the sender as it involves computing
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a feasible path over a large graph. Moreover, keeping the network topology up-to-date
requires constant connectivity to receive gossip messages from other nodes. This
is easy for powerful servers or desktops but can become extremely costly and slow
for nodes with low resources. Light nodes that disconnect for long periods cannot
maintain the graph efficiently, and even if they had good availability, it would require
extensive memory and battery usage.

In light of the characteristics above, we identify a clear direction for providing
payments from resource-constrained devices in time-sensitive applications: offload
pathfinding to capable servers while accelerating the other phases as much as possible.
By doing so, not only do we alleviate the burden of light nodes, but we also reduce
the amount of time they need to stay connected. Besides, this approach permits
separating the problem into two sub-challenges: (i) how to speed up payment
confirmation for light-node payments, and (ii) how to efficiently find paths in full
nodes under application-specific constraints. We address each challenge separately

in the following sections.

6.3 Accelerating Payment Confirmations

The first part of the problem is to ensure the recipient obtains a payment confirmation
as soon as possible. Suppose the payment follows the normal process described in
the previous section. In that case, payment confirmation happens when the last
HTLC in the payment path is committed, which guarantees to the recipient that
the sender found a feasible path and all HTLCs were successfully established. As
payment confirmations occur per path, the recipient must wait for the confirmation
of the last HTLC on each path in a multipath payment. We can quantify the
confirmation latency of a payment part k that traverses a predefined path m, =

((s,i1), (i1,142), ..., (in, t)) € R™ from source s to destination ¢ as:

M= > b (6.5)

(4.9)€m
where J;; are the per-channel state update delays as defined in Equation 5.1. The
confirmation latency of a payment part is similar to the end-to-end single-path
payment latency defined in Equation 5.2, except that it does not include the target’s
claim of the last HTLC. The confirmation latency of a multipath payment f composed
of single-path payment parts k, can thus be expressed by:

A(f) = Ninw + Avicr + max()\k Vk € f), (66)

where \;,, is the time it takes to transfer the payment’s invoice from the recipient ¢ to
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Figure 6.2: The messages involved in our proposed payment scheme. The payment
recipient, ¢, receives an anticipated confirmation from the payment sender, s, before
receiving the payment. The confirmation allows actions to be performed before
the payment completes, reducing the application’s latency. The messages involved

in the scheme are piggy-backed into Lightning’s peer-to-peer messages defined in
BOLT#2 [3].

the sender s, A\yscr is the time it takes to solve the minimum-cost flow problem and A,
are the confirmation latencies for the payment parts as defined by Equation 6.5. This
definition captures the fact that, in a regular payment operation, the confirmation
latency of a multipath payment depends on the confirmation latency of the slowest
payment part. Also, it shows that the capacity to solve the minimum-cost flow

problem directly impacts payment confirmations.

6.3.1 Delayed Payments with Reduced Confirmation Latency

Having a confirmation latency that depends on the slowest path and a fast solution to
the MCF problem can be prohibitive for time-sensitive applications, especially if the
minimum-cost flow is to be computed by resource-constrained devices. Instead, we
propose a payment scheme that anticipates payment confirmations while delegating
path computations to a capable entry node. This scheme yields a delayed payment
that is confirmed immediately but routed later. We depict the proposed confirmation
scheme in Figure 6.2 and describe it below.

To begin a delayed payment after receiving an invoice from a destination ¢, the
light node s sends an RS_REQUEST (RS,.,) message to the entry node i containing
the following fields:

RSreq = <Type‘PKt’H>Usa (67>

where T'ype = 0 (request) is a message type identifier, PK; is the public key of ¢,
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which corresponds to its address in the PCN, H is the payment hash and o, denotes
all the message fields are signed by s. The RS,., message signals a routing service
request from s to ¢, indicating that ¢ should compute paths and deliver the payment
to t. The message is piggy-backed into a COMMITMENT_SIGNED message that contains
a new commitment transaction signed by s. The commitment transaction, in turn,
includes the first HTLC of the payment chain. In this case, we skip the UPDATE_ADD_-
HTLC message and place the HTLC directly into the COMMITMENT_SIGNED message
to minimize latency.

Upon receiving the routing service request, the entry node i evaluates it and

responds with a signed RS_RESPONSE (RS, .s,) message containing the following fields:

RSresp = (Type|Resp|RSTeq>gi, (68)

where T'ype = 1 (response) is the message type identifier, Resp is i’s response (0 if
refused, 1 if accepted), RS,., is the routing service request to which the response
refers to, and o; denotes i’s signature over the message fields. If ¢ accepts the
request, it commits the received HTLC and piggy-backs the RS,.s, message into a
REVOKE_AND_ACK message to s, signaling the HTLC has been committed.

When the routing service response reaches s, it constructs a PAYMENT_PROOF

(Pproof) message

Poroof = (T'ype| RSyesp| CommitT X ), , (6.9)

where T'ype = 2 (proof) is the message type identifier, RS,s, is the routing service
response message to which the proof refers, and CommitTX is the commitment
transaction signed by ¢ that committed the first HTLC of the payment into the
channel state. Including the commitment transaction into the payment proof message
ensures s cannot lie about the current status of the HTLC, with the downside of
revealing the state of channel (s,4) to t. We decide to disclose the channel state
because we consider ¢ can obtain it using targeted probing techniques, so preserving
channel state secrecy does not yield strong privacy guarantees [147, 148]. We plan
to adopt lightweight zero-knowledge proofs in future versions of our scheme [157].

The payment is confirmed once t receives the payment proof. The reduced
confirmation latency of a delayed payment in the proposed scheme can thus be
defined as

Ared(f) = )\inv + /\Rsreq + )\RSTESP + >\Pp (610)

roof?

where Ainy; ARS,cp> ARS,espr AP are the propagation delays of the invoice, routing

proof
service request, routing service response, and payment proof messages, respectively.
Considering the messages do not transmit significant amounts of data, and that

propagation delays are roughly symmetrical, we can approximate the delays using
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Figure 6.3: An example of a time-sensitive electronic toll collection application
that adopts the proposed payment scheme. The application leverages the reduced
confirmation latency to open the toll gate without stopping the car.
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round-trip times, which yields

Avea(f) = RTTy + RTT,; (6.11)

where RT'T,; and RT'T,; are, respectively, the round-trip times of the communication
channel between s and ¢ and s and i. Note that A,eq(f) < A(f) as Aqeq(f) depends
only on the propagation delays of two channels while A( f) depends on the propagation
delays of all channels in the payment’s path.

We present a use case to illustrate how anticipated confirmations and delayed
payments work in our proposed scheme in Figure 6.3. In the example, a car or a
device in a car needs to connect to a wireless toll collector and pay the toll without
stopping. With a default payment scheme, the first three phases of the regular
payment process (invoice forwarding, pathfinding, and route locking) must finalize
before the car leaves the communication range of the toll collector. The process
yields a latency of A(f), as modeled in Equation 6.6, which will likely stop the car
until the payment is delivered. However, in our payment scheme, the gate can be
opened quickly since the car confirms the payment as soon as it establishes the first
HTLC with an entry node. If the car does not have an active connection when it
traverses the toll system, we assume it can use the toll booth’s antenna as an access
point to communicate with the entry node.

Our proposed payment scheme requires two modifications to the default Lightning
protocol described in the BOLTs [3, 76, 85|. First, the COMMITMENT_SIGNED message
is modified to contain a previously-unseen HTLC. This modification eliminates the
delays in sending UPDATE_ADD_HTLC messages and waiting for node timeouts at the
expense of a larger COMMITMENT _SIGNED message. Second, the new routing service
messages, [RSy¢q, RSresp, must be piggy-backed with the messages of Lightning’s
channel state update protocol, defined in BOLT#2 [3|. As the Lightning BOLTs
explicitly support custom message types and lengths, both modifications can be

implemented as an add-on feature for channels with resource-constrained devices on
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Lightning implementations [4-6].

6.3.2 Payment Security and Adversary Model

Anticipating payment confirmation incurs a cost to payment security. While in a
regular payment, the payment confirmation represents an irrevocable guarantee that
the recipient can redeem its coins, an anticipated confirmation only proves that the
payment sender initiated the payment. The delayed payment may still not reach
the recipient due to route failures or unexpected behavior by the entry node that is
supposed to route the payment. In particular, malicious entry nodes represent the
main vulnerability in our scheme, as they can easily prevent the payment from being
forwarded to the correct destination.

We assume all messages are signed, and the communication channels between
light devices and entry nodes are secure so that no message can be eavesdropped.
Regarding entry nodes, we consider an adversary model in which malicious entities

can perform the following actions:

1. Attempt to steal coins from channels with light nodes by publishing revoked

channel states;
2. Route payments to the wrong destination;

3. Accept a routing service request and not route the payment.

We mitigate the threats as mentioned earlier as follows. First, we assume
payment recipients close their payment channels before disconnecting or adopt a
coin-theft protection mechanism such as watchtowers |25, 158] or minimum lock-time
windows [159]. This assumption prevents entry nodes from publishing revoked states
without getting punished, as discussed in Section 4.3. Payment senders do not need
protection mechanisms since publishing revoked states, in this case, incurs fund
losses to the entry node. Second, we add a routing budget to payments as a financial
incentive for entry nodes to route the payments honestly. Entry nodes gain the
routing budget if and only if the payment is delivered to its correct destination,
mitigating malicious behavior. We detail how these budgets work in Section 6.4.

An important assumption we make is that entry nodes cannot collude with
payment senders. Otherwise, the sender can provide a payment proof issued by an
adversary entry node who intentionally refuses to forward the payment afterward
until the HTLC expires. Routing budgets do not mitigate this behavior because it
is more financially advantageous for the entry node to split the entire payment’s
value with the sender after the HTLC times out than to gain the routing budget

for honesty. Worse, if the same entity controls the entry node and the sender, that
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entity can issue fake payments for free. Mitigating this threat systematically involves
setting a reputation system for entry nodes, such that payment proofs are only
accepted if they come from nodes with enough reputation. As reputation systems are
currently under development in the Lightning Network [160], we believe a systematic
reputation-based solution for entry nodes will soon appear.

For the purposes of this work, we assume entry nodes are selected from a list of
nodes that the recipient trusts. The list does not need to be an allowlist; instead,
payment recipients can adopt an optimistic approach in which proofs are refused if
they come from a node previously identified as malicious. Adopting allowlists can be
especially useful for small payments, which incur less financial losses if embezzled.
However, the payment recipient should decide to adopt an allowlist or a denylist at
their discretion, case by case. If the sender connects only to entry nodes the recipient
considers malicious, it can compute partial paths and use trampoline routing [151]
to send the payment to a trusted node securely. This involves computing a partial
path over a small graph, which could be better but is feasible given the exceptional

circumstances.

6.4 Finding Constrained Optimal Flows

The second part of the routing problem with payments from resource-constrained
devices involves effectively routing a payment after it is relayed to some entry node.
This problem is similar to the minimum-cost flow problem enunciated in Definition 9,
except it considers metrics that reflect the specific requirements of applications with
resource-constrained devices. This work considers three metrics: routing budgets,

HTLC-resolution delays, and delivery probabilities.

Routing budgets. Routing budgets represent an extra cost that resource-
constrained senders must pay in return for the routing service provided by some
entry node. The budget incentivizes entry nodes to provide correct routes to delayed
payments, reducing the risk of payment losses. We name them “budgets” because
they define an upper bound to the routing fees that can be paid when routing a

payment:

Rp > Z Z ij fij» (6.12)

TLES (1,5)Emk
where f is the flow composed of all payment paths m, f;; is the amount of flow in
arc (7,7), and ¢;; is the arc’s routing fee. When given a routing budget Rp, the goal

of an entry node is to maximize its profit, expressed by:
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T=Rp—Y_ > ¢ify (6.13)

€S (i,5)€m
or, in words, entry nodes receive the difference between the given routing budget
and the fees charged for routing the payment. Consequently, rational entry nodes
will attempt to find a set of feasible paths that minimizes the total cost of routing
fees. This behavior yields a version of the minimum-cost flow problem presented in

Equation 6.4 in which the arc costs are routing fees:

min Yo bl (6.14)

Payment senders incorporate routing budgets into the value of the first HTLC
in the payment path such that HT'LCy = Rp + Py, where Py is the value of the
payment (the amount that reaches the recipient after all intermediaries subtract
routing fees). Payment recipients should set the price of routing budgets as they are
the entity at risk in a delayed payment. Rp values must be high enough to make the
payment feasible and profitable for entry nodes. On the other hand, values of Rp
that are too high may scare customers since they incur extra fees that are not part of
the product’s value. Hence, the choice of Rp represents a trade-off between payment
security and product attractiveness: if Rg is too high, the payment is likely to be
delivered, but the customer may give up paying for the product at all; if Rp is too
low, the product becomes cheap, but the risk of payment loss is high. In practice, the
choice of Rp depends entirely on the structure of the network, the payment value,
the product, and the risk the recipient is willing to take. After selecting a value for

Rp, recipients pass the desired routing budget along the invoice message to senders.

HTLC-resolution delays. Apart from routing budgets, payments from light nodes
must also set HTLC timeouts that match the connectivity patterns of resource-
constrained devices. Else, the entry node may decide to close the channel with the
payment source in case the source temporarily disconnects. We clarify this behavior
with an example below.

Let s be a resource-constrained device that sends a payment to a destination ¢ and
HTLC;;j(V,T) denote an HTLC from ¢ to j with value V' and timeout 7. Assume s
establishes HT LCy;(Rp + Py, T) with the entry node ¢ using the delayed payment
scheme and disconnects. Also, assume the payment is single-path for simplicity.
After s establishes the first HTLC, the entry node routes the payment to ¢, and then
t triggers the unlocking phase, in which each intermediary claims the HTLCs in the
path until the process eventually reaches channel (s,4). At this point, ¢ cannot claim
HTLC,; off-chain because s is disconnected and consequently incapable of updating

the channel state. Thus, ¢ must decide: wait for s to reconnect or close the payment
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channel and claim its funds on-chain. In the best-case scenario, 7 decides to wait, s
reconnects quickly, and the payment finishes before it times out. In the worst case,
¢ claims the HTLC on-chain before the timeout 71" expires; otherwise, s can cancel
the HTLC when it reconnects. Recall that claiming an HTLC on-chain involves
publishing the channel-closing transaction, which causes i to pay transaction fees
and wait a long period until the transaction appears in the blockchain.

As T is defined by s, the goal of 7 is to maximize this “grace period” in which
it waits for s to reconnect, avoiding channel closures. If we ignore block validation

times for simplicity, the grace period can is

Gp=T— Z Aij, (6.15)
(i,7) €

where A;; are the maximum HTLC-resolution delays accepted by each arc (i, )
(recall from Section 3.3.1 that nodes enforce a minimum timeout difference per arc
so they have enough time to claim HTLCs after receiving the payment preimage).
Thus, the sum of A;;’s should be as low as possible to enlarge the grace period and
reduce the chance of forced channel closures. Maximizing the grace period for all
paths in a multipath payment yields a fixed-cost MCF problem in which the arc
costs are the HTLC-resolution delays A,;:

me€f (i,5)Em
Like routing budgets, the timeout 7" of the first HTLC represents an upper bound
on the time it takes to finalize a payment in the worst case. Note, however, that the
value of the grace period does not impact payment latency when all nodes in the

path are responsive.

Delivery probabilities. The last challenge of payment routing with resource-
constrained devices is dealing with packet losses and the uncertain channel liquidities
presented in Section 6.1.2. These two elements cause HTLCs to be refused or lost,
which in turn causes payment failures. The possibility of failures introduces a per-arc
probability metric that quantifies how likely an HTLC is to be established in the arc
or, equivalently, how likely a payment is to traverse the arc. The success probability

of an arc (i, 7) is

pij = P(fij < lij) x (1 — Plei;)), (6.17)

where P(f;; <;;) is the probability that the arc has enough liquidity to forward f;;
coins and P(¢;;) represents the probability of HTLC errors due to packet losses or

unresponsive nodes. Note that p;; = P(fi; < l;;) if the underlying communication
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channel is fully reliable and nodes are always online. Using p;;, we can compute the

probability that a single-path payment part £ is delivered as

H Dijs (6.18)

(i,j)Emk
where 7, is the payment’s path. Delivery probabilities directly impact the efficiency of
payment routing algorithms, as payment parts that fail must be retried or abandoned.
Thus, another goal for routing nodes is to maximize the probability of payment
deliveries so that payments are complete in the least amount of attempts. To make
the problem linear, we can use the negative natural logarithm of probabilities p;;,

such that we obtain another fixed-cost MCF problem for multipath payments:

ijrg{i&} Z Z (i) fij- (6.19)

meCf (4,5)€mk
We highlight that negative logarithms transform delivery probabilities into an
additive metric that can be computed per path using shortest path algorithms [144,
145].

Combining metrics into a single MCF problem. As we hinted in the previous
sections, routing payments implies minimizing a metric, which can be routing fees,
HTLC-resolution delays, delivery probabilities, or any other metric that might be
important for an application. However, we generally cannot provide a single optimal
solution concerning all metrics, as such a solution is likely to not exist. Instead,
we can: (i) combine the multiple independent metrics into a single mixed-metric
(SMM) such that this new metric can be minimized or (ii) select a preferred metric to
minimize and set constraints to the secondary metrics such that we prune solutions
that violate predefined budgets.

Although several payment routing proposals adopt SMM approaches [133, 134,
161], we argue that choosing a main metric while constraining the others is the
best option for PCNs. First, almost all routing proposals consider routing fees
as the only metric in the problem, which demonstrates a clear bias towards this
metric [100, 103, 126, 132, 136-140|. This preference makes perfect sense since
minimizing routing fees directly impacts how much money users spend to send
payments. Second, optimizing one of the other metrics mentioned in this work
does not give an equally important advantage to payments in general. For instance,
minimizing HTLC-resolution delays is only critical when nodes are expected to
disconnect for long periods. Maximizing payment delivery probabilities is mostly
fit for applications that need to avoid payment retries. Although we recognize that
these metrics might be essential in some use cases, we usually want to minimize

routing fees subject to minimal levels of grace periods and delivery probabilities for
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payments with resource-constrained devices. In other words, we want “the cheapest
path that will likely allow us to deliver the payment and prevent channel closures
in case the payment source disconnects”. Lastly, SMM-based approaches raise the
problem of combining metrics in different scales, such as routing fees (¢;; € [0, o0])
and delivery probabilities (p;; € [0, 1]), and the problem of how to weight each metric
in the metric-mixing equation [134].

Choosing a main metric allows us to reformulate the MCF problem presented in
Definition 9 as a constrained problem in which the side constraints set bounds to

the secondary metrics:

Definition 10. (Constrained minimum-cost flow problem). Given a transportation
network G; = (V, A) with liquidities [;; V(7,j) € A, a metric set W = {wy, ..., w, },
and a demand d to be transferred from a source node s to a sink node ¢, the

constrained minimum cost-flow problem is an optimization problem in the form:

min Z i figs (6.20a)

fi;€No (if)eA
subject to: 0<fi; <l V(i,j) € A, (6.20b)
d,if 1 = s
S fi= > fi = —difi=t VieV,  (6.20c)

i )EA ii)EA .
(IS ()€ 0, otherwise

Z Cily>0 < BY Yw e W\ o, (6.20d)
(i,5)€eA

where ¢f; is the cost of arc (7, j) w.r.t. the main metric o € W, ¢} are the costs of
arc (7,7) w.r.t. the secondary metrics w € W\ o, B" are the upper bounds of each

secondary metric, and 1y, o is an indicator function that outputs 1 if a non-zero

flow traverses arc (4, j), i.e., if f;; > 0.

A constrained minimum-flow (CMCF) problem differs from the MCF formulation
presented in Definition 9 in two aspects. First, the arc costs c;; are replaced by
costs ¢f; to denote that they refer to a user-set main metric o. Second, the problem
includes one extra constraint per secondary metric w. The extra constraints ensure
the optimal solution w.r.t. the main metric does not violate predefined upper bounds
on any secondary metric. Note that the costs ¢} form a per-arc cost vector ¢;; € R™,
and that we minimize the cost of the main metric in this vector while constraining
the other costs. In contrast, an SMM approach would combine all costs into a single
cost ¢;; using a convex cost function and solve the MCF problem normally.

Similar to flows in the MCF problem, we can dissect constrained flows into

constrained paths. Each constrained path 7 has an associated cost vector ¢; € R"
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Bounds: (50, 50, 0.8)
Main metric: ¢

Solutions
Path Costs
(s,1,t)| (2,60,0.81)
(s,J,t) | (4,20,0.81)
(s, k, t)| (2,20,0.01)

Optimal constrained path

Figure 6.4: An example of constrained shortest path problem with three metrics:
routing fees (¢), HTLC-resolution delays (A), and delivery probabilities (p). For
clarity, we show the original probabilities instead of their negative logarithms, yielding
a lower bound instead of an upper bound. The optimal solution is the path that
minimizes the main metric while not violating any bounds.

expressed by

g = CEN N (6.21)

and constrained by the bound vector B = (B*1, ..., B¥") such that ¢ < BY Yw € W.

To find the constrained minimum-cost flow, we can push as much flow as possible
through the constrained paths with minimum cost w.r.t. the main metric o. Finding
minimal-cost paths subject to side constraints is known as the constrained shortest
path (CSP) in the literature [162, 163]. We show an example of such a problem
with multidimensional arc costs in Figure 6.4. In the example, we want to minimize
routing fees subject to time differences and delivery probabilities constraints. Note
that, despite providing fewer routing fees, paths (s,i,t) and (s, k,t) violate the
bounds for the secondary metrics and are not selected.

This work proposes two routing algorithms that route payments optimally through
constrained shortest paths. The first algorithm is Generalized Pulse (GenPulse) which
provides constrained shortest paths for single-path payments considering an arbitrary
number of metrics. Next, we propose Multipath Pulse (MultiPulse), a multipath
algorithm that solves the CMCF problem through sequential flow allocations along
the constrained shortest paths provided by GenPulse. MultiPulse is inspired by the
classical Successive Shortest Path algorithm for MCF problems 164, 165]. GenPulse
and MultiPulse are named after the Pulse algorithm [162], a state-of-the-art method
for solving CSP problems with one side constraint. We describe GenPulse and

MultiPulse in the following sections.
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6.4.1 The Generalized Pulse Algorithm

The Generalized Pulse (GenPulse) algorithm is a pathfinding algorithm that solves
the constrained shortest path problem in a generic graph with multiple constraints.
The algorithm is based on pulses propagating through a network from a source s
to a destination t. Pulses are like particles that start at s and traverse the network
from node to node, building partial paths 7’ with the visited nodes. Each partial
path has a cost vector ¢ as defined in Equation 6.21. When a pulse reaches the
destination ¢, it contains a feasible constrained path 7 from s to t. The GenPulse
algorithm represents a generalization of the Pulse algorithm [162] for an arbitrary
number of metrics.

When pulses propagate aimlessly, GenPulse enumerates all possible paths from s
to t, ensuring that the optimal path 7* is inside the candidate path set. However, as
enumerating all paths is prohibitively costly, the algorithm adopts pruning strategies
to reduce the solution set so that it finds the optimal path 7* in a reasonable time.
This idea is similar to traditional branch-and-bound algorithms, which perform
solution enumeration and then prune sub-optimal candidate solutions. Pulses in
GenPulse are checked at execution time, saving computational effort whenever a
candidate path is pruned. Consequently, the strength of GenPulse lies in the efficiency
of its pruning strategies.

Let G = (V, A) be a directed graph with arc costs ¢; € R™ V(i,j) € A and
B € R" be a bound vector containing the upper bounds for each metric in the
problem. We can prune pulses that propagate through G using two criteria: bound

violations or path dominance.

Pruning by bound violations. The idea of bound-based pruning is to interrupt
pulses as soon as we observe they cannot reach the destination without violating
some side constraint. To accomplish this, the algorithm must first compute the
minimum costs needed to go from any node ¢ in the graph to the destination ¢ w.r.t.
every metric w. During initialization, we reverse the arcs in G, creating a reversed
graph G, = (V, A’) where A" = {(j,4)|(i, j) € A} and c}; = c}f. Next, the algorithm
runs n one-to-all shortest path algorithms to find the distances dist(t, i, w) from t to
every node ¢ w.r.t. metric w in the reverse graph. The reverse distances represent
the minimum costs needed to reach ¢ from any node 4 in the original graph G”. Then,
using the pre-computed reverse distances, the algorithm can check if a partial path
7 ={(s,u), ..., (v,7)} yields a cost ¢¥ > B" — dist(t,7,w) for any metric w. If the
check for a metric w is positive, pulses propagating from ¢ will violate constraint B"

upon reaching t. Thus, the algorithm can prune such pulses. Furthermore, we can

"We could also obtain the minimum costs by running a shortest path algorithm from every node
to the destination ¢. However, this approach is way slower in practice.
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Algorithm 1: The Generalized Pulse (GenPulse) algorithm.
Input: G, s,t, g,a
Output: Optimal constrained path 7; and its cost vector ¢«
/* Generate graph with reversed edges x/

1 Gheyp < reverse(QG)

/* Pre-compute distance matrix D containing the distances between t and

all nodes in the reverse graph for each metric */
D e R™Y « 0
for w € W do
LforiEva do

(S B

L Dy + dist(t, i, w)

/* Sort neighborhoods by the main metric o x/
6 for i € G do
7 L S, (i) + sort(N(i), o)

/* Initialize path and cost vector x/
8 Mo 0
9 Cry €ER" <0

/* Call GenPulse routine with initial parameters x/

—

10 GenPulseRoutine(s, 7y, Cr,, B)
* —
11 return 7y, Cr»

update the bound B? for the main metric every time a pulse reaches ¢, ensuring we

prune worse paths than the current best solution.

Pruning by path dominance. We can define dominance relationships between
partial paths as a way to prune pulses that we know are sub-optimal. Let 74 and
7 be two partial paths to a node . If ¢ < ¢, Vw € W, then we say 74 strongly
dominates 7p since it has lower costs w.r.t. every metric. Similarly, if ¢/, < ¢
for some metric w and ¢, < c7 . for any metric x other than w, we say 74 weakly
dominates wg. Given these relations, we can store the cost vectors of the most
dominant partial paths that traverse each node . By default, GenPulse stores the
cost vectors of the best paths w.r.t. each metric w, as this yields the most efficient
pruning results in the original Pulse paper [162]. Then, we compare the costs of new
partial paths against the stored costs and prune the new path if it is dominated by a
partial path already traversed ¢. Note that the optimal solution is always dominant
as it provides the minimum cost w.r.t. the main metric.

We provide GenPulse’s pseudo-code in Algorithm 1 and Algorithm 2. First, the
algorithm reverses the graph G and computes the reverse distance matrix D € R™*V
using Dijkstra’s algorithm with the metrics as arc weights. Then, it sorts the
neighbors of each node ¢ by the main metric ¢ so we explore the nearest neighbors
first during the algorithm’s execution. Next, we initialize the partial path my as an

empty set and the costs ¢, as an all-zero vector and call GenPulse’s recursive routine.
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Algorithm 2: GenPulse routine.

Input: i,7r,5ﬂ,§
Output: void
1 if i =t then

/* If we reached the target t, we found a new best (feasible) path.
Save it and update the current bound for the main metric o. x/
2 T, <= T
3 Crx < Cr
4 B« ¢
5 return
/* Obtain a new cost vector for every neighbor j of i (sorted by o) */
6 for j € S,(i) do
7 57r/ — E;r + E;‘j
/* Check if any bounds will be violated and check if we already know a
path that dominates this x/
8 if checkBounds(j, ¢y, D, é) and checkDominance(j, /) then
9 ' 7mU(i,])
10 L GenPulseRoutine(, W',Eﬂ/,é)

GenPulse’s routine propagates pulses along nodes and prunes them according to
bound violations and path dominances. When the algorithm finishes, it returns the
shortest constrained path w.r.t. the main metric, 7}, and its cost vector, Cr:.
Finally, we highlight that GenPulse presents a few differences compared to the
original Pulse algorithm [162]. First, Pulse only supports single-metric graphs
with a single side constraint, while GenPulse supports multi-metric graphs with
unlimited side constraints. Second, GenPulse’s bound-pruning strategy unifies Pulse’s
bound and feasibility-pruning strategies into a single strategy. Lastly, we implement

GenPulse in Python language®, while Pulse is implemented in Java®.

6.4.2 The Multipath Pulse Algorithm

Multipath Pulse (MultiPulse) is a multipath routing algorithm that leverages Gen-
Pulse’s constrained shortest paths to find constrained minimum-cost flows. The
algorithm is inspired by the classical Successive Shortest Paths (SSP) algorithm [164],
a method for solving minimum-cost flow problems based on consecutive flow pushes
along the k-shortest paths between two nodes in a graph. The SSP algorithm provides
an exact solution to the MCF problem when arc capacities are known [165|. Like

SSP, MultiPulse relies on the concept of residual networks to push flows:

8 Available at https://github.com /gfrebello/wpcn-routing/blob /main /multipath /genpulse.py
9 Available at https://github.com/dukduque/jPulseBase
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Definition 11. (Residual network). Given a capacitated transportation network
G = (V, A), replace each arc (i,7) € A by two arcs (i,7) and (j,7). The arc (i, )
has cost ¢;; and residual capacity 7;; = [;; — fi;, where [;; is the arc’s original
capacity and f;; is the flow on (7, j). The arc (j,4) has cost ¢;; = —¢;; and residual
capacity rj; = fi;. Remove arcs with zero residual capacity. The resulting network
is a residual network Ry = (V, A’), which represents the result of pushing a flow f
through G.

The MultiPulse algorithm works by iteratively augmenting a flow through feasible
paths until it obtains a maximum flow. This common strategy leverages the well-
known max-flow min-cut theorem [166] to obtain maximum flows by removing arcs
in a residual network. However, because we aim for the constrained minimum-cost
flow instead of any maximum flow, we augment the flow along the constrained
shortest paths instead of those with the largest capacities. Furthermore, we limit
the maximum flow by introducing additional arcs that act as a bottleneck for the
problem.

Let G = (V. A) be a directed graph with arc costs ¢;; € R* V(i,j) € A and
capacities [;; V(i,j) € A. Let d be a demand to be transported from source s to sink

t. The actions MultiPulse executes to find a constrained minimum-cost flow are:

1. Initialize the flow f to a zero-amount flow;
2. Initialize the residual network to Ry = G since no flow is pushed;

3. Add two arcs, (5',s) and (¢,t'), to Ry with all-zero cost vectors Cys = G =

(0,...,0) € R™ and residual capacities rys = 1y = d;

4. Find the constrained shortest path 7} from s’ to ¢’ w.r.t. the main metric o in

Ry using the GenPulse algorithm. Obtain the corresponding cost vector ¢;

5. Push as much flow as possible along 7. The maximum flow that can be pushed

is f(m%) = min(l;; V(i,j) € 7). Save 7., Cr=, and f(7});
6. Update the residual network R as described in Definition 11;

7. Repeat steps 4, 5, and 6 until there is no path from s’ to t/;

We provide the pseudo-code of MultiPulse in Algorithm 3. In each round of the
algorithm, we obtain the path-cost-amount 3-tuple PC' Ay, = (7}, Cr=, f(7})), where 7
is the shortest path between s" and ¢’ w.r.t. o, ;= is the cost vector of 7}, and f(7}) is
the amount of flow the algorithm successfully pushed through 7% in the k-th iteration.
We represent thus the optimal flow f* as a set PCA = {PCA; | k € {1,...,K}}

containing all the 3-tuples found during the algorithm’s execution. The MultiPulse
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algorithm is guaranteed to converge to the optimal solution for the constrained
minimum cost flow problem. We provide a formal proof for this statement in
Appendix A.4.

Algorithm 3: The Multipath Pulse (MultiPulse) algorithm.

Input: G,s,t,d, é,a
Output: Path-cost-amount 3-tuple set PC.A

/* Initialize empty 3-tuple set */
1 PCA<«+

/* Initialize residual graph R */
2 R+ G

/* Add arcs to limit the maximum amount to the demand d */

3 Add arc (¢, s) with capacity lys = d and cost vector ¢ys =0 to R

4 Add arc (t,t") with capacity I,y = d and cost vector ¢y =0 to R

5 while 3 a path from s’ to ¢’ in R do

/* Obtain shortest constrained path through GenPulse x/
6 T, Crx <— GenPulseAlgorithm(R, s’ ¥, B, o)

/* Augment flow along 7;. PushFlow returns the amount of flow pushed

through 7}, f(7%), and the resulting residual graph */
7 R, f(m%) < PushFlow(R, 7}, 0)
/* Update 3-tuple set x/

8 | PCA<« PCAU (r},Crs, [(72))
9 return PCA

6.5 Proof-of-Concept Evaluation

We implement a prototype of GenPulse and MultiPulse in Python language!® using
the networkx library''. Our prototypes consider a CMCF problem with three metrics:
the routing fees, HTLC-resolution delays, and delivery probabilities discussed in
previous sections. We adopt routing fees as the main metric.

To facilitate result visualization, we introduce an auxiliary variable 1 that quanti-
fies the tightness of side constraints in the CSP (recall that the efficiency of GenPulse
depends on bound-based pruning strategies). Given a set of metrics w € W, we

define the tightness of each constraint as

BY — dist(s,t,w)

22
Bw ) (6 )

wwzl_

where dist(s,t,w) is the cost of the shortest path between s and ¢ w.r.t. metric w

and B" is the upper bound of w. A high value of v, indicates the constraint for

10 Available at https://github.com /gfrebello/wpcn-routing
1 Available at https://networkx.org/
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Table 6.2: Summary of the networks we use in our experiments.

Parameter Scale-free PCN LN snapshot
n {512, 1024, 2048, 4096, 8192} {512, 1024, 2048, 4096, 8192} (snowball-sampled)
bij U{0,100} From dataset (see Fig. 6.5).
Ay U{50, 1000} From dataset (see Fig. 6.5).
i; U0.8,1] U0.8, 1]
li; U{0,10°} From dataset (see Fig. 6.5 and description in the text).

metric w is tight, whereas a low value indicates the constraint is loose. 1, yields a
value in the interval [0, 1] regardless of w’s domain, which allows us to compute an

overall tightness measure for the problem instance as

1
== tu, (6.23)

weEW\o
where ¢ is the main metric and n is the number of metrics. Assuming, for simplicity,
that the bounds for all secondary metrics are equally tight, we can derive bound

vectors for GenPulse from v values as

- 1
B = E (dist(s, tywy), ..., dist(s, t,wn)> e R". (6.24)

Hence, in the experiments, we obtain a bound vector B for each displayed value
of 1) and use it to model constraints. Similar to 1,,, high values of 1 indicate the

bound vector is tight, whereas low values of v indicate the bound vector is loose.

6.5.1 Evaluation Setup

We analyze the performance of GenPulse and MultiPulse in a 24-core Intel Xeon
Silver 4310 CPU server with 32 GB of RAM. Unless explicitly stated otherwise, we
repeat each experiment 30 times to account for statistical variations, and each error
bar indicates a 95% confidence interval. We run experiments in the two types of
payment channel networks described below. Table 6.2 summarizes the parameters

we use in each network.

Scale-free PCN. The topology of the first PCN is generated randomly using a scale-
free network model. We choose the scale-free model because it is the random model
that best captures the structure of the Lightning Network [87, 124]. Furthermore,
we set the power-law exponent of the model to v = 2.1387 as this is the value that
yields the maximum-likelihood fitting of empirical Lightning data [87]. We sample
the values of the routing fees ¢;;, HTLC-resolution delays A}, delivery probabilities
pij, and arc liquidities /;; from uniform (U) distributions, such that ¢;; € {0, ..., 100},
Ay € {50, ...,1000}, p;; € [0.8,1], and I;; € {0,...,10°}. The intervals were defined
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Figure 6.5: Distributions of routing fees (¢;;), HTLC-resolution delays (A,;), and
channel capacities (u;;) in the Lightning Network snapshot. The peaks in Aj;
correspond to the default values of the main Lightning Network implementations [4-
6].

to reflect realistic values in PCNs. We build 5 scale-free topologies with sizes
n € {512,1024, 2048, 4096, 8192}.

Lightning Network (LIN) snapshot. The second PCN is a snapshot of the Light-
ning Network built using a dataset of gossip messages'? collected by the developers
of the Core Lightning implementation [5, 81|. All messages in the dataset have a
timestamp, which allows us to replay them in order and reconstruct the network
topology at any given time. We reconstruct the topology as it was on the 1st of
July 2022 and recover missing arc information using LN explorers, which yields a
snapshot of approximately 14,000 nodes and 80,000 edges'®. The routing fees ¢;;, the
HTLC-resolution delays A;;, and the channel capacities u;; are obtained directly from
the snapshot, as these are advertised in gossip messages. We show their distributions
in Figure 6.5. The delivery probabilities are modeled like in the scale-free PCN; i.e.,

pij € [0.8,1]. For arc liquidities, we adopt two approaches: if the channel connects

12 Available at https://github.com /Inresearch/topology.
13We reconstructed LN topologies for other moments using the same method. We make all
reconstructed topologies available at https://gta.ufrj.br/ gabriel/files/In-graphs.tar.gz.
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2
lj; = u;; — l;5. Otherwise, we assume channel liquidities are heavily biased towards

two central nodes', we set ;; = %], and set the liquidity of the opposite arc to
some node. We flip a coin to decide which node was the channel initiator i and
set the liquidities to l;; = 0.99 x u;; and [j; = u;; — [;;. We adopt this approach to
reflect that central-central channels tend to be balanced while central-peripherical
and peripheral-peripheral channels tend to be highly imbalanced [159]'5. Then, we
simulate 50,000 payments between random nodes using PCNSim and the credit
card payment dataset presented in Section 5.3.1 to recreate a realistic liquidity
distribution. Finally, we snowball-sample [167] the graph from the most central node
to create snapshots of sizes n € {512,1024, 2048, 4096, 8192} for comparisons with

the scale-free graphs.

6.5.2 GenPulse’s Performance

First, we aim to analyze how long it takes for GenPulse to find a constrained shortest
path in a network if such a path exists. To accomplish this, we select 50 random (s, t)
pairs from the scale-free PCN and the Lightning Network snapshot and compute the
average execution time of GenPulse for each graph. Note that among the (s,t) pairs,
pairs can be close to each other so that pulses arrive quickly regardless of how tight
the bounds are and pairs that are far away, such that many pulses propagate aimlessly
unless we have tight bounds. By selecting 50 random pairs, we expect both effects
will be covered, yielding a result that reflects the expected performance of GenPulse
for some random (s,t) in the graph. We run the experiment for ¢ € {0.05,0.1,...,1}
and all graph sizes n € {512,1024, 2048, 4096, 8192}.

Figure 6.6 depicts the performance results for GenPulse on both the scale-free
PCN and the Lightning Network snapshot. We observe three main findings. First,
increases in the network size cause a proportional increase in GenPulse’s execution
time for all ¢ values. This increase likely occurs because larger networks imply
more paths exist between s and ¢, which causes more pulses to propagate [80].
Similarly, an increase in the network size causes the CSP problem to be unsolvable
for high values of . This phenomenon occurs because the shortest paths tend to be
longer in large networks, yielding higher costs that are more likely to violate some
bound. Finally, for both networks, we observe that the tightness of the bound vector
significantly impacts GenPulse’s performance. This result confirms the assumption
that the pruning strategies represent the main strength of GenPulse: the tighter the

bounds, the more efficiently GenPulse directs pulses toward the constrained shortest

14Central nodes are nodes with high out-degree. We treat any node with degree deg™ > 20 as a
central node.

15This happens because most channels are unilaterally funded in LN [4-6]. In central-central
channels, however, this imbalance is corrected with rebalancing techniques to ensure the channel
can route transactions efficiently.
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Figure 6.6: Performance of the GenPulse algorithm for several graph sizes and
1 values in a randomly-generated scale-free network and a Lightning Network
snapshot. The markers indicate a constrained shortest path has been found. The
results demonstrate that the tightness of side constraints significantly impacts the
algorithm’s performance.

path. The result is consistent with Pulse’s original results for a single constraint
constraint [162]. Thus, GenPulse should be used primarily to find payment paths in
use cases in which the entry node needs tight constraints, e.g., when nodes disconnect
for long periods and when the probability of HTLC loss is high.

A result not shown in the figure is that some rare executions of the algorithm
for the Lightning Network take an outstanding amount of time to finish when ) is
very low. Besides the obvious reason that a low 1 causes high execution times, we
believe this behavior occurs specifically in the Lightning Network snapshot because
the distribution of routing fees is not uniform. Instead, most routing fees in the
Lightning Network snapshot fall into a small interval, which creates several shortest
paths with equal costs. Since GenPulse cannot know whether any path is optimal
until it verifies all feasible paths, it will keep iterating until it finds the last shortest
path. To avoid this case, we introduce an optional user-set timeout into GenPulse
that forces the algorithm to return the current best solution if the timeout expires.
Although the outputted path is not guaranteed to be optimal, we observe in practice
that it usually is given a reasonable timeout. Besides, the user can leverage timeout

expiration to increase ¢ and find constrained shortest paths more efficiently.

6.5.3 MultiPulse’s Performance

In our second analysis, we compare the performance of MultiPulse against several
flow allocation algorithms in the literature [134, 161, 164]. The comparison consists
of sending 100 payments (flows) of value P, € {10,100, ..., 10} in the network using
different algorithms. We adopt a Lightning Network snapshot with n = 512 nodes

and uniformly sample a set of 100 (s,¢) pairs to act as the source and sink nodes of
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each payment, respectively. The (s,t) pair set is the same across all runs. We repeat
the experiment 30 times for each (s,t) pair to account for statistical variations. Our
performance metrics are the average execution time to deliver a payment and the

payment success rate expressed by:

Dy

PSR: P—V,

pPcpP

(6.25)

where P is a payment from s to ¢ with value Py, Dy is the delivered value (the
number of coins that successfully reach t), and P is the 100-payment set. Note
that we redefined the payment success rate of Equation 5.3 such that now PSR
measures the fraction of successfully delivered coins. The new definition accounts for
non-atomic multipath payments in which some payment parts reach their destination
while others fail. We consider a payment part k fails if: (i) any arc (4,j) € 7 has
insufficient liquidity to forward k, where 7, is the payment part’s path; or (ii) sending
k through 7 yields a cost vector ¢, that violates any side constraint.

We compare MultiPulse against three flow algorithms: Successive Shortest
Paths (SSP) [164], Lightning Multipath Payments (MPP) [161], and Pickhardt
Payments [134]. We provide a brief description of each algorithm below.

Successive Shortest Paths (SSP). The successive shortest paths algorithm is
optimal for solving the minimum-cost flow problem [164]. It iteratively augments a
flow f along the shortest paths in a residual network Ry, such that f is a maximum
flow with minimum cost when no path between s and ¢ exists in Rs. As SSP inspires
MultiPulse, the algorithms are very similar, except that MultiPulse augments flows
along the constrained shortest paths provided by GenPulse while SSP augments
flows along the (unconstrained) shortest paths provided by some classical shortest
path algorithm. In this analysis, we consider a version of SSP that finds shortest
paths using Dijkstra’s algorithm [144| (spp-dijkstra) and a version that finds
shortest paths using the Bellman-Ford algorithm [145] (spp-bf). For both versions,
the objective function the algorithm attempts to minimize is ¢(f) = Z(i, iea i fijs
which is the default objective function of the MCF problem with ¢;; = ¢;;.

Lightning Multipath Payments (MPP). Lightning MPP is the default multipath
payment routing algorithm for the Lightning Network. The algorithm attempts to
push all the flow through the shortest path in the network and splits the payment into
two parts if this attempt fails. Then, it tries to push one of the parts along the path.
It does this consecutively until a part is delivered. When this happens, MPP removes
the path from the network and attempts to send the remaining parts following the
same process as before until all parts are delivered, or there is no path from s to ¢.

The arc costs in MPP are a combination of routing fees, HTLC-resolution delays,
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and delivery probabilities, such that ¢;; = ¢;; + M A;; + )\gp[jl, where A\; and \,
are user-set parameters that bias the cost towards some metric. This characteristic
categorizes MPP as a single mixed metric (SMM) algorithm. Besides, we can easily
see that MPP is sub-optimal as it does not allocate the maximum amount of flow on
each path. This behavior is intentional, as MPP privileges low execution times over
flow optimality [161]. We set \; = 1 and Ay = ¢;; for this work as these approximate
the default parameters of MPP in the most popular Lightning implementation [4].
Similar to the SSP algorithm, we compare MultiPulse with a version of MPP that
obtains shortest paths using Dijkstra’s algorithm (mpp-dijkstra) and another that
uses the Bellman-Ford algorithm (mpp-bf).

Pickhardt Payments. Pickhardt payments are a nickname for payments routed
using the algorithm proposed by René Pickhardt and Stefan Richter [134]|. This
algorithm uses a Lagrangian relaxation method [141, 168] to move the side constraints
of the CMCF problem into the objective function, effectively generating a variation of
the MCF problem. The relaxation permits solving the problem with general-purpose
MCF solvers [142, 143|, which are presumably fast, with the downside of possibly
yielding a sub-optimal solution w.r.t. the original CMCF problem. The objective
function of this variation is c(f) = 32, ;yea —In(pij) + i fij, where p is a user-set
parameter that biases the cost towards routing fees. The algorithm does not consider
HTLC-resolution delays. We set © = 100 in our experiments so that we optimize

mostly for routing fees.

Scenario 1: Known liquidities. In the first comparison, we consider channel
liquidities are known to all routing algorithms, so there is no uncertainty about arc
capacities. We use this scenario both to provide insights on how each algorithm
would behave if channel liquidities could be disclosed (for example, with channel
probing techniques) and to analyze the maximum efficiency of each algorithm given
a value of 1.

Figure 6.7 shows the obtained results, from which we draw the following obser-
vations. First, large payments increase the execution time and reduce the payment
success rate for all algorithms. This result is expected, as large payments cause
algorithms to search for more paths that can carry the flow. Second, the tightness of
the constraints drastically improves the performance of MultiPulse in terms of execu-
tion time to the point where it is comparable to the time performance of Lightning
MPP without giving up flow optimality. Finally, MultiPulse outperforms the other
algorithms in terms of payment success rates for all cases. As with GenPulse, these
results confirm that MultiPulse achieves its top performance when the constraints of
the CMCF problem are tight.

Scenario 2: Unknown liquidities. In our second comparison, we consider channel
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liquidities are unknown. Unknown channel liquidities represent a realistic PCN
scenario in which payment routing algorithms must estimate liquidities using an
initial guess and then update the estimates according to payment results (we detailed
this process in Sections 6.1.2 and 6.1.4). Thus, in each experiment, each algorithm
builds an estimated liquidity network G, such that the liquidities /;; are sampled using
a uniform distribution U|0, u;;], where w;; is the capacity of the payment channel,
and the corresponding opposite liquidities, [j;, are set to lj; = u;; — l;;. Then, the
algorithm finds a feasible flow f in G, for the first payment in the 100-payment set,
attempts to send it, and updates the network according to the results of each path
7, € f. This process repeats until the algorithm attempts all payments. Moreover,
we include an optimal “oracle” algorithm that knows the actual liquidities of each arc,
causing its attempts never to fail. The oracle serves as a guide to analyze how distant
each algorithm’s payment success rate is from the network’s maximum achievable
payment success rate.

Figure 6.8 shows the results. The payment success rates follow a similar pattern
as in the experiment with known liquidities, with MultiPulse outperforming the
other algorithms. The difference is that all algorithms, including MultiPulse, lose
performance compared to the oracle. This result is a straightforward consequence of
liquidity estimation errors. Moreover, we observe a subtle performance degradation
concerning average execution times and standard deviations for all algorithms. This
behavior is likely caused by the extra time it takes to update liquidity estimates
and possibly by natural statistical variations, as the (s,t) pairs are not the same
across both experiments. Like before, MultiPulse’s time performance improves
proportionally to the tightness of the constraints and becomes comparable to the

performance of Lightning MPP when ) is high.

6.6 Summary

In this chapter, we addressed the problem of routing payments in PCNs. We showed
that the general problem of payment routing can be modeled as a minimum-cost flow
(MCF) problem in a network of uncertain liquidities/arc capacities. Then, for the case
in which payments come from resource-constrained devices, it can be separated into
two sub-problems: (i) how to accelerate payment confirmations for light nodes, and
(ii) how to route payments efficiently given a set of application-specific constraints. In
the first sub-problem, we propose a secure payment scheme that confirms payments
immediately and routes them later using routing services provided by capable nodes.
In the second sub-problem, we show that the problem of payment routing with
application-specific restrictions can be modeled as a constrained minimum-cost flow

(CMCF) problem. We propose two payment routing algorithms, GenPulse and
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MultiPulse, that solve the CMCF problem to find optimal constrained flows. The
results indicate that both GenPulse and MultiPulse are efficient and achieve their

best performances when the problem’s constraints are tight.
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Chapter 7
Conclusion and Future Perspectives

Current PCNs depend on capable nodes to work. Specifically, they require nodes
to stay online at all times and assume nodes have enough bandwidth, storage, and
computing capacities to execute the security mechanisms involved in a payment.
Such assumptions are unrealistic for battery-powered devices with intermittent
connectivity patterns and limited resources, which typically communicate through
lossy wireless connections. Therefore, PCNs need to adapt their mechanisms to
consider these devices without compromising the network’s security and quality
of service. The literature on this topic is relatively scarce, with only a few works
proposing mechanisms that consider resource-constrained devices in their PCN
model |23, 25, 105, 106].

In this thesis, we provided several contributions that, we hope, help to improve
the state-of-the-art on PCNs for resource-constrained devices. Namely, we addressed

the four research challenges presented in the introduction in the following ways:

e Challenge #1 (Architecture): We proposed a hybrid PCN architecture
composed of a reliable core and peripheral unreliable light devices with lim-
ited resources. The architecture considers full nodes that perform the most
computationally-intensive tasks and store blockchain copies. In contrast, light
nodes communicate with them using TCP/IP connections to verify channel
states on demand. The architecture reflects IoT architectures that rely on

gateways and edge computing to offload tasks from resource-constrained devices.

e Challenge #2 (Channel Security): We proposed a simple mechanism based
on minimum lock-time windows to guarantee the security of payment channels
with resource-constrained devices. The mechanism considers the expected
downtime and download rates of mobile broadband connections. Our main
findings showed that the mechanism is most effective when the devices present

high to medium availability.

97



e Challenge #3 (Simulation): We proposed PCNsim, a lightweight PCN
simulator based on OMNeT—++ that allows researchers to simulate payments
under custom networking conditions. Our demonstrations show that PCNsim
can compare routing methods and send payments over unreliable communication
channels that mimic lossy wireless links between resource-constrained devices

and full nodes.

e Challenge #4 (Routing): We proposed a payment scheme that can accelerate
payment confirmations for time-sensitive applications with resource-constrained
devices and proposed two pathfinding algorithms, GenPulse and MultiPulse,
that can route payments optimally given application-specific constraints. The
performance results of GenPulse and MultiPulse indicate that both algorithms
are efficient and achieve their best performances when the problem’s constraints

are tight.

7.1 Open Challenges and Opportunities

Despite the recent advances, we note that PCNs are a new technology that needs
to be extensively studied. Apart from the challenges explicitly addressed in this
thesis, we identify several open opportunities for future researchers in the broad
topic of PCNs and the specific topic of PCNs with resource-constrained devices.
We provide a brief description of each opportunity below, separated into categories:
i) short-term, which contains challenges that are urgent and already being addressed
in the PCN community, ii) mid-term, which contains challenges which we expect will
be addressed in the next couple of years, and iii)long-term, which contains challenges

that are crucial to the popularization of PCNs in the future.

7.1.1 Short-term Challenges

Channel balancing. The channel liquidity distribution directly influences its
capacity to forward payments and overall payment success rates. Thus, keeping
channels balanced is a key concern in PCNs, whether they include light nodes or
not. However, as resource-constrained devices are most likely in the network’s
periphery, they can hardly ever adopt common rebalancing techniques that rely on
fee adjustments or circular payments [129, 130]. The usual solution is to close the
channel and reopen it, which incurs transaction fees and long waiting times. Some

recent proposals aim to reduce these costs in the Lightning Network {169, 170].

Node reputation systems. As we identified in Section 6.3.2, node anonymity is

fundamental in PCNs and blockchains in general, but it also has the drawback of
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enabling attacks that cannot be prevented without some minimal level of trust. Thus,
a key challenge in PCNs is proposing an efficient node reputation system so that
some nodes can be considered more trustworthy than others. Reputation systems
have been proposed in a few works to prevent attacks [160, 171], but no large-scale
implementation has been tested so far. For instance, a node reputation system would
help improve the security of the anticipated payment confirmations we proposed for

resource-constrained devices in Section 6.3.

Autopilots and network design. As PCNs rapidly grow, the research community
is studying the best strategies of where to create a channel and how much to allocate
to it [172-176]. Such choices are crucial both to new nodes that want to have a
profitable channel and to the network as a whole, as they define how the topology
will evolve [175]. Some works have used game theory to predict what network designs
might emerge from such strategies and how efficient they are compared to an optimal
design! [172-174]. However, current PCN implementations usually offer autopilots
that create channels without considering such notions. Besides, this area is still
incipient regarding lack large-scale studies that could help determine the actual

distribution of channel-creation strategies.

7.1.2 Mid-term Challenges

Long disconnections. The minimum time-lock security mechanism against coin
theft that we propose becomes inefficient for cases where the resource-constrained
device disconnects for long periods (weeks or more). Besides, watchtower-based
security [158], the main alternative to our approach, only works if the node can
transmit a punishment transaction to the watchtower before disconnecting. Thus,
we know no efficient security mechanism that can protect nodes that disconnect for

long periods without warning.

Congestion control. PCNs face some challenges that are similar to traditional
packet-switched networks. For example, when multiple payments traverse the same
hops simultaneously, some channels may become congested or even exhausted. Con-
current payments can be especially troublesome for entry nodes connected to multiple
resource-constrained devices. Since payments have a deadline to fulfill and channels
might run out of capacity under heavy loads, PCNs should intelligently control
the channel load to provide quality service. This topic has received little attention
from the research community so far [109, 127] and thus represents a good research

direction.

!This problem is known as “the price of anarchy” in game theory.
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7.1.3 Long-term Challenges

Delay-tolerant local PCNs. As PCN nodes only ever need to interact with the
blockchain for channel opening and closing, off-chain payments do not necessarily
need an Internet connection to occur; it suffices that all nodes interconnect. This char-
acteristic makes it possible to propose local PCNs that enable payments between light
devices inside isolated communities, similar to delay-tolerant local blockchains [177].
These local PCNs would establish and close channels synchronously when the com-

munity connects to the Internet and perform off-chain payments anytime.

Resource-constrained core nodes. In many types of networks, e.g., mobile ad-hoc
networks, vehicular ad-hoc networks, and wireless sensor networks, the resource-
constrained devices act as routers for datagrams. If a PCN operates on top of these
networks, the PCN’s core is also composed of devices with limited resources and
unreliable connections. Then, new challenges arise, such as proposing a lightweight
routing protocol that considers resource consumption metrics when routing and

dealing with heavy churn in the network.

7.2 Final Remarks

Given the proposals and the open challenges mentioned above, we conclude that PCNs
represent an incipient area with vast research opportunities, especially concerning
devices with limited resources. The results of this thesis demonstrate that this gap
can and is slowly being closed so that we will see the true potential of PCNs in a few
years. We hope that our studies and proposals will provide a solid foundation for
future research, helping to popularize the use of cryptocurrency in the life of ordinary
citizens. In future works, we intend to improve the privacy of the payment proofs in
our payment scheme and to implement GenPulse and MultiPulse inside PCNsim, so

we can test them under networking conditions that correspond to real environments.
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Appendix A

Deferred Proofs

This appendix contains proofs for statements that we present throughout the text.
Most proofs are adaptations of proofs we find in the literature [141, 178]. When this
is the case, we indicate the corresponding original proof at the end of the adapted

proof.

A.1 Flow Decomposition

Theorem 1 (Flow Decomposition). Every non-negative flow f can be represented

as a set of paths ™ and cycles w that transport non-negative flows.

Proof. The proof is algorithmic. Let s be a deficit node, i.e., a node that sends a
demand d, and t be an excess node, i.e., a node that absorbs the demand. Then,
at least one arc (s,7;) carries positive flow. Start at s and visit ;. If iy # ¢, the
flow conservation constraint imposes that at least one arc (iy,72) carries positive
flow. Keep traversing positive-flow arcs until we reach t or a visited node i,. If we
reached t, we traversed a path m = {(s,41), ..., (i, 1)} that delivers some positive flow
from s to t. Save the path, reassign d to d — l,;,, where l,,,;,, = min(l;;V(¢,5) € ) is
the bottleneck capacity of the path, and reassign l;; to lij — i V(4,j) € m. If we
reached a visited node, we traversed a cycle w = (iy,1y), ..., (iw, i) that cycles some
positive flow. Save the cycle and reassign l;; to l;; — i V(4, j) € w, where l,,,;;, is the
bottleneck capacity of the cycle. Whenever a path or a cycle is found, restart the
process at s until d = 0. When the algorithm stops, we have a set of paths and cycles
that correspond to the original f when summed. This proof is based on Theorem
3.5 of [141]. m
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Figure A.1: An illustration of the difference between two equal-value feasible flows
f" and f (adapted from [7]). The difference cancels the flow out of s and into ¢,
creating a circulation composed of at least one cycle.

A.2 Flow Differences

Lemma 1 (Flow Differences). Let the difference ' — f between two flows of
equal value be a flow 0 such that 6;; = f/; — fi; if fi; — fi; > 0 and 5 = fi; — f]

ij
if fi; — fij < 0. The difference ¢ yields a circulation composed of at least one

augmenting cycle w in the residual graph Ry.

Proof. From the definition of §, there are two possible outcomes for any arc (i, j) € Ry
that has positive flow w.r.t. f": have its flow reduced to fi; — fi; if fi; > fi; or be
;i Af fi; < fij. As fand f are feasible
flows, they satisfy the flow conservation property, and hence their difference ¢ also

reversed into an arc (j,7) with f;; = fi; —

satisfies the flow conservation property for any node j in the network. For any 7, this
implies that if some incoming arc (4, 7) is reduced or inverted, then some outgoing
arc (j, k) will surely suffer a similar process to conserve the flow. Moreover, because
f" and f are equally valued by assumption, the net flow ' — f going out of the
source s and into the sink ¢ must be zero. Consequently, any non-zero flows going
out of a node j other than s and ¢ must eventually come back into j, creating a
circulation of augmenting cycles. We illustrate this process graphically in Figure A.1.
This proof is based on Theorem 2 of [7].

O

A.3 Negative Cycle Optimality

Theorem 2 (Negative Cycle Optimality). Let w be a negative-cost cycle with
net cost c(w) = Z(m)ew ci; < 0. A flow f* is a minimum-cost flow if and only if no

w exists in the residual graph Ry.

Proof. Suppose that f is a feasible flow and that R contains a negative-cost cycle
w. Then, f is not optimal as we can obtain a flow f* with lower cost by augmenting
f along w. Therefore, if f* is an optimal cost flow, Ry« cannot contain negative-cost
cycles. Now, suppose that f* is a feasible flow such that R~ contains no negative-cost

cycles and let a flow f’ # f* be the optimal cost flow. The flow difference lemma
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(Lemma 1) shows that we can represent the difference f* — f’ as a set of augmenting
cycles in Ry« and that the sum of the costs of such cycles is ¢(f") — ¢(f*). As there
are no negative-cost cycles in Ry-, then c(f’) —c(f*) > 0, or ¢(f") > ¢(f*). Moreover,
because f’ is optimal by assumption, c¢(f’) < ¢(f*). Thus, ¢(f") = ¢(f*), proving
that f* is also optimal. This proof is based on Theorem 9.1 of [141]. O]

A.4 Optimality of MultiPulse

Proposition 1 (Optimality of MultiPulse). The MultiPulse algorithm provides

an optimal solution f* to the constrained minimum-cost flow problem.

Proof. Let Ry be the resulting residual network after a flow f is pushed through a
transportation network G' and 7, be the shortest path in R w.r.t. the main metric
o in some iteration. We aim to prove that no negative cost cycles are created in Ry
during MultiPulse’s execution, as this is a criterion of optimality in transportation
networks (Theorem 2). When the current flow has zero value, R contains no negative
cost cycles by definition since we assume this of G. Now, suppose that in some
iteration of MultiPulse, the algorithm creates a negative cost cycle w after pushing an
amount through 7. This implies that some arc (¢, 7) € 7% closed the cycle w when
reversed and that such reversed arc (j,) yields a negative cost c¢;; that compensates

for all the other (positive) costs of in the cycle, i.e., ¢j; + Z( Jew Cuv < 0. However,

u,v

we can see that if such an arc (7, j) exists, then the shortest path would not traverse it

since traversing the other arcs in the cycle would yield a lower cost Z(uw) cw Cuv < Cij
in the first place. This contradicts the assumption that 7 is the shortest path, proving
that w could never be created if 7} is indeed optimal. Furthermore, because the
paths 7} are constrained shortest paths provided by GenPulse, it is also guaranteed
that side constraints are never violated. Consequently, the solution f* given by the
last iteration of MultiPulse is an optimal solution to the constrained minimum-cost

flow problem. O
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