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Abstract

Hydrogen can be employed to power a fuel-cell vehicle (FCV). In order to gather 5 kg of gaseous hydrogen in a 125 L
tank to reach a 500 km range, it must be stored at high-pressure, 700 bar. For a filling time ranging from 3 to 5 min,
the rapid compression of gaseous hydrogen, from 20 bar to 700 bar, induces an increase of gas temperature in the tank.
According to safety recommendations, the temperature must not exceed 85°C for composite tanks. To restrain the rising
averaged temperature in the tank, the injected hydrogen is cooled down to -40°C depending on the ambient temperature
and tank initial pressure. Assuming a uniform temperature in the tank, 0 dimension (0D) models were developed in
order to predict the averaged gas temperature during the filling process. Depending on the injected gas temperature
and mass flowrate, a final filling temperature is estimated. An optimization process can then be carried out in order to
limit the energetic cost of a filling, while keeping the final averaged temperature below 85°C. However, experimental
observations reveal the existence of thermal gradients for some filling scenarios of horizontally tank leading to local
peaks exceeding 85°C while the averaged temperature remains below the limits. These thermal heterogeneities cannot
be predicted by 0D models and question their relevance for the optimization of the filling process. The link between
the thermal stratification and the filling scenario has been established but the underlying mechanisms involved still
need be clarified. This is the object of the present work, which aims at investigating, through numerical simulations,
the fluid dynamics and thermal phenomena at play during the filling process of a hydrogen filled horizontally with
an axial injection. As the first step, a numerical model capturing the tridimensional hydrogen flow and the thermal
conduction through walls is developed via the open-source software OpenFOAM. The accuracy of the numerical approach
is assessed by comparison with different experimental measurements and previous results, for two thermally contrasted
filling scenarios, i.e. homogeneous versus heterogeneous. The homogeneous scenario is well predicted while the thermal
gradient is underestimated for the heterogeneous scenario. This is consistent with the results from previous numerical
studies. As the second step, focus is placed on the improvement of thermal gradient prediction by analyzing the impact of
turbulence modeling approach, especially on thermal diffusivity. A turbulence model leading to an improved prediction of
the thermal behavior is identified and implemented. Finally, the physical mechanisms of thermal stratification are more
specifically examined in order to improve 0D models. As shown by tridimensional simulations, the stratification results
from a deflection of the cold injected jet towards the lower hemisphere of the tank, due to buoyancy forces. A model of
buoyant jet is suggested to predict the jet deflection and provide insights into thermal stratification. This is expected to
enhance the reliability of the optimization procedure of filling scenarios based on 0D models.

Keywords — fluid mechanics; experimental validation; hydrogen gas; numerical simulation; turbulence modeling; heat transfer.
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Résumé

L'hydrogene peut générer I’électricité nécessaire a la propulsion des véhicules a pile & combustible. Pour réunir dans
125 L la quantité d’hydrogeéne nécessaire pour parcourir 500 km pour un véhicule léger (voiture), soit 5 kg, il doit étre
comprimé a 700 bar. Pour un remplissage de 3 4 5 min, la compression rapide de ’hydrogene de 20 bar a 700 bar produit
une élévation de la température dans le réservoir. Selon les recommandations de sécurité, la température ne doit pas
excéder 85°C pour un réservoir en matériau composite. Pour contrer ’élévation de la température moyenne du gaz dans
le réservoir, I’hydrogene injecté est alors pré-refroidi jusqu’a -40°C selon la température ambiante et la pression initiale
du réservoir, ce qui constitue une dépense énergétique. Sous I'hypothése d’'une température homogene du gaz dans le
réservoir, des modeles 0 dimension (0D) ont été développés pour prédire la température moyenne du fluide. Selon la
température du gaz injecté et le débit massique d’injection, une température finale de remplissage peut étre estimée.
Un travail d’optimisation est alors possible pour limiter les cofits énergétiques d’'un remplissage tout en maintenant la
température finale sous les 85°C. Cependant, des résultats expérimentaux montrent qu'une stratification thermique peut
apparaitre pour les réservoirs horizontaux sous certaines conditions avec des températures dépassant localement 85°C
alors que la température moyenne est largement inférieure. Cette hétérogénéité remet en question la pertinence des
modeles 0D et I'optimisation du remplissage qu’ils permettent. Le lien entre la stratification thermique et le scénario
de remplissage a été établi mais les mécanismes sous-jacents restent a éclaircir. C’est 'objet de cette these, qui vise a
explorer les couplages entre dynamique des fluides et thermique pendant les remplissages de réservoir d’hydrogéne par
des méthodes numériques. Dans un premier temps, un modeéle numérique simulant les écoulements tridimensionnels de
I'hydrogeéne et la conduction thermique dans les parois du réservoir est développé via le logiciel OpenFOAM. Les capacités
prédictives de ce modele sont évaluées par comparaison avec des résultats expérimentaux et numériques antérieurs, pour
des scénarios de remplissage caractérisés par des comportements thermiques contrastés: homogene et hétérogene. 11
apparait que les cas peu stratifiés sont rigoureusement prédits mais que les gradients thermiques sont sous-estimés
dans les cas hétérogenes, en accord avec les résultats des simulations numériques antérieures. Dans un deuxiéme temps,
afin d’améliorer la prédiction des gradients thermiques, 'influence du modeéle de turbulence sur la diffusivité thermique
est analysée et ’'approche retenue conduit a sélectionner un modele de turbulence avancé produisant des résultats
plus fidéles aux résultats expérimentaux. Enfin, dans un troisiéme temps, ’étude se focalise sur la phénoménologie
de la stratification thermique et ’amélioration des modeles 0D pour un réservoir horizontal. Comme le montrent les
simulations tridimensionnelles, la stratification résulte de la déflexion de ’hydrogene froid injecté dans un réservoir de
plus en plus chaud. Une modélisation de cette déflexion est proposée via un modele de jet pesant pour une injection
axiale. Elle est ensuite reliée aux gradients thermiques puis implantée dans un modele 0D, afin d’enrichir les capacités

prédictives de cette approche.

Mots-Clés — simulation numérique; mécanique des fluides; hydrogéne gazeux; validation expérimentale; modeéle de turbulence;

transfert thermique.
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General introduction

Hydrogen, the smallest existing molecule, harbors great hopes for the energy transition. The reaction of hydrogen
with oxygen generates water and quantities of energy are released without carbon based elements. This reaction can be
achieved by combustion, inducing heat which can be converted, partly (around 30% for a classic vehicle), in mechanical
work, or via a fuel cell converting the energy with the efficiency of 60 % in electrical power [1]. Benefiting from this
propriety, hydrogen is an interesting energy carrier to reduce CO2 emissions. As urged by the Cop26 [2], avoiding an
increase of 2 °C of the global temperature above pre-industrial levels requires to reduce the global COgy emission by
45 % by 2030. Its potential fueled numerous large-scale projects, like NorthHs [3], a project of production, storage and
transmission of green hydrogen. Often breaking records on the size, giant electrolysers [4] are created around the world
to supply the increasing hydrogen demand. The field of applications for hydrogen is large. It goes from energy buffer for
intermittent renewable energy sources or large scale storage in underground salt caverns [5] to transport applications:
from light duty vehicles (< 10 kg of hydrogen on board) to heavy duty vehicles (> 10 kg of hydrogen on board), see figure
1.

Pure hydrogen, or under its molecule name dihydrogen, is more energetically dense than standard fuels. For example,
in term of energy, 1 kg of hydrogen is equivalent to 2.84 kg of gasoline or 2.25 kg of natural gas [12]. This advantage
is however diminished by its very low density at normal temperature and pressure, i.e. 20 °C and 1.01325 bar, about
0.08375 kg/m3. Consequently, maintaining some kilograms of hydrogen in a compact storage is a challenging constraint.
The main solutions are based on the dilution of hydrogen into a solid material, like the metal hydrides, or using the
pressure and the temperature to increase the density, like liquid hydrogen and compressed hydrogen. Table 1, adapted
from [13], presents the different solutions along with their advantages and disadvantages.

For light duty vehicles, hydrogen in gaseous form is the best option. Compressed hydrogen can be stored during a long
period of time [14], provides a decent range (up to 650 km for the Toyota Mirai [10]), is less energetically costly than
liquid hydrogen (40 % of the internal potential energy is required for the liquefaction against 20 % for compressing at
700 bar [15]). As summarized in figure 2, the density of hydrogen is an important limitation when compared with other

standard fuels. Therefore, improving the competitiveness of gaseous hydrogen goes by compressing the hydrogen as much

Temperature | Pressure | Volumetric energy densit
Method IE K] [bar] (MJ /L,‘]gy Y| Remarks
Compressed 293 700 49 Current industry standard
Liquid 20 1 6.4 Boil-off constitutes major disadvantage
Cold/cryo compressed | 40-80 300 4.0 Boil-off constitutes major disadvantage
Metal hydrides 260-425 20 13.2 Requires thermal management system

Table 1 — Storage methods overview, adapted from [13].




Figure 1 — Hydrogen applications for transportation. A), the Energy Observer 2 [6], a demonstrator vessel that
runs on liquid H2. B), Airbus [7] have the ambition to develop the world first zero-emission commercial aircraft
by 2035, using hydrogen combustion technology to power the aircraft. C) Alstom released Coradia iLint™ [8], the
world’s 1st hydrogen powered train. D), Hyundai develops XCIENT Fuel Cell [9], a hydrogen powered truck. They
expected 1 600 hydrogen trucks will be operated in Switzerland by 2025. E), the Toyota Mirai [10], a hydrogen
car, released in December 2014 and sold until December 2021 at 17 940 units. F), the Alpha bike, a product from
Pragma Industries [11]. It is the first commercially available electrically assisted bike with a fuel cell.

as possible.

The admissible pressure for a tank depends on the material used. The weight of the tank matters for embedded
application. The specific energy, i.e. gravimetric density, changes dramatically if the tank weight is taken into account, as
in figure 3.

Due to its small size, hydrogen can cross solid walls by diffusion and a liner is needed to limit this phenomenon. The
improvement of hydrogen tank over years, using lighter, stronger and less permeable materials led to different types of
hydrogen tank, as detailed in table 2.

From a user perspective, the filling time of a hydrogen light duty vehicle is close to the filling time of fossil-fuel
based vehicle, between 3 to 5 min, which is a serious advantage on battery-based electric vehicle. During a filling, as
the tank is a closed volume, injecting a mass induces a compression of the gas. The inner pressure rises from 20 bar to
the target, 700 bar. This compression induces, as thermodynamics can explain, an elevation of the temperature in the
tank. The temperature shall be controlled to not excess the limit recommended by the J2601 standard of the Society of
Automobile Engineers (SAE) organism [18]. This standard requests to keep the inner temperature between —40 °C and
85 °C. This is achieved by pre-cooling the injected gas, until —40 °C, and implies an additional energetic cost for the filling.
Numerous studies [19-22] highlight the link between the temperature in the tank and the pre-cooling temperature. In
figure 4 issued from [19], it is demonstrated that the final temperature in the tank can be reduced in order to stay below
the recommended 85 °C by changing the injected temperature. The influence of the initial temperature on the final
temperature has been studied in [23]. The exterior environment plays also a role on the thermal equilibrium. Generally
colder than inside the tank, it participates to cool the tank but its effect depends on the filling time [24] and the materials
used. A faster filling, i.e. higher mass flowrate, does not let sufficient time for the gas to exchange its heat with the walls

as studied in [25-27], see figure 5.
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Table 2 — Tank illustrations are adapted from [17]. Type IV tank is in bold to highlight it is the only type of tank
considered in this study.
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T; as a function of the mass filling ratio in the tank (m over the initial mass m;). The different filling time are
reported using markers. B), from [26]: left hand axis, heat transfer [kJ] as a function of the mass flowrate. C), from
[27]: Averaged temperature in the tank as a function of time for different mass flowrate. .

The thermal properties of the solid regions are an important factor on the gas temperature. Due to the plastic liner
and the carbon wrap, two materials considered as thermal insulator, type IV tank tends to limit the heat exchange
between the gas and the walls.

To avoid the gas temperature exceeding the 85 °C limit, a possible solution is to increase the filling time. However,
this solution raises other issues. Longer filling time implies a smaller mass flowrate. The mass flowrate, highlighted in
the work of Dickens et al. [28] and reported in figure 6, was identified as a factor of thermal heterogeneity. In [28], among
three filling time scenarios (40 s, 190 s, 370 s), the longest one induced the highest vertical stratification for a tank filled
horizontally with an axial injection. This effect was attributed to a decrease in thermal mixing between the injected gas
and gas in the tank when the mass flowrate is reduced.

Terada et al. [29] precised the importance of the injection velocity on the thermal gradient. To avoid the thermal
gradient occurrences on a type IV 65 L tank (0.832 m length and 0.4 m diameter), a velocity of 5 m/s for the injected
gaseous hydrogen should be maintained a good mixing and to avoid thermal heterogeneity.

The thermal heterogeneities are challenging when designing a hydrogen filling protocol. Indeed, an important tool to

General introduction 5
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select the optimal injection temperature and mass flowrate, in order to remain in the limits of the J2601 standard, is 0
dimension (0D) model of tank filling. This type of model considers the tank as a unique isothermal volume in which a
mass and energy balance is applied. By nature, only estimation of the volume-averaged gas temperature in the tank can
be obtained for all filling scenarios, i.e. homogeneous and heterogeneous cases. By construction, occurrence of thermal
heterogeneities and therefore local hot spots cannot be captured by 0D models (2.2.2).

To access the complete temperature map inside the tank, 3 dimensions (3D) calculations are required. These
calculations are based on computational fluid dynamics (CFD): a numerical tool which expressed the Navier-Stokes
equation set, i.e. conservation of the mass, the momentum and the energy on elementary control volumes, i.e. the cells
from a mesh describing the 3D geometry studied (2.2.3). The CFD takes into account the complex physics involved in the
tank: (i) the numerical problem is unsteady; (ii) the flow is turbulent; (iii) walls are present; (iv) different geometrical
scales are considered; (v) the fluid dynamics and thermal behavior interaction. The complexity of the problem raises
issues on the capture of thermal gradients by CFD and improvement of the CFD approach is needed. Although CFD
remains the proper tool to better understand the thermal gradient mechanism, it requires significant cputime (from weeks
to months) to complete one filling scenario. Consequently, it does not allow to do parametric study to optimize the filling
process. 0D models are still the best solution for this purpose. Adding to 0D models a knowledge of the heterogeneity

generation in the tank would be a valuable new functionality.

Physical System

The object of the study is a type IV 37 L hydrogen tank provided by ®HHexagon (0.643 m inner length and 0.269 m
inner diameter). During the experiments, the tank is laying along its main axis, the x-axis, in a horizontal position and
the incoming gas is injected along the x-axis. The gravity vector g is acting vertically along the y-axis. The tank geometry
has a circular symmetry around the x-axis. In figure 7, the tank is represented in the plane (x,y). It is composed of 4 or
5 solid regions, depending on the presence of an injection pipe: (i) a composite wrap which undergoes the mechanical
constraint due to gas pressure, (ii) a plastic liner which limits the molecular diffusion of hydrogen through the wall,
(iii) metallic bosses, (iv) plugs at each tank extremities and (v) a metallic injection pipe (depending on the case). The
fluid region is the volume enclosed by the solid regions. The tank is surrounded by air at atmospheric pressure and
temperature.

The hydrogen tank is a closed volume. At the beginning of a filling, a hydrogen mass is present and for the current
studies the initial pressure is 20 bar. During the filling, gaseous hydrogen from the filling station is injected via an injector
pipe in the tank. The mass in the tank then gradually rise. As the volume remains constant, simple thermodynamic
considerations can predict an elevation of the pressure and the temperature. The warm gas transfers its heat to the
interior walls of the tank, which is conducted through the solid regions until the exterior wall of the tank in contact with
the open environment. The physical system is consequently neither closed, neither isolated as the total mass and energy
of system are changing through time. Typically, time scale for a small tank filling is about the minute (between 3 min to
10 min in the following considered cases). The temperatures range from —20 °C to 100 °C and the pressures range from

20 bar to 800 bar. The pressures in bar are absolute pressures for all parts of this document.

Objectives of the thesis and outline

Experimental results from the HyTransfer project [30], detailed in section 2.1.1, revealed important thermal gradients
during tank filling. The present work focuses on these thermal gradients. The link between the thermal gradients and
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Figure 7 — Type IV 37 L tank with a 3 mm injection cut through the plane (x,y). The tank geometry has a circular
symmetry around the x-axis.

the filling scenario has been established but the underlying mechanisms involved still need be clarified. The purpose of
the thesis is to investigate, using 3D CFD simulations, how the vertical thermal gradients are generated. The present
study also aims at developing a simple modeling approach, suitable for engineering applications, to predict the vertical
thermal gradients.

The present work is structured as follows:

* In chapter 1, a review of literature is carried out to set the state of the art on the problematic of the filling of

hydrogen gaseous tank.

¢ In chapter 2, the resources used in the study concerning the experimental data, the 3D models and the software are

detailed. The numerical methods and physical model used in the study are precised.

¢ In chapter 3, CFD simulations are performed with OpenFOAM, an open-source software. The validation of the
solver, mesh and physical models is conducted by comparison with experimental measurements and prior CFD
results. The 3D nature of the physical mechanisms is investigated by comparison between 2D-axisymmetric and 3D

simulation results.

¢ In chapter 4, considering the limitations for thermal gradient predictions by CFD simulations identified in chapter

3, an improvement of the turbulent modeling is proposed.

¢ In chapter 5, based on the insights obtained from CFD results, a reduced model to predict the thermal stratification
is developed using a buoyant round jet theory and 0D model.

¢ In chapter 6, complementary studies have been carried out to develop new approaches and to improve the general
comprehension of the subject.

8 General introduction



Nomenclature

General variable

B
At

Minj

€

(Dext
i

Dod

Cp

Cp,inj

Isothermal compressibility of the gas

Time step

Kronecker delta

Mass flowrate

Thermal radiation emissivity of the exterior tank wall
Thermal conductivity of the gas

Thermal conductivity of the wall

Dynamic viscosity of the gas

Generic variable name for mathematical application
Total heat flux at the exterior wall

Face volumetric flux of a mesh cell

Radiative heat flux at the exterior wall
Mathematical constant Pi

Density

Density of a cell in the mesh

Density of the wall

Density of the gas at the pipe outlet
Stefan—Boltzmann constant

Viscous stress tensor

Specific thermal capacity of the gas

Specific thermal capacity of the gas at the pipe outlet

/K

1/s

kg/s

Wm/K
Wm/K

kg/m/s

m3/s

kg/m?
kg/m?
kg/m?
kg/m3
W/m?2/K*
kg/m/s?
J/kg/K

J/kg/K




NOMENCLATURE

Cp.i Specific thermal capacity of a cell in the mesh J/kg/K
cpw  Specific thermal capacity of the wall J/kg/K
Fr Froude number 1
g Gravitational acceleration m/s2
gi Gravitational acceleration vector m/s?
h Specific enthalpy of the gas J/kg
ko Heat transfer coefficient between the tank and exterior environment W/m2/K
kg Heat transfer coefficient between the gas and the walls W/m?/K
m Mass of gas in the tank kg
M, Matrix form of the density in function the temperature and the pressure kg/m?
Nu Nusselt number 1
p Pressure Pa
Pr Prandtl number 1
q; Conductive heat flux of the gas W/m?
r Radial axis m
Ra Rayleigh number 1
Re Reynolds number 1
R Richardson number 1
Si; Strain rate tensor 1/s
T Temperature K
t Time s
Ty Temperature of the wall K
Ty Averaged temperature of the gas K
T.,: Temperature of the exterior environment K
Tgw  Temperature at the wall in contact with the gas K
Tinj  Temperature of the gas at the pipe outlet K
Tmax Maximal temperature of the gas K
Tmin Minimal temperature of the gas K
10 NOMENCLATURE



NOMENCLATURE

Tw,ext

Uj
Uinj
X

X

y

Temperature of the exterior surface of the tank wall, in contact with the exterior environment K
Generic velocity of the gas m/s?
Velocity vector m/s
Velocity of the gas at the pipe outlet m/s
Cartesian axis m
Generic cartesian coordinate written m
Cartesian axis or the distance from a wall when specified m

Turbulence variable

Ay
He
)

Tw

Turbulent thermal conductivity Wm/K
Turbulent dynamic viscosity kg/m/s
Specific rate of dissipation of the turbulence kinetic energy 1/s
Wall shear stress kg/m/s2
Rate of dissipation of turbulent kinetic energy m?/s?
Skin friction coefficient 1
Turbulence kinetic energy J/kg
Turbulent length scale m
Von Karman length scale m
Turbulent Prandtl number 1
Friction velocity 1
Reynolds averaged velocity vector m/s
Friction velocity m/s
Dimensionless distance from the wall 1

Geometrical parameter

O O o

ext
dinj

Dint

Geometrical ratio of the tank 1

Internal tank diameter in the context iL_)’ diameter of the pipe in the context of a scenario name, e.g. D38 m

External tank diameter m
diameter of the pipe section m
Internal tank diameter m
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NOMENCLATURE

L Internal tank length m
Tinj Radius of the pipe section m
Sw Interior surface of the tank, i.e. interior surface in contact with the gas m?2
Sext  Exterior surface of the tank m?2
\% Volume of the tank m3
v; Volume of a cell in the mesh m?3
Buoyant round jet model

a Entrainment rate 1
A Difference of variance between the velocity and density Gaussian profile 1
Pav  Averaged gas density kg/m?
Pgrad Density gradient, kg/m?
Om Median density of the density gradient, i.e. py, = Pgraq(0) kg/m3
pref  Reference density kg/m?
Os Density on the jet centerline kg/m?
0 Angle between the jet centerline and the x-axis rad
b Radius of the jet m
g’ Reduced gravity m/s?
g Reduced gravity on the jet centerline m/s?
J Buoyancy flux divided by a reference density m?/s?
Lyipe Pipe length inside the tank m
L;unr  Internal tank length m
Lzrr length of the zone of flow establishment m
M Mass flux divided by a reference density m*/s?
Piank Averaged gas pressure Pa
Q Mass flux divided by a reference density m3/s
Tinj Radius of the pipe section m
R;,: Internal tank radius m
s Curvilinear abscissa of the jet trajectory m
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NOMENCLATURE

Tin;  Temperature at the injector K
Tianr Averaged gas temperature K
uo Velocity at the pipe outlet m/s
ur Radial velocity on the jet centerline m/s
Ug Axial velocity on the jet centerline m/s
ucritic Critical velocity below which the thermal stratification occurs m/s

Complementary studies

a Parameter to fix, used in the Tikhonov regularization method 1
Ae Thermal conductivity of the composite Wm/K
Al Thermal conductivity of the liner W/m/K
Gext Temperature on the exterior composite wall W/m?
¢r_;  Heat flux at the interface between the gas and the liner W/m?
¢;—. Heat flux at the interface between the liner and the composite W/m?
Oc Density of the composite kg/m3
o1 Density of the liner kg/m?
or,,  Standard deviation around the gas temperature K
Tdiffusion Characteristic time of the thermal diffusion s
] Laplace transform of a temperature 6

0r_;  Different of temperatures Tr_; —Tr_;(0) K
0;_. Different of temperatures 7;_. — Tr_;(0) K
0, Different of temperatures from the experimental data K
A Matrix 1
Cp, Specific thermal capacity of the composite J/kg/K
Cp, Specific thermal capacity of the liner J/kg/K
f Frequency of the jet oscillation 1/s
H Total enthalpy of a tank region dJ

H(p) Transfer function

h(t) Transfer function in time domain

NOMENCLATURE 13



NOMENCLATURE

n Number of value measured

p Complex variable used in the Laplace transform

R Tikhonov regularization matrix

T.,;  Temperature on the exterior composite wall

Tr_; Temperature at the interface between the gas and the liner
T; Temperature at the center of a cell in the mesh

T;_. Temperature at the interface between the liner and the composite
v; Volume of a cell in the mesh

Acronym

0D Zero Dimension

1D One Dimension

2D Two Dimensions

3D Three Dimensions

ALAT Air Liquide Advanced Technologies

AMI  Arbitrary Mesh Interface

CAD Computer-aided design

CALMIP CALcul en MIdi Pyrénées (French)

cDNS

CFD

CFL

CPU

DNS

EOS

ET

IJHE

JRC

NIST

coarse Direct Numerical Simulation
Computational Fluid Dynamics

Courant, Friedrichs and Lewy number

Central Processing Unit

Direct Numerical Simulation

Equation Of State

Energie Technologie

International Journal of Hydrogen Energy

Joint Research Centre of the european commission

National Institute of Standards and Technology

OpenFOAM Open-source Field Operation And Manipulation

~ = = =W

w
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NOMENCLATURE

PIMPLE PIso + sSIMPLE

PISO Pressure-Implicit with Splitting of Operators

SAE  Society of Automotive Engineers

SAS  Scale-Adaptive Simulation

SDFT Sliding Discrete Fourier Transform

SIMPLE Semi-Implicit Method for Pressure Linked Equations
SST  Shear-Stress Transport

TGCC Tres Grand Centre de Calcul (French)

URANS Unsteady Reynolds-Averaged Navier—Stokes

ZFE  Zone of Flow Establishment

Dimensionless numbers

The dimensionless numbers are the proper tool to highlight which phenomenon is dominant in a study. They are built
using characteristic values as a velocity or a length, selected regarding the study case.
The Reynolds number Re, characterizes the ratio of the inertia forces over the viscous forces:
UL
Re=""= (1)
u
where p [kg/m?®] is a density, U [m/s] a velocity, L [m] a length and u [kg/m/s] a dynamic viscosity.

The Froude number Fr, characterizes the ratio of the inertia forces over the buoyancy forces:

e Y2 @)

P1—p2 ’
V 8 P1 L

where U [m/s] is a velocity, L [m] a length, p1 [kg/m>] a reference density, p2 [kg/m?] a secondary density, and g [m/s 2]
the gravity acceleration. It is related to the Richardson number Ri, as

P1—p2
= T (3)
_ 1
T Fr2
The Rayleigh number Ra, characterizes the ratio of the buoyancy forces over the viscous forces:

_8pP
pa

Ra (T —-TpL?, @)
where g [m/s~2]is the gravity acceleration, p [kg/m?] the gas density, B [1/K] the thermal expansion coefficient of the gas,
a [m?/s] the thermal gas diffusivity, u [kg/m/s] the dynamic gas viscosity, T, [K]the temperature at a wall, T¢ [K]the
temperature in the fluid bulk and L [m] a length.
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L [m]

D [m]

Figure 8 — The tank geometry main length is L and the inner diameter is D.

The Prandtl number Pr, characterizes the ratio of the thermal diffusion rate over the viscous diffusion rate:

_ ook

Pr ,
A

(%)

where c;, [J/kg/K]is a specific heat capacity, y [kg/m/s] a dynamic viscosity and A [W/m/K] a thermal conductivity.
The Nusselt number Nu, characterizes the ratio of a forced convection heat flux over a conduction heat flux:

Nu=—, (6)

where h [W/m?/K] is a convective heat transfer, L [m] a length and A [W/m/K] a thermal conductivity.
The Strouhal number St, characterizes the ratio between an oscillation time period and the time of flow transport:

fL
St= T (7
where f [s™1]is a frequency, L [m] a length and U [m/s] a velocity.

The geometrical ratio % is a dimensionless value used in order to characterize the shape of a tank. It is based on
dimensions in the fluid region corresponding to the ratio between the main tank length over the tank inner diameter
(figure 8).

The Courant, Friedrichs and Lewy (CFL) number is a limiting factor for the performance of numerical schemes.
Depending on the method used to solve a discretised equation, a different maximum value of this number can be tolerated.
It is defined as

CFL:ﬁ Y 1l (8)

i faces

where v; [m?] is the cell volume and ¢; [m3/s] is volume flux crossing a cell face.
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Chapter 1

Literature review

This section is dedicated to a literature on the filling of compressed-gas tank for hydrogen applications. The first
section is dedicated to the understanding of thermal heterogeneities occurring during the filling stage. The second section
is dedicated to the numerical approaches related to the prediction of the physics involved. Unless it is specified, the tanks
are filled with hydrogen, horizontally and with an axial injector. Connected to the following content, two review articles
[31, 32] are available in the literature. In [31] the focus was on the different solutions found in the literature for the
modeling of tank filling. They listed heat transfer coefficients for 0D model, the turbulence models for computational
fluid dynamics (CFD) and equations of state (EOS) for the hydrogen. In [32] the focus was on the impact on the gas
temperature in the tank of the tank dimension, the material properties, the initial pressure, the filling rate and the inlet

temperature.

1.1 Occurrence of the thermal heterogeneity during a filling of compressed-

gas tank

For first time the appearance of a vertical gradient during the filling stage of hydrogen tank was mentioned in Dicken
et al. [25]. They carried out experimental measurements on a type III 74 L tank with a geometrical ratio % =2.49. In the
range [100 bar; 350 bar], they used different pressure ramp rates corresponding to filling times (40 s, 190 s, 370 s). They
found a link between the mass flowrate and the vertical thermal stratification. They explained that the phenomenon by a
consequence of the buoyancy forces on the thermal distribution for longer filling time, i.e. smaller mass flowrate, which
corresponds to lower gas injection velocities. To investigate the inner temperature disparity due to the pre-cooling gas
injected into the warm tank, a 2D axis-symmetric CFD study was carried out. A conical temperature gradient at the
injection was highlighted. They used the CFD software Fluent 6.2 and the standard % — ¢ turbulence model [33]. The
Redlich-Kwong EOS [34] is used in this study.

Terada et al. [29] investigated the effect of the velocity injection on a type IV 65 L tank with as geometrical ratio
% = 2.04. It was filled from 20 bar to 350 bar. Using different pressure ramp rates (2.5 MPa/min, 6.6 MPa/min,
12.5 MPa/min) and different injection diameters (4.5 mm, 5.2 mm, 7 mm, 8.5 mm, 10 mm). They found that the
injection velocity must be maintained at above 5 m/s to keep a homogeneous temperature in the tank. The injection

velocity u;,; was calculated using the mass flowrate @, the injected gas density p;,; was calculated using the pre-cooling
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Section 1.1 — Occurrence of the thermal heterogeneity during a filling of compressed-gas tank

gas temperature and the tank pressure and the injection radius r via the relationship:

Uinj: —m]2 (]-]-)

Pinjmtr inj
They also investigated the effect on the thermal heterogeneity of the injection orientation. They kept the same injection
diameter and filling rate as a scenario leading to a homogeneous thermal state but they injected radially (90 ° upward,

90 ° downward, 90 ° sideways). They found no remarkable differences, the thermal state remained homogeneous.

Kim et al. [35] carried out 3D CFD studies on a type IV 72 L tank, loaded until 350 bar and compared with
experimental measurements. They used the CFD software Fluent 6.2 and the standard % — ¢ turbulence model. Their
hybrid (tetrahedral and hexahedral) mesh included 300 000 cells. The Redlich-Kwong EOS [34] was used. They pointed
out the occurrence of vertical thermal gradients. They found a temperature gradient of 10 °C between the upper part
and the lower part of the tank by CFD whereas experimentally the gradient was 6 °C. The effects of the buoyancy on
the thermal fields was clearly visible, with a deflection of the cold gas jet toward the lower part of the tank, due to the
negative buoyancy.

Immel et al. [36] carried out 3D CFD studies on a type IV 129 L tank, loaded until 700 bar and compared with
experimental measurements. They used the CFD software Fluent 12 and the standard % — e turbulence model. Their mesh
contained a total of 2.4 million cells in the solid regions and 1.4 million cells in the fluid region. The Aungier-Redlich-
Kwong EOS [37] was used. The deflection of the injected cold gas is visible at 177.8 s of the filling. It is not possible to
estimate the thermal gradient due to the saturation of the color map used for the temperature field displayed. After the
filling, at 252 s, the difference in temperature between the upper part and the lower part was approximately 15 °C.

Takagi et al. [38] carried out 3D CFD studies on a type III 34 L tank, loaded until 350 bar and compared with
experimental measurements. They used the CFD software OpenFOAM and the standard £ — w Shear-Stress Transport
(SST) turbulence model. Their mesh contained approximately 20 000 cells in the fluid region. The conduction into the wall
was not considered; i.e. an adiabatic condition was set. The ideal gas law was used. The inlet diameter was 14 mm. The
CFD gave temperature largely higher than for the experimental measurements, approximately 40 °C. This is probably
due to the adiabatic condition set at the inner tank wall. The vertical thermal gradient found experimentally was at
the end of the filling, i.e. ¢t = 80s, approximately 10 °C. The vertical thermal gradient found numerically was at the
end of the filling approximately 20 °C. The overestimation of the vertical gradient can be explained by an averaged
temperature 40 °C higher for the CFD inducing a more important effect of the buoyancy force. The injected cold gas is be
more deflected toward the lower part of the tank. The vertical thermal gradient is consequently more important.

Setoguchi et al. [39] carried out 3D CFD studies on a type III 74 L tank, loaded until 350 bar and compared with
experimental measurements from Dicken et al. [25]. They used the CFD software Fluent 13.0 and the 2 —w SST
turbulence model. Their mesh contained a total of 96 772 hexahedral cells in the solid regions and 209 360 hexahedral
cells in the fluid region. The Redlich-Kwong EOS [34] is used. Their work was completed in study [40] where the conical
cold jet was displayed and a jet oscillation in the tank can be identified.

During the HyTransfer project [30], different tank types and geometries were investigated [41]. A vertical thermal
gradient was observed in a type IV 37 L tank (f‘—) =2.4) and type IV 531 L tank (% = 5.6). Different inlet diameters
(B3 mm, 6 mm, 10 mm) as well as different mass flowrates (8 g/s and 2 g/s) were used to investigate the injection velocity
influence. The rise of the thermal heterogeneity with the decrease of the injection velocity was observed and the criterion
of Terada et al. [29] of 5 m/s for the injection velocity to keep a thermal homogeneous behavior in the tank was confirmed
for the different tanks involved in the studies [42-44].

Yamada et al. [45] carried out experimental measurements on a type IV 11 L tank, loaded until 700 bar developed for
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Section 1.1 — Occurrence of the thermal heterogeneity during a filling of compressed-gas tank

motorcycles. They used an injector oriented at 45 ° upward in order to improve the homogeneity of the gas in the tank.
They measured temperature at three locations arranged vertically inside the gas to capture vertical thermal gradients.
They investigated the influence of intermittent filling scenarios on the final temperature. The filling is stopped during
a waiting phase before been continued. After a filling phase, i.e. at the beginning of a waiting phase, they observed a
thermal vertical stratification appearing. During the stratification process, the maximum temperature did not increase:
the stratification grew due to the decrease of the temperature of the lowermost probe. This showed as soon as the injection
stops, the natural convection tends to vertically stratify the thermal distribution in the tank. For their 3 min filling
scenario, they concluded that the intermittent filling was not efficient to reduce the final temperature if executed after
10 s. The influence of an intermittent filling was also investigated by Wu et al. [46]. They carried out 3D CFD studies on
a type III 134 L tank, loaded until 700 bar. They used the CFD software Fluent 2019 and the standard % — & model. Their
mesh contained a total of 505 286 cells (no precision on the region concerned but figure 4 let suggest it is in the fluid
region). The National Institute of Standards and Technology (NIST) gas property data was used for hydrogen EOS. They
used an injector oriented 30 ° upward. They investigated intermittent filling scenario based on fixed filling time but using
different pressure rates and waiting phases leading to the same total mass injected. They found little effects on the final
gas temperature depending on the intermittent filling scenario. It can be seen their thermal distribution in the fluid
region is unusual. The cold gas injected upward impacts the upper wall of the tank and seems to be absorbed instead of
being deflected by the wall. This could be explained by to the use of the standard % — ¢ turbulence model which produces
coarser prediction than the 2 —w SST model for near wall fluid dynamics. More investigations of the accuracy of the CFD
would be valuable to confirm the validity of the thermal distribution obtained by Wu et al. [46].

The Joint Research Centre (JRC) of3 the European Commission, gave many contributions on the topic of hydrogen
tank filling [19, 20, 23, 44, 47-56]. In particular, they investigated, using 3D CFD studies on the half of geometrical
domain, the effect of the injector orientation on the thermal stratification in a conference article [54] completed with a
journal article [55]. In [54] and [55], they worked on a type IV 37 L tank issued from HyTransfer. They used the CFD
software CFX V15.0 and the 2 —w SST y — Rep turbulence model [57, 58]. This turbulence model is designed to capture
the turbulent transition toward a laminar regime and to improve the simulation in flow stagnation area. The comparison
between the CFD result and the experimental data demonstrated the capture of the thermal gradient was underestimated
in [54]. They found at the end of the filling, between the top and the bottom of the tank, 26 °C for the CFD calculation
and 31 °C for the experimental measurements. They judged the overall CFD model satisfactory to investigate the effects
of other injector orientations where no experimental data were available. For a 6 mm diameter injector at 45 ° upward,
the thermal gradient in the tank was reduced. They found at the end of the filling, between the top and the bottom of the
tank, 7 °C instead of the 26 °C with the axial injector. In [55] the work was extended for 3 mm diameter injector. The
tendency was confirmed: the upward injection produced less thermal stratification. For different initial temperatures, the
study demonstrated a linear link between the initial gas temperature and the magnitude of the thermal gradient. The
linear line slope was dependent on the injector orientation. Injecting upward reduced the line slope.

On the type IV 37 L issued from the HyTransfer project [30], Zaepffel et al. [59] carried out 3D CFD studies on the
half of geometrical domain. They used the CFD software Fluent 16 and the 2 —w SST turbulence model. They obtained
similar results as the JRC in [54], i.e. good agreement with the experimental measurements for the temperature probe in
the gas until the onset of stratification. The vertical thermal gradient was underestimated after.

Li et al. [60] carried out 3D CFD studies on a type III 70.6 L tank with geometrical ratio ]% =3.6. They used the CFD
software Fluent 17.0 and the Realizable & — € turbulence model. The Redlich-Kwong EOS is used. Their used 277 072
cells for the mesh. They aimed at investigating during a 180 s tank filling until 700 bar the effects of using different
porous infills inside the tank volume. Four cases with different infill properties were simulated and compared. The
presence of the porous infill reduced the convective heat transfer and resulted in a lower wall temperature and higher gas
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temperature. The porous infill reduced the thermal mixing allowed by the turbulence and the convection, and the vertical
thermal gradient increased. A comparison between 2D and 3D CFD approaches was carried out. As the tank was filled
horizontally, a 2D-axisymmetric CFD cannot capture the buoyancy effects and the vertical thermal gradient cannot be
predicted.

Concerning another kind of heterogeneity, an interesting note can be found in the work of Muto et al. [61] about the
mixing consideration in the tank. Muto reminds that a 0D model is based on the assumption that the gas temperature
is uniform in the tank, i.e. the incoming gas expands and diffuses instantaneously throughout the gas in the tank. He
did not found thermal heterogeneity (not greater than 0.28 °C). However, He reported that W. C. Reynolds [62] found
considerable temperature gradients throughout the filling stage. Muto assumed the difference could be explained by
the difference of tank geometry used by W. C. Reynolds, inducing a piston effect which could occur when the inner jet
width becomes larger than the tank diameter. This would create a horizontal gradient. In the final public report [42]
from the HyTransfer project [30] was reported for a 5631 L tank (% =5.6), the phenomenon appeared when injection
velocities are high (above 100 m/s). A hot spot was trapped at the opposite extremity from the injector. The incoming
cold jet failed to refresh this remote area. The phenomenon appeared in the work of Qianfeng et al. [63] or in the work
Ramasamy et al. [64]. For the latter, using the same filling condition, the temperature elevation in the opposite area from
the injector was globally increasing with the length of the tank. The length of the tank was increased from 2.4 times the
tank diameter to 8 times. The study was carried out using 2D axis-symmetric CFD approach and cannot include the
effect of gravity for horizontally filled tank. For horizontally filled tank, the thermal distribution should be affected by the
gravity, especially in remote areas where the buoyancy forces drive the flow. 2D axis-symmetric CFD constrains the flow
dynamics to be axis-symmetric, i.e. the incoming jet remains on the main tank axis. The piston effect should be studied

using 3D simulations to fully understand the underlying mechanism.

1.2 Numerical approaches

During a filling of a gaseous tank, the inner thermal behavior is affected by different parameters. Their nature can
be (i) geometric: the length and diameter of the tank, the injection diameter, the tank volume etc; (ii) related to the
materials involved: type I to V tank, material of the bosses etc; (iii) based on the filling conditions: injection temperature,
exterior temperature, mass flowrate, initial pressure and temperature in the tank etc. To test these different parameters,
two different approaches exist: the experiment approach and the simulation approach. The advantage of experiment

measurements is to avoid modeling the complex physic to extract insightful values. The disadvantages are:

(i) The information extracted is partial with no information on the gas velocities and limited number of temperature
values into the tank.

(i) The probes are generally located on a thermocouple tree, see figure 1.1, which is an intrusive device for the inner

flow, consequently an experimental set up biases the real filling condition.
(iii)) The temperatures at the liner inner wall, in contact with the gas, are difficult to measure.
(iv) Probes are affected by measurement uncertainties such as the probe accuracy, the thermal inertia of the probe, etc.

(v) High-pressure hydrogen represents a hazard risk, consequently safety measures are required and complicates the

experimental set-up [56].

Due to these experimental obstacles, numerical approaches are advantageous even though they need experimental
data to be validated first. Among different types of approaches, the simplest and the fastest (some minutes) is 0D model.
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Figure 1.1 — Thermocouple tree used in the HyTransfer project [41].

Based on the mass and the energy balance equations, these models can predict rapidly the averaged temperature and
pressure in the tank. They can be used in parametric studies investigating all filling parameter listed above and detecting
if the averaged temperature exceeds the recommended 85 °C. They need a heat transfer coefficient between the gas and
the wall which must be extracted from experiment or CFD.

The CFD approach is based on the mass, the momentum and the energy balance equations. The CFD approach can be
2D-axisymmetric, i.e. round symmetry around the main tank axis. A 2D-axisymmetric simulation takes from several
days to several weeks. It cannot include the gravity for horizontal filling. This approach allows to obtain the heat transfer
between the gas and the fluid. However, the approach is not able to represent the thermal stratification for horizontal
filling. This approach is also not suitable for other than axial injection direction. The CFD approach can be 3D, i.e. the
full geometrical domain can be selected. A symmetry assumption can be applied in the plane containing the gravity, to
select the half of geometrical domain to reduce the computational cost. A 3D CFD simulation takes from weeks to months

to model a complete filling.

1.2.1 OD models

A 0D approach for modeling the filling of a tank can be found in the work of W. C. Reynolds [62]. The documentwas not
accessible. Although, comments on the document can be found in the work of Muto et al. [61]. Muto et al. [61] compared
a 0D model to experimental data for a 676.8 L tank loaded with air from 2 bar to 8 bar with 4 temperature probes in the
fluid region. They used a correlation of forced convection [65] for the heat transfer coefficient to model the heat exchanged
between the gas and the wall. They found a good agreement between the averaged temperature predicted by the 0D
model and the experimental measurement at the end of the filling. At the initial stage of the filling, the prediction is
coarser.

The first application of a 0D model on hydrogen tank has been found in the work of Perret et al. [66]. The wall was
considered to be one dimensional (1D), i.e. conduction was allowed in the radial direction, assuming the tank geometry
to be a cylinder. The hydrogen cannot be considered as a perfect gas at high pressure and the Redlich-Kwong equation
(EOS) [34] was selected.

Melideo et al. [19] compared different real gas EOS for hydrogen (standard Redlich-Kwong [34], Aungier Redlich-
Kwong [37], Soave Redlich-Kwong [67] and Peng-Robinson [68]) and the ideal gas law using 2D simulations. Using the
Aungier Redlich-Kwong EOS, they found less than 5 °C of difference on the final temperature with experimental data.
The other real gas EOS gave similar good results. For the ideal gas law, they found more than 10 °C of difference on the
final temperature with the experiment. This demonstrated the importance of using real gas EOS in numerical method
related to high pressure hydrogen.
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Figure 1.2 — Comparison between SOFIL [43, 70] modeling results and experimental results on two filling scenarios
from HyTransfer project [41]. The D3Q8 scenario (injection diameter 3 mm and averaged mass flowrate 8 g/s)
leads to a homogeneous thermal behavior and the D10Q2 scenario (injection diameter 10 mm and averaged mass
flowrate 2 g/s) leads to vertical thermal gradient which locally exceeds the SAE [18] recommendation of 85 °C.

The heat transfer coefficient needed to close the equation system of 0D model for tank filling is a subject of improvement.
Perret et al. [66], used the maximum between the heat exchange coefficient issued from a forced convection correlation
and the one issued from a natural convection correlation, which is an improvement compared to Muto et al. where only a
forced convection correlation was used. Advanced investigation on the competition between forced convection and the
natural convection in the tank was carried out by Woodfield et al. [69]. They used an experimental set-up where a 1.4 L
test chamber (1% = 2.8) could be loaded until 400 bar using different gases (hydrogen, nitrogen and argon). The test
chamber was filled vertically from the top with an axial injector. They deduced a mixed convection correlation to evaluate
a heat transfer coefficient for charging vessel. The effect of the Prandtl number on the heat transfer was excluded because
the different gas involved in the study had a similar Prandtl number value.

Air Liquide developed its own 0D model [43, 70], SOFIL, for soft for filling, which is able to simulate filling stage,
waiting stage and emptying stage of gaseous tank. The walls are modeled using a 1D model, i.e. they are considered 1D
in the radial direction (walls width) and discretized along the radial direction. A reading table method of the hydrogen
thermo-properties from NIST is used as EOS. A modified heat transfer coefficient from Woodfield et al. [69] is used. This
tool is used in this work, therefore more details will be given in a dedicated section. It shows a good agreement with
the experimental measurements for the averaged values. For example, for the 37 L tank provided by ®Hexagon issued
from the HyTransfer project [41], for the D3Q8 scenario (injection diameter 3 mm and averaged mass flowrate 8 g/s) and
the D10Q2 scenario (injection diameter 10 mm and averaged mass flowrate 2 g/s) the averaged gas temperature and
pressure are well predicted, see figure 1.2. When vertical thermal gradient occurs, the maximum temperature can largely
exceed 85 °C, see figure 1.2 left view, and the knowledge of the averaged temperature is not sufficient. Consequently,
CFD needs to be carried out to predict the local maximal temperature.

To conclude this section, recent publications [22, 71-76] are still using a 0D model approach, mostly to design a more
efficient filling protocol. The general principle of the model remains the same, as well as its limitation.
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1.2.2 CFD models

The tank is generally round symmetric, i.e. symmetrical around its main axis. In order to limit the computational cost
required to run the CFD simulation, the assumption of a 2D axis-symmetric flow in the tank was used for the earlier CFD
studies [77, 78]. This approach was recently employed by Ramasamy et al. [64] to perform parametric studies within a

small parameter range.

The flow in the tank is turbulent and requires an adequate turbulence model. The Unsteady Reynolds-Averaged
Navier—Stokes (URANS) approach is selected to limit the computational cost. Initially the 2 — ¢ Realizable model was
designated by Suryan et al. [78] as the most efficient turbulence model for the filling of hydrogen tank. It showed the best
execution time and gave reasonable accuracy. The influence of the different models on temperature distribution is not
investigated in [78]. The % — ¢ Realizable model was recently used for the study of temperature distribution during filling
stage of hydrogen tank in [46, 64, 79]. This model captures correctly the round jet physic [80] which is an important
part of the fluid dynamics at play in the tank. On walls, the k2 — € Realizable turbulence model needs a wall functionto
reproduce the effect of the boundary layer. This could lead to coarser predictions of the heat transfer between the gas and

the walls. In [81], it is recommended to use the 2 —w SST turbulence model to improve this aspect.

The 2D axis-symmetric CFD approach allows to extract a heat transfer coefficient between the gas and the wall, as
done in [77]. The heat transfer coefficient can be used to close the equation system implemented in 0D models. The
main disadvantage of the 2D axis-symmetric simulation is the impossibility to capture gravity effects for horizontally
filled tank. It is also impossible to use a non axial injector. When compared with 3D simulations, the 2D axis-symmetric
simulations gave valid insights on the physic while the simulation case lead to a homogeneous thermal behavior [19] but

cannot capture the physic when thermal heterogeneities occurred [60, 82].

Gravity effects for horizontally filled tank, need 3D simulations: as the cold injection jet is deflected toward the
lower part of the tank, due to negative buoyancy forces, the phenomenon requires 3D simulations to be captured. In
figure 1.3 issued by ALAT [59], the cold injection jet can be seen on the right panel thanks to velocity stream-lines.
The stream-lines are deflected toward the lower part of the tank. This breaks the horizontal symmetry and a vertical
stratification appears on the left panel where the thermal field is displayed. The 3D CFD approach captures well the
onset of the stratification [54, 55, 59]. The thermal stratification magnitude, i.e. the upper part maximum temperature
and the lower part minimum temperature prediction, is however underestimated in [54, 55, 59]. This means the lower
part minimum temperature is predicted warmer and the upper part maximum temperature is predicted colder. The
averaged temperature is correctly predicted when compared with experimental measurements. This is problematic
when the purpose of the CFD is to detect if locally the temperature exceeds 85 °C. Advanced turbulence model, i.e.
k—w SST y—Reg turbulence model [57, 58], was used to improve this aspect in [54, 55] but led to an underestimation of
the thermal gradient (between the top and the bottom of the tank at the end of the filling 26 °C for the CFD results and
31 °C for the experimental measurements). As no comparisons with previous turbulence models, such as the k. —w SST
or the & — € Realizable are available, the improvement potential given by the 2 —w SST y — Rey turbulence model cannot
be evaluated. Finally, the improvement potential for thermal gradient capture of advanced turbulence model requires

additional investigations.
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3 HyTransfer ﬂ:ﬁfj

Temperature [°C]
20 -4 8 -2 4 10 16 22 28 34 40 46 52 58 64 70 76 82 88 94 100

Figure 1.3 — CFD results from ALAT [59]. On the left panel, the temperature field is displayed in the symmetry
plane. The upper part of the tank is warmer than the lower part. The cold jet is deflected toward the lower part. On
the right panel, the streamlines are displayed through the symmetry plane and mapped with the temperature field.
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Chapter 2

Resources and methods

2.1 Resources

2.1.1 Experimental measurements from the HyTransfer project

During this study, experimental results are used to valid the numerical methods. These data come from the HyTransfer
project [30], started in June 2013 and concluded in December 2016. The HyTransfer project addresses theme SP1-JTI-
FCH.2012.2.6 from the European Fuel Cells & Hydrogen Joint Undertaking Annual Implementation Plan (AIP 2012). It
aims, in part, at investigating the temperature behavior during the fast filling of compressed-hydrogen tank in order to
optimize the pre-cooling temperature and limit the energetic cost of a filling process. Three different actors took part in
the experimental campaigns: Air Liquide Advanced Technologies (ALAT), the Joint Research Centre to the European
Commission [83] (JRC) and the Energie Technologie (ET). During the project, three tanks were selected. Table 2.1 lists
the different tanks with their main specificities. For these three tanks, about 40 filling scenarios at horizontal in were
conducted using different filling rates, initial pressures and injector diameters. The data issued from the experimental
campaign are available in the public report [41].

All scenarios cannot be considered for the Computational Fluid Dynamics (CFD) study. The type IV 37 L provided
by ®Hexagon with the data provided by the experimental measurements from ALAT has been selected. The following
content explains this choice.

The type IV 37 L tank led to more contrasted results in term of vertical thermal gradient than the type III 40 L
tank. This can be explained by the use of a polymer for liner in type IV tank which has a smaller thermal diffusivity,
2.52¢~7 m?/s, compared with the metallic liner 7.15¢™° m?2/s used in type III tank. Consequently the heat exchanged
between the gas and the walls is reduced for type IV and more thermal heterogeneities are expected. Temperature probes
were located in the gaseous volume of tanks via tree of termocouples. The temperature probes inside the type IV 531 L

tank were not well specially distributed, see figure 2.1. The probes are located in the rear region far from the injector.

Type | Volume [L] | Ratio L/D | Provider | Experimenter
111 40 2.7 Dynetek | JRC;ET

v 36.7 2.4 Hexagon | JRC;ALAT

v 531 5.6 Hexagon | ALAT

Table 2.1 — The different tanks used during the HyTransfer project [30] with their specificities.
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Figure 2.1 — Cutting view through the plane (x,y) of the type IV 531 L tank. Probe locations are indicated by circles.
Probes located in the fluid region are filled in red.

Hexagon 37 L
Scenario name D3Q2 | D3Q8 | D6Q2 | D6QS8 | D10Q2 | D10Q8
Injection diameter (mm) 3 3 6 6 10 10
Averaged mass flow rate (g/s) | 2 8 2 8 2 8
ALAT : Thax — Tap (K) 8.36 6.35 26.76 | 11.28 | 30.03 24.39
JRC : Thax — Tap (K) 3.72 2.74 17.18 | 3.69 29.97 23.12

Table 2.2 — Thermal gradient measurements for the type IV 37 L tank from ALAT and JRC.

The averaged temperature calculated with the temperatures from probes might not be representative of the averaged
temperature of the gas in the tank. This is problematic for CFD validation. Accordingly, the type IV 37 L appeared more
relevant to carry out the CFD study.

Both ALAT and JRC carried out experiments on the type IV 37 L tank. They investigated different filling rates
and injection diameters. The thermal gradient issued from the different filling conditions can be estimated using the
difference between the maximum temperature from probes, T4, and the averaged temperature resulting from the
probes, T,,. Table 5.1 presents the results for each scenario for the ALAT measurement set and the JRC measurement
set.

An estimation of the injection velocity can be obtained from the measured mass flowrate, the pipe section and the
density at injection. The injection velocity resulting from ALAT and JRC are calculated and reported in figure 2.4. The
two measurement sets are consistent: a higher injection velocity induces a smaller vertical thermal gradient. During
ALAT measurements, more probes (10 probes) were present in the fluid region than in the JRC measurements (6 probes),
see figure 2.2. The database from ALAT has been selected. To distinguish the different scenarios, the scenario names
are constructed using the injector diameter D [mm], and the time-averaged mass flowrate @ [g/s]. For example, the
scenario D6Q8 means an injector diameter of 6 mm and an averaged mass flowrate of 8 g/s. Two extreme scenarios,
leading to opposite thermal behaviors, can be identified in table 5.1: scenario D3Q8, the most homogeneous case and
scenario D10Q2, the most heterogeneous case.

Figure 2.3 shows the different temperatures from the experimental measurements in the fluid region for ALAT (black)
and the JRC (red). One can observe in this figure that the initial rise of the temperatures with time is higher for ALAT
results. This can be explained by a warmer injected temperature during ALAT experiments, see figure 2.4. Also, ALAT
results showed more vertical thermal stratification than the JRC results. The injection velocities are similar for the two
experimental set-ups and cannot explain the difference in term of temperature reported in figure 2.4. The difference of
thermal stratification could be explained by the different locations of the probes. ALAT had its probes closer to walls and
might capture a larger gradient amplitude since the hot spot and cold spot are close to walls. Also, the thermocouple tree,
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Figure 2.2 — Cutting view through the plane (x,y) of the type IV 37 L tank. Probe locations are indicated by circles:
probes located in the fluid region filled in red. Upper panel, schematic for ALAT experimental set-up. Lower panel,
schematic for JRC experimental set-up.
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might interfere with the flow. The thermocouple tree extremity for the ALAT measurements is closer to the injector outlet
than the thermocouple tree extremity for the JRC, see 2.2. The ALAT measurements should be more impacted by the
presence of the thermocouple tree than for the JRC measurements. The flow could loose its momentum when it hits the

thermocouple tree and this could lead to a larger thermal stratification due to less flow mixing.

2.1.2 OpenFOAM and Paraview

OpenVFOAM® [84, 85] has been chosen to carry out the CFD simulation during this study. OpenFOAM, for Open-
source Field Operation And Manipulation, is a C++ toolbox for the development of customized numerical solvers. Its
main purpose is to solve continuum mechanics problems in particular CFD, using fine-volume method to solve partial
differential equations. The use of OpenFOAM has been motivated by the access to the source code allowing to implement
custom boundary condition, custom solver or custom post-processing. Also, for parallel computations, the number of

processors is not limited by licenses.

The OpenFOAM 6 version maintained by the OpenFOAM Foundation has been selected for this work. Documentation
for this version is available online [86]. The software does not provide a graphical user interface. The configuration of a
case goes through filed text files located in the case folder, as illustrated in figure 2.5. The solutions are written in the
root case folder and, for an unsteady simulation, named after the time reached by the simulation. A solution folder has
the same structure as the folder 0, which can be considered as the solution at =0 s. Once the case well configured, the

solver is called from a console of the operating system, and the calculation starts.

The results issued from OpenFOAM can be displayed via a third-party software, ParaView [88], included within the
OpenFOAM set-up package. ParaView is open-source and allows to implement customized function coded in Python via a

programmable filter. All visualization of CFD field present in this study have been realized with ParaView.

2.1.3 3D model

An incomplete 3D model of the 37 L ®Hexagon tank has been obtained from the HyTransfer project database. In a
.step format, the real geometry of the bosses, the liner and the composite were accessible. The real geometries include
unwanted details. For instance, the liner was composed of three parts with a local junction between parts (see figure 2.6,
right panel). The bosses had a complex geometry with protruding edges shared with the liner (see figure 2.6, left panel).

The plugs and the pipe injector 3D models were missing. However, the most important lengths such as the pipe inner
diameter or the length of the pipe injector inside the tank were reported in HyTransfer documentations. Several pictures
helped in estimating the remaining unknown dimension. In order to complete the 3D geometries and to simplify the
existing ones, the tank has been redesigned using Salome [89] as Computer-Aided Design (CAD) software. By intersecting
the existing 3D geometries with the plane (x,y) and keeping the lower part of the result, a shape of the 3D model is
obtained, see figure 2.7 at the upper panel. Then, by leaning on the shape, a simplified and completed slice of the tank is
designed, see figure 2.7 at the lower panel.

The shape is extruded around the x-axis and the complete 3D geometry is reconstructed. The fluid region is obtained
by extraction of the volume enclosed by solid regions. To use the 3D geometries for the meshing process, the exportation
from Salome in .stl format should be issued from a fine mesh performed in the meshing module, as in 2.8, instead of

exporting the .stl via the geometry module.
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Figure 2.3 — Temperatures and absolute pressures for the fluid region for the type IV 37 L tank issued from

measurements from ALAT (in black) and the JRC (in red) [41].
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<caseRoot>

thermophysicalProperties
turbulenceProperties

thermophysicalProperties

— regionProperties

—‘ system

— fvSolution

— fvSchemes )
L— decomposeParDict

solid

— fvSolution

— fvSchemes .
— decomposeParDict

—— controlDict
— fvSolution

Figure 2.5 — OpenFOAM folders and files tree corresponding to a multi-region simulation case [87] with two

regions: fluid and solid. Folder in boxed text and file in unboxed text.
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M

Figure 2.6 — Raw geometry of the 37 L ®Hexagon tank.

Figure 2.7 — Upper panel: shape of the 37 L ®Hexagon tank obtained by projection on the plane (x,y). The upper
part is removed. Lower panel: redesigned, simplified and completed shape using Salome.
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Figure 2.8 — Fine surface mesh of the fluid region exported in .stl for the meshing process.

Equation real gas hydrogen References using the model
Redlich-Kwong and modifications [34, 37, 67] | [19, 28, 91-93]

Able-Noble [94] [74]

Peng-Robinson [68] [92]

Reduced Helmholtz free energy [95] [96]

Van deer Vaal [90, 97]

Polynomial [98]

NIST data [99] [90, 100]

Table 2.3 — Equations of state used in order to model the behavior of gaseous hydrogen.

2.1.4 Calmip and TGCC

During the study, a personal computer could not per High Performance Computing (HPC) stations. For the duration of
the PhD, a total of 3 850 000 computation-time hours has been granted by CALMIP (In french, CALcul en MIdi Pyrénées).
The supercomputer, named Olympe, has 36 cores of 2.3 GHz per node. Typically, for a simulation of 1 200 000 cells, 3
nodes, so 108 cores were allocated. Likewise, a total of 400 000 computation-time hours has been granted by the TGCC

(In french, Tres Grand Centre de Calcul). The supercomputer, named Irene, has 24 cores of 2.7 GHz per node.

2.2 Methods

2.2.1 Equation of state of the Hydrogen

At high pressure, the gaseous hydrogen cannot be considered as a perfect gas [19, 90]. Several equations of state can
be chosen in order to reproduce the real gas behavior. They are listed in table 2.3.

In this study, the thermophysical properties for gaseous hydrogen at high pressure have been extracted from REFPROP
[101], a software from the National Institute of Standards and Technology (NIST). Instead of using an analytic formula, a
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table-reading method has been used. The thermophysical properties depend on temperature and pressure. Their values
have been stored in tables where the values are sorted by temperature within the range [170 K 470 K] with a step of
[5 K] and by absolute pressure within the range [1 bar 901 bar] with a step of [20 bar]. This can be written in a matrix
form. For example, for the density p, the matrix M, is

1 21 .-« 881 901
170(0.14 295 --- 63.34 64.03
17510.14 287 --- 624 63.09
2.1)
M, = : : : : : :
46510.05 1.08 --- 33.59 34.15
47010.05 1.07 --- 33.3 339

To access to a value for a given couple of temperature and pressure (T, p), an euclidean division allows to quickly
locate the four neighboring matrix cells of the targeted value. A bilinear-interpolation of the four neighboring cells is
carried out to estimate the value of the targeted value. To illustrate this with an example, let’s select p(T, p) and the
matrix M. To ease the writing, Ty, =170 K, ppmin =1 bar, AT =5 K, Ap = 20 bar. The values i, are obtained via the

euclidean division (the notation |e] for the rounding),

._ P~ Pmin
1= [—Ap 1 (2.2)
. T - Tmin
J= L—AT . (2.3)

The neighboring cells are M,(i +1,j+1), M,(i +2,j+1), My(i+1,j+2) and M,(i +2,j+2). The remaining part of the

euclidean division are named Rt and R, for the temperature and the pressure respectively,

Rp =p—(Pmin +iAp) (2.4)
Ry =T —(Thin+jAT). (2.5)

The bilinear-interpolation becomes:

p—R AT -Rp . . Ry . .
Y 2)(¢ 7 )M,,(z+1,J+1)+A—Mp(l+1,]+2)) 2.6)

T
R, (AT -Rry . . Ry . .
E)((T)Mp(l FLJj+ D+ T MG+ 1, +2)) .

A
o(T,p) =(

+( 7

This method was implemented in SOFIL, the 0D model from Air Liquide. It has been implemented in OpenFOAM
during this doctoral work using a custom library for transport and thermophysical properties adapted from [102].

Tables of thermophysical properties can be represented in a surface plot, using a colormap to represent the thermo-
physical value. Figure 2.9 presents the different plots associated with different tables used during this work involving: A)
the thermal conductivity, B) the density, C) the specific enthalpy, D) the specific thermal capacity and E) the dynamic
viscosity.

The library CoolProp [103] has been used in post-processing script in Python. From this library, functions allow to
access the transport and thermophysical properties of hydrogen with a large range of input.
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Figure 2.10 — Schematic of the general variables and modeled heat exchanges in SOFIL.

2.2.2 SOFIL: 0D model from Air Liquide

SOFIL, for SOFt for FILling, is a 0D-1D model for the filling of gas designed by Air Liquide [43, 70]. The gas in the
tank is considered as a unique closed volume, i.e. 0D. The surrounding walls are discretized along the radial direction r,
i.e 1D. Figure 2.10 gives a schematic of the general principle of the model.

The governing equations for the gas are the mass (2.7) and energy (2.8) balance equations:

dm
mass: — - = Minj (2.7)
2
dT d Uinj
energy : mep— - = VﬁTd—I; +kgSu(Tguw—T)+minj(hinj + % ~h(T,p)) (2.8)

To close the equation system, thermophysical properties (p, cp, etc) must be evaluated depending on the pressure and

the temperature. In this purpose, the table-reading method described in the section 2.2.1 is used.

The heat exchange coefficient % is calculated using the correlation (2.9) based on the work of [69].

D,k
Nup,, =—"~* (2.9)
glT—Tgulcpp?D? driipy i
=aRab +cRe®  with Rap,, = gw el Zint  gnd Rey .=—20 (2.10)
it inj pA " wding
The Rayleigh number Rap,,, characterizes the importance of the natural convection for heat transfer while Reynolds

number Reg,,; characterizes the importance of the forced convection. The two dimensionless numbers are weighted in
(2.9) using coefficients a, b, ¢ and d. The coefficients are assumed constant and are related only to the tank geometry and
orientation (filled horizontally or vertically). Based on experiments, for the type IV 37 L tank filled horizontally, their
values are: a =0, b =0.352, ¢ =0.17 and d = 0.67. It can be noted that, because a = 0, the dependance with the Rayleigh
number term is neglected. This means that, for small tanks, the natural convection can be neglected in front of the forced

convection when the heat transfer between the gas and the walls is estimated.

The walls are considered as 1D, i.e. walls are discretized in the radial direction. The governing equation is the energy
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balance equation:

oT, 10 oTy,
energy: PuCpuw =~ = ;E[rﬂw?

The thermophysical properties (0y,¢p,w,Aw) depend on the material considered (liner or composite). At the interface

1. (2.11)

between the liner and the composite, a continuity of flux and temperature is imposed. On exterior walls, a heat exchange

coefficient designed for natural convection for a cylinder in a uniform environment is used [104].

Nu, = —et*a (2.12)

=0.125Ra}> , for Rap,, >10",
and a radiative heat power is modeled between the ambient environment (blackbody) and the tank via
Draq = €0S ext(Tons — Toy oxt) - (2.13)

The total heat power at the external surface will be

oT
Dot = Awsexta_w
T Arext

=kaSext(Text — Tw,ext) +®raq - (2.14)

2.2.3 Governing equations for the 3D model
Navier-Stokes

The Navier-Stokes equations, based on the mass, the momentum and the energy balance equations, give the partial
differential equations describing the fluid dynamics. Using the Einstein summation notation, the equation system for a

compressible fluid can be written as:

op Opu;
mass : il + oou: _ 0 (2.15)
ot 0x;
dpu; Opuju; op 0
momentum : 71+Tj=—a—‘m+aj[1—ij]+pgi (216)
0 1 0 1 op 0 0q;
energy : a[ph + épuiui] + Ej[puj(h + éuiui)] = m + aj[uirijh ouigi— 6xz (2.17)
The viscous stress tensor 7;; is defined as
7;; = pul2S;;], (2.18)
with the strain rate tensor S;; defined as
1(0u; Ouj
S..= ==t 2.19
Vg (axj 0x; ) ( )
The term g; is the gravity vector and gq; is the heat flux defined as
A Oh
gi=-———, (2.20)
cp 0x;

with A the thermal conductivity and ¢, the thermal capacity.
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URANS modeling

The turbulence is present during a fast filling of hydrogen tank. Even with the smallest injection velocity issued from
the end of the D10Q2 scenario, the Reynolds number based on the injector diameter remains superior than 15 000. For
this Reynolds number value [105], the flow is fully turbulent at the pipe outlet. As theorized by Kolmogorov [106] for
turbulent flow, the effect of small-scale eddies are important on the macro-scale flow structure. The equation set (2.15)
is sufficient to capture the turbulent flow with CFD but a very fine grid and a small time step is required. This CFD
approach is called Direct Numerical Simulation (DNS) and requires too much time and numerical resources not available
for this study.

To limit the computation cost, the turbulence effects have to be modeled. The unsteady Reynolds-Averaged Navier-
Stokes (URANS) approach is selected to model the turbulence. It is a classical modeling approach for engineering
application. Within this approach, the instantaneous flow is not directly solved. Using the Reynolds averaging, see (2.21)
and the Favre averaging (suitable for compressible flow), see (2.22), a variable ® is decomposed in a mean component ®

or ® respectively, plus a fluctuating component @' and @ respectively

B(t) = £ ¥, D"(2)
Reynolds averagin n - , (2.21)
y g g{ OB
with n measurements of the quantity ® at the same time and position from »n identical experiments.
~ _ @
Favre averaging I (2.22)
' =Pp-P

The Reynolds averaging is applied on the density and the pressure and the Favre averaging is applied on the velocity and
the enthalpy. The equation set concerning the conservation of the mean variable component can be written:

0p 0pu;
mass: a—';) + ;xul =0 (2.23)
12
opu; O0pu;u; op 0 . __ —
momentum : TZ + 5%, = “on; + aj[l’ij - Pu;(u’i’] +08i (2.24)
1 pu’.’u/.’ 1 pu’.’u’.’
energy : a—t[ﬁh + 5 ou;u; + #] + %[ﬁﬁj(h + §u~ill'i) + LZJ#] (2.25)
613 a ", n

:a—t+aj[ﬁi(77j_pujui)]+‘5u~igi

a I " 1 n.n a nmyn
+ aj[‘[”ui — pujéul ui 1- a—xl[ql +pui h 1
To close the equation system, quantities depending on fluctuating components must be modeled. The Reynolds-Stess
tensor — pu’i’ u’i/ is modeled using the Boussinesq hypothesis. This evaluate the Reynolds-Stress tensor using the mean
component velocity:

')~ 2 pkdi (2.26)
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with §;; the Kronecker delta and with % the turbulent kinetic energy computed as
pu’.’u’.’
pk=—22L (2.27)
2
and y; the turbulent viscosity modeled via a turbulence model discussed further. The turbulent heat flux conduction

pu}’h” is modeled as

peep oT
Pr; ox;
oT
=N —, (2.28)
6xi

"y —
u'lh" =
pu;

with the turbulent Prandtl number Pr; taken as a constant fixed at 0.85 in OpenFOAM.

Molecular diffusion and turbulent transport terms 1Tu” - pu; ! %u’l’ u! are not modeled and neglected in OpenFOAM.
Likewise, the turbulent kinetic energy is neglected in front of the enthalpy & << A.

In order to ease the understanding, the mathematical expression of the system can be simplified. For URANS method,
only mean components are estimated. The notation s and ¢ can be removed. The common notation U for @ is adopted.

Then (2.23,2.24,2.25) become:

op 0pU;
—+—=0 2.29
mass 3 " o, ( )
eff
opU; 0pUU;  op 07
tum : + S +0gi 2.30
momentum Py 5%, ox; " ox; 08i ( )
9 1oth + 2uu+ - 1oU (b + LUU] 2.31)
energy: — ~U;U; ; —U,;U; .
gy ot o g iti axj pyU; g iti
o, Uz’ o oq°!"
Tt ox; PV Ty

with the effective viscous stress tensor 7¢// defined as

eff _ _lam tur

Ty =Tt
2
=(p+p)28S;;)— gpk&j, (2.32)
and the strain rate tensor S;; defined as
1,0U; 0U;
g. =1 2.33
) ( Oxj 0x; ) ’ ( )
and with the effective thermal conduction defined as
qfifff — qiam +q§ur
A As Oh
(=4 2D
cp Cp Ox;
A oh
=L Heyor (2.34)

cp Pry ox;
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CDy, = max (2‘00(021% L) 10_10)

w 0x; 0x;’
P, = min (Tijg—lxjjf,loﬁ*kw)

vk 500v) M”“

F1 =tanh [min [max(

ﬁ*wy’ yzw ’CDkwy2
2
Fy =tanh [max(g*ﬁ,f;%—oaf)]
O=01F1 +Do(1-F1)
S = \/QSl‘jSij

Table 2.4 — Table of the different auxilary relations for the k —w SST turbulence model [107, 108].

State | op Ow p Y p* a1
1 0.85 | 0.5 0.075 | 5/9 | 0.09 | 0.31
2 1 0.856 | 0.0828 | 0.44 | 0.09 | 0.31

Table 2.5 — Table of the different closure coefficients for the k —w SST turbulence model [107, 108].

Closure of the URANS modelling

In the URANS approach, the turbulence modeling consists in evaluating the terms p; and % to close the system. The
first turbulence modeling chosen for this study is the 2 — w Shear Stress Transport (SST) [107, 108], belonging to the
two-equation eddy-viscosity model category. Its formulation consists in adding two equations to the URANS equation set
(2.29,2.30,2.31) based on the balance equation for the turbulent kinetic energy k2 and the specific dissipation rate of the
turbulent kinetic energy w. The & —w SST turbulence model can be seen as a model switching between two turbulence
models: (i) the £ —w [109] in near wall area allowing to avoid using a wall function and (ii) the 2 — £ [110] involving the
dissipation rate ¢ for second turbulence variable and allowing to improve fluid dynamics prediction in free-stream area.
For the £ —w SST turbulence model, the balance equation for %, see (2.35) and for w, see (2.36) need auxiliary relations,
reported in table 2.4, and closure coefficients, reported in table 2.5. The closure coefficients in table 2.5 are switching
from state 1 (k£ — w) to state 2 (k& — ¢) using the transformation ® defined in table 2.4.

opk 0 0 ok
—+—I[pU;k]1 =P, - ko+— |(u+ — 2.35
= axj[” jk1=Py—f ko o, (u+orm) axj] (2.35)
opw 0 oY 9 O ow ]
—+—I[pUjwl=—P)— +— [ (u+ —
ot 6xj[p il Ut k=hpo 0x; (1 “‘”“t)axj
10k 0
+2p(1-F1)oyg— 2 22 (2.36)
w Gxi axi
The turbulent viscosity p; is calculated in (2.37) using (2.35) and (2.36):
aik
e P 2.37)

- max(aiw,SF2)

The k2 —w SST model is overpredicting the turbulence kinetic energy in areas like stagnation regions [111]. The
turbulent thermal conductivity is related to the turbulent viscosity, see (2.34). Overpredicting the turbulence kinetic
energy implies overpredicting the thermal diffusion in the tank. Advanced turbulence models can limit the production of
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Name | {9 oo | Csas | Cs K cu 11 B
Value | 1.47 | 2/3 | 2 0.11 | 0.41 | 0.09 | 0.44 | 0.0828

Table 2.6 — Constants needed to close the SAS equation set.

turbulent kinetic energy and are expected to improve the thermal gradient prediction. The Scale Adaptive Simulation
(SAS) concept applied to the £ —w SST turbulence model has been used in this work to avoid an over-prediction of the
eddy-viscosity. The SAS concept consists in comparing the turbulent length-scale L; (2.38) issued from the £ — v SST
model,

vk

=025
C’u w

L, (2.38)

with the Von Karman length scale L,x (2.39), a three-dimensional generalization of the boundary layer thickness

S
Lok = max(l———— |, Coy | —2_p) (2.39)
[a2U; 92U; Bley—a

2 2
Oxy, axj

definition,

where A = V/V the cubic root of a mesh cell, giving a characteristic length of the cell.

Depending on the ratio LLT;{, a source term @gas (2.41) is activated in the balance equation for w (2.36), correcting the
production of w, and consequently impacting the turbulent viscosity .

Opw 0 oY 9 O ow ]
— + —I[pUiw]l= —Pj,— +— | (u+ —
ot "o, PUII= L PrmPoen o (k+0wpir) ox;
1 0k ow
+2p(1-F1)oys——— +Qsas (2.40)
w axi ax,-
where y y
L 20k Vol |kl
_ 20 2 2 _p2l® /- =
Qsas =max|pLokS* ) -0~ max(5 ) ] . (2.41)

The model involves several constants given in table 2.6.

Wall treatment

At walls, the flow velocity can be estimated using a universal law, i.e. the velocity distribution close to a wall is
considered independent from the simulation case. A dimensionless distance from the wall y* is used. Depending on the
value of this dimensionless distance, three regions can be identified in the boundary layer [112]: the viscous sublayer
(y* <5), the buffer layer (5 < y* < 30) and the log-law region (30 < y* < 200), see figure 2.11. Depending on the regions,
the dimensionless velocity u* is calculated as a function of y™.

Here, y is the distance from the wall. The dimensionless distance from the wall,

y+ — ypur
o

, (2.42)

Resources and methods 41



Section 2.2 — Methods

25
Inner layer

20 . .
Viscous wall region

L J

1

e Viscous sublayer  Buffer layer

Quter

. layer
Defect law region
Borders=fFRe)
2 3 4 56788
P-;
Figure 2.11 — Boundary layer theory for turbulent flow, figure issued from [112].
required the friction velocity v, defined as
up= |22 (2.43)
0
To be estimated, this quantity requires the wall shear stress 7,, defined as,
ou
Tw = [Jab:o . (244)
The wall shear stress can be linked to the skin friction coefficient C¢,
1 o
Ty = §onon , (2.45)

which is evaluated using correlations. These correlations are designed for a flow on a flat plate or a flow within a pipe.
The dimensionless velocity is calculated as,
u
ut=— . (2.46)

Ur

If the mesh is fine enough, i.e. y* <5 the viscous sublayer can be captured. For coarser mesh y* > 30, the viscous
sublayer and buffer layer must be modeled. During the CFD with OpenFOAM, the criterion y* < 1 has been targeted for
the liner, the plug and the boss walls, no wall function has been required. For the pipe wall, due to higher velocity, the

criterion y* < 50 has been maintained. On this wall, a wall function is selected [113].

Solid regions and Conjugate Heat Transfer

In solid regions, the governing equation is the energy balance (2.47):

oph 0 A oh
n : - . 2.47
enersy ot 6xi[cp Gx,-] ( )
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Figure 2.12 — View of the D3Q8 mesh with all the regions from the symmetry plane (x,y).

A multi-regions simulation is carried out with OpenFOAM (fluid region, pipe, liner etc). It captures the fluid dynamics
and the thermal behavior in the fluid region and the thermal conduction in the walls. The numerical approach for a
coupled analysis between fluids and solids is called Conjugate Heat Transfer (CHT). Its aims at solving the temperature
and heat flux distributions at the fluid-solid interfaces as a coupled problem, without assuming a heat transfer coefficient.
The solver used in OpenFOAM is the chtMultiRegionFoam [114]. It is a partitioned type solver, which means the different
regions are solved sequentially, i.e. region after region which required a predictor-corrector loop [115].

At the interface between regions, for example considering regions 1 and 2, a continuity of temperature is assumed
(2.48)

T1=Ts, (2.48)
as well as a continuity of the thermal flux (2.49),

oT oT
M la=Ag—2la 1 , (2.49)
Oy Oy

where y is the perpendicular direction from the wall.

2.24 Meshing

The mesh has been generated using cfMesh [116], an open-source library for automatic 3D meshing available in
OpenFOAM v1812. cfMesh uses as input . fms file generated from .st1 file via the OpenFOAM tool FMSToSurface. As
previously said, the process required a good quality .stl file, which could require a first fine surface mesh to be obtained.

For the fluid region, the difference of scale between the region inside the pipe and in the main bulk induces a
connection problem between the small cells inside the pipe and the larger cells in the main bulk. A conical refinement
method has been chosen to capture the jet dynamic in the fluid region and to gradually increase the cell size, see figure
2.12.

Meshing inside the pipe with the same cell size as the one required at the pipe outlet is generating too many cells.
Almost 18 % of the total cells for D3Q8 mesh would be located inside pipe while this region does not represent an area of
interest for this study. To reduce the cell number inside the pipe, the main bulk without the inner pipe is meshed using
cfMesh, see figure 2.13 right panel. Once the mesh obtained, the inner pipe mesh is constructed by an extrusion of the
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Figure 2.13 — The left panel shows a view of the mesh inside the pipe generated with a constant growth of the
aspect ratio between to adjacent cells along the x-axis. The right panel shows a closer view of the pipe outlet. The

outlet surface is encircled in red.

Fluid region | Pipe Plugs | Bosses Liner Composite | Total
2D-axisymmetric 15 605 1483 269 912 1034 2675 21978
D3Q8 3D 816 156 43821 | 33532 | 82080 93 060 240 750 1309 399
full 3D 1664 904 87642 | 67064 | 164 160 | 186120 481 500 2 651 390
2D-axisymmetric 11273 X 1252 912 1034 2675 17 146
D10Q2 3D 651 482 X 33236 | 82080 93 060 240 750 1100 608
full 3D 1 302 964 X 66 472 | 164 160 | 186 120 481 500 2201 216
D6Q8 & D6Q2 | 3D 704 209 56 794 | 33532 | 82080 93 060 240 750 1210 425
Emptying D3 | 3D 404 836 43821 | 33532 | 82080 93 060 240 750 898 079

Table 2.7 — For each CFD case, the mesh type (2D-axisymmetric, 3D, full 3D), the region and the mesh size
corresponding.

pipe outlet surface (encircled in red in figure 2.13) along the x-axis. A constant growth of the aspect ratio between to
adjacent cells is used, see figure 2.13 left panel.

In order to test the grid sensitivity, 3 different 2D-axisymmetric meshes issued from 3D meshes have been generated
for the fluid region. Due to the computational cost of 3D calculations, the study has been limited to 2D-axisymmetric
meshes. The 2D-axisymmetric meshes are obtained by extraction of the surface mesh from the symmetry plane in the
plane (x,y) of a 3D mesh. Figure 2.14 shows the 3 different meshes: A) fine 34 378 cells, B) reference 15 605 cells, C)
coarse 9 193 cells. The coarse mesh is generated using anisotropic cells.

Figure 2.15 shows that the different meshes gave similar results for the averaged gas temperature. The reference

mesh is selected because the anisotropic mesh from the coarse mesh could influence the flow direction for 3D meshes.

A symmetry assumption applied on the plane (x,y) has been used in the majority of 3D CFD cases, i.e. half of the
geometry was considered. To avoid confusion, 3D is associated with this configuration. Full 3D is associated with a CFD
case where no symmetry assumption is used, i.e. all the geometrical domain is considered. Table 2.7 presents, for each
CFD case, the mesh type (2D-axisymmetric, 3D, full 3D), the region and the mesh size corresponding.
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A)

B)

C)

Figure 2.14 — In order to investigate the grid sensitivity, 3 different 2D-axisymmetric meshes issued from 3D
meshes, with different grid sizes are obtained: A) fine 34 378 cells, B) reference 15 605 cells, C) coarse 9 193 cells.
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Figure 2.15 — Comparison of the averaged gas temperature on 30 s for the fine, the reference and the coarse case. A

closer view on 15.5 — 16 s shows that the difference is negligible.
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Quantity | Numerical Scheme [ Order
ddtSchemes
default \ Euler \ 1
gradSchemes
default \ Gauss linear 1 \ 2
divSchemes
default Gauss upwind phi 1
div(((tho*nuEff)*dev2(T(grad(U))))) Gauss linear 1 2
laplacianSchemes
default \ Gauss linear corrected \ 2

Table 2.8 — fuScheme set-up for the fluid region for the cases D3Q8, D6Q8 and D6Q2.

Quantity \ Numerical Scheme \ Order
ddtSchemes
default backward 2
ddt(rho) Euler 1
gradSchemes
default \ Gauss linear 1 2
divSchemes
div(phi,U) Gauss limitedLinearV 1 | 1-2 mixed
div(phi,K) Gauss limitedLinear 1 | 1-2 mixed
div(phi,h) Gauss limitedLinear 1 | 1-2 mixed
div(phi,l) Gauss limitedLinear 1 | 1-2 mixed
div(phi,omega) Gauss limitedLinear 1 | 1-2 mixed
div(((rho*nuEff)*dev2(T(grad(U))))) Gauss linear 1 2
laplacianSchemes
default \ Gauss linear corrected 2

Table 2.9 — fuSolution set-up for the fluid region for the case D10Q2.

2.2.5 Numerical Schemes

A numerical scheme is the method used to evaluate numerically a mathematical quantity such as a gradient, a
divergence or a Laplacian. In OpenFOAM, each numerical scheme can be selected independently in the file fvScheme. To
avoid numerical instabilities, to evaluate the divergence, less accurate but more stable first-order schemes have been
selected for the D3Q8, the D6Q8 and the D6Q2 cases, see table 2.8.

For the D10Q2 case, due to the smaller velocity involved, several second-order schemes for the divergence could be
used without inducing numerical instabilities, see table 2.9.

In solid regions, for all cases, the numerical schemes are presented in table 2.10.

2.2.6 Numerical Algorithm and solver

The problem implies a transient buoyant and turbulent flow for the fluid region and heat conduction in solid regions,
with conjugate heat transfer between regions. In OpenFOAM the adequate solver is the ChtMultiRegionFoam solver. For
the fluid, the compressible Navier Stokes equations are solved using a pressure based solver. For every time step, it solves
sequentially the energy equation and the momentum and the continuity equation using two predictor-correction steps.
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Mathematical quantity | Numerical Scheme | Order

ddtSchemes

default \ Euler \ 1
gradSchemes

default \ Gauss linear 1 \ 2
divSchemes

default \ none \ 0

laplacianSchemes
default \ Gauss linear corrected \ 2

Table 2.10 — fuSolution set-up for solid regions for all cases.

Variable Solver Preconditioner | Tolerance | Relative Tolerance
p_rgh PBiCGStab | DIC le-8 0

p_rghFinal PBiCGStab | DIC le-8 le-3

rho | rhoFinal PBiCGStab | DIC le-8 0

h | hFinal PBiCGStab | DILU le-8 0

k | kFinal PBiCGStab | DILU le-8 0

omega | omegaFinal | PBiCGStab | DILU le-8 0

Table 2.11 — Linear solver se-up for the fluid region.

To solve linear systems occurring during the process, linear solvers must be affected to every variable in OpenFOAM,
in the file fvSolution for the every region. Table 2.11 presents the different linear solvers used for the fluid region and
table 2.12 for solid regions.

In OpenFOAM, for unsteady flow, two algorithms are available to solve the continuity and momentum equations. The
Pressure-Implicit with Splitting of Operators (PISO) algorithm [117] is an algorithm using a predictor step followed by
two corrector steps. The predictor step is using data from the previous time iteration as guess for the pressure field. For
the corrector step, the velocity field and the pressure field are corrected to satisfy the continuity equation. It requires a
small time step to perform. This time step can be estimated using the convergence condition given by Courant, Friedrichs
and Lewy, the CFL number. For PISO algorithm, it should be maintained below 1 for all cells to prevent numerical

unstabilities. Consequently, the At is chosen such as
max(CFL)<1. (2.50)

This could lead to very small At and long CFD execution time if the mesh is fine and if the velocities are important
(typically inside the pipe). In that event, the PIMPLE algorithm could be used instead. It comes from a congregate of the
principle of the PISO algorithm and Semi-Implicit Method for Pressure Linked Equations (SIMPLE) algorithm [118].
Basically, the PIMPLE algorithm includes the PISO algorithm steps in a larger loop called the outer correctors loop. In

the outer correctors loop, the PISO algorithm steps are executed with an update of the initial guess using the results

Variable Solver Preconditioner | Tolerance | Relative Tolerance
h | hFinal | PBiCGStab | DIC le-8 0

Table 2.12 — Linear solver set-up for solid regions.
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Name Type
fluid_region_inlet patch
fluid_region_to_bosses mappedWall
fluid_region_to_plugs mappedWall
Fluid region | fluid_region_to_pipe_wall_law_condition | mappedWall
fluid_region_to_pipe mappedWall
fluid_region_to_liner mappedWall
fluid_region_symmetry symmetry
pipe_to_fluid_region mappedWall
pipe_wall_law_condition_to_fluid_region | mappedWall
Pipe pipe_to_plugs mappedWall
pipe_symmetry symmetry
pipe_to_ext wall
plugs_to_fluid_region mappedWall
plugs_to_bosses mappedWall
Plugs plugs_to_pipe mappedWall
plugs_symmetry symmetry
plugs_to_ext wall
bosses_to_fluid_region mappedWall
bosses_to_plugs mappedWall
Bosses bosses_to_liner mappedWall
bosses_to_composite mappedWall
bosses_symmetry symmetry
bosses_to_ext wall
liner_to_fluid_region mappedWall
Liner liner_to_bosses mappedWall
liner_to_composite mappedWall
liner_symmetry symmetry
composite_to_liner mappedWall
Composite compos?te_to_bossses mappedWall
composite_symmetry symmetry
composite_to_ext wall

Table 2.13 — Nature of all surface boundaries for a multi-regions case in OpenFOAM.

of the PISO step. The loop stops when the initial guess on the pressure is converged, i.e. the update does not change
significantly the guess. A residual control on the outer correctors loop is required to consider the pressure converged. In
OpenFOAM, in the file fvSolution for the fluid region, the outerCorrectorResidualControl is set at 1le .

2.2.7 Boundary Conditions

In OpenFOAM, the nature of a boundary surface for a region must be defined. It can be a wall (for example, the
exterior wall of the composite), or a mappedWall if the boundary surface is shared between two regions (for example, the
wall between the fluid region and the liner). It can be a patch if the surface is an inlet or outlet (example, the surface at
the inlet of the pipe). Else, it can be a symmetry if the surface is virtual due to the symmetry of the construction. For the
D3Q8 case, the different natures of boundary surface are informed in the file boundary located in the folder polyMesh for
each region (fluid and solids). It is reported in table 2.13.

As previously said, when the nature of a boundary surface is a mappedWall, the boundary surface is shared by two
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Figure 2.16 — Zoom in the D3Q8 mesh, the fluid region is displayed in blue, the liner is displayed in purple and
the composite is displayed in orange. The fluid region mesh is non-conformal with the liner mesh. The liner mesh is
conformal with the composite mesh.

regions. These two regions can have an arbitrary mesh interface (AMI), i.e. two adjacent mesh do not share the nodes.
For this case, the mesh is called non-conformal. Figure 2.16 shows the fluid region is non-conformal with the liner while
it is conformal between the liner and the composite.

In OpenFOAM, an AMI allows to exchange the heat fluxes between two adjacent regions by interpolation using a
weighting of the nearest cells. The AMI treatment is set-up in the file boundary as followed.

fluid_region_to_plug

{
type mappedWall ;
nFaces 786;
startFace 2497264,
sampleMode nearestPatchFaceAMI;
sampleRegion plug;
samplePatch plug_to_fluid_region;

}

In OpenFOAM, the physical boundary condition is defined in the folder named 0. Some implementations of boundary
conditions are worth to be detailed. The others are listed in table 2.14.

For the velocity field, a mass flow rate issued from the experimental data is used as boundary condition for the inlet
surface of the pipe in the fluid region. Using the surface and the density, a uniform and normal velocity is deduced. The

experimental data are stored in table in .txt file. The mass flow rate value at the inlet is read and interpolated from this
file at every time.

fluid_region_inlet

{
type flowRateInletVelocity;
massFlowRate tableFile;
file "$FOAM_CASE/inlet_data/massFlowRate. txt";
rho rho;
extrapolateProfile no;
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value uniform (0 0 0);

}

On other walls, velocities are imposed null to set a no-slip condition.

type fixedValue;

value uniform (0 0 0);

For the pressure field, the boundary condition is the fixedFluxPressure. It provides a pressure value such as the
pressure spatial gradient at the boundary is conditioned by the velocity boundary condition.

The inlet temperature is uniformed at the inlet surface. It issued from experimental data and corresponds to the
pre-cooling temperature. Hence, it is function of the time.

fluid_domain_inlet

{

type uniformFixedValue;

uniformValue

{

type tableFile;

file "$FOAM_CASE/inlet_data/inlet_temperature.txt";

}
}

The exchanged heat flux for all parts with the exterior environment is modeled using a local (cell level) heat transfer
coefficient:
qi =hasi(Text — Tw,; ext) (2.51)

where £, is heat transfer coefficient with the exterior, T,,; the exterior temperature, Ty, ..; the wall temperature, g; the
heat flux, and s; the cell surface. The heat transfer coefficient is taken constant, i.e. h, = 6 W/m2/K, likewise in studies
from JRC [19, 55]. The ambient temperature is taken from a time average temperature issued from the experimental
data. For small filling time, the heat exchanged with the exterior plays a minor role in the thermal equilibrium for the

gas temperature. In OpenFOAM, the boundary condition is implemented as:

type externalWallHeatFluxTemperature;
mode coefficient;

Ta constant 291.15;

h uniform 6;

kappaMethod solidThermo;

value $internalField;
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Chapter 3

First CFD results

Introdution

OpenFOAM has been used to carry out the CFD simulations. The CFD simulation cases concern fillings with gaseous
hydrogen of a type IV 37 L tank loaded until 700 bar with an axial injection. The implementation of a real gas EOS in
OpenFOAM has been performed during this work. Numerous tests have been performed to ensure mesh convergence and
select the parameters required to execute OpenFOAM multi-region simulations. This CFD modeling is new and must be
validated. The most contrasted scenarios in terms of thermal gradients have been selected to perform the validation
and to investigate the ability of the CFD modeling to predict the thermal behavior. Scenario D3Q8 led to the most
homogeneous thermal behavior and scenario D10Q2 led to the most heterogeneous thermal behavior. The reliability of
the 2D-axisymmetric CFD approach versus the 3D CFD approach were also compared. The study is the subject of an
article [119] entitled A computational fluid dynamic study of the filling of a gaseous hydrogen tank under two contrasted
scenarios and published in the International Journal of Hydrogen Energy (IJHE). It is reported in section 3.1. The article
does not include a comparison of the CFD results with SOFIL or with the CFD results issued from ALAT. It does not
include a comparison between the CFD and the experimental results for the temperatures measured between the liner
and the composite. These elements are reported in section 3.2.

3.1 A computational fluid dynamic study of the filling of a gaseous hydro-

gen tank under two contrasted scenarios
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Abstract

The filling of a horizontal hydrogen tank designed for light duty vehicles is in-
vestigated by means of multi-physics numerical simulations. The simulation ap-
proach, implemented in OpenFOAM, includes compressible Reynolds-Averaged
Navier-Stokes (RANS) modeling of the fluid flow and heat transfer in the solid
parts. The simulations are carried out for 2D-axisymmetric and 3D configura-
tions. Two filling scenarios of the tank, leading to two distinct thermal behav-
iors, i.e. homogeneous versus heterogeneous, are simulated and compared to
the experimental data issued from the HyTransfer project. In the homogeneous
case, where no thermal stratification occurs, the 2D and 3D simulation results
are close to the experimental ones. A phenomenon of jet flapping is identified
via the 3D simulation. In the heterogeneous case, where thermal stratification
occurs, the 3D simulation captures an averaged temperature close to the experi-
mental one, as well as the instant at which the thermal gradients appear. It also
captures the deflection of the jet, which is a central element in the emergence
of the thermal gradients.

Keywords: compressed hydrogen, tank filling, thermal gradient, CFD
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Highlights

e 2D axisymmetric and 3D simulations are carried out using free software Open-
FOAM.

e Jet deflection and flapping, and onset of stratification are captured.
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e The k — w SST turbulence model underestimates the thermal gradients.

1. Introduction

1.1. Context

Hydrogen is currently considered as an alternative source of energy for light
and heavy vehicles compared to regular fossil fuel [1]. For practical convenience,
the filling time of the hydrogen tank of light duty vehicule should be comparable
to that of a standard fuel tank, about 3-5 minutes [2], for a similar operation
range, i.e. 500 km. To match these requirements, the internal pressure reaches
70 M Pa at a standard temperature. Composite and plastic materials are em-
ployed in order to limit tank weight. These materials are characterized by much
lower thermal conductivities [3] compared to metallic tanks, leading to reduced
heat exchanges with the exterior environment and to a sharp rise of the gas and
wall temperatures. The J2601 standard of the Society of Automobile Engineers
(SAE) organism [4] advises admissible temperature between —40 °C' and 85 °C.
Inner temperatures need to be controlled following these specifications.

As shown in previous studies [5, 6, 7], reducing the inlet temperature is a
possible way to decrease the maximum temperature reached during the filling.
As a result, current filling stations precool the inlet flow down to —40 °C to re-
duce the final gas temperature in the tank. However, this solution presents some
limitations. It is energetically costly and, considering that the temperature field
may be heterogeneous during filling due to buoyancy effects, high temperatures
may be reached along the upper walls even with precooling. This heterogeneous
thermal field phenomenon has been highlighted during the HyTransfer project
[8], funded by the Fuel Cells and Hydrogen Joint Undertaking (FCH JU) part-
nership. This program involved experiments and computational fluid dynamics
(CFD) in two institutions, Air Liquide Advanced Technology (ALAT) and the
Joint Research Centre (JRC). With thermal sensors located inside the hydrogen
bulk, the thermal behavior of the fluid has been investigated and showed inter-
nal thermal gradients for some tank geometries and under some specific filling
conditions. However, the limited number of probes within the fluid region did
not allow to clarify the mechanism leading to thermal gradients.

Historically, the first attempts to model tank filling were based on thermo-
dynamic zero dimension (0D) models, which consider the fluid bulk as a unique
control volume on which mass and energy balance equations are applied (see
e.g [9, 10, 11, 12]). These models are suitable to obtain rapid estimations of
the averaged temperature of the inner fluid. When reducing the injection veloc-
ity, thermal gradients appear in the tank and 0D models cannot capture local
temperature variations. Terada et al. [13] observed that this transition occurs
below a critical injection velocity of 5 m/s . This criterion was confirmed on Hy-
Transfer cases [14] and gives insights into the occurrence of thermal gradients;
however the underlying physical phenomena still need to be explored.

With the increase of computer resources, CFD can now be employed to in-
vestigate these configurations. CFD gives access to the entire velocity, pressure
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and temperature fields, which are inaccessible via experiments. The HyTransfer
experimental database has served as a benchmark for validation of the simula-
tions in both involved teams. On one hand, within JRC team, simulations were
carried out with the commercial CFD software Ansys CFX, using a Redlich-
Kwong [15] equation of state as real gas equation of hydrogen. For turbulence
modeling, in the first study belonging to the HyTransfer project [16], a mod-
ified k — e turbulence model [17] previously used in similar studies from the
same team [5, 18, 19, 20] was used. Subsequently, in Refs. [21, 22] a k — w shear
stress transport (SST) model with a I' — © model transitional turbulent-laminar
model described by Langtry et Menter [23] was used to improve the capture of
heterogeneities. These simulations captured the onset of thermal stratification
but tended to be less reliable to quantify the stratification level. On the other
hand, in the ALAT team, simulations were done with the commercial CFD soft-
ware Ansys Fluent Inc. using a half domain composed of 640 000 cells, a k — w
SST turbulence model and real gas model data tabulated from REFPROP(C)
v9.1 database. These simulations were able to predict the onset of stratification
phenomenon but not the gradient values.

1.2. Case selection from experimental data

To avoid exceeding the temperature limit of 85 °C' during the filling, the
injected gas is cooled which is energetically costly. The HyTransfer project
[8] aimed at optimizing fast filling of compressed hydrogen tank using an ex-
perimental setup, to find new filling protocols, limiting the pre-cooling, while
guaranteeing safety. In this project, three tanks have been used: (i) a type III
tank, i.e. composite material with metal liner, capacity of 40 L, provided by
Dynetek Industries Ltd, (ii) a type IV tank, i.e. composite material with plastic
liner, capacity of 37 L, and (iii) a type IV tank capacity of 531 L provided by
®Hexagon. The first two are considered as small tanks with an aspect ratio
L/D (tank length over tank inner diameter) about 2.7 and 2.4. The aspect ratio
of the third one is about 5.5. All tanks have been placed in horizontal position,
the gravity is normal to the tank axis. The main filling parameters are the inlet
mass flowrate and the injection diameter.

The present study will only focus on small tanks for light vehicles. Given
the reported cases which lead to different results in terms of thermal gradients,
the ®Hexagon 37 L appears to be the best candidate to run CFD validation.
For each experimental case, the local temperature has been recorded at selected
points. There are 10 probes for ALAT and 6 for JRC. Consequently, local
information about the thermal field is limited by the number and location of
the probes. To compare the different results, a quantification of the thermal
gradients is needed. Based on the available data [24], the maximum difference
between the highest probe temperature 7,,,, and the averaged probe temper-
ature T, is proposed as an indicator of heterogeneity at each time. Table 1
presents ALAT results. Results from JRC [25] showed the same trend.

For the present study, the best case and the worst case scenarios have been be
selected: (i) a case with quasi uniform thermal field for 3 mm injection diameter
and 8 g/s averaged mass flowrate, which will be named the homogeneous case,
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®Hexagon 37 L
Injection diameter [mm] 3 3 6 6 10 10
Averaged mass flowrate [g/s] | 2 8 2 8 2 8
Injection velocity™ [m/s] [190;4.2] | [280;17] | [62;1.1] | [73;2.0] | [22;0.41] | [28;1.1]
ALAT: Tyay — Taw [°C] 8.36 6.35 26.76 | 11.28 | 30.03 24.39

Table 1: Thermal gradients for the 37 L ®Hexagon tank from ALAT[24]. Selected cases
in bold. *Estimated assuming a uniform velocity profile in the pipe and using the density
calculated via the measured inlet temperature and pressure in the tank, the measured mass
flowrate and pipe cross section.

and (ii) a case with large thermal gradient for 10 mm injection diameter and
2 g/s averaged mass flowrate, which will be named the heterogeneous case.
Note that for the heterogeneous case, the 10 mm injection diameter corresponds
to filling directly into the plug aperture without an injection pipe, while for the
homogeneous case, an injection pipe of 3 mm of diameter and 100 mm length
is entering into the hydrogen bulk. As more probes are available, the ALAT
experimental data were chosen for the present calculations. The experimental
absolute pressure in the bulk and local temperatures will be used to set the
initial and boundary conditions and to validate the numerical method.

1.8. Objectives of this work

The main objective of the present study is to capture, numerically, the dif-
ferent thermal behaviors which occur during tank filling. The different injection
scenarios involve physical phenomena related to the three-dimensional nature of
the problem so three-dimensional (3D) simulations are carried out. Particular
attention is paid to the 3D nature of the underlying physical phenomena and to
the impact of a 2D-axisymmetric assumption on their prediction. A specificity
of the present study is the use of the open-source software OpenFOAM [26].
(version 6.0 from CFD Direct Ltd).

2. Physical system and its modeling

2.1. Physical system

During gas injection in a closed volume, the pressure and temperature grad-
ually rise. Figure 1 represents the physical configuration. The tank is laying
along its main axis, the x-axis, in a horizontal position and the incoming gas
is injected along the x-direction. The gravity (g) is acting vertically along the
y-axis. The tank is axisymmetric around the x-axis. It is composed of 4 or 5
solid regions, depending on the presence of an injection pipe: (i) a composite
wrap which undergoes the mechanical constraint due to gas pressure, (ii) a plas-
tic liner which limits the molecular diffusion of hydrogen through the wall, (iii)
metallic bosses and (iv) plugs at each tank extremities and (v) a metallic injec-
tion pipe (for the homogeneous case). The fluid region is the volume enclosed
by the solid regions. The tank is surrounded by air at atmospheric pressure and
temperature.
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Figure 1: Hexagon 37 L tank with a 3 mm injection cut through the (x,y) plane. Probe
locations are indicated by circles: probes located in the (x,y) plane in white and probes
located outside the (x,y) plane in black.

The simulations are initialized using the pressure and temperature values
from the issued experiments. The temperature data come from 10 probes lo-
cated in the fluid region. Probe locations are given in the HyTransfer project
document [24] and shown in figure 1. The inlet temperature and tank pressure
were also measured and reported in [24]. Figure 2, adapted from [24], shows
plots of all probe measurement for the homogeneous case (plot A) and hetero-
geneous case (plot B). The results emphasize the contrasted thermal behaviors
between the two cases: (i) in the homogeneous case, all probe temperatures
remain close to each other for each part; (ii) for the heterogeneous case, the
temperatures diverge at ¢ ~ 100 s .

2.2. Model

The simulation is based on a coupled fluid dynamics and heat transfer model,
called conjugate heat transfer (CHT) [27] method. Depending if the region is
fluid or solid, different sets of models and equations are considered.

In solid regions, the governing equation is the energy conservation equation,
in order to calculate temperature diffusion across walls. As experiments have
been carried out outdoors without control of the environmental conditions, the
temperature was not uniform at the beginning of the filling. Assuming a neg-
ligible impact of the initial temperature disparity on the final fluid and liner
temperatures, all tank regions were initialized at the averaged temperature of
the fluid region. Thermophysical properties are constant and can be found in
table 2.

On the boundaries, a perfect thermal contact is assumed between the dif-
ferent solid regions, continuity of the heat flux and temperature on walls in
contact between solid regions. Heat transfers between the outer faces and the
atmosphere are modeled by Newton law,

q = hSAT , (1)
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Figure 2: Experimental values from hyTransfer [24]: A) the homogeneous case, B) the het-
erogeneous case.

. o Thermal conductivity Specific heat capacity Density
Region Material (W/m/K] [J/kg/K] [kg/m?]
Composite | Carbon Fiber 0.616 783 1365
Liner Polymer 0.414 1799 914
Boss Aluminium 6061 167 896 2700
Plug Stainless Steel 316L* | 16.2 120 7990
Pipe Stainless Steel 316L* | 16.2 120 7990

Table 2: Thermophysical properties of the solid regions. *An erroneous value was used for
the specific heat capacity of the stainless steel 316L, which should be close to 500 [J/kg/K].
The plug and the pipe represent a marginal fraction of the solid tank mass and the impact of
this error is therefore negligible.

with ¢ [W] the thermal flux, h [W/m?/K] the heat transfer coefficient, S [m?]
the surface, and AT [K] the difference between the solid temperature and the
exterior temperature. As set in the JRC work [16, 18, 20], h = 6 W/m?/K
and the external temperature is set to 18 °C', based on the experimental data
values.
In the fluid region, the governing equations are the Navier-Stokes equations,
the mass, momentum and energy conservation equation. The Reynolds
number based on the pipe diameter, injection velocity and viscosity ranges from
15 000 to 45 000 for the heterogeneous case and from 50 000 to 600 000 for the
homogeneous case. At these Reynolds numbers, the flow is turbulent [28] at the
pipe outlet. The turbulence is modeled using the Boussinesq assumption with
an unsteady Reynolds-averaged Navier—Stokes (URANS) approach and the k—w
SST equations [29]. This model was shown to be accurate in a fully developed
turbulent region like a jet flow [30, 31] and in a pipe flow [32, 33]. Assuming
that Prandtl number is close to 1, i.e. the thermal boundary layer and the
velocity boundary layer have similar thicknesses, it is expected to capture the
thin thermal layer, with an adequate mesh.

i.e.
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Figure 3: Hydrogen density as a function of pressure and temperature, issued from NIST [37].

Concerning the boundary conditions, for the turbulent kinetic energy k£ and
the turbulent dissipation rate w, no wall law is used in the heterogeneous case
and a wall law (in OpenFOAM, kLowReWallFunction) [34] is employed in the
homogeneous case. A no slip condition is used on the walls for the velocity. At
the inlet, a uniform mass flowrate is imposed. It is deduced from the experimen-
tal pressure input as represented in figure 2 (green curve). For the temperature,
a continuity of temperature and heat flux is imposed between the different re-
gions. As the perfect gas approximation is not valid in the considered range of
pressure and temperature, real gas data are required to determine the thermo-
dynamical properties. In the literature, several gas models have been used and
details can be found in the review [35] and [36]. Here, the relevant properties of
hydrogen are obtained using the National Institute of Standards and Technol-
ogy (NIST) tabulated data from [37]: (i) the density [kg/m3], (ii) the thermal
conductivity [W/m/K], (iii) the specific thermal capacity [J/kg/K], (iv) the
kinematic viscosity [kg/m/s] and (v) the specific enthalpy [J/kg]. These prop-
erties are read from tables. For example, figure 3 represents a plot of the density
table as a function of pressure and temperature.

3. Numerical Method

3.1. Solver

The most suitable solver in OpenFOAM is called chtMultiRegionFoam [38]
as it is required, in the fluid region, to simulate a transient, buoyant and tur-
bulent flow, which exchanges heat with walls. The ChtMultiRegionFoam solver
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can run a transient simulation with two algorithms. The Pressure Implicit with
Splitting of Operators (PISO) algorithm [39, 40], solves the coupled momen-
tum and density equations. The thermodynamic properties (such as density,
viscosity, conductivity) are computed explicitly using the last known pressure
and temperature values. It involves one velocity predictor step and, by default,
two pressure corrector steps at each temporal iteration, to calculate the velocity
and pressure fields. To maintain the stability and accuracy of the simulation, it
is recommended to use a Courant—Friedrichs-Lewy number (CFL), lower than
1.

The PIMPLE algorithm [41] is named after a contraction of the PISO and the
Semi-Implicit Method for Pressure Linked Equations (SIMPLE) [42] algorithms.
It consists in executing, at each time step, several PISO iterations with updated
thermodynamic properties of the fluid, using the last known solution. With
this iterative process, CFL > 1 is allowed, i.e. larger time steps and faster
computations.

No significant difference has been observed in the results by using these
two algorithms. The decision of using one instead of the other was motivated
by the possible reduction in computation time. The PIMPLE algorithm was
used for the homogeneous case and the PISO algorithm for the heterogeneous
case. Regarding time and space discretization, first order schemes were used
to maintain the stability of the simulations. Both cases ran using constrained
maximum CFL values, with time step ranging from 10™% s to 107° s .

3.2. Mesh

The meshing process is based on a 3D CAD model from ®Hexagon provided
during the HyTransfer project [8]. The mesh was generated with two open-
source tools: (i) Salome [43], and (ii) cfMesh [44]. Figure 4A shows a general
view of the 3D meshes in the (x,y) plane. Here, focus is placed on the meshing
strategy of the fluid region, which is more challenging than the solid regions.
The objective is to generate a mesh mainly composed of hexahedral cells, with
a refinement adapted to the expected physics. The difference of scales between
the inner pipe area and the main bulk require a variable refinement strategy to
reach the relevant cell size in each region. A view at the injection region can be
found in figure 4B. A typical cell size in the bulk is to 5mm. Considering that a
turbulent jet typically expands with an angle of 12° [45], the refinement follows
a conical shape, with a slightly larger angle. Figure 4C visualizes this region. In
the boundary layer regions, the mesh is composed of five layers with a growth
rate of 1.4. This design leads to y™ < 1 on all walls for the heterogeneous case,
and a wall law is not required. For the homogeneous case, y™ ~ 1 could not be
reached in the the injection region, a y™ < 50 was enforced and a wall law is
used.

3D simulations have been carried out: (i) on the full tank geometry, or (i%)
on half of the domain using as a cutting plane (x,y). The first ones will be named
full 3D and the second ones 3D. In addition to the 3D meshes, 2D axisymmetric
meshes, named 2D, were also employed. These meshes represent a slice of the
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Case Type | Fluid region | Solid regions | Total
2D 15 605 6 373 21 978
Homogeneous 3D 816 156 493 243 1 309 399
full 3D 1 664 904 986 486 2 651 390
2D 11 273 5 873 17 146
Heterogeneous 3D 651 482 449 126 1 100 608
full 3D 1 302 964 898 252 2 201 216

Table 3: Number of cells for each case, in the fluid and solid regions.

domain with one cell depth. They have the same refinement property as the 3D
meshes. The number of cells for each mesh is reported in table 3.

3.3. Validation

Validation of the solver and mesh was performed on the 2D cases in order
to reduce computational costs. The homogeneous configuration was chosen for
mesh convergence study, due to its higher velocities. Even though gravity is not
taken into account in the 2D approach, the thermal gradients are limited in this
configuration and the 2D results can be compared with the experimental data.
Three cases were simulated, using a coarse mesh (9 193 cells), a medium mesh
(15 605 cells) and a fine mesh (34 378 cells). Less than 1 °C of difference in the
averaged temperature was noted over the integration time. The medium mesh
was selected to design the 3D mesh. Time step sensitivity was studies on this
medium mesh by dividing the time step by a factor of 2. This leads to less than
1 °C of difference in the averaged temperature.

Full 3D case and 3D case were compared over 15 seconds in the homoge-
neous case; the differences in temperature are negligible. In order to limit the
computation cost, complete simulations were performed on the 3D cases, i.e.
half of the tank. This strategy was also used by the JRC [16] and ALAT [46].

4. Results and discussion

4.1. Velocity and temperature fields

Figures 5, 6, 7, 8 show snapshots of the velocity magnitude (upper panel) and
the temperature field (lower panel) at three different times over a filling scenario,
for the 2D and 3D homogeneous cases, and the 2D and 3D heterogeneous cases.
A x-axis symmetry is applied to the 2D cases to ease visualization. For the
homogeneous case, the velocity colorbar is scaled between 0 and 10 m/s to
highlight the jet penetration and the velocity decay over time. For heterogeneous
case, the velocity colorbar is scaled between 0 and 1 m/s, for the same purpose.

Complementary videos of 3D cases are available in the Supplemental Data.
For each case: the maximum magnitude of velocity is at the top left corner, an
averaged value of the thermal field is indicated at the bottom left corner and an
isoline of the averaged value of the thermal field is superimposed on the thermal
field (bottom panel).



Figure 4: Computational meshes: A) a global overview of all regions in the (x,y) plane for
the homogeneous case, B) slice at the inlet plane for the heterogeneous case, C) zoom around
the injector for the heterogenous case.
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Supplementary video related to this article can be found at https://doi.org/10.1016/j.ijhydene.2022.03.2¢

In the 2D simulations (figures 5 and 7), due to the axisymmetry assumption,
gravity is neglected. High temperature spots appear in the regions which are
not reached by the cold jet, like the areas above and below the pipe, close to
the liner and left boss wall. The jet remains parallel to the x-axis.

For the 3D homogeneous case (figure 6), the jet is flapping up and down in
the (x,y) plane. In the video, it can be seen that the maximum temperature
is not localized in the upper part but is oscillating around the injection area,
with the same frequency as the jet flapping frequency. The thermal field is
homogeneous, i.e. not vertically stratified.

For the 3D heterogeneous case (figure 8), before 50 s the jet is moving
upward, as in the initial phase of flapping, but then it starts deflecting toward
the lower part. A vertical gradient of temperatures appears, which is depicted
by the horizontal isoline of temperature (lower panels at ¢ = 310 s and ¢ = 610 s
in figure 8).

4.2. Global quantities

In the experiments, temperatures are sampled by a limited number of probes.
An arithmetic average on probes may not be a representative value for an av-
eraged temperature of the entire thermal field. Using the CFD, it is possible to
average directly the temperature field

Zz’ Tiv; (2)
Vvtank ’
by weighting each cell temperature T; by the cell volume v; over the total vol-
ume Vigni , or to average the 10 temperature values T),.ope,; Where probes are

experimentally located

Tav—field =

10
i Trobe,i
Tavfprobes = 221178 . (3)

Due to its higher thermal disparity, the heterogeneous case is more relevant
to compare over these two averaging approaches. The difference is lower than
1.5 °C before t = 100 s and lower than 0.5 °C after ¢t = 100 s. Therefore,
the averaged temperature from the experimental probes will be regarded as
the reference value for further comparisons. The same question arises for the
absolute pressure. CFD results show that the pressure field is close to uniform in
the tank. Therefore, a single measurement point in the tank is already relevant
to characterize the bulk pressure.

Figure 9 presents a comparison of the averaged temperature and pressure
between the 2D, 3D and experimental cases, for the homogeneous case A) and
for the heterogeneous case B). Figure 10 presents the heat flux ¢ (4) which can
be calculated by

q=> AeffATs; (4)

11
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Figure 5: Homogeneous 2D case. For each time instant: A) ¢ = 10 s, B) ¢ = 100 s and
C) t = 150 s. The upper panel represents the velocity magnitude field, the lower panel
represents the temperature field. The black isoline corresponds to averaged temperature. A
x-axis symmetry is applied to ease visualization.
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Figure 6: Homogeneous 3D case. For each time instant: A) ¢ = 10 s, B) ¢ = 100 s and C)
t = 150 s. The upper panel represents the velocity magnitude field, the lower panel represents
the temperature field. The black isoline corresponds to averaged temperature.
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Figure 7: Heterogeneous 2D case. For each time instant: A) ¢t = 10 s, B) t = 310 s and
C) t = 610 s. The upper panel represents the velocity magnitude field, the lower panel
represents the temperature field. The black isoline corresponds to averaged temperature. A
x-axis symmetry is applied to ease visualization.
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Figure 8: Heterogeneous 3D case. For each time instant: A) ¢t = 10 s, B) ¢t = 310 s and C)
t = 610 s. The upper panel represents the velocity magnitude field, the lower panel represents
the temperature field. The black isoline corresponds to averaged temperature.
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where s; is the cell surface at wall, AT is the difference of temperature between
the one at wall and the one at the first cell center and Aesy [W/m/K] is the
effective thermal conductivity defined as

Aeff = A+ A, (5)

where A is the thermal conductivity and A; is the turbulent thermal conductivity,
CpHe

At = 2 6

t P’f't ) ( )

with the turbulent Prandtl number Pr, = 0.85; ¢, [J/kg/K] is the specify heat
capacity and p; [kg/m/K] the turbulent dynamic viscosity.

Figure 10 displays the averaged surface temperature at fluid-solid interfaces
using the following expression to weight the average using a local surface:

Twatt = %Uluidfsolid wall- (7)
In the above expression, T; is the cell temperature at wall, s; is the cell surface
at wall and S is the total surface of the wall.

Concerning the homogeneous case, figure 9A shows that the averaged tem-
perature issued from the 3D field is within +1 °C' from the experimental value.
In the 2D case, the averaged temperature is higher and farther from the experi-
mental value, compared to the 3D case. This difference of averaged temperature
is induced by a difference of heat transfer. Figure 10A shows that the global
heat flux (dotted line) is slightly larger for the 3D case than for the 2D case.
This small difference is due to less heat flux through bosses and plugs for the
2D case. The larger flux through the liner does not counterbalance this trend.
For the 2D case the gravity is neglected and therefore no natural convection is
possible. In areas where heat transfer is led by natural convection, like plug cav-
ity, the heat flux is underestimated. In addition, the 2D assumption constrains
the jet on the x-axis, while it is free to flap in the (x,y) plane in the 3D case.
This may result in a better mixing of the bulk and avoid some stagnant hot
or cold spots. As shown in figure 10C, the deviations of heat flux is associated
with large deviations in wall temperature predictions between the 2D and 3D
simulations.

Concerning the heterogeneous case, the probe averaged temperature issued
from the 3D simulations is within 4+ 3.5 °C from the experimental value before
t =300 s, and £ 1 °C after, as showing in figure 9B. The 2D case shows
again a higher averaged temperature. In the heterogeneous case, gravity plays
a role even more important than in the homogeneous case. As can be seen in
figure 8, due to buoyancy forces, the jet tends to plunge towards the lower part
of the tank. In the 2D axisymmetric case, this phenomenon and the vertical
thermal stratification cannot be captured. This leads to a non physical thermal
disparity and to an underestimation of the velocity close to the bottom wall
(figure 7). A consequence is a significant difference of heat transfer on every
walls, between the 2D and 3D cases, as highlighted in figure 10B. As shown
in figure 10C, this leads to lower temperatures on solid walls, even though the
averaged temperature in the fluid region is higher.
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4.3. Local quantities

Figures 11 and 12 present a comparison of probe temperatures issued from
the 3D simulations and the experiments, for the homogeneous and the hetero-
geneous cases, respectively.

In the homogeneous case (figure 11), the simulation globally matches the
experimental values. As shown in figure 6 no thermal stratification occurs and
the probe values remain close to the averaged temperature value.

In the heterogeneous case (12), the simulation results are close to the experi-
mental values until £ = 150 s, when the thermal gradient starts to develop. Then
the simulation tends to underestimate the thermal gradient: in the upper part
of the tank (TT760,TT764,TT767), the simulation values are lower than the ex-
perimental values and in the lower part of the tank (T'T761,TT765,TT768), the
simulation values are higher than experimental values. Turbulence is playing a
major role in the process of thermal diffusion and its modeling may explain the
differences in the heterogeneous case simulation. The k —w SST model predicts
high levels of turbulent viscosity in regions supposedly laminar. This may result
in higher effective thermal diffusion and then in lower gradients of temperature.
Homogeneous cases with lower thermal gradients are less impacted by this phe-
nomenon. Turbulence models capturing the laminar-turbulent transition may
be a solution. The k — w SST Scale-Adaptive Simulation (SAS) [47] has been
mentioned by ALAT [46, 35] or the I'-O model [23] has been used by the JRC
[21] in the latter study. The emergence of thermal gradients was captured but
not their precise magnitudes. The impact of such advanced models remains to
be investigated.

5. Conclusion

Two filling scenarios of a horizontal gaseous tank, leading to two differ-
ent thermal behaviors, a homogeneous case and a heterogeneous case, have
been simulated and compared to experimental data issued from the HyTransfer
project [8]. The simulations have been carried out in 2D using an axisymmetry
assumption and in 3D by considering half of the tank.

In the homogeneous case, where no thermal stratification occurs, the 2D
and 3D simulation averaged temperature are close to the experimental mea-
surements. Due to the restrictions imposed to the fluid under 2D assumption,
the inner jet cannot cool areas close to the injector as in the 3D case. This re-
sults in a hot spot close to the injector, 10 °C above the averaged temperature
at 150 s. A phenomenon of jet flapping is highlighted by the 3D simulations.
This phenomenon seems responsible for the periodic motion of the hot spot
close to the injector, where the temperature is only 2 °C above the averaged
temperature at 150 s. Future work should focus on clarifying jet oscillation
mechanism and its link to heat transfer.

In the heterogeneous case, where thermal stratification occurs, the 2D sim-
ulation does not capture the vertical heterogeneity and the thermal gradient
onset cannot be detected. The 3D simulation predicts an averaged temperature
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Figure 11: Comparison between the local temperature values issued from the 3D simulation
and the experiment, in the homogeneous case. Probe locations are indicated in the upper
panel.



TT760 @ TT764 @ TT767 @

TT762
L]
TT766  TT769
[ ] L]
TT763
[ ]
TT761 TT765 TT768
L[] L] °
TT760 TT761
_ 100 - — T — T _ 100 T — T — T T
(S) 1 1 1 1 1 O 1 1 | = Experiment
L 80 ==d === — ==i=| _ g0+ ==dommacbked o : -
o 1 \ \ \ o 1 | 1 Simulation
= 1 1 1 1 1 2 o
© 60T~ TTTrYTTTTTrTTTTTTIrh| o 60 —
9} 1 1 1 = — - ] " 1 L I
g 40 =—4===p=—4—=""" Experiment.| & 4o f e m e —— =
7] 1 1 1 —— Simulation o 1 1 1 1 1 1
T 20 e N WA EUUHD P S S—
0 100 200 300 400 500 600 0 100 200 300 400 500 600
Time [s] Time [s]
TT762 TT763
_ 100 T Lt T L T T _ 100 T Lt T L T T
@) 1 1 1 1 1 1 §) 1 1 | — Experiment
T T e et T == R R T B L ; : -
o 1 | 1 o 1 I 1 Simulation
= 1 1 1 1 = 1 1 1 1 1 1
© 60— FTTTTTTTTTTTTTIT| © B plpbot el s delede = S
5 1 1 1 " | ; [ 1 1 T ™ 1 T
g 40ff——4———F——4—-—— Experiment .| & 4ol o= —— -
(9] 1 1 1 —— Simulation o 1 1 1 1 1 1
Y N e Y N SR EU S S —
0 100 200 300 400 500 600 0 100 200 300 400 500 600
Time [s] Time [s]
TT764 TT765
_ 100 - — T — _ 100 T — T — T T
(S) 1 1 1 1 1 S} 1 1 | = Experiment
L 80bF==d=—==L [ ==i=| _ g0+ ==dommacbked e : -
o 1 1 1 \ o 1 | 1 Simulation
2 ] R I R I S N o
s 60T r~T r—T | B SOT oL C--T (s bt =
g 1 1 1 B E to t g 1 [ 14 + - +
g 40 pf=—dm— === EXpEriMent.| = Yo e ==
7] 1 1 1 —— Simulation o 1 1 1 1 1 1
T 20 S e N DEGHU EUNUHD P S S—
0 100 200 300 400 500 600 0 100 200 300 400 500 600
Time [s] Time [s]
TT766 TT767
_ 100 T Lt T Lt T T _ 100 T Lt T T T
@) | | | 1 — Experiment ) | 1 1 1 |
[ IR e e e - : N el L — ==I=
o 1 I 1 Simulation ) 1 \ 1 1
= 1 1 1 = 1 1 1 1 1 1
© 60 T~ Zipes == ® 601 TrTTTTTTrTTTT T
g 1 1 1 1 1 1 2 1 1 1 " E . t
g A==t =——=—t=——p == === £ 40} == === === EXperiment,
o 1 1 1 1 1 1 (] 1 1 1 —— Simulation
Y S G EUSUSY R EUNU [ H B
0 100 200 300 400 500 600 0 100 200 300 400 500 600
Time [s] Time [s]
TT768 TT769
_ 100 _ 100
v = Experiment o = Experiment
E 80 —— Simulation * E 80 —— Simulation *
3 3
2 60 2 60
o o
g H ! g
£ 40 ==d===F==—d==—p ==t =——=| £ 40
g 1 1 1 1 1 1 '9
20 20
0 100 200 300 400 500 600 0 100 200 300 400 500 600
Time [s] Time [s]
21

Figure 12: Comparison between the local temperature values issued from the 3D simulation
and the experiment, in the heterogeneous case. Probe locations are indicated in the upper
panel.
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close to the experimental one. It captures the deflection of the jet, which is one
of the key processes in the emergence of the thermal gradients. The instant at
which the thermal gradients appear is well estimated. The thermal gradients are
however underestimated. At the end of the filling process (630 s), the differences
of maximum temperature between the simulation results and the experimental
measurements at probe TT764 and TT761 are +15 °C and —8 °C', respectively.
It is suspected to be a consequence of the k — w SST turbulence model which
tends to over predict the turbulence level and the associated thermal diffusion.
Advanced models like the k£ — w SST SAS model, should be investigated to
improve the prediction of thermal gradients.

From a phenomenological perspective, CFD provides insights into the flow
physics and thermal behavior inside the tank. Such insights are expected to
impact the development of 0D models and help optimizing tank filling strategy.
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Section 3.2 — Additional results

3.2 Additional results

3.2.1 Gas temperatures

In the experimental set-up from ALAT, 10 probes where available in the gas. The question is whether the arithmetic
average of the 10 temperatures from probes is representative of an averaged gas temperature. Also, the temperature is
an intensive quantity and there is no natural way to average the temperature. For scenario D10Q2 where the thermal
field is the most heterogeneous, four different averages have been considered using the temperature field issued from the
CFD: (i) arithmetic (3.1), (ii) geometric (3.2), (iii) harmonic (3.3) and (iv) enthalpic (3.4)), and defined as

T av arithmetic field = Zl:; : 3.1)
0 In(T:
T av geometric field = exp(ZLvtTn(l)) 3.2)
T av harmonic field = F (3.3)
i T;
T av enthalpic field = =i0iPipiTi (3.4)
YiUipiCp,i

There are compared with the arithmetic average temperature calculated with the 10 temperatures issued from the probe
locations in figure 3.1. Figure 3.1 shows the maximum deviation between all averages is approximately 0.5 °C. This
is within the precision range of the physical temperature probes, i.e. thermocouples. The arithmetic average of the
temperature on the 10 probes is considered as a consistent indicator of the averaged gas temperature.

The averaged gas temperature from OpenFOAM CFD results can be compared with SOFIL, the 0D model from Air
Liquide [43, 70]. The averaged gas temperature can also be compared with the CFD results from ALAT [59]. The details
of the study were reported in an internal document. They used the same tank and the same filling conditions. ALAT
carried out 3D CFD simulations on half of the geometrical domain. They used the CFD software Fluent 16 and the &£ —w
SST turbulence model. The database from the NIST was used as EOS for hydrogen. The mesh was composed of 640 000
cells. Figure 3.2 displays the comparison of the averaged gas temperature for scenario D3Q8 issued from OpenFOAM
CFD, ALAT CFD, SOFIL (0D model) and the experimental measurements. Figure 3.3 displays the same comparison
but applied to scenario D10Q2. The prediction of the averaged gas temperature for all numerical approaches is good,
especially at the end of the filling where the averaged temperature is maximum.

The 10 temperatures located in the gas can be compared with the results from OpenFOAM and from ALAT. Figure
3.4 displays this comparison for the scenario D3Q8 and figure 3.5 for scenario D10Q2. It can be seen that for scenario
D3Q8, the homogeneous thermal state is well captured. For scenario D10Q2, the heterogeneous thermal state is present
but the amplitude of the thermal gradient is underestimated. This trend is observed for both simulation cases. The
underestimation of the maximal temperature is approximately 12 °C below the experimental measurement for the results
from OpenFOAM and 15 °C for the results from ALAT. The maximal, averaged and minimal temperatures issued from
the experiment measurements and the CFD studies are reported in table 3.1.

The CFD is able to detect the onset of stratification but fails to predict a maximum temperature. This is problematic
to detect when the temperature in the gas exceeds 85°C. The results from OpenFOAM are similar to the results from
Fluent. The k& —w SST turbulence model is used for both CFD studies. It is suspected to case the difference reported with
the experimental results. This motivates further investigation of the impact of the turbulence model on the thermal
behavior.
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Figure 3.1 — For scenario D10Q2. Comparison of different averaging methods: (i) arithmetic average over the
thermal field (red line), (ii) geometric average over the thermal field (blue line), (iii) harmonic average over the
thermal field (green line), (iv) enthalpic average over the thermal field (purple line) and (v) arithmetic average over
the 10 probes (dashed black line).

Trin [°C] | Tay [°C] | Trpax [°C1 | Trmax — Tav [°C]
Experiment [41] 479 69.2 98.9 29.7
This study (OpenFOAM) | 56.5 71.47 87.4 15.9
ALAT (Fluent) 55.4 67.7 84.0 14.3

Table 3.1 — The maximum, averaged and minimum temperatures from OpenFOAM and ALAT compared with the
experimental results [41].
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Figure 3.2 — For scenario D3@Q8, i.e. the homogeneous case: the averaged temperature is reported as a function of
time; results from OpenFOAM (CFD), ALAT (CFD) and SOFIL (0D model) and compared with the experimental

measurements [41].

3.2.2 Heat exchanged between the gas and the walls

The heat transfer between the gas and the walls is an element modeled in 0D models using a heat transfer coefficient.
The CFD does not require modeling of heat transfer. The results from CFD can be compared with the results from a
0D model to estimate the heat transfer modeling validity. Figure 3.6 displays a comparison between the results from
OpenFOAM ( 2D-axisymmetric and 3D) and the results from SOFIL (0D) for scenario D3Q8 (panels A, B, C) and scenario
D10Q2 (panels E, F, G). It can be seen that SOFIL is overestimating the temperature on the liner wall for both scenarios
by approximately 5 °C. However, for scenario D10Q2, the heat transfer modeled by SOFIL is closer to that predicted by
3D CFD than that predicted by 2D-axisymmetric CFD. It can be seen that for both scenarios, the main heat exchanged
between the gas and the walls is through the liner (= 75% of the total heat exchanged) followed by the heat exchanged
through the bosses (= 25% of the total heat exchanged). The remaining heat exchanged is negligible.

The heat power for the 2D-axisymmetric CFD results and 3D CFD results can be detailed by presenting the heat
power through (i) the left and right bosses and plugs, (ii) the upper part and the lower part for the liner and (iii) the
inner part and outer part for the pipe. Figure 3.7 displays this comparison for scenario D3Q8 (panels A, C, E, G, I) and
scenario D10Q2 (panels B, D, F, H). The difference of total heat power reported between the 2D-axisymmetric CFD results
and the 3D CFD results for scenario D10Q2 (panel B) appears to be due to a smaller heat power at boss walls for the
2D-axisymmetric CFD (panel F). For 2D-axisymmetric CFD, the gravity is not taken into account so natural convection
cannot occur. In areas close to the pipe, the plugs and the bosses, where few forced convection occurs, the absence of
natural convection reduces drastically the heat exchanged. For scenario D10Q2, where velocities in the gas are smaller,
this trend is enhanced. For the liner, the forced convection is dominant and the absence of natural convection does not

affect substantially the heat exchanged. Therefore the heat power at liner wall is well estimated by 2D-axisymmetric
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Figure 3.3 — For scenario D10Q2, i.e. the heterogeneous case: the averaged temperature is reported as a function of
time; results from OpenFOAM (CFD), ALAT (CFD) and SOFIL (0D model) and compared with the experimental
measurements [41].

CFD (panels G, H).

The 3D CFD results show that a thermal stratification occurs for scenario D10Q2 (panel H). The upper part of the
liner exchanges more heat with the gas than the lower part of the liner. This cannot be predicted by 2D-axisymmetric
CFD. It is interesting to see that the heat powers through plugs and bosses are largely different on the right part and left
part of the tank. By noticing that, a different 0D model approach could be considered where the different regions of the
tank would be modeled as nodes. Using an electrical analogy, the nodes would be linked with thermal resistance and
capacity extracted from 3D CFD results. The upper and lower parts of a same solid region could be modeled as different
nodes. Each node would have its own averaged temperature. This would give more possibility of temperature disparity in
the tank for a 0D model than by using 1D wall modeling. An initial vertical thermal gradient in the tank, due to sun
exposure for example, could be taken into account.

3.2.3 Comparison between OpenFOAM results and experimental measurements for the
temperatures located between the liner and the composite

During the experiments, for the type IV 37 L tank, 30 temperature probes (T'C1 to TC30) were placed between the liner
and the composite wrap. Among those probes, two were defective, the probes TC23 and TC25. They are removed from the
study. Figures 3.8 and 3.9 display a comparison of the temperatures between the probes issued from the experiment
and the 3D CFD OpenFOAM study for scenarios D3Q8 and D10Q2 respectively. For the CFD, there is no gap between
the liner and the composite so, when a virtual probe is placed at the location given in the experimental report, it can be
located in the liner, in the composite or in the bosses. A virtual probe gives a temperature interpolated from neighbour
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Figure 3.5 — For scenario D10Q2, i.e. the heterogeneous case: comparison between the local temperature values
issued from the OpenFOAM CFD results, ALAT CFD results and the experimental measurements. Probe locations
are indicated in the upper panel.
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cell temperatures. Consequently, if the tank geometry modeled by CAD slightly differs from the real tank geometry,
important temperature differences can be found. Hence, for the CFD results of the D3Q8 scenario, figure 3.8 shows that
the temperatures from probes located where the liner is flat and with a constant thickness (TC5, TC6, TC7, TC8, TC9,
TC10, TC24, TC22, TC21, TC20) are better predicted than the other located where the liner is curving. Figure 3.9 shows
the remark is also valid for the CFD results of scenario D10Q2. However, figure 3.9 also shows an underestimation of
the maximal temperature in the liner (see TC5, TC6, TC7, TC8, TC9, TC10) in accordance with underestimation of the

maximum temperature in the gas.
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Figure 3.8 — For scenario D3Q8, i.e. the homogeneous case: comparison of the temperatures located between the
liner and the composite for the results issued from the 3D OpenFOAM CFD and the experimental measurements.
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Figure 3.9 — For scenario D10Q2, i.e. the homogeneous case: comparison of the temperatures located between the
liner and the composite for the results issued from the 3D OpenFOAM CFD and the experimental measurements.
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Chapter 4

Improvement of CFD approach

Introduction

The CFD results obtained for the two contrasted scenarios 3.1 correctly predict the thermal state for the homogeneous
case, i.e scenario D3Q8. For the heterogeneous case, i.e. scenario D10Q2, the averaged temperature is well predicted.
The onset of thermal stratification, detected at 180 s from experimental measurements, is predicted with CFD at a
similar time but the amplitude of the thermal gradient is underestimated (see figure 4.1). An identical conclusion can be
formulated after analyzing the CFD results from ALAT reported in an unpublished document. The CFD software Fluent
16 was employed and the mesh was different from that used for the present CFD study with OpenFOAM. The k& — w SST

turbulence model was used for both CFD studies.

The & — w SST turbulence model over-predicts the turbulence viscosity in stagnation areas where the flow should be
laminar. Advanced turbulence models which capture the transition between the turbulent state and the laminar state
appear as good candidates to improve CFD prediction. The 2 —w SST y — Reg turbulence model [57, 58] was used in
studies from the JRC [54, 55] but led to an underestimation of the thermal gradient amplitude. No comparisons with
previous turbulence models where carried out, such as comparison with the 2 —w SST or k& — € Realizable turbulence
model. The potential of improvement associated with the 2 —w SST y — Reg turbulence model was not evaluated. The

k —w SST SAS turbulence model was mentioned in [31] to improve the thermal gradient capture.

As the k—w SST y—Reg and the k —w SST SAS turbulence model are available in OpenFOAM, a study has been
carried out with these two turbulence models. The simulations start at 180 s with the results issued from & —w SST
turbulence model. This corresponds to the onset of thermal stratification. The £ —w SST y — Reg turbulence model did
not give satisfying results: the results have been very similar to the results from the 2 — w SST turbulence model. The
CFD simulation performed with this model has been stopped after 20 s. The results issued from £ —w SST SAS turbulence

model are presented in the following.

A numerical experiment where the turbulence is not modeled has also been carried out. As the mesh is not fine
enough to consider the simulation as a DNS, it has been named ¢cDNS for coarse DNS. The purpose of the cDNS is to
under-estimate turbulence diffusion and to investigate the impact on thermal gradient amplitude.

The study aims to be submitted in the IJHE. Entitled Advanced turbulence modeling improves thermal gradient
prediction during compressed hydrogen tank filling, the study is the object of section 4.1.
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Abstract

In order to use gaseous hydrogen for mobility of light and heavy duty ve-
hicles, the temperature in the tank must not exceed 85 °C for safety reasons.
Prior experiments reported that a vertical thermal stratification can occur dur-
ing the filling of horizontal tanks under specific conditions. Thermodynamic
modeling of hydrogen tank filling can predict the average gas temperature but
not the onset of stratification. In previous studies, computational fluid dynamics
(CFD) simulations were able to predict the onset of stratification with however
an underestimation of thermal gradient magnitudes. In this work, the k — w
SST turbulence model, which predicts high levels of eddy-viscosity in stagna-
tion areas and over-diffuses the temperature, is replaced by the k —w SST SAS
turbulence model, which is found to be more appropriate for CFD simulation
of tank filling.

Keywords: compressed hydrogen, tank filling, thermal gradient, CFD,
turbulence modeling

Highlights

e The effect of turbulence modeling on thermal gradient prediction is clarified.

e The k — w SST turbulence model underestimates the thermal gradients.

e The k — w SST SAS turbulence model improves thermal gradient prediction.
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e The k —w SST SAS turbulence model is applied to different filling scenarios.

1. Introduction

The use of hydrogen as an energy carrier is motivated by its ability to produce
an electrical power without rejecting COs to the atmosphere. The COP 26
summit urges on a net-zero target of greenhouse gas emissions for mid-century
[1]. Hydrogen can replace fossil-fuel to match this requirement [2].

In this perspective, the automobile industry develops high pressure storage
of hydrogen for light and heavy duty [3] fuel-cell vehicles. During the filling of
gaseous tanks, the gas pressure is increasing and induces an elevation of the gas
temperature. The J2601 standard of the Society of Automobile Engineers (SAE)
organism [4] requires the maximal temperature inside the tank to not exceed
85 °C. Type IV tanks use plastic as liner and a composite material wrap around
to limit tank weight and endure the pressure force of the 700 bar compressed
hydrogen. These materials are thermal insulators, which limits heat exchanges
between the compressed gas in the tank and the exterior environment. Type IV
tanks are likely to exceed 85 °C' during filling.

The final averaged gas temperature in the tank depends on the temperature
of the injected hydrogen [5, 6]. A cooling process is applied to the injected
hydrogen to maintain the final averaged temperature below 85 °C. The final
averaged gas temperature also depends on the filling time. A shorter filling
time, which requires a higher mass flowrate, limits heat exchanges between the
inner gas and the walls of the tank [7, 8]. However, for longer filling time,
i.e. smaller mass flowrate, the injected gas has a lower velocity, limiting the
mixing process inside fluid bulk. A criterion of 5 m/s for the velocity of gas
at the injection was suggested in [9] to maintain the mixing. This criterion
was confirmed in subsequent studies [10, 11]. A limited mass flowrate may lead
to thermal heterogeneities inside the tank: despite the fact that the averaged
temperature is within the thermal recommendation, local hot spots exceeding
the thermal recommendation can occur.

The HyTransfer project [12] investigated the filling of hydrogen tanks laid
horizontally for different tank geometries and different filling scenarios. During
the experiments, a type IV 37 L tank provided by ®Hexagon (with a length to
diameter aspect ratio of 2.4) showed contrasted thermal behaviors, depending on
the injection diameter and mass flowrate. Figure 1 shows a schematic of the tank
and presents the fluid region and the different solid regions. The experimental
measurements from Air Liquide Advanced Technology (ALAT) used 10 probes
of temperature in the fluid region. Their locations are represented in figure 1.

These experimental measurements were performed for 3 injector diameters
(3 mm, 6 mm and 10 mm) and 2 mass flowrates (2 g/s and 8 g/s). The
10 mm diameter is obtained by injecting directly through the plug aperture,
without injection pipe. The above mentioned mass flowrate values are averaged
over the filling time. To designate them, the injection diameter D and the mass
flowrate @ followed by the corresponding values are used. For example, the case
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Figure 1: Type IV 37 L tank provided by ®Hexagon with a 3 mm axial injector. View
through the (x,y) plane. Probe locations are indicated by circles: probes located in the (x,y)
plane in white and probes located outside the (x,y) plane in black.

Type IV 37 L tank
Scenario name D3Q2 D3Q8 D6Q2 D6Q8 | D10Q2 | D10Q8
Injection diameter [mm] 3 3 6 6 10 10
Averaged mass flowrate [g/s] | 2 8 2 8 2 8
Injection velocity* [m/s] [190;4.2] | [280;17] | [62;1.1] | [73;2.0] | [22;0.41] | [28;1.1]
Tmae — Tav [°C] 8.36 6.35 26.76 11.28 30.03 24.39

Table 1: Thermal gradients for the type IV 37 L tank from ALAT[13]. *Estimated assuming
a uniform velocity profile in the pipe and using the density calculated via the measured inlet
temperature and pressure in the tank, the measured mass flowrate and pipe cross section.

D10Q2 corresponds to the scenario with the injector diameter of 10 mm and the
averaged mass flowrate of 2 g/s. Table 1 presents different filling scenarios with
the thermal gradient occurring at the end of the filling and an estimate of the
injection velocity. To complete table 1, figure 2 gives the temperatures measured
during the experimental campaigns [13] for the above mentioned cases.

Panels (A) and (F) are the extreme scenarios in terms of thermal gra-
dients: (A) is the most homogeneous case and (F) the most heterogeneous
case. These two cases were studied previously [14] using three dimensional (3D)
computational fluid dynamics (CFD) simulations performed with the software
OpenFOAM][15]. The geometrical domain selected for the simulations was a half
of the tank geometry, using a symmetry assumption about the (x,y) plane to
save computational resources. The D3Q8 CFD results matched the experimental
data regarding both the averaged temperature and the local probe temperatures
in the fluid. The D10Q2 CFD results matched the experimental data regarding
the averaged temperature of the fluid and detected the onset of stratification.
However, the thermal stratification magnitude was underestimated. This is con-
sistent with the results of ALAT [16] where the same turbulence model, the k—w
Shear Stress Transport (SST) model [17] was used, with a different CFD code
and a different mesh.

Figure 3, issued from a previous study [14], summarizes the thermal behav-



—— Fluid region temperature (10)

—— Exterior temperature (2)

— 60 —
@) ) —_
= & £
g | = ¢ Z
2 (e 2 v
g 7 8 7
] 200 @ a
~ ~
0
0 200 400 600
D) Time [s]
100 F7
D6Q2 7
—_ 60 — 80 60
[S) —_ O —
= £ = 60t - £
g £ ¢ i n =
2 40 2 40
[ 0 [ 0
] F20 @ 20 o
- ~ 0
-20 e /\W-
o -20 } 0
0 50 100 150 0 200 400 600
E) Time [s] F) Time [s]
=== H
100 (D10Q8 T 7
—_ —_ - 60
G 80 60 G .
. Lo oo e AN ey Ay _ e &L
o 60 :' s o =
3 L — S L 40 —_
g =17 %
-
g 20 g 8 a
§ L20& § 20 &
- 0 =
—-20 W, 0
0 } -0
0 50 100 150 0 200 400 600
Time [s] Time [s]

—— Liner-Composite temperature (30)
—— Composite-Exterior temperature (6)

— Injected gas temperature (1)
—— Fluid region pressure (1)

Figure 2: Experimental measurements from HyTransfer [13], for six cases: (A) D3Q8, (B)
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used in the different tank regions is added in brackets in the legend. The temperatures are
indicated on the left axis and the pressure is indicated on the right axis
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ior in the tank, for the D10Q2 case, i.e. the most heterogeneous case. The
averaged temperature in the tank (black) is plotted together with values from
temperature probes (grey). The temperatures of the probes TT764 and TT761
exhibit the maximum and minimum values among probe data (red and blue
respectively). The average CFD temperature matches well the experimental
data (Teyp — Torpp = —0.12 °C). At probe TT764, CFD temperature is lower
than the experimental one (Tey, — Torp = 15.05 °C'). At probe TT761, CFD
temperature is higher than the experimental one (Tey, — Topp = —8.01 °C).
The maximum temperature in the CFD thermal field (red dashed line) is close
to the CFD value at probe TT764.

The turbulence modeling approach could explain the deviation from the
experimental data. The k — w SST turbulence model tends to over-predict
turbulent kinetic energy, leading to high values of the turbulent viscosity [18].
As the viscosity plays an important role in the thermal diffusion process, the
k —w SST turbulence model is suspected to over-predict thermal diffusion and
thus to underestimate the thermal gradient magnitude.

The objective of this paper is to clarify the role of turbulence modeling in
the thermal stratification process and to suggest a more accurate turbulence
model for tank filling simulations.

Models based on Unsteady Reynolds-Averaged Navier—Stokes (URANS) ap-
proach are considered due to their reduced computational costs. To limit the
turbulence level in areas where the flow may still be laminar, advanced turbu-
lence models are considered.

A CFD case with no turbulence model is considered with the same mesh
as in the previous D10Q2 simulation [14]. This case would work as a Direct
Numerical Simulation (DNS) if the mesh and time step were fine enough. That
is why this numerical experiment is called the coarse-DNS (cDNS) case. It aims
at investigating the effect of turbulence modeling in the URANS equations, on
the thermal field.

2. Physical system and modeling approach

2.1. Physical system

During gas injection in a closed volume, the pressure and temperature grad-
ually rise. Figure 1 represents the geometrical configuration. The tank is laying
in horizontal position along the x-axis, such as the gas injection. The gravity
(g) is acting vertically along the y-axis. The tank is axisymmetric about the
x-axis. It is composed of 4 or 5 solid regions, depending on the presence of an
injection pipe: (i) a composite wrap which undergoes the mechanical constraint
due to gas pressure, (ii) a plastic liner which limits the molecular diffusion of
hydrogen through the wall, (iii) metallic bosses, (iv) plugs at each tank extrem-
ities and (v) a metallic injection pipe. The fluid region is the volume enclosed
by the solid regions. The tank is surrounded by air at atmospheric pressure and
ambient temperature.

The simulations are initialized using the pressure and temperature values
issued from the experiments [13]. The temperature data come from 10 probes
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located in the fluid region as shown in figure 1. Probe locations are given in the
HyTransfer project document [13]. The inlet temperature and tank pressure
were also measured and reported in [13]. Figure 2, adapted from [13], shows
plots of all probe measurements for the different filling scenarios examined with
the type IV 37 L tank.

2.2. Modeling approach

The simulations are based on a coupled fluid dynamics and heat transfer
model, called Conjugate Heat Transfer (CHT) method [19].

The energy balance equation is solved in solid regions to simulate the thermal
diffusion across tank walls. The set-up is the same as in the previous study [14].

The governing equations in the fluid region are the Navier-Stokes equations,
i.e. the mass, momentum and energy balance equations.

The Reynolds number based on plug aperture diameter (10 mm) evolves
from 45 000 to 15 000 during the filling. For these Reynolds numbers, the flow
is turbulent in the injection area [20]. The turbulence is modeled using the
URANS approach with the Boussinesq eddy-viscosity assumption [21].

For the velocity, a no-slip condition is used on the walls while a uniform mass
flowrate is imposed at the inlet. It is deduced from the experimental pressure
input represented in figure 2 (green line). A continuity of temperature and heat
flux is imposed between the different regions.

The ideal gas equation of state is not valid for hydrogen considering the
present ranges of pressure and temperature [5]. Real gas data from the National
Institute of Standards and Technology (NIST) [22] are used to determine the
thermodynamics.

2.3. Turbulence modeling

In the URANS equation system [23], turbulence effects are taken into account
via the Reynolds stress tensor 7;; [kg/m/s%], which contributes to the total
viscosity tensor. Using the Boussinesq eddy-viscosity assumption

2
*Pkfsij ) (1)

Tij = 2peSi5 — 3

the Reynolds stress tensor is linked to the turbulent viscosity p; [kg/m/s], the
turbulent kinetic energy k [m?/s?], the Kronecker delta d;; [1] and the density
p [kg/m?3]. The mean rate of strain tensor S;; [1/s] is

1 /oU; AU
Si‘2(8xj+8xi> ’ (2)

where U [m/s] is the Reynolds-Averaged velocity field. Turbulence models
are designed to model 7;; via p; [kg/m/s]. However, p; [kg/m/s| also plays
an important role in thermal diffusion. In the energy equation, the effective
thermal conductivity Aesp [W/m/K] is defined as

Aeff = A+ A, (3)
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where A is the thermal conductivity and A; is the turbulent thermal conductivity,

Cpli
t P’I"t ) ( )
where Pr; = 0.85 is the turbulent Prandtl number and ¢, [J/kg/K] is the
specific heat capacity. The effective thermal diffusivity is directly linked to the
effective thermal conductivity:

Aeff
el = 0 (5)

The choice of the turbulence model is a key element for temperature predic-
tion since it impacts the prediction of the turbulent viscosity and therefore the
prediction of the effective thermal diffusivity.

A previous study [24] pointed out that the k — e Realizable turbulence model
is the most suitable for CFD simulation of hydrogen tank filling. The comparison
test was performed for an axisymmetric case where gravity was not taken into
account. The benchmark was based on the averaged temperature only. The
influence of the different models on temperature distribution is unknown. This
model was recently used to investigate the temperature distribution during the
filling stage of a hydrogen tank [25, 26, 27]. The model captures correctly the
round jet physics [28] which is an important part of the fluid dynamics in the
tank. However, the thermal boundary layer at wall must be modeled by a wall
function, which is problematic for precise heat transfer predictions [29].

Therefore, to avoid the use of wall functions and correctly capture the ther-
mal layer, the K — w SST model [17] was selected. In previous studies [14, 16],
this turbulence model was able to capture the averaged value of the temperature
and the onset of stratification while underestimating thermal gradient ampli-
tudes. The model involves two equations to predict the eddy-viscosity: one is
based on the conservation of the turbulent kinetic energy k [m?/s?] and the
other one is based on the conservation of the specific rate of dissipation of the
turbulent kinetic energy w [1/s].

The idea behind the k —w SST turbulence model is to merge two other two-
equations eddy-viscosity models, the k — w and k — ¢ models. An advantage of
the k — w model is to be applicable until the viscous layer. Its major downside
is its sensitivity to the freestream condition [30], which can lead to less accurate
predictions than the k& — e model. Therefore, the k —w SST turbulence model is
designed to switch between the k — w model close to walls and the k¥ — & model
in other regions. This model is intensively used in the industry [31].

A limitation of the & — w SST model is the over-predicted turbulence ki-
netic energy in stagnation regions [18]. This becomes problematic when the
cooled jet coming from the injected gas is deviated towards the lower part of
the tank and the upper part of the tank becomes a stagnation area. Increasing
the turbulent kinetic energy in this area would, from a thermal perspective,
increase temperature diffusion and limit gradient amplitude, which is consistent
with the observations reported in the previous study [14]. Therefore, advanced
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turbulence models which limit the production of turbulent kinetic energy, and
consequently turbulent viscosity, are expected to improve gradient prediction.

The v — Reg model [32, 33] is a 4-equation model designed to capture the
laminar-turbulent transition phenomenon. It is derived from the £ — w SST
model and includes two additional equations for the intermittency -« and the
momentum thickness Reynolds number Rey. It was used by the Joint Research
Centre (JRC) of the European Commission [34, 35] to study the thermal distri-
bution during hydrogen tank filling. It was able to detect the onset of stratifica-
tion but underestimated the thermal amplitude, compared to the experimental
measurements [34].

In a preliminary phase of the present study, several tests have been carried
out using the v — Rey model with OpenFOAM [36]. No substantial difference
with the £ — w SST model has been noted and the investigation of the v — Reg
model was stopped.

The Scale Adaptive Simulation (SAS) concept was applied to the k —w SST
model [37] to avoid the over-prediction of eddy-viscosity. The SAS concept
consists in comparing the turbulent length-scale L issued from the k — w SST
model to the von Karmén length scale L,k , a three- dimensional generalization
of the boundary layer thickness. Depending on the ratio L—, a source term
RQsas is added in the balance equation of w, correcting the productlon of w, and
therefore impacting the turbulent viscosity pu;.

The model is available in OpenFOAM [38] and supplementary details can be
found in [17, 37, 39]. The corrected value of turbulent viscosity p; in stagnation
areas is expected to improve the prediction of temperature gradients.

In addition, to investigate the influence of the turbulent viscosity on the
temperature field, a numerical experiment with no turbulence model is per-
formed: the cDNS case. In this case, the flow is considered to be fully resolved,
filtering the small scale structures of turbulence. This approach will therefore
tends to minimize thermal diffusion and thus maximize temperature gradients.
The equation system is the same as for the DNS studies, although the mesh is
not fine enough to capture the smallest scale as theorized in the Kolmogorov

theory [40]. For example, in the injection area, the smallest scale n [m], can be
linked to the Reynolds number Re = u“” by the relationship n ~ DRe™3/4,
with the injection velocity w,; [m/s], the injection diameter D [m] and the

kinematic viscosity v [m?/s]. For the D10Q2 case, Re ~ 1.5 10* at minimum,
consequently this scale is at maximum 1 = 7.3 1075 m. The smallest cell size is
4.9 107° m. The DNS simulation conditions are not satisfied but the simulation
may still give insights into the impact of turbulence modeling.

To save computational resources, the different simulations have been initial-
ized at 180 s based on the k —w SST results; this corresponds to the beginning
of thermal stratification.

3. Numerical Method

The OpenFOAM solver chtMultiRegionFoam [41] is used to perform the
CHT simulation. In the fluid region, the solver uses the Pressure Implicit with
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Tezp — Torp [PC]\CFD approaches | kK —w SST | k —w SST SAS | cDNS
av(T) t; [°C] 0.12 0.11 0.73
TT764 t; [°C] 15.05 2.17 1.82
TT761 ¢, [°C] 801 179 5.66

Table 2: Temperature deviations between the experimental data and CFD simulation results
at the end of the filling, for each CFD approach.

Splitting of Operators (PISO) algorithm [42, 43]. A variable time step is used
to maintain the Courant—Friedrichs—Lewy number (CFL) lower than 1 during
the simulations.

A symmetry assumption is used to reduce CFD cost. Only half of the tank,
cut through the (x,y) plane, is considered. The mesh is issued from the hetero-
geneous case described in the previous study [14]. It is composed of 651 482 cells
in the fluid region and 449 126 cells in the solid regions. A y™ < 1 numerical
criterion on walls is maintained to avoid wall functions. Mesh validation results
were reported in the previous study [14].

4. Results

4.1. Comparison of gradient prediction

Figure 4 shows a comparison of the CFD results with the experimental mea-
surements. For the averaged gas temperature, all simulation approaches match
the experimental data. Considering the maximum temperature, probe TT764,
the k — w SST case underestimates the temperature while the cDNS case over-
estimates the temperature. The k —w SST SAS case results are in-between, in
better agreement with the experimental data than the other CFD approaches,
even though slightly lower.

On the TT761 probe, the £k — w SST model overestimates the temperature
while the cDNS case underestimates the temperature. The k —w SST SAS case
is slightly higher than the experimental value.

The values of the averaged and probe temperature deviations (Teyp —Torp)
at the final time (630 s) for the different CFD approaches are presented in table
2.

A detailed monitoring of each probe is presented in figure 5. It can be noted
that the kK — w SST SAS case is closer to the experimental data on the higher
and lower probes than on the central probes (TT762, TT766, TT769).

The k — w SST SAS case shows better prediction of the thermal gradients
(i.e. closer to the experimental data), than the k —w SST and the cDNS cases.

4.2. Field comparison

Figure 6 presents, for scenario D10Q2 at three times (200 s, 400 s, 600 s),
the temperature fields simulated by the k¥ —w SST (upper panel) and k —w SST
SAS (lower panel) turbulence models. Likewise, figure 7 depicts the effective

10
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Figure 4: Scenario D10Q2. Comparaison between the experimental measurements and CFD
results concerning the averaged and local temperature values, for each CFD approach. The

results of the k —w SST model simulation are issued from [14].
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Figure 5: Scenario D10Q2. Comparison between the local temperatures issued from the
simulations and the experiment. Probe locations are indicated at the top of the figure.
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thermal diffusivity. In figures 6 and 7, the fields are located in the symmetry
plane.

The source term Qs 45, added to the w balance equation in the k—w SST SAS
model, limits the level of turbulent viscosity. The effective thermal diffusivity
behaves like the turbulent viscosity (expression (5)). Figure 7 shows that the
level of effective thermal diffusivity is reduced when the £ — w SST SAS model
is used. In the stagnation area where there is no mixing, the lower effective
thermal diffusivity strongly influences the temperature field. Figure 6 shows
that, for each time, the averaged temperature (given above the thermal field)
is similar for the two turbulence models, while the maximum temperature (also
reported above the thermal field) is significantly different. For example at 600 s,
the difference of maximum temperature between the k£ —w SST SAS and k —w
SST turbulence models reaches approximately 13 °C.

A complementary video of scenario D10Q2 using the & — w SST SAS model
is available in the Supplemental Data. It presents the thermal field at the
upper panel and the velocity field at the lower panel.

5. Application to other filling scenarios

The comparison reported in section 4 shows that the k —w SST SAS turbu-
lence model substantially improves the thermal gradient prediction for scenario
D10Q2. Two other filling scenarios are selected to confirm the accuracy of this
approach, scenarios D6Q2 and D6QS.

For both scenarios, a mesh composed of 704 209 cells in the fluid region
is employed. The processing time depends on the solver algorithm and the
inlet velocity. It has been found that the PISO solver is computationally more
efficient for velocities below 10 — 20 m/s while the PIMPLE algorithm [44] is
faster for higher velocities, using a CFL > 1. Consequently, a PIMPLE-PISO
switch has been performed at 100 s for scenario D6Q2 and at 80 s for scenario
D6QS8.

5.1. Scenario D6Q2

Like scenario D10Q2, scenario D6Q2 leads to a large difference between the
averaged and maximum gas temperatures issued from the probes (figure 2,D),
Tinaz —Tayv = 30.03 °C and T —Taw = 26.76 °C, respectively. Unlike scenario
D10Q2, scenario D6Q2 involves an injection pipe, which is usually present during
tank filling in real conditions.

Figure 8 compares the average and local probe temperatures issued from
the experimental measurements with the CFD results. For scenario D10Q2,
measurements from the probes TT760, TT764 and TT767 tend to converge
during the filling. The probe TT760 temperature rises at 90 s, then the probe
TT764 temperature at 130 s and finally the probe T'T767 temperature at 180 s.
At the final time, the temperatures measured by probes TT760, TT764 and
TT767 are very close. The CFD results predict a similar phenomenon, i.e. a
local increase of temperature (a hot spot) occurs near the injection region where

13
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Figure 6: Scenario D10Q2. Comparison of the temperature fields predicted by the k — w
SST (upper panels) and k — w SST SAS (lower panels) turbulence models, at time instant:
(A) 200 s, (B) 400 s and (C) 600 s. The black line corresponds to the isoline of averaged
temperature.
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Figure 7: Scenario D10Q2. Comparison of the effective thermal diffusivity fields predicted by
the k — w SST (upper panels) and k — w SST SAS (lower panels) turbulence models, at time
instant: (A) 200 s, (B) 400 s and (C) 600 s.
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Figure 8: Scenario D6Q2. Comparison between the averaged and local temperature values
issued from the experimental measurements and the CFD results using the k — w SST SAS
turbulence model. The maximum temperature value issued from the CFD thermal field is
represented by a red dashed line. The upper panel is a zoomed view in the time interval
[70 s 200 s], to see the delay of probe TT760 temperature between CFD and experimental
results.

the gas is not cooled by the injected gas. Once the buoyancy forces dominate
the jet momentum forces, the jet is deflected and the hot spot is convected
along the upper part, crossing successively probes T760, TT764 and TT767.
Figure 9 shows that the hot spot is close to the injector region at t = 150 s.
At t = 200 s, the hot spot crossed probes TT760 and TT764 but not probe
TT767. At t = 450 s, the hot spot has reached the rear region of the tank.
The CFD predicts this phenomenon with a delay compared to the experimental
measurements. In figure 8, the temperature raise for probe TT760 occurs at
150 s in the CFD results versus 90 s in the experiment.

After 150 s, the maximum gas temperature issued from CFD results (red
dashed line) is similar to the temperature from probe TT760. This suggests
that probe TT760 is correctly located to measure the maximum temperature in
the tank at the end of the filling.
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Figure 10: Thermocouple tree photograph reproduced from the report concerning the exper-
imental tests of the HyTransfer project [13].

The CFD simulation predicts a lower vertical thermal gradient than that
measured experimentally. At time ¢t = 568.9 s, the difference of temperature
for probe TT760 between the experimental measurements and the CFD results
is Teap — Torp = 10.1 °C. The difference for probe TT768 is Terp — Torp =
—8.02 °C.

The difference between the experimental measurements and the CFD results
are larger than for the D10Q2 scenario. No results issued from the k — w SST
model are available and the impact of the SAS approach cannot be estimated
for the D6Q2 scenario.

The discrepancies could be explained by the presence of the experimental
measurement device in the gas region. A thermocouple tree (figure 10) has been
inserted at the rear region of the tank. Considering the D6Q2 configuration, with
an injection pipe, the injection outlet is closer to the thermocouple extremity.
This results in a potential interaction between the jet and the measurement
device, leading possibly to less thermal mixing and larger thermal gradients.
Moreover, the jet is deflected earlier in the D10Q2 scenario. Figures 6 and 9
show that in this scenario, at ¢ = 200 s, the jet is more deflected than in the
D6Q2 scenario at t = 450 s, reducing the potential influence of the measurement
device in the D10Q2 scenario. The influence of the experimental measurement
device on the actual thermal field remains to be clarified.

5.2. Scenario D6Q8

Scenario D6Q8 leads to a limited gradient, with a maximum of 11.28 °C
between the averaged and maximum gas temperatures issued from the probes
(figure 2,C)). It represents an interesting case to test the k —w SST SAS turbu-
lence model in a scenario involving an important thermal mixing by the inner
jet.

Figure 11 compares the average and local probe temperatures issued from
the experimental measurements and the CFD simulation. The minimum tem-
perature is not observed at the lowest probes (TT761,TT765,TT768), but at
the TT763 probe. This can be explained as follows: due to the gravity, the cold
jet is deflected and hits the TT763 probe, which is closer to the injector outlet
than the TT765 probe. The averaged and local temperatures predicted by the
CFD simulation are close to the experimental measurements.
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Figure 11: Scenario D6Q8. Comparison between the averaged and local temperature values
issued from the experimental measurements and the CFD results using the £ — w SST SAS
turbulence model. The maximum temperature value issued from the CFD thermal field is
represented by a red dashed line.

The jet oscillates in the tank. By oscillating up and down, it successively
cools down the upper part and the lower part of the tank. The temperatures
from probes TT763 and TT760 oscillate in phase opposition (figure 11). When
the jet stops oscillating (close to 70 s), the same phenomenon as for scenario
D6Q2 occurs: with the deflection of the jet, a hot spot is convected from the
injector region to the tank rear region, and a vertical thermal gradient develops.

6. Conclusion

The objective of this work was to improve the CFD prediction of ther-
mal gradients during the filling stage of a hydrogen tank. Previous studies
[14, 16, 34] had shown that URANS approach associated with the k —w SST
turbulence model, tends to underestimate thermal gradients. Here, the impact
of turbulence modeling on thermal gradient prediction was investigated on an
experimental case, issued from the HyTransfer project [12] and leading to large
thermal gradients. The underprediction of the thermal gradient magnitude by
the £ — w SST model was attributed to an overestimation of the eddy-viscosity,
which plays a key role in thermal diffusion. An advanced turbulence model, the
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k —w SST SAS model, was used to balance the eddy-viscosity production, and
it was shown to substantially improve the prediction for this filling scenario.

The accuracy of the k —w SST SAS model was assessed on a second filling
scenario leading to large thermal gradients. The CFD results underestimate the
maximum gas temperature by 10.1 °C compared to the experimental measure-
ments. This difference could be attributed to the measurement device present
in the tank during the experiments, which may potentially interact with the jet.
The impact of the measurement device on thermal mixing needs to be clarified.

The k —w SST SAS turbulence model leads to accurate thermal predictions
for a third scenario with limited thermal gradients. It requires similar compu-
tational resources compared to the k —w SST turbulence model. Consequently,
the present study suggests to use the kK —w SST SAS turbulence model for CEFD
simulation of tank filling.

Complementary videos of scenarios D6Q2 and D6Q8 using the £k — w SST
SAS model are available in the Supplemental Data.
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Section 4.1 — Advanced turbulence modeling improves thermal gradient prediction during compressed hydrogen tank
filling
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Figure 4.1 — Scenario D10Q2. Comparison between the experimental measurements and CFD results using the
k —w SST model, concerning the averaged and local temperature values. The averaged temperature Tqy—probes 1S
the arithmetic average of the 10 probe temperatures located in the fluid region. The maximum temperature value
issued from the CFD thermal field is represented by a red dashed line..
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Section 4.2 — Additional results

4.2 Additional results

4.2.1 Gas temperatures

Figures 4.2 and 4.3 compare the temperatures between the CFD results and the experimental measurements for the
10 probes in the gas. In figure 4.2, temperature oscillations are visible before ¢ = 80 s. It corresponds to the oscillation of
the jet. For the experimental measurements, perturbations of temperature appear for the probe TT760 at ¢ =40 s, for the
probe TT764 at t = 80 s and for the probe TT767 at ¢ = 140 s. This suggests, the convection of the hot spot of temperature
at the top of the fluid region identified for the scenario D6Q2 is also occurring for the scenario D6Q8. Likewise, the
CFD results seem delayed with the perturbation of temperature for the probe TT760 at ¢ =90 s. In figure 4.3, the delay
between the CFD results and the experimental measured appears plainly for the probe TT760, probe T'T764 and probe
TT767 (approximately 50 s).

4.2.2 Heat exchanged between the gas and the walls

Figures 4.4 and 4.5 show that the presence of a turbulence model has a limited impact on the total heat power at wall
for all regions. In figure 4.4, (panel D), it can be seen that the upper part of the liner exchanges more heat for the cDNS
case, followed by the £ —w SST SAS case compared with the 2 —w SST case. The trend is the opposite for the lower part of
the liner. This is a consequence of the higher thermal gradient amplitude present in the gas for cDNS case, followed by
the £ —w SST SAS case when compared with the 2 —w SST case. The total heat power, i.e. the sum of the heat power
from the upper part and lower part, is however similar for all CFD studies.

In figure 4.5, (panels B and C) it can be seen that the absence of turbulent thermal diffusion for the cDNS case (in
green) induces a reduction of the heat power on walls on the left side for the plugs and the bosses.

At t =430 s, for the cDNS case, a numerical scheme had to be changed for stability reason. The new numerical
scheme chosen, more stable but more diffusive, reduces the oscillation of the heat power. In figure 4.5, panel C, the above
mentioned effects are clearly visible.

4.2.3 Comparison between OpenFOAM results and experimental measurements for the
temperatures between the liner and the composite

Figure 4.6 displays a comparison of the temperatures recorded by the 28 probes located between the liner and the
composite for the &2 — w SST CFD results (in red), the £ —w SST SAS CFD results (in blue), the cDNS CFD results (in
green) and the experimental measurements (in black). It shows that the temperatures from probes located where the liner
is flat and with a constant thickness (TC5, TC6, TC7, TC8, TC9, TC10, TC24, TC22, TC21, TC20) are better predicted by
the CFD with £ — w SST SAS turbulence model.

It changed the thermal mixing in the gas the tank. The temperatures in walls are impacted by the thermal
stratification in the gas. The improvement of temperature prediction with the £ —w SST SAS turbulence model is thus
also visible in figure 4.6. The cDNS overestimates the thermal gradient amplitude.

Improvement of CFD approach 121



Section 4.2 — Additional results

L] L] L]
TT760 TT764 TT767
.
TT762
. L]
TT766 TT7
L]
TT763
'I_I'Zﬁl '|_|'.765 '|_|'268
G TT760 o TT761
o NS N SR PR S S S TP N ) I T N PRV PRV S SR SO SO
— 1005 1 1 [ 1 1 I 1 I — 10017 I 1 I 1 1 1 1 1
g 9 50l 1 1 1 1 1 1|
S S
- -
E 60 =1 = ] = o e o Q 60 e T T
[a] I 1 I —— CFD k- w SST SAS [} —— CFD k= w SST SAS
O 40+ tfmdmmd = . - Q 40+ - : -
g 1 1 | = Experiment g | —— Experiment
v 20—t —dt 1 ! bt T 20 4 e e
~ 0 20 40 60 8 100 120 140 160 60 80 100 120 140 160
Time [s] Time [s]
U TT762 G TT763
o Ll oL L__L| ° L 1 ] 1 remmlem ol L L
> 1001y [ 1 [ | 1 I 1 1 > 100 = —— CFD k= w SST SAS ™7 1 1 [
1 1 1 1 1 1 1 [l 1 I ; 1 1 1 1
= EUEE EEE EEE EEE el vy -5 80 + Experiment S ety T et T
E= 1 -
© 60 1= === =—m=——m == ——pr==r= © 60
Q H 1 J _: —— CFD k — w SST SAS [} H
CE)' Oy =t ==1""1""— Experiment i CE)' 4011 H
o 20 R —— e o 20 | | ! 1 : L } }
= 0 20 40 60 80 100 120 140 160 0 20 40 60 80 100 120 140 160
Time [s] Time [s]
1S} TT764 18) TT765
o L eobLoL__L] ° I T S S T | 1 1 -
> 100 1=y [ 1 [ 1 1 1 1 1 > 100 1=y I 1 |~ " —— CFD k—w SST SAS
1 1 1 1 1 1 1 1 [P ;
5 80 T==T==T==— == -5 80 -g==1=" Experiment -
e} 1 fra} 1 el ¥ T
© 601Tt=—F-—1-—q———"———t——=—rF=—=r=—=+— © 60 ==q1--q-—----F--F--r--t-
] I I —— CFD k= w SST SAS [] 1 1 1 1 1
Q 40++f—t——d—md = ' 4 2 40+ cdmmdemcde e e e e -
I 1 | — Experiment IS 1 1 1 1 1 1 1
o 204 e it Rt | F——t——r o 20 R e e e
— 0 20 40 60 80 100 120 140 160 40 60 80 100 120 140 160
Time [s] Time [s]
o _ _ _ _ W?GG o _ . _ . TT_767
L1001 CFDK=w $STSAS "~ —=F=—bk--1-| 100+ Z— CrpK-wssTSAS -~ ——F--F--1-
o I : 1 1 o L ; I 1 1 |
5 80 + Experiment b nimie o~ s I~ 80 + Experiment —— ey
= T T | = 1 | 1
© 60TT- =1=="-=----r--r--r-| © 60Trt- Il Bl bt el o Sk
] 1 1 1 1 1 ] 1 1 1 1 1 1 1 1 1
Q 40t kfmdmmdmmdm ek mm ke m k=l O 40 bfmdmmd e e e e
g 1 1 1 1 1 1 IS 1 1 1 1 1 1 1 1 1
v 20— —q 1 1 1 L o 20-F—-Fp—t 1 1 1
~ 0 20 40 60 8 100 120 140 160 0 20 40 60 80 100 120 140 160
Time [s] Time [s]
U 'I'I'-768 - : - - U TT-769 - - - -
100 t-=t-=-d--d-- . Dkl wssTsAS | 100 t-=t--d--d-- L Crp Kk wssTSAS
g . —— Experiment | @ . —— Experiment L
5 80Tr--T-=1--1 P 5 8rr--T-=1--1 P
® 601r- ———r——r=——t- ©
& l 1 | 1 l 1 1 1 o
Q 40t+tfmtmmdmmdm e ——mk— k= O
g 1 1 1 1 1 1 1 1 I
o 204 4 | 11 o 20 | | ! 1 I } }
~ 0 20 40 60 80 100 120 140 160 0 20 40 60 80 100 120 140 160
Time [s] Time [s]

Figure 4.2 — For the scenario D6Q8. Comparison between the local temperature values issued from the OpenFOAM
CFD results and the experimental measurements. Probe locations are indicated in the upper panel.
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Figure 4.3 — For the scenario D6Q2. Comparison between the local temperature values issued from the OpenFOAM

CFD results and the experimental measurements. Probe locations are indicated in the upper panel.
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Chapter 5

Simplified model to predict the thermal

stratification

Introduction

Thermodynamic modeling of hydrogen tank filling, i.e. 0D models, consider the gas in the tank as a unique isothermal
volume. Based on thermodynamical considerations, i.e. mass and energy balance equations, the temperature predicted
each time step is a spatial average, as well as other quantities like the density or the pressure.

These models cannot detect neither the onset of thermal stratification, nor the maximum temperature of the gas
inside the tank. For now, only CFD approaches can predict the onset of stratification and estimate the amplitude of the
thermal gradient. However, CFD approaches require important computational resources and time. This disqualifies CFD
approaches to perform parametric studies or a live-stream temperature prediction for embedded application.

Previous CFD studies highlighted the phenomenon of jet deflection for horizontal filling [25, 55]. The phenomenon
has been likewise highlighted in chapters 3 and 4. Indeed, as the injected gas is cooled down and released at the pipe
outlet in the warm gas bulk, it is forming a round jet sinking down towards the lower part of the tank due to buoyancy
forces. The jet breaks the horizontal symmetry and dumps the cold gas towards the lower part of the tank. This flow
dynamic is a key factor of the onset of thermal stratification.

In the literature, free round jets released in a homogeneous environment with a different density than the jet density
were deeply investigated. Early mention of buoyant round jet theory can be found in the work of Morton et al. [120].
Morton detailed the equation system leading to the buoyant round jet model. A complete description of the equation
system can be found in the publication of Jirka [121] or in the book of Lee and Chu [122]. The buoyant round jet model
includes the case of a fluid release in linear-stratified environment.

The model can be applied for the release of hot or cold gas into the atmosphere or the release of lighter or heavier fluid
(like water with a different salinity), into ocean [123].

One of the major assumption of the model is the unbounded condition of the environment, i.e. free jet, which seems
contradictory with the confined configuration of a tank filling. However, the CFD results, validated by experimental data
(see chapter4), give the velocity field in the tank. The buoyant round jet model results can be compared with the CFD
results and the relevance of the method can be evaluated.

The buoyant round jet model requires initial values which can be provided by a 0D model. Therefore, it does not need
a CFD calculation to describe the jet trajectory. A relationship between jet deflection in the tank and the thermal gradient
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is suggested in section 5.2.2. This relationship aims to use the jet trajectory in the tank to evaluate the maximum

temperature.

5.1 Reference data

5.1.1 Experimental data

Experiments were carried out during the HyTransfer project [41] from 2013 to 2016. During the experiments, a type
IV 37 L tank filled horizontally with an axial injector showed contrasted thermal gas behaviors depending on the injector
diameter and mass flowrate. Six filling scenarios were performed. There are designated by the injection diameter D and
the averaged mass flowrate @ followed by the corresponding values used. For example the scenario D6Q2 corresponds to
the scenario with an injector diameter of 6 mm and an averaged mass flowrate of 2 g/s.

During the experimental measurements, 10 probes of temperature were placed in the gas, noted T',ope,;, See section

2.1.1. The maximum gas temperature T,,, and minimum gas temperature T',;, at the tend of the filling are defined as

Trmax = max(Tprobe,i) (5.1)

and
Trin = min(Tprobe,i) s (5.2)

and an averaged gas temperature T, is calculated as followed :

10
_ Zi Tprobe,i

T = T (5.3)

Table 5.1 presents, at the final filling time, the difference between T, — Ty, Which can be considered as a good

indicator to evaluate the presence of thermal gradient.

Type IV 37 L tank
Scenario D3Q2 | D3Q8 | D6Q2 | D6Q8 | D10Q2 | D10Q8
Tmax—Tap [°C1 | 8.36 6.35 26.76 | 11.28 | 30.03 24.39

Table 5.1 — Thermal gradients for 6 filling scenarios of the type IV 37 L tank [41]. Selected case in bold.

The pipe diameter and the injected mass flowrate determine the inlet velocity. As previous studies highlighted [25, 29],
the higher the inlet velocity is, the better the thermal mixing is. The scenario D10Q2 is the scenario with the largest
diameter and the lowest mass flowrate. It is producing the maximum thermal gradient amplitude. To obtain 10 mm
for the injector diameter, the tank was directly filled through the plug aperture, with no pipe inside the tank. This
configuration does not exist in a real filling condition. This situation is problematic to use the buoyant round jet model
because the gas is released first not in the main bulk but in the boss cavity, which corresponds to a sudden pipe expansion
situation and not a free jet release situation, see picture 5.1. Also, the jet is hitting the boss wall which disturbs its
trajectory.

This is why, for the following study, the scenario D6Q2 is selected. It also led to a large thermal gradient (see table
5.1) but has an injector pipe of 100 mm long inside the tank.
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Figure 5.1 — For the scenario D10Q2. For the time 630 s. View of the thermal field at the injection region from the
plane (x,y). In the boss cavity at left, the jet is bounded. It impacts the boss wall and get deflected. Outside the boss
cavity, the jet impacts the liner lower wall.

5.1.2 CFD Results

During the experimental measurements, the occurrence of thermal gradients can be detected but for a limited locations
on temperatures and no knowledge on velocities. To clarify the mechanism leading to the thermal gradient, the CFD
approach has been used, see chapter 3 and 4.

In section 4.1, the 3D CFD simulation of the scenario D6Q2 has been obtained using the software OpenFOAM. Thanks
to the CFD approach, the complete map of the thermal field and velocity magnitude field in the tank are obtained. Figure
5.2 shows, when the thermal gradient occurs, the jet is deflected towards the lower part of the tank. The deflected jet
brings cold gas at the lower part of the tank. This is responsible for the vertical thermal stratification. The jet deflection
is due to a competition between the inertia force of the jet and the negative buoyancy force on the jet. It changes its
trajectory from axial to deflected when the buoyancy force becomes dominant. The buoyant round jet model is designed to

model this phenomenon.

5.2 The buoyant round jet model

5.2.1 Model development

This section is dedicated to the development of the buoyant round jet model. It contains the different hypotheses and
simplifications leading to the final equation system.

The pipe is cylindrical, then the gas released from the pipe outlet is assumed to be a round jet, i.e. circular-symmetric
along its centerline. The jet centerline is described by a curvilinear abscissa s [m]. The pipe outlet corresponds to the
initial point (s = 0 m). Initially, the jet radius b [m] is equal to the pipe radius ro [m]. At the pipe outlet, the velocity
and density profiles are taken as a top-hat profile with a uniform value ug [m/s] and po [kg/m?] respectively. In the
exterior environment, the gas is considered at rest, i.e. no velocity. The density p,.r [kg/m?®] is the reference density for
the exterior environment. The exterior environment can be stratified, i.e. a gradient of density can be present, then the
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Figure 5.2 — For the scenario D6Q2, CFD results at time 450 s. The upper panel represents the velocity magnitude
field with transparency, to see stream-lines coming from the pipe inlet. The lower panel represents the temperature

field.
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Figure 5.3 — Horizontal release of a buoyant round jet.
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surrounding density of the jet pgrqq [2 g/m?®] is different than p,, £

A fixed Cartesian coordinate system (ey,ey,e) sets the reference frame. The gravity acceleration is oriented in the e,
direction. A local cylindrical coordinate system (e_;,e—;,E[,) is set to follow the curvilinear abscissa s, see figure 5.3.

A transition area called Zone of Flow Establishment (ZFE) is identified [124] where a turbulent jet is released. In this
zone, the jet velocity and density profile will shift from a top-hat profile to a Gaussian profile. Once the flow is established,
the jet profile remains Gaussian and self-similar along its trajectory. Consequently the ZFE needs to be treated separately.
Four assumptions are needed for the model:

(i) The flow is steady-state, i.e. there is no temporal evolution of the jet. Mathematically speaking, time derivative

components in Navier-Stokes equations are neglected.
(i) The pressure is considered uniform, i.e. the pressure gradient is neglected.

(iii) The viscosity effects are neglected. As the flow is fully turbulent at the pipe outlet (high Reynolds number), the
viscous forces are neglected in front of inertial forces.

(iv) The difference between the initial density po and the exterior environment density p,.s is considered small enough
to use the Boussinesq simplification, i.e. the variation of the fluid density is only considered in the buoyancy term
in the Navier-Stokes equations.

The buoyant round jet model is based on balance equations for the mass flux, momentum flux and buoyancy flux for a
perpendicular plane of the jet centerline at the abscissa s. The balance equations are divided by the reference density
pref- The variables of the equation system are: (i) the mass flux @ [m?/s], (ii) the momentum flux M [m*/s%] and (iii) the
buoyancy flux J [m*/s?]. They are defined as:

+
8

D
I

S

1l
of\°§ o\§ of\§
of\:é— o

usrdrde , (5.4)

+O"\

8

ulrdrdg, (5.5)

N
I

gusrdrde , (5.6)

where u; is the velocity magnitude along the e axis and g’ the reduced gravity defined as

r_ Pgrad — P
Pref

(5.7

In the ZFE, the effect of the buoyancy forces are neglected, i.e. the jet remains on the x-axis. Initially at s =0 m, the
top-hat approximation allows to access @ and M values:

Q(0) = muor, (5.8)
M(0)=nmuir?. (5.9)

Using a correlation [125], the length of the ZFE can be linked to the pipe radius:

Lzr=9,79r¢ . (5.10)
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In [125], the mass flux at the end of the ZFE is linked to the one at the beginning

Q(LzFE) Lzrg Lzrg \2
——————=1+0.083 +0.013 . 5.11
Q(0) 2ro ( 2rg ) 61D
Then using (5.10), (5.11) becomes
Q(Lzrg)=1.72 Q(0) . (5.12)
The momentum flux is conserved:
M(Lzrg)=M(0) . (5.13)

Outside the ZFE, the round jet is self-similar and its shape can be considered as Gaussian [122]. The velocity profile is
2
us(s,r)=uc(s)e o, (5.14)
where u.(s) is the velocity at the jet centerline. Likewise, the density profile is
2

P(5,7) = Pgrad ) + (Pe(8) — Pgraa(yVe W7 | (5.15)

where p.(s) is the density at the jet centerline. A, is a parameter to correct the Gaussian variance for the density profile if
different than the velocity profile. In the literature, it can be found A =11in [120], A=1.2in [121] or A =1.19 in [122]. The
density profile (5.15) is substituted in the reduced gravity term (5.7) which becomes

2

g'(s,r)= gc(s)e_MrT)Q , (5.16)

where g.(s) is the reduced gravity term at the jet centerline. Using (5.14) and (5.16), the variables @, M and J can be
linked to u., b and g.:

Q =nb’u,, (5.17)
1

M= 5anu? , (5.18)

/12
J = A2+1nb2ucgc. (5.19)

Hence (5.19) can be expressed via @:
A’Q

J=——7 . 5.20
/lZ + ngC ( )

The mass balance applied on a plane perpendicular of the jet centerline links the axial velocity us, parallel with the

abscissa s and the radial velocity u,, perpendicular with the abscissa s.

a +00
g[[o 2nrusdr] +r111{.102777“ur =0 (5.21)
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and using the integral variable @, equation (5.21) becomes

Q = - lim 27nru, . (5.22)

0s r—oo

The quantity —lim,_ ., 27ru, is finite and represents the mass entrainment E. It refers to the mass absorbed and
entrained by the spread of the jet. Morton et al. [120] introduced the entrainment rate @ which models the entrainment

via a relationship between to the axis velocity u. and the jet radius b:
E =2nbu.a. (5.23)

a is taking from experimental measurements. Considering the initial condition (jet-like, i.e. flow driven by its momentum
or plume-like i.e. flow driven by its buoyancy) and the position along the jet trajectory, the value a can vary. According to

[126], the range of values for the entrainment rate of a pure jet and a pure plume, @j.; and a;,m. respectively, are
0.046 < aje; < 0.057 and 0.07 < apjyme < 0.011 . (5.24)

It must be noted, in [126], a top — hat velocity approximation outside the ZFE is used instead of a Gaussian one. Then a
factor 1//2 needs to be applied to the values in [126] to obtain values in (5.24). The values are consistent with the values
given in the work of Jirka [121], aje; = 0.055 and @ p,me = 0.083, and in the book from Lee and Chu [122] aj.; = 0.057 and

@plume = 0.088. The entrainment can be written using the momentum flux M and equation (5.22) can be rewritten as:

Q

S

BrM)q . (5.25)

The momentum balance applied on a plane perpendicular to the jet centerline shows that the momentum flux along

the e, direction is constant and the momentum flux along the e, direction is affected by the buoyancy:

- M
e/ 0Mcos(0) _ 0 (5.26)
0s
- 0Msin(0) 9 JQ
Sinlebhh A 1)— 2
&l e =P DT (5.27)

Here, 0 [rad] is the angle between the directions e; and e, see figure 5.3. It measures the deflection of the jet from the
horizontal x-axis. For axial injectors, 0 is initially null at the outlet, i.e. (0) = 0 rad. Equations (5.26) and (5.27) can be

rewritten as:

oM o JQ .

E = (/1 + 1)%3171(6) ) (528)
00 o JQ

o A+ 1)2]‘42 cos(0) . (5.29)

For homogeneous exterior environment, i.e. pgrqq = pref, the buoyancy flux is constant along the jet. However, if the

exterior environment is linear-stratified, Jirka [121] gives the evolution of the buoyancy flux along the jet as

o 00 arad(y)
9 _ g8 Perady) o). (5.30)
Os Pref Ay

where pgrqq is the gradient density as a function of y. p,.r remains a constant, consistent with the Boussinesq
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approximation. For each point at the jet centerline (x(s), y(s),0), its local displacement along the jet trajectory is given by

the vector ds e,. Therefore, the trajectory can be expressed as:

0x

— =cos(0), (5.31)
0s
9y =sin(0) . (5.32)
0s

Finally, using the equations (5.25),(5.28), (5.29), (5.30), (5.31) and (5.32) the equation system of the buoyant round jet

model is obtained:

@z(s;nM)”za

0s

oM ., . JQ .
- = 1) —

35 A°+ )ZMszn(H)

g 8 apgrad(y)si
Os Pref Oy

n(0)

00 9 JQ

E =(A"+ 1)21‘42 cos(0)

0

£ = cos(0)

dy .

— =sin(0) (5.33)
0s

The initial conditions are:

Q(LzrE)=1.721r3u,

M(Lzpg) = nuirs

J(LzFE) = /12/11 1 Q(LZFE)%(:;_F)Og

0(LzrE)=0

x(Lzrg)=Lzrr=9,79 1

y(Lzrg)=0 (5.34)

For the filling of a tank, the fluid region is bounded. In the plane (x,y), the length x of the jet is limited by the length
Liant — Lpipe representing the length of the tank minus the length of the pipe inside the tank. The length y is limited by
the inner radius of the tank R;,;. The model is not designed to predict the flow behavior after impacting a wall. Therefore,
only the jet trajectory before impacting a wall is predicted.

The averaged gas density p,, in the tank is taken as the reference density p,.s for the buoyant round jet model.

The buoyant round jet model needs for initial conditions the inlet velocity ug, the inlet density pg and the averaged
density pgy,. These values can be obtained via a 0D model for the filling of a tank. In this study, the 0D model used is
SOFIL, see section 2.2.2. These models consider the gas in the tank as a unique isothermal volume. At a given time, they
are designed to predict an averaged gas pressure and temperature, p;,,r and Ty, ,1, and via the equation of state (EOS)
of the hydrogen, the averaged gas density in the tank p,, can be deduced. The filling mass flowrate m [kg/s] and the
injected temperature T';,; [°C] are inputs for SOFIL, i.e. there are known in SOFIL. Consequently, the density po can be
calculated via the EOS, see (5.35). The injection velocity ug is then deduced, see (5.36):
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Po = p(Tinj7ptank) > (5.35)
o= ——. (5.36)
ropPo

The two closure parameters a and A are chosen to give the closest agreement with the CFD calculations. Then, for the
following results, presented in section 5.4, @ = 0.055 and A = 1. The value of « is similar to the value given for a free round
jet given by Jirka [121]. The value of A is similar to the value given by Muto [61]. This implies, the velocity and density
profile are taken similar in the following. The sensitivity of the model for these parameters is studied in section 5.4.2.

5.2.2 Thermal gradient correction

For a homogeneous environment, Vs pgrqq(y) = pav. The buoyancy flux is constant along the jet trajectory, i.e.
Vs, J(s) = Jp. When the environment density is linear-stratified, the buoyancy flux along the jet trajectory is decreasing,
see (5.30). The presence of a density gradient tends to limit the jet trajectory deflection (see 5.4.2). For the filling of a
hydrogen tank, the pressure in the tank can be considered uniform. The density gradient p4qq is a consequence of the
thermal gradient. Using a CFD post-process for the scenario D6Q2, the density gradient pg,qq as a function of y can be

extracted: 1

Sxz(y)

where pcrp is the density in the gas from the CFD results and S, .(y) is the surface (x,z) crossing the fluid domain at the
Pgrad(y)
Pav

colors. The densities near walls are higher than densities in the main gas bulk because walls are colder. It can be seen

Pagrad(¥) = f fs  perptey,dsdz (5.37)
x,z2\Y

height y. Figure 5.4 presents as a function of y for different times, from 50 s to 550 s, reported with different
that for times before 200 s, a density gradient is not established yet. As presented in section 4.1, between 150 s and 200 s,
a hot spot of temperature is convected for the region near the pipe to the opposite region in the tank. This phenomenon
can be observed on the density gradient: between 150 s and 200 s the density in the upper part of the tank decreases
suddenly. The density (thermal) stratification happens when the jet is enough deflected to hit the lower part of the tank,
ie. at s =Simpact, ¥ = —Rint and x = Lign — Linjection- At y = —R;p;, the density is maximum and is designated as ppax.
The minimum density is designated as p;;;,. At y =0 m, the density is the median density, designated as p,,. After 200 s,
Om 1s getting larger than p,, due to the faster elevation of temperature in the upper part compared to the diminution
of the temperature in the upper part. From these observations, the upper part and the lower part of the tank must be
considered separately.

The density profile is then modeled with a piecewise function of two linear functions defined in the upper part and in
the lower part of the tank:

(om — )5 + pm if y € [=Rins,0]
pgraay)={ Fm PRy TPmTY it (5.38)

(Omin — pm)ﬁ +pm if y€[0,R;p]

Equation (5.30) can be rewritten
oJ _ Qg Pm — Pmax

— sin(0) . (5.39)
0s  Rint  Pref

The maximum density pmq, is evaluated using the density of the jet centerline at the impact, i.e. pc(Simpact) = Pmax-
Attempts of linking p,, to input parameters (e.g. uo, o, Pref, Pmax> Litant — Lpipe) did not produce satisfying results.
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From CFD results, an empirical relationship is extracted:

Pm = 0.4pmax — Pav) + Pav - (5.40)

The value pp,i, is estimated using the link between the density gradient and the averaged density:

1
Pav = foj‘; pgrad(y)dxdydz . (5.41)

Considering the tank as a cylinder, i.e. ffsxz(y) dxdz =2(, /R?nt —v2)Lqnk, (5.41) can be rewritten as

1 fRint
= 1N2(/R% . = y?)Ligmidy , (5.42)
Pav nR?nthnk R, Pgrad\y int — Y Matank@y
and then using (5.38),
3n
Pmin = ?(Pav —Pm)+20m — Pmax - (5.43)

5.2.3 Numerical method

To describe the jet centerline trajectory, a forward Euler method is used:

Qs +ds)| (@) (R
A 1 R Y R PP (5.44)
y(s+ds) y(s) g—i,’(s)

The second term in the right-hand side of the equation (5.44) is the equation system (5.33). In (5.33), the density gradient
Pgrad is required but pg.qq is a consequence of the jet deflection. To solve this problem, the jet centerline trajectory
equation is inserted in a loop where the density gradient is taken null initially. Once the first trajectory is calculated, the
density at the impact p,,qx is deduced and the density gradient is estimated. A new trajectory is calculated etc. This loop
lasts until the density at the impact is converged, i.e. |pmax — PmaxOLD| < Res where p,,xOLD is the previous density
at the impact and Res a residual value (in this study 1072 kg/m3). To optimize the calculation, the spatial step ds used
in (5.44) is defined as s;mpact/Npoins With a number of points Np;,: (in this study 200). This refines the spatial step ds
when the jet is deflected, i.e. when s pacs becomes smaller.

5.3 CFD post-process

With the CFD software OpenFOAM, it is possible to implement the post-treatment extracting from the 3D CFD
result of the scenario D6Q2 (see section 4.1) data comparable with the buoyant round jet model prediction. The 3D CFD
simulations consider only the half the tank (symmetry assumption). In the following content, to ease comprehension, the
expressions are made using the full domain geometry. Consequently, multiplication factors will be required on extensive
variables, such as volumes and surfaces, when a half domain geometry is used instead.

During the CFD simulations, at a given time, the values pg and ug are averaged value of densities and velocities at
the pipe inlet surface. The value p,, is taken as the average of the density field, weighted by the volume of cells,
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Geometrical data: Lignk, Rint, Lpipe, o

)
OD model data: Tiank, Tinj» Ptank, M
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Figure 5.5 — Flowchart of the buoyant round jet model algorithm using as input a 0D model and as output the
maximum temperature in the tank.
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Figure 5.6 — OpenFOAM post-process for the scenario D6Q2. Framed in red the cells in the planes (y,z) where the
velocity magnitude is maximum, i.e. u.(s). For this cell, the velocity direction is represented with a vector. The vector
is not proportional to the velocity magnitude to ease visualization. In each normal plane, cells with a velocity u;e,
verifying the criterion u; < u.e” ' are visible. A limited number of planes (y,z) are represented to ease visualization.

_LiVipi

w =", (5.45)

The jet is round, i.e. circular-symmetric in the orthogonal plane to its centerline trajectory. In this plane, the center of
the jet is, by definition, where the velocity magnitude is maximum. The maximum velocity magnitude is assumed to be
higher than the velocities in the recirculation region and the jet trajectory is expected to not be too deflected to become a

counter flow, i.e.
Vs, 10(s)] < g . (5.46)

Figure 5.6 presents vertical lines xg,1,...,x; along the e, axis, corresponding to the normal planes (x,z). For each
normal plane (e_)y, e,) the cell with the maximum velocity magnitude is selected (reported with a red frame in figure 5.6).
The velocity vector u.(s) from these cell centers gives a direction vector e, of the jet centerline:

- uc(s)
s = _uc(s) . (5.47)

Using the cell positions and the cell velocity vectors, it is possible to obtain the normal planes (e;, e_([,) to the jet centerline.
For each normal plane, a surface S issued from the intersection of the plane and the mesh is extracted. This surface is
composed of i numbers of local surfaces s; corresponding to i cells intersected by the plane. For the velocity at the center
of the local surface s;, the component of the velocity carried by e, called u;, is selected. Outside the ZFE, the velocity
profile is Gaussian and follows the law given in equation (5.14). At r = b, the velocity is equal to u.(s)e™!. Using this

criterion, surfaces where the velocity u; is lower than u.(s)e~! are removed.

For the following, S now designates the surface where the threshold criterion is applied and i designates the number
of the local surfaces s; composing S. To obtain the jet radius b, an equivalent radius is calculated using

Zis;
—

b= (5.48)
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The mass flux @ is deduced using the mass flux issued from the surface S, called |s. Hence, @ and Q|s are linked:

2r b

Rls =ffusrdrd¢
00

= nucbz(l —e™h

=Q(1-e1).

In the CFD results, @|g is obtained using
Qls =Zu;s; .

Using equations (5.49) and (5.50), finally

1
Q=T _—grilisi-

The same process is used for the momentum flux M:

M=——7 Tiuls;
J is deduced using the @ and A,
/12
J=—— .
PwELL

(5.49)

(5.50)

(5.51)

(5.52)

(5.53)

For A, using the Gaussian profile of the reduced gravity g’, at = Ab, the reduced gravity must be equal to g.(s)e 1.

Because tank walls are colder than the main fluid bulk, cells at walls can be as cold as cells inside the jet. Consequently,

when the criterion g.(s)e™! is used, cells at walls are selected. If A = 1.5, which is a larger value than found in the

literature, the round surface with a radius 1.5b is where the velocities are below u.(s)e

. With this second criterion

and the first criterion g.(s)e !, the surface S can be selected without having the cells at walls. The jet radius b is known

from (5.48), A can be deduced:
1 /S

b\«

Using (5.25), a is calculated:
9Q
Bs

a= (87ZM)1/2 ’
Q

with @, M and s issued from the CFD post-process and the term 3> numerically calculated.

5.4 Results and discussion

(5.54)

(5.55)

5.4.1 Comparison between the CFD results and the buoyant round jet model results

In this section, for the scenario D6Q2, the CFD results issued from the post-process (5.3) and the buoyant round jet

model results (5.2) are compared.

Figures 5.7 and 5.8 compare the CFD results and the buoyant round jet model results at 150 s and at 200 s. This time

interval corresponds to the onset of stratification. Figure (5.7,J) shows that no density gradient is present in the gas.

Figure (5.8,J) shows that a density gradient is occurring in the gas.

Figure (5.7,A) shows that for the model, the jet is deflected and impacts the right wall of the tank, i.e. x(s;mpact) =
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Liant — Linjection- This impact point is close to the lower wall, i.e. ¥(simpact) = —Rins. Figure (5.8,A) shows that, for the
model, the impact point is at the lower part of the tank, i.e. y(s;mpact) = —Rins and 2(Simpact) = Ltank — Linjection- This is
consistent with criterion that the thermal stratification occurs when the jet impacts the lower part of the tank. For the
CFD simulation, at 150 s and 200 s, the jet is still oscillating in the tank. This affects its deflection. Hence, at 200 s, the
jet is less deflected than at 150 s due to the oscillation. At 150 s and 200 s, it can be noted that the velocity at the inlet is
close to 5 m/s (panel A) which is consistent with the observation of Terada [29].

For both 150 s and 200 s, the centerline velocity (panel B) and density (panel C), the jet radius (panel D), the mass
flux (panel E), the momentum flux (panel F) and the buoyancy flux (panel G) are correctly predicted by the model. For
the momentum flux (panel F), it is possible to recalculate the momentum flux using the centerline velocity u.(s) and the
jet radius b(s) given by the CFD results. If the velocity has a top-hat profile (i.e. uniform), the momentum flux can be
calculated as

M(s) = mu(s)*b(s)? (5.56)

and is reported with a marker + in panel F. If the velocity has a Gaussian profile, the momentum flux can be calculated as
1 27 ()2
M(s) = Enuc(S) b(s) (5.57)

and is reported with a marker x in panel F. It can be seen that the momentum flux value at the pipe inlet (s = —L;p.)
calculated with 5.56 is close to the momentum flux value after the ZFE (s = L zpg) calculated with 5.57. This confirms
that the velocity profile is changing from top-hat in the pipe to Gaussian after the ZFE while the momentum flux stays
constant. In panel H, it can be seen that a constant value a = 0.055 of the entrainment rate is consistent with the CFD
results. In panel J, it can be seen that a constant value A = 1 of the Gaussian variance is more consistent with the CFD
results at the pipe outlet than closer to the impact point.

Figures 5.9, 5.10 and 5.11 compare the CFD results and the buoyant round jet model results for the times 350 s, 450 s
and 550 s, after the onset of stratification. For figures 5.9, 5.10 and 5.11, it can be seen that the jet deflection predicted by
the model is more important that the one from the CFD results (panel A). In panel I, it can be seen that the Gaussian
variance is close to 1 at s = Lzpg but is rising after. The presence of a density gradient might jeopardize the method to
extract A described in section 5.3. Consequently, values given by the CFD post-process are probably a coarse estimation.
When similar values of A are used in the model (e.g. A =2), the jet trajectory is more distant from the CFD results. Also,
A =2 superior than all values given in the literature.

For the panels B, C, D, E, F, and H, the results given by the CFD and the model are close exempt near the impact
point. The presence of the wall disturbs the jet trajectory.

5.4.2 Influence of the physical parameters a, 1 and p4.,q on the modeling

The numerical parameters N,i,; and Res are set to get a converged solution (IVNpe;n: = 200 and Res = 1073 kg/m?). As
previously stated, the two closure parameters a and A are chosen to give the closest agreement with the CFD calculations
(a =0.055 and A =1). There are chosen to stay consistent with values found in the literature (e.g. [126]). The buoyant
round jet is transitioning between a pure-jet behavior (at the pipe outlet) towards a pure-plume behavior (hypothetically,
far from the outlet). The entrainment rate would vary likewise from a pure-jet entrainment rate (@ = 0.055 [121]) towards
a pure-plume entrainment rate (a = 0.083 [121]). Figure 5.12 shows that the consequence of a larger entrainment rate on
the jet trajectory is a larger deflection. This discards the model trajectory prediction from the CFD results. With a larger
entrainment rate, the jet centerline velocity and density get distant from the CFD results .

Using the larger value A = 1.2 (suggested in [121]) instead of A = 1, figure 5.13 shows that the consequence on the jet
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Figure 5.7 — For the scenario D6Q2. For the time 150 s. Results from the buoyant round jet model are reported
in red, results from the CFD simulation are reported in blue. As a function of x: A) trajectory of the jet centerline,
B) centerline velocity, C) centerline density, D) jet radius, E) mass flux, F) momentum flux, G) buoyancy flux, H)
entrainment rate, 1) Gaussian variance correction. Panel J) concerns the density gradient as a function of y.
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Figure 5.8 — For the scenario D6Q2. For the time 200 s. Results from the buoyant round jet model are reported in
red, results from the CFD simulation are reported in blue. As a function of x: A) centerline position, B) centerline
velocity, C) centerline density, D) jet radius, E) mass flux, F) momentum flux, G) buoyancy flux, H) entrainment rate,
1) Gaussian variance correction. Panel J) concerns the density gradient as a function of y.
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Figure 5.9 — For the scenario D6Q2. For the time 350 s. Results from the buoyant round jet model are reported in
red, results from the CFD simulation are reported in blue. As a function of x: A) centerline position, B) centerline
velocity, C) centerline density, D) jet radius, E) mass flux, F) momentum flux, G) buoyancy flux, H) entrainment rate,
1) Gaussian variance correction. Panel J) concerns the density gradient as a function of y.
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Figure 5.10 — For the scenario D6Q2. For the time 450 s. Results from the buoyant round jet model are reported in
red, results from the CFD simulation are reported in blue. As a function of x: A) centerline position, B) centerline
velocity, C) centerline density, D) jet radius, E) mass flux, F) momentum flux, G) buoyancy flux, H) entrainment rate,
1) Gaussian variance correction. Panel J) concerns the density gradient as a function of y.
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Figure 5.11 — For the scenario D6Q2. For the time 550 s. Results from the buoyant round jet model are reported in
red, results from the CFD simulation are reported in blue. As a function of x: A) centerline position, B) centerline
velocity, C) centerline density, D) jet radius, E) mass flux, F) momentum flux, G) buoyancy flux, H) entrainment rate,
1) Gaussian variance correction. Panel J) concerns the density gradient as a function of y.
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Figure 5.12 — For the scenario D6Q2. For the time 450 s. Influence of the entrainment rate on the jet centerline
trajectory and on the centerline velocity and density. In blue results from CFD, in red (solid line) results from the
round buoyant jet with the reference entrainment rate and (dashed line) with a larger entrainment rate.

trajectory is also a larger deflection compared to the CFD results. The effect of A for the range [1,1.2] appears negligible
on the jet centerline velocity and density.

Figure 5.14 compares the jet trajectory for a case with a linear-stratified environment and a case with a uniform
environment (i.e. Pgrqd = Pav)- It can be seen that the case with no stratification is more deflected. This result was
predictable. With a linear-stratified environment, pgrqoq(—=R) = pc(Simpact), When the jet is close to the lower liner wall,
g.(8)=0 m/s2, (see (5.15) and (5.16)), i.e. J(s) = 0 m*/s? (see (5.19)). Then, the jet is less deflected when it gets closer to
the lower liner wall. The effect of the linear-stratified environment on the jet centerline velocity and density appears
negligible.

5.4.3 Comparison between the experimental data and the buoyant round jet model results

Figure 5.15 presents the results of the buoyant round jet model for the 6 filling scenarios of the type IV 37 L tank
from the experimental campaign HyTransfer [41]. Measured temperatures are reported in black. Temperatures from the
buoyant round jet model are reported in red. The ratio M

is reported in blue. When the ratio equals 1, its means

the jet impacts the lower part of the tank. Figure 5.15 shows that W =1 corresponds to the onset of stratification.

With the buoyant jet model, it can be predicted that no thermal stratification occurs for the scenarios D3Q8, D3Q2 and
D6Q8 and stratification occurs for the scenarios D6Q2, D10Q8 and D10Q2.

When W <1, the statement ppax = Pc(Simpace) is not valid for this situation. Then the minimum temperature,
i.e. the maximum gradient density, estimated by the model is colder than the measured one.
Then, when W =1, the maximum temperature, i.e. the minimum gradient density, estimated by the model

depends largely to the gradient density profile (5.38) and the evaluation of the median density (5.40). However, (5.38) and
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Figure 5.14 — For the scenario D6Q2. For the time 450 s. Influence of the exterior environment on the jet centerline
trajectory and on the centerline velocity and density. In blue results from CFD, in red (solid line) results from the
round buoyant jet with a linear-stratified environment and (dashed line) with a uniform environment.
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Figure 5.15 — The 6 different panels correspond to 6 filling scenarios of the type IV 37 L tank from the experimental
campaign HyTransfer [41]. The minimum (circle marker) and maximum (square marker) temperatures given in
red are issued from the buoyant round jet model. The averaged temperature given in red is issued from SOFIL. The
minimum (circle marker) and maximum (square marker) temperatures given in black are issued from the minimum
and maximum temperatures from the probes. The averaged temperature from probes is (5.3) given in black. The
other probe temperatures are reported in grey to show that the vertical thermal gradient is present in the tank.

(5.40) are designed using CFD results from the scenario D6Q2. Hence, the maximum temperature issued from the model
for the scenario D6Q2 is in good agreement with the maximum temperature measured while for the scenarios D10Q2 and
D10Q8, the maximum temperature is largely overestimated. With a different median density law, it is possible to largely
improve the prediction of the scenarios D10Q2 and D10Q8 but to the detriment of the scenario D6Q2.

For the scenarios D10Q2 and D10Q8, the median density is closer to the averaged density than for the scenario D6Q2.
To suggest a direction for further research on the evaluation of the median density, the competition between the thermal
diffusion and the jet deflection and natural convection could be investigated. Hence, the thermal diffusion tends to
stabilize the symmetry of the thermal field (p,, — pq4y). The cold gas injected tends to break the symmetry of the thermal
field. The natural convection due to the colder walls would also disturbs the thermal field.

5.4.4 Discussion on the 5 m/s

In the literature [29], for a type IV 65 L tank, a criterion on the velocity of the injected gas has been suggested, 5 m/s,
to maintain the thermal mixing, i.e. to avoid the vertical thermal stratification. This criterion has been confirmed on the
type IV 37 L tank during the experimental campaign HyTransfer [31, 41]. Figure 5.16 shows that using the buoyant

round jet model, the jet is impacting the lower liner wall when the inlet velocity is close to 5 m/s, in agreement with [29].
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Figure 5.16 — The 6 different panels correspond to 6 filling scenarios of the type IV 37 L tank from the experimental
campaign HyTransfer [41]. The inlet velocity is given in red and is indicated on the left y-axis. Length ratio of the jet
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The buoyant round jet model does not have an analytical solution to its equation system (5.33) allowing to link the
inlet velocity with the impact coordinate. To suggest a simpler criterion able to detect the onset of stratification without
computing the full jet trajectory, simplifications of the equation system (5.33) are suggested. At the onset of stratification,
the density gradient is assumed negligible, i.e. Vs, J(s) = J(Lzrg). The angle 6 is assumed small enough to linearize the
cosine and sine functions:

cos@)=1, (5.58)
sin(0) =0 . (5.59)

The momentum flux is assumed constant, i.e. Vs, M(s) = M(Lzrg). The value of A and a are taken as 1 and 0.055. The

equation system (5.33) becomes:

0
a_Q =0.05587M (Lzrg))"? (5.60)
S
00 _ JWzre)Q (5.61)
0s M(Lzrg)?
0x
—=1 5.62
s (5.62)
oy
—=0. 5.63
3 (5.63)
Then, (5.60) can be integrated using (5.62),
Q =0.055 (SnM(LZFE)1’2) (x=9.7970) + QL zrr) , (5.64)
followed by (5.61),
J(LzFE) 12 o J(LzrE)Q(LzFE)
0=0.055———"""—021)"“(x—9.7970)° + (x—9.79r9) , (5.65)
M(Lzpg)'5 0 M(Lzrg)? 0
and finally (5.63),
J(Lzrg) (2m)Y2 3 JWLzrp)Q(LzFE) 9
=0.055 (x—9.797r¢)° + (x—=9.79r¢)“ . (5.66)
Y MLzrp)'® 3 0 2M(Lzrp)? 0

At the first impact point, y = —R;,; and x = Lyqp — L p;pe. To ease reading, L is defined as:
L=Lynn —Lpipe—9.797¢ . (5.67)

The equation (5.66) can be rewritten:

J(Lzre) CmY2 .4 JLzre)QLzrE) ;9

—R;,; =0.055 + (5.68)
mt MLzre)'® 3 2M(LzrE)?
Finally, using the local variables ug, ro and gcg, (5.68) can be rewritten:
R; - 0.0946v2 L 1.722
int _ “8 veL  172%, (5.69)

f,2 - u% 6 ro 4

This allows to define a Richardson number Ri, where, when Ri =1, the jet impacts the lower part of the tank and the
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Figure 5.17 — The 6 different panels correspond to 6 filling scenarios from the experimental campaign HyTransfer
[41] on the type IV 37 L tank. The Richardson number, defined in (5.71), is given in green and is indicated on the
left y-axis. It is reported in a log-scale to ease reading. The temperature ratio %UT‘” is given in black and is
indicated on the right y-axis. The inlet velocity corresponding to the first Ri =1 is reported in green on the graph.
The velocity corresponding to the first velocity when —ys,, .., = Rint obtained with the buoyant round jet model is
reported in blue on the graph.

thermal stratification occurs:

PO—Pref iz E
Ri= "—g 0.022= +0.74) . (5.70)
uy Rint ro

Figure 5.17 presents, for each scenario, the inlet velocity corresponding to Ri = 1 displayed in green, jointly with the
inlet velocity corresponding to —ys;,, .., = Rin: obtained with the buoyant round jet model. The two values are close and
correspond to the onset of the thermal stratification.

When R; =1, a critic inlet velocity w.,itic [m/s] can be defined:

Ueritic = \/ po=pre , L2 002X 1074y (5.71)
Pref int ro
If the inlet velocity goes below this critic inlet velocity, thermal gradients occur.

For the type IV 65 L tank in the Terada study [29], the critic velocity can be estimated. It is mentioned that
Rin:=0.2m and L,,, = 0.832 m. The term % is evaluated at the end of the filling: the final pressure is 350 bar,
the injected is temperature 10 °C and the averaged temperature is approximately 70 °C; then pg = 24.35 kg/m? and
Pref = 20.69 kg/m®. The pipe diameter chosen is the 10 mm diameter. There is no mention of an injector pipe, then
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L=Lyn—9.79r9=0.783 m.
For this pipe diameter, Terada observed that the thermal gradients occur when the inlet velocity is approximately
5 m/s. After calculation, u p;;;. = 4.72 m/s which is consistent with this observation.

Conclusion

To summarize, despite the bounded nature of the flow dynamics, the buoyant round jet theory is able to produce
results in agreement with the flow dynamics from the CFD approach. For the 6 filling scenarios considered, it allows to
predict the onset of stratification using only data provided by a 0D model (in this study SOFIL). The calculation time
of this model is a couple of seconds compared with a complete 3D CFD simulation requiring months on a HPC station.
The prediction of the maximum temperature in the gas remains a point to improve. For now, the method estimating the
maximum temperature in the gas is too dependent on the density gradient law which may vary with the tank geometry
and injector length within the tank. A Richardson number equal to 1 at the onset of the thermal stratification is defined
for horizontal axially filled tanks. Maintaining this Richardson number below 1 could be a criterion for future filling
protocol to avoid a thermal stratification. It can be noted that the buoyant round jet model and the Richardson number
are not specific for hydrogen and could be used for tank filled with other gases.
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Chapter 6

Complementary studies

Introduction

Complementary studies have been carried out during this thesis. After noticing the flapping of the jet in the tank for
3D CFD simulations (3.1), additional studies have been done to better understand the impact of the symmetry assumption
on the jet freedom (6.1) and analysis the oscillation frequency of the jet (6.2).

In chapter 3, the importance of performing 3D CFD simulations instead of 2D-axisymmetric CFD simulations to
capture the physic has been highlighted. The motivation to reduce the numerical resources and time required to carry
out the 3D CFD simulations leads to design a new method to predict only the thermal state at the end of the filling(6.3.
In connection with long-duration 3D simulations, a first part of 3D CFD simulation of the emptying of a hydrogen tank
has been carried out (6.4).

In the purpose of improving the knowledge of the thermal state for experimental cases, a method has been developed
to estimate the temperatures at the interface between the gas and the liner from temperatures measured at the interface

between the liner and the composite (6.5).

6.1 Full 3D CFD simulation of scenario D3Q8

During the filling of a tank with gaseous hydrogen, the injected gas creates a jet inside the main fluid bulk. In chapter
3, it has been highlighted that the inner jet flaps in the symmetry plane (x,y). This is supposed to be a consequence
of the symmetry assumption used during the CFD simulation of the scenario D3Q8, i.e. the homogeneous case. This
assumption is examined in this section. A 3D CFD case without symmetry assumption is performed, i.e. a simulation
on the complete geometrical domain. Due to the important numerical resources required to carry out a full 3D CFD
simulation, the simulation has been terminated after 20 s, for a 160 s filling time. The numerical parameters are the
same as those chosen for the 3D CFD simulation performed on half of the domain for the scenario D3Q8. In this section,
the 3D CFD case without symmetry assumption is referred to as the full 3D CFD case and the 3D CFD case on half of
the domain is referred to as the 3D CFD case.

The full 3D CFD case gives more freedom to the inner jet. The jet can flap in any direction. Figures 6.1 and 6.2 show
snapshots of the velocity field in the planes (x,y) and (x,z). As a reminder, the gravity is aligned with the y-axis. The jet
centerline, defined in chapter 5, is reported in red. Three planes (y,z) at x = —-0.2 m, x =0 m and x = 0.2 m show the jet
in cross-section planes of the tank. At ¢ =1 s, the jet is not destabilized yet and stays on the x-axis. At ¢ =5 s, the jet
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starts being destabilized. This phenomenon appears at a similar time for the 3D CFD case. The destabilization occurs
simultaneously in the planes (x,y) and (x,z). At ¢ =7 s, the jet is fully destabilized and flaps. During the 20 s simulated,
the jet does not flap in a particular plane, i.e. its trajectories are not contained in one plane. For example at ¢ = 10 s the
jet is in the plane (x,y) and at ¢ = 15 s the jet is in the plane (x,z). At ¢t = 20 s the jet is both in between.

With the increase of temperatures in the main gas bulk and the pre-cooling of the injected gas, the buoyancy force is
expected to impose the gravity direction as a privileged direction. It was expected that the plane (x,y) would become the
plane containing the jet. The full 3D CFD case fluid dynamics is thus expected to tend towards the 3D CFD case dynamics.
This phenomenon was not observed after 20 s and a longer period would be necessary to confirm this prediction.

The full 3D CFD case has a different dynamics compared to the 3D CFD case, due to the additional freedom given to
the jet. The impact on the thermal field is be estimated hereafter. The 2D-axisymmetric CFD case is also included. For
the 2D-axisymmetric CFD case, the jet does not flap and the gravity is not considered. For the averaged gas temperature,
see figure 6.3, the difference is marginal. After 20 s, only 0.34 °C of difference on the averaged gas temperature is noted
between the full 3D and the 3D CFD cases. Between the full 3D and the 2D-axisymmetric CFD cases, the difference is
-2.38°C.

The effect of the symmetry assumption on temperature distribution in the gas can be investigated using the standard

deviation around the averaged gas temperature:

S(T: =T 2. >-T-v:
oy = | 2L a0 o, = 2T 6.1)
2iv; 2iv;

It can be considered as an indicator of the thermal mixing in the tank. A large value of o7,, indicates a heterogeneous
thermal field. Reciprocally, if the thermal field is uniform, o7,, =0 °C. The standard deviation for the full 3D, 3D and
2D-axisymmetric CFD cases (scenario D3Q8) are displayed in figure 6.4. It can be seen that the 3D CFD case and the full
3D CFD case exhibit close standard deviations. The 2D-axisymmetric CFD case has a larger standard deviation than the
3D CFD cases. This suggests that the thermal state of the full 3D CFD case and the 3D CFD case are similar.

Conclusion

To summarize, the full 3D CFD case has showed that the fluid dynamics predicted is less constrained than for 3D CFD
case. However, this does not seem to play an important role in the temperature field. The averaged gas temperature and
the temperature distribution predicted by the CFD simulation are not significantly altered by the symmetry assumption.

As it reduces the numerical cost, the symmetry assumption is overall beneficial for this CFD application.

6.2 Jet oscillation frequency

As mentioned in chapter 3, for the scenario D3Q8, the inner jet flow oscillates inside the tank during the filling. A
preliminary study is performed in this section to investigate the frequency of jet oscillation. For this purpose, the selected
marker of the flapping is the centerline of the jet, defined in chapter 5. A point located on the jet centerline is described
by its coordinates (x,y). For this study, 8 points on the jet centerline uniformly distributed along the x-axis are considered.
Figure 6.5 shows the location of the points at ¢ = 100 s.

Figure 6.6 presents, for the 8 points considered, their ordinate y as a function of time. The value y(¢) is considered
to measure the magnitude of the oscillation. It can be seen that the jet is flapping with different magnitudes along the
x-axis. The coarse resolution of the mesh is responsible for the staircase aspect of the curves (if the magnitude y(¢) is

lower than a cell size, the CFD cannot detect the variation).
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Figure 6.1 — Scenario D3Q8. The vector field displayed presents the direction of the velocities of the gas. The vector
field is not scaled with the velocity magnitude to ease visualization. The centerline of the jet is reported in red. The
three panels concern times t=1s, t=5sand t="17 s.
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Figure 6.2 — Scenario D3Q8, full 3D case. The vector field displayed presents the direction of the velocities of the
gas. The vector field is not scaled with the velocity magnitude to ease visualization. The centerline of the jet is
reported in red. The three panels concern times t =10 s, t =15 s and ¢t =20 s.
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positions are reported as a function of time.
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Figure 6.7 — Scenario D3@Q8. For the position x = 0.224 m, y is reported as a function of time. A sliding time-

average is applied and shows that, in average, the y position deflects toward the lower part of the tank along the
time.

It appears oscillation magnitude increases with the distance from the pipe outlet. The oscillations at the different

positions appear synchronized, except for the point at x = 0.31 m. The convection time 7T o,y = Lu‘“"" [s] is small, maximum
0.031 s before 140 s, this explains why no phase difference is visible between the successive points. For the point located
at x = 0.31 m, its proximity with the wall might perturb its dynamics. The point located at x = 0.224 m is selected in
the following. Figure 6.7 presents for the point at x = 0.224 m the ordinate y as a function of time. The oscillation is
pseudo-periodic. The pseudo-period of the oscillation T'(¢) [s] is varying with time. In figure 6.7, different colors are used
to ease the visualization of each pseudo-period. Based on the pseudo-period, a time-averaged of y(¢) is computed reported
in black. This highlights, even if the jet is flapping, its centerline at x = 0.224 m is, on average, deflected towards the
lower part of the tank, due to gravity effects.

A Sliding Discrete Fourier Transform (SDFT) is applied on y(¢). A SDFT performs a fast Fourier transform on a
succession of time-windows. The time-windows can overlap. On every time-window, the fast Fourier transform reveals
the main frequencies. The frequencies f are constant on a time-windows but thanks to the succession of time-windows,
the frequencies can be expressed as a function of time.

Figure 6.8 displays the SDFT with a colormap graph of the magnitudes as a function of the frequencies and time. On
the right axis, y position is reported. A main frequency f1(¢) and two others frequencies, f2(¢) and f3(¢), can be identified.
It appears that fo(f) = 3f1(¢) and f3(¢) = 5f1(¢). The secondary frequencies are odd harmonics of the main frequency. This
result could be predicted. The oscillation of the jet appears to be symmetric, so y(¢) = —y(t + @) and only odd products of

the main frequency can verify this property.

Figure 6.9 presents another visualization of the same SDFT. Each color represents a time-window of the SDFT. For
each time-window, the magnitudes are reported as functions of the frequencies. It can be seen that the magnitude
associated with the main frequency f1 is almost constant (= 0.48 m). The magnitudes for the two secondary frequencies

are also almost constant and similar (= 0.008 m).

The frequencies are decreasing with time. It appears that the frequencies vary linearly with the inlet velocity. The
Strouhal number based on the inlet velocity u;,; and the internal tank diameter D;,; (Din; = 0.2695 m for the present
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Sliding FFT for x = 0.224 m
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Figure 6.8 — Scenario D3Q8. For the position x = 0.224 m on the x-axis, colormap graph of the magnitudes
associated to the frequencies as a function of time. On the right axis, y is reported.
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Figure 6.9 — Scenario D3Q8. For the position x = 0.224 m on the x-axis, for every time-window, (different colors),
the magnitudes are reported as a function of frequencies.
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Figure 6.10 — Scenario D3Q8. For the position x = 0.224 m, the Strouhal number is reported as a function of the

time.

tank [41]) is defined as
D .
g¢= 1Dt (6.2)
Uinj
Figure 6.10 presents this Strouhal number as a function of time. After ¢ = 30 s, the Strouhal number remains within the

interval [8.51074,91074]. The displacement y(¢) can be approximated as

. St uin Jj

y(t) = Arcos(2nf ()t + B1) + Agcos(6nf(8)t + Bg) + Ascos(10mf ()t + Bg) with f(¢) = D, (6.3)
Figure 6.11 presents a comparison between y(¢) issued from the CFD simulation (red) and y(¢) reconstructed (blue) as
defined in (6.3). The amplitudes A1, Ag and A3 are set with the values found in figure 6.9. The values B1, B2 and B3
are the initial phases of each components of the signal. The values have been set empirically. The Strouhal number,
(6.2), is taken slightly larger than values displayed in figure 6.10. Figure 6.11 presents the results for x = 0.224 m. The
reconstructed signal provides an accurate estimate of the original one between ¢ = 30 s, when the Strouhal becomes
almost constant, and ¢ = 100 s, when gravity effects break the x-axis symmetry of the oscillation, i.e. others harmonics

arise. The same process has been carried out for x = 0.139 m, see figure 6.12.

Conclusion

To summarize, it appears that the velocities at the pipe outlet drives the frequency of jet oscillation inside the tank.
Additional studies could be carried out the influence of the tank geometry on the Strouhal number and on the magnitudes
of the flapping. In chapter 6.1, the difference of thermal distribution between the 2D-axisymmetric and the 3D CFD case
for the scenario D3Q8 has been established and reported in figure 6.4. The difference must be due to the absence of jet
oscillation for the 2D-axisymmetric CFD case. The effects of the oscillation on the thermal mixing remains an aspect
to clarify. A better knowledge of jet oscillation and its impact on the thermal field could bring innovative solutions to

enhance thermal mixing in the tank and limit thermal stratification.
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Reconstruction of the oscillation for x=0.224 m
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Figure 6.11 — Scenario D3Q8. For the position x = 0.224 m, the position y(t) from the CFD simulation (black) is
compared with the reconstructed signal (red).
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Figure 6.12 — Scenario D3Q8. For the position x = 0.139 m, the position y(t) from the CFD simulation (black) is
compared with the reconstructed signal (red).
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6.3 Steady-state like method

When a vertical thermal stratification occurs, it can be seen that the cold jet in the tank does not flap. In fact, the
velocity and the temperature fields change relatively slowly over time. Based on this observation, the steady-state
buoyant jet theory has been used to capture the deflection of the inner jet. However, filling a closed volume with gas
cannot be considered as a steady-state situation. The mass will increase over the time, i.e. the pressure and the density
will increase. Beside, the gas inside the tank is cooled down by heat flux exchange with the wall and due to the cooler
injected gas. The rise of the gas temperature is only possible because of fluid compressibility effects.

The idea developed in this section is to bring the unsteady simulation towards a Steady-State Like (SSL) simulation
by removing the unsteady phenomena. With a steady-state simulation, a given time, in this example ¢ = t44,ge¢, could be
directly targeted without simulating the previous times, which could save substantial computational resources. During
the filling of the tank, the inlet velocity decreases even if the mass flowrate is almost constant, because the pressure and
density are gradually rising. When a constant CFL,,,, = 1 is imposed for the CFD simulation, the time step increases.
Consequently, the latest time steps are less numerically expensive than the previous ones. Also, the thermal state at
the end of the filling is usually the purpose of the simulation, in order to estimate the vertical thermal gradient. Thus,
focusing on the prediction of the thermal state at the end of the filling scenario would reduce drastically the computational

cost.

6.3.1 Numerical method

To transform the unsteady simulation into a SSL simulation, the mass of hydrogen in the tank must remain constant.

This can be achieved by adding to the mass balance equation, see (6.4), a sink term:

9 dolU: o
maSSZ—p+L=mmJ .

6.4
ot ox; V 64)

The sink term removes exactly the mass injected at the pipe inlet. A hypothesis used is that the mass is uniformly
removed in the tank. The total enthalpy must be conserved as well over time. It is achieved by adding a source term

@ source 10 the energy balance equation, see (6.5):

0 1 0 1
energy: —[p(h+ =-U;U;)1+ —I[pU;(h + =U;U;)] (6.5)
ot 27T g T 2
eff eff
F) oU; %! 0q:
__p+ - +pU;g; - 6;6 + Gsource -
13

ot 0x
The source term is warming the gas, to balance the heat exchanged with by the cooler walls and the cooler injected gas at
the inlet. As the source term value cannot be predicted, the idea is to extract the difference of total enthalpy between the

initial time ¢ = ¢;4,4.: and the time of the current iteration ¢ = ¢;, and to add this difference to the next time iteration as a

source term:

YiPihivil(t = tiarges) — X pihiv;|(t =1t;)
At '

Consequently, for a selected time, i.e. ¢ = ¢;4,g¢¢, the mass and the total enthalpy of the gas are conserved. However,

(6.6)

qsource(t = ti+1) =

the mass and the total enthalpy must be initialized with a value corresponding to the target time ¢ = t;4,g¢;. This can
be achieved with the 0D model SOFIL [43, 70]. Via a rapid SOFIL calculation, i.e. from 1 to 2 minutes, an averaged

temperature and pressure of the gas can be extracted for the time ¢ = ¢4, ges.
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Figure 6.13 — Scenario D10Q2 at tyqrger = 600 s. Illustration of a steady-state like 3D simulation where the thermal
equilibrium is reached for the walls between the heat exchanged with the fluid and the heat exchanged with the
exterior environment (after 3040 s pseudo time iterations). The upper panel shows the thermal state for the SSL 3D
simulation while the lower panel shows the unsteady 3D simulation results. For the SSL simulation, the maximum
temperature reached by the fluid is higher because the wall temperatures are highs.

For the solid regions, another approach is selected. It has been found that fluid thermal state converges only after the
temperatures of solid regions have converged. If the same method as for the fluid region is adopted for the solid regions,
the thermal state of the solids will converged when an equilibrium is found between the heat given by the fluid and the
heat exchanged with the exterior environment. This situation happens only when the filling is very long, far above 10
minutes. For instance, the characteristic time 74;77ysion [s] for heat diffusion across the composite can be estimated.
Knowing the thickness of the composite L composite, the diffusion time can be estimated using the relationship:

2 .
composite

Tdiffusion = - . 6.7)

Qcomposite

The calculated value is 74, fusion = 978.6 s while for the scenario D10Q2, the filling time is 630 s. The end of the filling
does not correspond to a situation where the heat from the fluid and the heat exchanged with the exterior environment are
balanced. Therefore, using the same method as for the fluid region for the solid regions leads to an erroneous estimation
of the temperatures in the solid regions, which impacts the estimation of the temperatures in the fluid region. Figure
6.13 shows a simulation result where 3040 s of pseudo time iterations have been performed, see upper view. The heat
flux between the fluid region and the exterior environment is balanced and the thermal state in the tank does not evolve
anymore. The maximum temperature reached is 113.4 °C, which is higher than the maximum temperature given by the
unsteady simulation using the 2 — w SST SAS turbulent model simulation 96.8 °C.

An alternative approach is adopted. The solid region temperatures are not initialized at ¢ = ¢;4,g¢¢ but at £ =0 s. The
fluid region will warm the solid regions and the solid region temperatures will rise. When the total enthalpy of a solid
region exceeds the total enthalpy at the time # = #;4,g¢s, the thermal field is frozen. When frozen, the thermal field of the
solid regions acts as a fixed temperature boundary for the other regions. The total enthalpy at ¢ = t;4,g¢; is evaluated
using SOFIL. SOFIL can give the temperature along the radial direction for walls (1D). The averaged temperature of the
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Regions Fluid Plugs Bosses | Liner Composite
T4, [°C10D SOFIL 68.9 58.22 43.71 58.22 41.66
Hioiq1 [J]13D OpenFOAM | 3.23369e+06 | 21973.5 | 599324 | 769967 | 3.54749e+06

Table 6.1 — Averaged temperatures estimated with SOFIL and corresponding total enthalpy using (6.8) at t = 600 s.

Minj [kgIS] | Tintet [°C1 | plbar] | Tey [°Cl | kg [W/m?/K]
8.44e-04 -7.095 680.19 | 18.71 6

Table 6.2 — Initial conditions based on results from SOFIL at t = 600 s.

liner is estimated using an average of the temperature at the interface between the gas and the liner and the temperature
at the interface between the liner and the composite. The temperature of the composite is estimated using an average of
the temperature at the interface between the liner and the composite and the composite exterior wall temperature. The
temperatures of the bosses and the plugs are set equal to the liner temperature. The total enthapy for the solid regions is

calculated using the averaged temperature via the relationship:

Hiopq = VPCpTav . (6.8)

The method is summarized in the flowchart 6.14. To conclude, the SSL method must be seen as an unsteady simulation
of a steady-state situation. The simulation is terminated once the thermal field is converged, i.e. the maximum of
temperature for the fluid remains constant. Note than an attempt to remove the temporal term in the calculation and use
a SIMPLE algorithm has been tried without success.

6.3.2 Application

The method has been applied to the scenario D10Q2 at ¢ = 600 s. SOFIL results of the complete filling, see figure
6.15, give the temperatures in the gas and in walls at different positions. Using these temperatures, the temperatures
and the corresponding total enthalpies at ¢ = 600 s for each region are calculated and reported in table 6.1. The other
initial conditions needed for the CFD simulation are reported in table 6.2. The method used the same numerical schemes,
mesh, EOS for hydrogen and turbulence model, i.e. 2 —w SST SAS, than the unsteady CFD for the scenario D10Q2. The
unsteady results used for comparison are taken from the previous study detailed in chapter 4.

Figure 6.16 shows the results of the CFD SSL. The time of the SSL simulation is called pseudo time. The reason is to
emphasis that the time is concrete for the simulation process but does not correspond to the simulated time which is
t =600 s. It can be seen that the maximum temperature in the fluid region rapidly converges when the thermal state of
the liner is frozen. The thermal state from the plugs never reaches the total enthalpy estimated by the method. This
means the evaluated averaged temperature in the plugs at ¢ = 600 s was too important. This is not a problem, the fluid
region and the plugs converge in temperature. Figure 6.17 compares the thermal field from the SSL simulation (upper
panel) with the unsteady simulation (lower panel). The two fields are very close while the initial values for the SSL
simulation come from SOFIL and have no links with the previous CFD results. It can be noted that the simulation could
be stopped at 520 s to get the maximum temperature in the fluid region. In order to reach complete convergence of all
regions, the simulation has been prolonged.

The SSL method gives a maximum as temperature of 98.5 °C. The maximum temperature predicted by the unsteady

simulation is 96.8 °C. The maximum temperature measured is 98.2 °C. The difference on the temperature for both
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Figure 6.14 — Flowchart of the steady-state like method.
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Figure 6.15 — SOFIL simulation results. The temperatures are indicated on the left axis and the pressure on the
right axis.
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Figure 6.16 — Scenario D10Q2 at tiqrget = 600 s. The SSL results are compared to experimental measurements from
ALAT [41]. The thermal probe TT764 gave the highest temperature for the gas during the filling. The temperatures
are indicated on the left axis. The total enthapy for the different regions is written under the form %

in order to get a value between 0 and 1 and is indicated on the right axis.
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Figure 6.17 — Scenario D10Q2 at tqrger = 600 s. Illustration of a SSL 3D simulation where the thermal equilibrium
is reached. Each solid region enthalpy has reached the one at tiarger = 600 s. Thus, each thermal state of solid
regions is frozen. The upper panel shows the thermal state for the SSL 3D simulation while the lower panel shows
for the unsteady 3D simulation results.

simulation cases is 1.7 °C degree while the unsteady simulation took months (around 6 months) to perform on 108 cores

of a HPC station while the SSL method took 2 weeks on a 20 cores personal computer (with the same mesh).

Conclusion

For this application case, the SSL method shows its ability to predict the results of the unsteady simulation at ¢ = 600 s.
It is faster and uses less computational resources than the unsteady simulation. Additional tests need to be carried out in
future studies with other tanks and other filling or emptying scenarios where experimental data are available to valid
the SSL method. The SSL method might also be applicable to investigate jet flapping and jet deflection. By fixing the
velocity with the SSL method, the effect of the injector shape or orientation on the jet oscillation and deflection and more

generally on the thermal mixing could also be investigated.

6.4 Emptying case

A case of tank emptying scenario has also been investigated. During the experimental campaign [42], several emptying
scenarios have been tested. For the 37 L tank, the reference emptying scenario was the 3 mm injector and the 0.376 g/s
averaged emptying mass flowrate. The emptying scenario started at a gas pressure of 619.3 bar. It was stopped when
the pressure reached 20 bar. The initial temperature is taken uniform at 26.77 °C for all regions. The emptying lasted
3443.5 s. Only 768 s have been simulated in the present work. The simulation has been carried out using the PISO
algorithm. The time step is limited by the pipe flow where the mesh cell sizes are the smallest and the velocity the
highest. In order to accelerate the calculation, a CFL has been imposed as CFL < 5. The cells with a CFL > 1 are all
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CFD OpenFOAM T,y | CFD OpenFOAM Tin, gas—tiner | 0D SOFIL Ty, | Exp ALAT Ty, | CFD OpenFOAM Ty | CFD OpenFOAM T'oyutie
T[°C] | 9.96 10.29 9.92 10.35 10.43 941

Table 6.3 — Reference emptying case with the 3 mm injector diameter issued from [41]. Temperatures at the end
of the calculation at t = 7168 s for the CFD results from OpenFOAM, results from SOFIL and the experimental
measurements.
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Figure 6.18 — Reference emptying case with the 3 mm injector diameter issued from [41]. Comparison of tempera-
tures and pressure as function of time from the CFD results in red, SOFIL results in green and the experimental
measurements in black.

located in the pipe. It has been assumed that they have no effect on the main bulk flow. The simulation is 3D and carried
on half of the geometrical domain using a symmetry assumption. The turbulence model used is the 2 — w SST SAS. The
mesh for the fluid region is different from that used for the filling scenario D3Q8. As no jet flow is present in the gas, a
coarser mesh is used, with 404 836 cells.

Figure 6.18 shows a comparison of the averaged temperature and pressure between the CFD (red), SOFIL (green)
and the experimental measurement (black) results. It can be seen that the numerical results match the experimental
measurements for the averaged gas temperature and pressure. Two virtual temperature probes have been added for the
CFD study at the pipe inlet and outlet (figure 6.18). This allows to estimate if the temperature of the released gas is
different from the averaged gas temperature. Figure 6.18 shows that the temperature at the pipe outlet is always lower
than the averaged gas temperature. The temperature at the pipe inlet is always higher the gas averaged temperature.
This is due to the heat exchanged between the gas and the pipe. The pipe warms the gas from the outlet to the inlet. A
probe located at the pipe outlet would measure an underestimated value of the averaged gas temperature. Although a
vertical thermal gradient is occurring in the gas during the emptying, the CFD results shows that minimum temperature
at the liner wall in contact with the gas remains warmer than the averaged gas temperature. Table 6.3 gives the
temperatures from CFD, SOFIL and the experimental measurement results at ¢t = 768 s.

Some visualizations are presented in figures 6.19 and 6.20. Two streamline are plotted, one in the middle of the first
half of the tank (in black) and one in the middle of the second half of the tank (in grey). It can be seen that before 50 s

(panels A and B), the inlet flow dynamic has a important effect on the main bulk. The streamlines converge towards the
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To [°C1 | TT764[°C] | TT768 [°C]
CFD OpenFOAM | 9.96 14.75 7.68
Exp ALAT 10.35 13.5 6.97

Table 6.4 — Emptying scenario for the 37 L tank with a 3 mm injector diameter. Temperatures of the probes TT764
and TT768 at t =768 s for the CFD results and the experimental measurements.

pipe outlet. The averaged gas temperature decreases due to the decompression. The temperatures at the walls become
higher than the temperatures in the gas. Consequently, convection forces appear. At 10 s (panel B), convection forces
start to overcome on the inlet flow dynamics and change the global flow dynamics. After 50 s, the flow is driven by the
convection. The two streamlines do not mix anymore and a recirculation loop is present in each half of the tank. The
symmetry assumption may play a role in this flow configuration and a full 3D simulation might change the recirculation
dynamics. After 50 s, the action of the inlet flow dynamics becomes negligible on the main bulk. Around the pipe outlet,
the velocities are ten times lower than inside the pipe. However, the velocities in the pipe increases because the mass
flowrate is constant and the pressure decreases as the averaged gas density. A longer simulation may revel a critical time
when the inlet flow dynamics become significant again.

Figure 6.21 shows a comparison of the 10 temperature probes located in the gas issued from the experimental
measurements (continuous line in black) and CFD results (continuous line in red). The averaged gas temperatures
(dashed line) issued from the experimental measurements and the CFD results are added on each panel to visualize
perceiving the vertical thermal stratification. It can be noted that the trend is the same in the experimental measurements
and the CFD results: temperatures from probes located in the upper part (TT760,TT762,TT764,TT767) are higher than
the averaged temperature; temperatures from probes located in the lower part (TT761,TT763,TT765,TT768) are lower
than the averaged temperature. The CFD results are slightly overestimating the thermal gradient amplitude, (table 6.4).

The difference could be explained by different factors:

(i) The initial thermal state of the experiment is not uniform. The experiment had at emptying start with a horizontal
thermal gradient: probes TT767, TT768 and TT769 had a smaller initial temperature than probes TT760, TT761
and TT762. This could be explained by the uncontrolled exterior environment during the experiment.

(i) For the CFD simulations, the temperature in solid regions are set uniform and equal to the fluid region initial
temperature. This could act on the fluid region thermal field, by changing the heat exchanged between the gas and
the walls.

(iii) The turbulent viscosity impacts the thermal diffusion by increasing the thermal mixing. The turbulent viscosity
also limits the natural convection by weakening flow structures. The recirculation loops appear as important flow
structures to capture numerically the thermal mixing. An emptying CFD simulation, without turbulence modeling
could be interesting to perform to see the impact of the turbulence modeling on the recirculation loops and on the

thermal gradient amplitude.

Conclusion

To summarize, the flow dynamics during the emptying of a gaseous hydrogen tank appears to be driven by the natural
convection. A vertical thermal stratification occurs in the tank. The influence of the pipe inlet flow on the thermal field

appears negligible at the final time reached in this study. A more advanced time should be reached to confirm if this
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Figure 6.19 — Emptying scenario for the 37 L tank with a 3 mm injector diameter. Panels A, B and C display views
of the thermal field (lower view) and the velocity field in logarithmic scale (upper view) corresponding to times 1 s,
10 s and 50 s respectively.

Complementary studies 173



Section 6.4 — Emptying case

Time: 100.0 s maxtmagV)): 248 m/s

mag(U) [m/s] (log)

Isoline T, —

Fluid Domain: local maximum temperature Fluid Domain: local minimum temperature
location : (-0.397 0.016 0.0) ] location : (0.464 -0.001 0.0) sy

Time: 300.0 s max(mag(U)): 3.08 m/s

mag(U) [m/s] (log)

.: %:e-l
)

L3

1.e-3

T[°C]

Isoline T, —

Fluid Domain: local maximum temperature Fluid Domain: local minimum temperature
location : (-0.397 0.016 0.0) g location : (-0.34 -0.103 0.032) @

Time: 700.0 s max(mag(U)): 3.71 m/s

mag(U) [m/s] (log)

r Let
)

Les

Isoline T,,, —

Fluid Domain: local maximum temperature Fluid Domain: local minimum temperature
location : (0.225 0.131 0.0) B location : (-0.303 -0.115 0.05) @

Figure 6.20 — Emptying scenario for the 37 L tank with a 3 mm injector diameter. Panels D, E and F display views
of the thermal field (lower view) and the velocity field in logarithmic scale (upper view) corresponding to times 100 s,
300 s and 700 s respectively.
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Figure 6.21 — Emptying scenario for the 37 L tank with a 3 mm injector diameter. Temperatures for the probes in

the gas at t =768 s for the CFD results and the experimental measurements.
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Figure 6.22 — Experimental set-up of the probes placed on the liner external surface, in contact with the composite
warp for the type IV 37 L tank.

remains true. The stratified thermal state in the gas is a consequence of the difference of temperature between the gas
and the solid walls. The buoyant jet model described in chapter 5 cannot be applied for the emptying of a tank. The link
between the thermal gradient and the difference of temperature between the averaged gas and the liner temperatures

needs to be investigated, in particular to include the above phenomena in 0D models.

6.5 Inverse model to estimate the temperature at the gas-liner interface

The SAE J2601 standard [18] recommends to keep the temperature for composite tank below 85 °C. The temperature
in the gas can be difficult to measure. The thermocouple tree inserted in the gas for the experimental measurements is
an intrusive device. By disturbing the inner flow with the experimental set-up, the temperatures measured may differ
from those in real filling conditions. The thermocouple tree is also overhanging inside the tank, which limits its use for
long tank. To avoid these issued, placing the temperature probes at the liner wall, in contact with the gas could appear as
a solution. However, it is difficult to place the probes at this position for gas impermeability issues with the connection
cables. Also, at the interface between the gas and the liner, the temperature measured is a mix between the temperature
of the gas and the temperature of the liner. It is complex to estimate whether the temperature from the probe is closer to
the gas or to the liner temperature. At is more convenient to install the temperature probes at the interface between the
liner and the composite. Figure 6.22 presents a picture of the experimental set-up for the 37 L tank. The heat exchanged
between the probe and each solid region is driven by thermal conduction.

For the type IV 531 L tank considered in HyTransfer [41], the probes in the gas were located in the rear region of the
tank. Due to the small number of probes in the gas and the specific location of the probes, only a coarse estimation of the
averaged gas temperature and thermal gradient is possible. The objective of this study is to estimate the temperatures at
the interface between the gas and the liner from the temperatures between the liner and the composite, issued from the
experimental measurement (see figure 6.23). For the type IV 531 L tank, 30 temperature probes were installed between

the liner and the composite. The aim is to improve the detection of the thermal gradient occurrence during the filling.
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Input Output
. Model .
Ti_o(t) Tr-1(2)

Figure 6.23 — Purpose of the model: predicting the temperatures at the interface between the gas and the liner Tr_;
from the temperature at the interface between the liner and the composite T _,.

Frame of the model

The tank wall is composed of two layers: a thin liner layer and a thick composite layer. The thickness of the liner
and of the composite is considered to be uniform. The averaged measured thicknesses of the liner and composite are
considered. Each layer has its own thermal conductivity A, density p and specific heat capacity c,, set constant values. It
is assumed that there is no thermal resistance between the two layers, i.e. continuity of thermal fluxes and temperatures.
An adiabatic thermal boundary condition is applied on the exterior wall. This is illustrated in figure 6.24. Using an

electrical analogy, the situation can be seen as two thermal quadripoles in series (figure 6.25).

For one generic thermal quadripoles, the governing equation is the energy balance equation (6.9) and a heat flux ¢ is

applied on boundaries (6.10):

0T (x,t) /162T(x, t)

Per™5, ox (6.9)
dlx,t) = —A% . (6.10)

The thermal diffusivity a = p%p is introduced. The temperature 6, defined as 6(x,t) = T'(x,t) — T'(x,0), is used for the

mathematical development. Equations (6.9) and (6.10) can be written as:

00(x,t)  0%0(x,t)

Y a PR (6.11)
s 2 200 612

To solve this system, the Laplace transform method is used. As a reminder, for a function f locally integrable in [0, +ool,

the Laplace transform is defined as:

+00
4= [ ferar, pec. 6.13)
0
The temporal differentiation of a Laplace transform leads to the relationship:

d
% =pZL()p)-f(0). (6.14)

To ease the reading, a Laplace transform of a function f is noted in capital letters, i.e. Z(f)(p) = F(p). The Laplace
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Figure 6.24 — Schematic of a 1D tank wall with two layers: the liner and the composite.
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Figure 6.25 — Electrical analogy with two quadripoles.
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transform is a function of the variables p and x. Equations (6.11) and (6.12) lead to

020
O=a—;, 6.15
pO=a—— (6.15)

00
= 1= . (6.16)

Ox

Equation (6.15) has a known solution,
_ p p 2

O(x,p) = A1Ach(y/ Ex)+A2)Lsh( Ex) , (A1,A9)eR” (6.17)

with ch and sh the hyperbolic cosine and sine respectively. For a wall of thickness e, using the notation in at x =0 and

out at x = e, equations (6.16) and (6.17) lead to the system:

Oin =0(0,p) = A
Oout = Oe, p) =A1ch(\/ie>+A2sh(\/Ze>
®;, =®(0,p) = -AsA

ous = Be, p) = ~A1 Ay Bsh(y/Be) - Azafch(\fe)

The constants A; and Ag, can be substituted by ©;, and ®;,. Then, the system (6.18) can be written under a matrix form

(6.18)

which links the input to the output:

O] | ch(/2o) —l\/Esh(\/Ee) 619
Dour| ~/Zsh([Be)  ch(\[2o) d)in '
The inverse system of (6.19) is:
[G’m]_ chtyffer  3\/f5ehi/ke) o [ O“t] (6.20)
®in| |2\/Bsh([2e)  ch([Ee) | |Pout

The system (6.20) links the nodes at the interface between the gas and the liner with the nodes at the exterior wall of the

composite
o] | ehEen  EEsh([Een| [ en(fEeo  \[Esh([Eeo)] (00 620
[qnf_l]_ Ay Zsh([Zen ch(\/:lez) Ao/ Zsh(\[Zeo)  ch([Eeo) [ 0 ‘ '

and the nodes at the interface between the liner and the composite with the nodes at the exterior wall of the composite

ch(\/zec) /1— Ze sh(\/7 ¢)
\/>sh(\/:ec) Ch(\/:ec)

From the systems (6.21) and (6.22), the system (6.23) can be deduced

®l—c
q)l—c

[ ‘”‘] (6.22)

Complementary studies 179



Section 6.5 — Inverse model to estimate the temperature at the gas-liner interface

{@fl = (en(\/Zench([Zeo + 52\ [2sh(\[Eensh( [ Eeo))Ocu 6.9

Q= Ch(\/ a%ec)@ext

and the Laplace transform ©;_. can be linked the Laplace transform ©;_;:

o = ch(\/aZ;eC)
o ‘7}1(\/%‘?I)Ch(\/,,ézlec)+ i—f\/giish(\/azlel)sh(\/azlec)

A transfer function H(p) is defined such as

®f—l . (6.24)

ch(\/g%)

H(p)= ) (6.25)
ch(\/azlel)ch(\/azcec)+ i—;\/g:ish(\/azlel)sh(\/azcec)
and so
0, =H(p)O®r_; . (6.26)

At this point of the model development, the relationship (6.26) is suitable for a direct problem: knowing ©7_;, ©;_. can be
deduced. The objective here is to solve the inverse problem: ©¢_; is deduced from ©;_.. The inverse problem is not a
well-posed problem as defined by Hadamard [127]. The problem is ill-conditioned, i.e. small variations of ©;_, results in
large variations of ®¢_;. Solving the inverse problem requires a regularization process. It is detailed in a the following.

The numerical method used to solve the direct problem is examined first.

6.5.1 Direct problem

The energy equation has been expressed in the frequency domain, (6.26). The solution ©;_., needs to be inverted
to return to the temporal domain, i.e. H(p)®r_; needs to be inverted. The inverse Laplace transform operation
L YH(p)© £-1) cannot be performed because ©¢_; is the Laplace transform of a continuous function 67_;(¢). Only discrete
values of 0;_; exist, the measured values, consequently 8;_;(¢) is not continuously defined. Two methods have been
considered to solve this difficulty: method 1 where the convolution property of the Laplace transform is used to avoid the
Laplace transform of the input; method 2 where the input is a continuous function of triangle spikes affected with the

discrete measured values and which allows to obtain Of_;.

Method 1: using the convolution property

The first method takes advantage of the convolution property of the Laplace transform: for two functions f and g,
¢
2([ re-tewiar) =)« 2. 6.27)
Using (6.27) and equation (6.26), it can be deduced that

t
0_o(t) = f h(t — £90;_,()dt with h(t)= £ H(p) . (6.28)
0
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The time integration in (6.28) is discretized using a trapezoidal method: for an integrable function f in the interval [0, ],

n-1
f £()dt = (f (0);f .5 f(k%)) with 7 an integer. (6.29)
k=1

The time values ¢ are discretized as: ¢ = iAf. Assuming the value i large enough to get precise approximation of the
integral, the discretization method (6.29) is applied to h(¢—¢')07_;(¢'). Since,

0r-1(0)=0=f(0) = h(t)0r_;(0) =0 and (6.30)
h(0) = pli>I§rlooPH(P) =0=>f(t)=h(0)0,_;(t)=0, (6.31)
equation (6.28) becomes
i-1
0;_(iAt) = At(z h(iAt—kAt)Bfl(kAt)) . (6.32)
k=1

Using the discrete values 9?4 =0r-1(kA?) and 0] =0,_.(1A?), equation (6.32) is rewritten as

) i-1
0,_, = At(z h(( —k)At)e,’i_,) : (6.33)
k=1

Equation (6.33) can written under a diagonal matrix form

1 1
e [
07 0%
=AY ] (6.34)
-1 _
9?—0 6:171 1
6lnfc 6? !
with n the number of time measured and
0 0
At h(At) 0
A= : ] ) - (6.35)
At h((n —2)At) . . 0 :
At h((n—1)At) At h(n—-2)At) --- Ath(At) O

Method 2: using a triangular function as input

The temperatures are measured at the interface between the gas and the liner with the time period of the experimental
sampling At. For k, a given measure, only 6]’3_1 = 0r_1(kAt) is known. The continuous function 07_; () must be constructed
from the discrete values 07_;(kAt) to obtain ©_; and apply L \H (p)Of_;). The method, adapted from [128], aims to
use triangle spikes as base functions to generate the input in continuous form.
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Figure 6.26 — Simple triangle spike function.

X
(F=DAt kAt (B+1DAt(k+2)At

Figure 6.27 — Two spikes associated with the values 9;]3—1 and Bllifll

A single triangular function. This can be defined as piecewise function f constructed with two linear functions:

t,Vte[0,1]
f:t—<12-¢Vte[l,2] . (6.36)
0,Vte[2,+oo[

Figure (6.26) displays this spike function. The Laplace transform of this function is

1 2P 2
ZL(f)p)= —2——2+—2 (6.37)
p p p
Using the time scaling property of a Laplace transform,
1.p
VkeR, L(f(kt)) = EF(E) , (6.38)
the spike can be located at ¢t = A, at the associated Laplace transform is:
1
L)) = (1-2e PAL 4 g 2PALy (6.39)
Atp?
Using the delay property of the Laplace transform,
VTeER, L(f(t—1)=e "PF, (6.40)
the spike can be located at ¢t = kAt and the associated Laplace Transform is:
L(F)p)= (1—2e7PAt 4 g72PAt),~(k=DAtp (6.41)

Atp?
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Each value 9?71 can be associated with a spike at ¢ = kA¢t. Figure 6.27 shows two spikes associated with the values 0};7 .
and Hlfefll respectively. All the spikes can be added using the propriety of linearity of the Laplace transform. The resulting

Laplace transform O7_; is

n 1
®f—l — Z Hk_l_(l _ 2e—pAt + e—ZpAt)e—(k—l)Atp , (642)
kzl( = Atp? )
with n the number of time measured. Using the direct problem equation (6.26), H(p)®r_; becomes

n H(p) —pAt | —2pAty —(k-1)At
Orc=). 0F_ 2 (1—2e PR 4 72PN, Pl (6.43)
c k:l( f lAtpz )

For the quantity H'(p)* = %ﬁz}(l — 2e7PAL 4 o=2pAty,~(k=DAp the inverse Laplace transform can be applied 2'(2)* =

<L Y(H'(p)*). The inverse Laplace transform £ ~1(0;_.), can be linked with 4'(¢) and Or_; as

N
0 ef—l
S=A S (6.44)
-1 —
9?—6 6:1711
anfc 9?—1
with
BADY - BADE - R(AD"
A=|Rr'(RADY . RKEADE . R(RAD] . (6.45)
KnADr - K@AD* - R (nAt)"

Inversing the Laplace transform

Both methods require to apply an inversion of a Laplace transform (for a Laplace transform F = Z(f), the inverse of
Laplace transform is the operation £ 1(F) = f). This inversion can be done analytically for simple cases but for more
complex cases, a numerical approach is needed. In [128], several inverse numerical methods are mentioned. In this
study, the Gaver-Stehfest inversion algorithm [129, 130] and the Hoog et al. inversion algorithm [131, 132] have been

considered.

Selecting a method

To compare these two methods, a canonical problem where an analytical solution exists is examined. It consists of
a single 1D wall with a thickness 2e = 8.2 mm and a uniform thermal diffusivity « = 2.5178e — 07 m2/s. An equal and
uniform temperature T,,; = 10 °C is imposed on at each side, i.e. T'(e,t) = T'(—e,t) = Toyr;. The initial temperature is
set such as T; =0 °C. The objective is to predict the temperature at the center of the wall T,,. Figure 6.28 presents a
schematic view of the problem. The derivation of the analytical solution is omitted in this section but can be found in
[133]. For this example, the input and output are: 6;, = Ty — T; and 0, = T, — T';. The Laplace transform of the input
is

Text - Ti

Q= —— . (6.46)
p
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A
T(x,t) with T(x,0)=T; and T(0,¢) =T},

2000000004 22000007
i A i
ext T ext

Figure 6.28 — 1D wall with equal and uniform temperature imposed at each side .

The output is linked to the input by the transfer function H(p) such as

®out = H(p)@in (6.47)

1
=———0;,.
ch(y/Ze)

The analytical solution is

X @2n+1)e
Oous =2 Y (~1)" T 0., 6.48
¢ n;o( Yerfcl N ] (6.48)

where erfc is the complementary error function defined as

VxeR, erfe(x)=1—-erf(x)
2 (% _o2
=1-— | e "dt. (6.49)
v Jo
The results issued from the two inverse Laplace transform algorithms are reported in figure 6.29. Method 2, with the
Gaver-Stehfest algorithm fails to predict a correct 8,,; temperature difference. The Hoog et al. algorithm is selected. The

execution of method 2 is faster than method 1. Method 2 is selected.

6.5.2 Inverse problem

Method 2 and the Hoog et al. inverse Laplace transform algorithm are selected. The direct problem, detailed in (6.44)
and (6.45), is
01_.=A0f_; . (6.50)

The temperatures measured at the interface between the liner and the composite are 0 . Typical approach is typically
a least square linear regression. However as the inverse problem is ill-conditioned, a regularization method is applied.

The Tikhonov regularization [134] aims to solve inverse problems by minimizing f(07_;) defined as

fOr-1)=01-c—0; ) O1-c—0] )+abf R"RO;,
=(A0p ;6] )" (A0;;-6; )+ab] R"RO;, (6.51)
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Figure 6.29 — Results for the 1D wall problem: two methods with two inverse Laplace transform algorithms,
compared with the analytical solution.
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Materials cp [JIkg/IK] | p [kg/m3] | A [W/K/m]
Plastic liner 2495.46 924.8 0.35
Carbon wrap composite | 1074.19 1433.8 0.55

Table 6.5 — Specific thermal capacity, density and thermal conductivity for the plastic liner and the carbon wrap
composite measured in [43] on type IV tanks provided by Hexagon.

and finds the optimal 6¢_;. The parameter a is a scalar that needs to be set to help the inversion process. The matrix R is

a regularization matrix. The optimal 0,_; is
-1
0p_ = (ATA +aRT R) 0r A, (6.52)

Based on tests, the second order regularization matrix R is chosen, here represented with a 5x5 matrix for exemple:
-1 2 -1 0], (6.53)

and a = 2000 is selected.
In order to test the inversion process, the temperatures measured at the interface between the liner and the composite

91*7C have been used as input of the direct problem. A temperature 0;.5; is calculated,
Otest =A 0], . (6.54)
The inversion process is applied to 0.,
oiest = (AT A+ aR" R)il OresiTA (6.55)

and Bf‘ﬁtis compared to 6, to validate the inversion process.

Application to type IV 37 L tank and to type IV 531 L tank from HyTransfer

To perform the calculations, the thermophysical properties of the liner and the composite are assmued to be constant.
The thermophysical properties of the liner and the composite for type IV 37 L tank and for type IV 531 L tank from
HyTransfer [41] are reported in [43]. They are functions of the temperature within the interval [23 — 100] °C. The
constant values considered in this section are the arithmetic average of the values issued from [43]. They are reported in
table 6.5. The thickness of the liner layer and the composite layer for the type IV 37 L and 531 L tanks is reported in table
6.6. The model has been tested on both tanks. For type IV 37 L tank, the scenario with an injector diameter of 10 mm
and with an averaged mass flowrate of 2 g/s is selected (scenario D10Q2). The maximum, averaged and minimum gas
temperatures are correctly captured by the probes in the gas. From the maximum, averaged and minimum temperatures
measured between the liner and the composite, maximum, averaged and minimum temperatures between the gas and
the liner are estimated by the model. Figure 6.30 presents the results. The testing of the inversion process is applied to
the maximum temperature between the liner and the composite and is reported in blue. The inversion test returns the
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Tank size [L] | Liner layer thickness e, [m] | Composite layer thickness e [m]
37 0.0041 0.02375
531 0.0064 0.0317

Table 6.6 — Liner layer and composite layer thicknesses for the type IV 37 L and 531 L tanks issued from HyTransfer
[42].

correct maximum temperature between the liner and the composite. The averaged temperature at the interface between
the gas and the liner estimated via the inverse model is less than 1.5 °C different that the SOFIL value at the end of the
filling. It can be noted that the maximum temperature predicted at the interface between the gas and the liner is above
85 °C and above the averaged gas temperature.

For type IV 531 L tank, the scenario with an injector diameter of 25 mm and with an averaged mass flowrate of 2 g/s
is selected. Figure 6.31 shows that the temperatures measured in the gas are homogeneous and no thermal gradient
is occurring. This is in contradiction with the temperatures measured between the liner and the composite where a
difference of 7.7°C is reported at the end of the filling. It can be noted that the temperature on the exterior surface of the

composite is rising. A correction of the model with an external heat transfer may be necessary to improve the prediction.

Conclusion

Additional developments of this model could be carried out to add to the model an external heat transfer and verify if
the thermal predictions are improved. This would be archived by adding a new node (T',¢,) at the right of the schematic
6.25, imposing the temperature at the ambient temperature. The temperature in the gas could be estimated as well by
adding a new node (T'g,¢,) at the left of the schematic 6.25, using the same heat transfer used in SOFIL (2.2.2) between
the gas and the liner.
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Figure 6.30 — Application of the inverse model to type IV 37 L tank, scenario with an injector diameter of 10 mm
and with an averaged mass flowrate of 2 g/s. The temperatures issued from the experimental measurements are
reported in black. The temperatures issued from the inverse model are reported in red. The test of the inversion
method is performed on the maximum temperature measured between the liner and the composite and is reported

in blue. The temperatures from SOFIL are reported in green.
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Figure 6.31 — Application of the inverse model to type IV 531 L tank, scenario with an injector diameter of 25 mm
and with an averaged mass flowrate of 2 g/s. The temperatures issued from the experimental measurements are
reported in black. The temperatures issued from the inverse model are reported in red. The test of the inversion
method is performed on the maximum temperature measured between the liner and the composite and is reported
in blue. The temperatures from SOFIL are reported in green.
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Conclusion and perspectives

During the filling of a gaseous hydrogen tank, the gas temperature inside the tank must not exceed 85 °C for safety
reasons for composite material tank. The injected gas is precooled to maintain the averaged gas temperature below this
limit. For some filling configurations, a vertical thermal gradient occurs and local temperatures can exceed 85 °C, even if
the averaged temperature remains below this limit.

The literature review concerning tanks filled horizontally, chapter 1, has indicated that the computational fluid
dynamics (CFD) approach can predict the onset of stratification. It has also shown that the maximum temperature
predicted by the CFD approach compared to measurement in the gas is generally underestimated. The underlying
mechanisms of thermal stratification remain an active area of research. The only criterion, found in the literature, in
order to avoid thermal stratification, is to maintain the injection velocity above 5 m/s during the filling.

The present study has used experimental results issued from the HyTransfer project concerning a type IV 37 L tank
provided by ®Hexagon; these experimental results are described in chapter 2. During experimental measurements, the
limited number of thermal probes placed in the gas allowed to detect the presence of stratification. However, the physical
mechanisms leading to thermal stratification remained to be clarified.

In chapter 3, a CFD approach in the gas, coupled with thermal conduction simulation in the walls, has been applied to
access the thermal and velocity fields. The simulations have been carried out with the software OpenFOAM. For the two
filling scenarios leading to the most extreme thermal behaviors, i.e. homogeneous and heterogeneous, 2D-axisymmetric
and 3D CFD simulations have been performed. This has been the object of an article published in the International
Journal of Hydrogen Energy. The study has highlighted the 3D nature of the thermal stratification and the role of gravity
in its development. It has been observed that for the homogeneous case, the jet oscillates while for the heterogeneous
case, the jet is deflected towards the lower part of the tank. These phenomena are not captured by the 2D-axisymmetric
CFD results. For the homogeneous case, the 3D CFD results accurately predicted the measured temperatures. For the
heterogeneous case, the 3D CFD results accurately predicted the averaged gas temperatures and the onset of stratification,
but the maximum gas temperature was underestimated. The same conclusions were reported in previous studies with
other simulation tools. The improvement of the 3D CFD approach has been identified as an important objective for the
present work.

Chapter 4 focused on improving the thermal prediction issued from the CFD approach. The role of turbulence modeling
in thermal gradient predictions has been clarified. The k2 — w Shear Stress Transport (SST) turbulence model, used in
chapter 3, predicted large levels of turbulence in stagnation areas, leading to an over-diffusion of the temperatures;
hence in that case the maximum gas temperature was underestimated. To corroborate this observation, a 3D CFD case
without turbulence model was found to overestimate the maximum gas temperature. The £ —w SST turbulence model
with the scale-adaptive simulation (SAS) concept has been identified as a more appropriate model for the simulation of
hydrogen tank filling. By adjusting the level of turbulence in stagnation areas, it predicted thermal fields closer to the

experimentally measured temperatures. The model has been tested on two other scenarios: a relatively homogeneous
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case and a heterogeneous case. For the first scenario, the CFD prediction was satisfactory. For the second scenario,
the averaged gas temperature and onset of stratification were predicted but the maximum gas temperature was still
underestimated. As no results obtained via the £ —w SST turbulence model are available for this scenario, the potential
improvement due to the 2 — w SST SAS could not be estimated at this step. This filling scenario used a 100 mm long pipe
inside the tank, bringing the pipe outlet close to the measurement device. This differs from the previous heterogeneous
scenario correctly predicted by the CFD approach. The influence on the thermal distribution of the measurement device
inside the gas, should be investigated; it could maybe explain part of the differences noted between the CFD results and
the experimental measurements.

The CFD results have highlighted that the cold gas injected forms a jet in the tank and that this jet is deflected
towards the lower part of the tank due to buoyancy forces. This phenomenon was found to play a key role in the thermal
stratification occurrence. When the jet is deflected, the horizontal symmetry of the flow is broken, which induces a vertical
thermal gradient. In chapter 5, the jet was modeled based on the buoyant round jet theory, to obtain its trajectory in
the tank without CFD simulations. The buoyant round jet model required only data predicted by a 0D modeling of tank
filling (2.2.2). The model developed in this chapter predicted the onset of stratification for six filling scenarios. At the
onset of stratification, the injection velocity was found to be consistent with the 5 m/s criterion reported in the literature.
A method has been proposed to estimate the maximum gas temperature but additional validation studies seem necessary
to asses its accuracy.

Complementary investigations carried out during the present work, concerning both methodology and phenomenology,
have been reported in chapter 6:

* The influence of the symmetry assumption used for the 3D CFD approach, i.e. considering only half of the domain,
has been examined in section 6.1. The symmetry assumption constrains the jet to oscillate in the symmetry plane
but does not impact the thermal distribution in the tank.

* The oscillation of the jet was studied in section 6.2. It was shown that the oscillation frequency is proportional to
the inlet velocity.

* In section 6.3, a new 3D CFD method has been developed to carry out Steady State Like (SSL) simulations of
tank filling. The method has been designed to save computational resources by targeting a precise time, without
simulating prior times. The method allows to estimate the thermal field at the end of a filling scenario in a few
weeks on a personal computer, instead of months on a high performance computing station, when the classic
unsteady CFD simulation is employed.

* The 3D simulation results concerning a scenario of tank emptying have been presented in section 6.4. For the time
interval simulated, it was shown that the flow is principally driven by the natural convection and that the influence
of the pipe flow on the main bulk is negligible.

* In section 6.5, a method has been developed to estimate the temperature at the interface between the gas and the
liner from values measured at the interface between the liner and the composite. Laplace transform method and
inversion of ill-posed problem techniques have been used. The method can be applied when few thermal data are

available during experimental measurements, to improve the detection of thermal gradients.
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Some possible paths for future work:

¢ The influence of the measurement device on fluid dynamics during the experiments needs to be clarified. The
measurement device has never been considered in CFD studies, due to the complexity of the required mesh.
However, this device is intrusive: it might disturb the flow and could impact the thermal stratification level. This
could partly explain the differences noted between the CFD results and experimental measurements. The SSL
method could be used to carry out simulations with and without measurement device in order to estimate its impact
on the thermal field, with a limited computational cost.

Two experimental cases using the same filling scenario but with and without measurement device could be
considered. By using the method described in section 6.5, the temperature between the liner and the composite
could be used to predict the temperature between the gas and the liner. The influence of the measurement device
on the gas temperature distribution could thus be estimated.

* Concerning the buoyant round jet model, the prediction of the occurrence of thermal gradients as a function of jet
deflection remains an aspect to investigate for larger tanks. For now, it has only been applied to a small tank, i.e.
% = 2.4. The buoyant round jet model may not be applicable for a vertical filling, especially for with an upward
injection: the jet would interact with itself, which is not taken into account in the model. The profile of the thermal

gradient would also probably be different.

For some tanks, the pipe is oriented upwards to improve thermal mixing but then, it can hit the upper wall. When
the jet hits a wall, it loses its momentum, which results in less efficient thermal mixing. The buoyant round jet
model could be used to chose an optimal injector angle in order to avoid the impact with the upper wall.

* The SSL method developed in section 6.3 has been proposed to perform rapid CFD calculations. This method should
be tested on other filling scenarios and other tank geometries. This new method rapidly predicts the thermal field
for a target time of interest without simulating prior times. It could be relevant for an emptying case where the
velocities involved are small but the process is long. The method could be coupled with the buoyant round jet model
to determine optimal angles of injector orientation: the buoyant round jet model would predict the optimal angle
and the SSL method would predict the associated thermal field.

* The oscillation of the jet in the tank and its role in thermal mixing would need to be further examined. New

injectors or geometries triggering such flapping may delay stratification.

¢ Improving thermal mixing independently of the tank or the filling scenario could be the object of future studies.
Focus could be placed on the design of the injector, for example to generate swirling or pulsating flows and thus
improve thermal mixing.
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