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him for his comments throughout this PhD and for the opportunity to work together at
the summer program in Stanford. It was a great experience (as well as a showcase of the
capacities of TurboAVBP) and I had the chance to try the famous swimming pool that
many other PhD’s had been talking about! Of course, I would also like to thank Thierry
for the opportunity and the incredible house next to the university (everyone at CTR,
including professors who go there frequently, still wonder how he finds these places).

Completing successfully a PhD thesis does not only demand hard work but also being
between people with who you can have constructive discussions, share and sometimes
relax. And everyone at Cerfacs is very good at that! From all the seniors, Benedicte,
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General Introduction
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1.1 Gas Turbines

The general field of this thesis is Gas Turbines (GT). Since their conception in the 1930’s
by Sir Frank Whittle, GT have evolved to dominate the air transport industry with
large commercial and military aircraft relying solely on turbofan gas turbines for their
propulsion. Smaller regional/private aircraft and helicopters make extensive use of the
turboprop and turboshaft variants respectively. GT also hold an important share in land-
based power generation units and have found other applications, such as in oil and gas
rigs and ground transportation. The main advantages of GT, compared to piston engines,
are the significantly higher power-to-weight ratio and increased reliability as well as easier
maintenance due to the fewer moving parts present in the engine.

The operation of the GT is based on the Brayton thermodynamic cycle, shown in
Fig. 1.1 in a temperature-entropy plot. The cycle consists of four processes: compression
of air (1 ) 2), isobaric addition of heat (through mixing with fuel and ignition of the
mixture under constant pressure, 2 ) 3), expansion (3 ) 4), cooling and return to the
initial state (4 ) 1). In the ideal cycle, the compression and expansion are performed
isentropically, which is practically not possible as these are physically irreversible pro-
cesses and losses occur in real engines. The components that perform these processes are
the compressor (typically a multistage compressor for large engines) for the compression
phase, the combustion chamber for the heat addition and the turbine for the expansion

1
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Figure 1.1: Ideal thermodynamic cycle of a gas turbine.
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Figure 1.2: A basic jet engine highlighting the position of the di↵erent components and the
corresponding processes of the Brayton thermodynamic cycle. After the 3 main processes of
the cycle propulsion/work is extracted either through a nozzle or an additional power turbine.

(also called the High-Pressure Turbine (HPT) as it is behind the combustion chamber
and functions at the peak pressure of the cycle.

These three basic components are present in all types of GT, irrespective of their
application. Figure 1.2 provides a view of a typical jet engine illustrating the basic GT
structure and placement of the components. After performing the 3 main processes of
compression, combustion and expansion the necessary propulsion/work is extracted from
the flow exiting the HPT either through a nozzle that accelerates the flow (configuration
employed in large aircraft) or through an additional turbine, called power turbine. This
is, for example, the case in helicopter engines (turboshaft), where work recovering from
the engine is needed to drive the main rotors of the aircraft.

Modern GT have remarkable capabilities compared to the earlier designs: higher
power output and power-to-weight ratios, reduced fuel consumption, reduced pollutant
emissions and limited noise signature. One of the driving factors behind many of these

2



1.2 The combustion chamber 3

improvements has been the rising temperature at the inlet of the HPT. Indeed, from Fig.
1.1 it can be easily deduced that increasing the temperature of point 3, for example by
increasing the compression ratio, increases the work available by the cycle. There has
been, therefore, a constant e↵ort the last decade to develop improved rotating machinery
that can handle these processes. The HPT, in particular, requires considerable attention
due to the aggressive, unsteady and high-temperature environment in which it has to
operate (point 3 in the thermodynamic cycle, after the combustion chamber). However,
as of today and despite continuous research on the topic, the predictions of the complex
aerothermal flow inside the HPT and its interactions with the combustor are still lacking.
One objective of this work is to contribute to today’s CFD capabilities in predicting
these flows thereby opening new possibilities in improving further the understanding
of the physical processes occurring in the HPT. There are two issues that will be of
specific interest to this dissertation: a) The development and validation of a high-fidelity
numerical simulation tool applicable to this context and b) address with such tools the
combustion chamber/turbine flow interactions.

Before going more into details on specific issues, some basic notions on the operation
of the two components of interest for this thesis are provided.

To HPT 

Figure 1.3: A sector of a modern annular combustion chamber of Snecma [1].

1.2 The combustion chamber

The combustion chamber is responsible for the heat addition to the flow. In typical
designs, the flow arriving from the compressor goes through a swirler before entering the
main chamber. The swirling flow then undergoes vortex breakdown to create a central
recirculation zone in the chamber. At the same time, the fuel injectors release fuel that
atomizes, evaporates and mixes with the air, with the mixture undergoing combustion at
the flame front. The central recirculation zone serves to stabilize the flame and reduce
its length, compared to a non-swirled jet flame for example.

3



4 Chapter 1 : General Introduction

Most modern combustors are designed with a Rich-Quench-Lean approach, where
close to the fuel injector the Fuel-to-Air Ratio (FAR) corresponds to rich combustion,
followed by a large amount of air injected by primary and dilution holes that quench the
flame and mix with the hot products before reaching the combustor outlet. The designs
typically also include multiperforated plates and/or film cooling to protect the liners from
the extreme temperatures of the hot gases. These cooling flows also serve to reduce the
overall temperature of the flow to temperatures that can be handled by the turbine blade
materials. A typical example of such a combustor design is the Snecma combustor of
Fig. 1.3.

1.3 The high-pressure turbine

The HPT is the component located after the combustion chamber. It is placed on the
same axis as the high-pressure compressor and its purpose is to extract the necessary
energy from the hot and high-energy gases to drive the compressor. Every turbine stage
is comprised of two blade rows: the stator, often called the Nozzle Guide Vane (NGV), and
the rotor. The purpose of the stator is to accelerate and turn the flow to the correct angle
for the proceeding rotating blades where work extraction takes place. Figure 1.4 depicts
an experimental high-pressure turbine from the Oxford Turbine Research Facility [2].
The first blade row contains the stator (only 4 blades are placed for the experiments in
Fig. 1.4) that orients the flow for the rotors, which are placed on a rotating disc linked
to the high-pressure shaft.

Stators 

Rotors 

Figure 1.4: Photo of an experimental high-pressure turbine [2].
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1.4 Combustor-turbine interactions 5

The HPT works with a favorable pressure gradient, i.e. the total pressure decreases
as the flow goes through the blades. As a result and contrary to compressors, they are
less prone to flow separation and a significant amount of work can be extracted from a
single stage. The Rolls-Royce Trent 900 that powers the Airbus A380, for example, has
a single-stage axial high-pressure turbine driving a six-stage axial compressor. However,
the HPT design still remains a particularly critical exercise. As it is placed behind the
combustor, it operates under extreme temperatures and is subject to a non-uniform and
unsteady flow generated in the chamber. These heterogeneities, as they propagate across
the HPT, can alter considerably the thermal load, reduce the life expectancy of the blades
and may also impact the aerodynamic performance of the turbine. Note also that, to
complicate things further, the HPT can also influence the combustor flow field.

1.4 Combustor-turbine interactions

One of the principal objectives of the new designs of aeronautical GT is the minimization
of weight which translates directly into reduced operating costs. To this end, modern
designs are characterized by tight spacing between components, rendering the identifica-
tion of their interfaces more and more di�cult and intensifying the interactions between
the components. Due to this close proximity, the combustor and HPT will interact which
can potentially result in an engine operating mode that is ine�cient or dangerous for
the device. Two paths of interaction are specifically identified for this work: Inflow non-
uniformities that will migrate in the turbine stage, Fig. 1.5(a), and combustion noise,
Fig. 1.5(b).

1. Inflow non-uniformities

Figure 1.5(a) highlights the first form of these interactions. In a combustion chamber,
the finite number of fuel injectors and the protective cooling systems (to shield the com-
bustor liners from the hot gases) create temperature non-uniformities. These features,
combined with with the reduced length of modern combustors, imply that flow does not
have the time to mix su�ciently which results in highly non-uniform temperature pro-
files at the chamber exit. These non-uniformities, frequently called hot-streaks, can be
seen by the time-averaged flow and induce important temperature gradients both in the
azimuthal and radial direction. Note that non-uniformities can also occur in time due to
the unsteady combustion and the high levels of free-stream turbulence generated in the
combustor that will then propagate towards the turbine. Finally, residual swirl issued
at the fuel injector to improve the combustion process will propagate and arrive at the
turbine inlet altering further the inflow. This highly complex inflow can have a significant
impact on the heat loads across the turbine.

To understand and control these issues, a significant amount of research has been
performed. Typically, a large number of experimental and numerical studies focused on
evaluating the migration of hot streaks as a function of their azimuthal placement with
respect to the stator leading edge [15, 26, 27]. The radial placement and migration have
also been studied [28, 29, 30] to evaluate the e↵ect of hot streaks on the endwalls, where
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strong secondary flows1 will interact with the non-uniformities. The impact of the inflow
turbulence levels at the inlet of turbines has also been confirmed, along with its critical
role in the laminar-to-turbulent transition [23, 31] that impacts both the thermal and the
aerodynamic flow field. Turbulence-hot streak interaction has also been investigated [32].
Finally, recent works showed that the swirl propagated from the combustor to the turbine
inlet impacts both the aerodynamic and thermal flow field by altering the e↵ective flow
angles while also modifying the hot-streak migration [33, 4].

Unsteady combustion Acoustic Waves 

Entropy waves 

Acoustic wave 
reflection 

Acoustic wave 
transmission 

Acoustic waves due to 
entropy wave acceleration 
in turbine - Indirect noise 

Combustor acoustic waves 
transmission - Direct noise 

Propagation across 
turbine stages 

Unsteady)swirled)
combus3on)

Turbine)inlet)

Temperature)non6
uniformi3es)

Strong)turbulence)

Swirl)

Migra3on)in)the)turbine)

(a) 

(b) 

Figure 1.5: Combustor-turbine interaction paths - (a) Turbine inflow non-uniformities created
in the combustion chamber [3, 4] and (b) Interaction mechanisms due to combustion noise.

All these findings highlight the importance of a realistic inflow in HPT simulations.
Such an inflow, with all the inherent heterogeneities found in the real engines, is however

1see Chapter 4 for more details
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1.4 Combustor-turbine interactions 7

the result of the combustor and can therefore only be available if a coupled combustor-
HPT simulation is produced.

2. Combustion noise

The second form of interactions is related to combustion noise and is depicted in
Fig. 1.5(b). It can be separated in two distinct types:

• Direct noise

Direct combustion noise emanates from the acoustic waves created at the unsteady,
turbulent flame front. These waves then propagate with the speed of sound combined with
the local flow velocity towards the turbine stages, from which they are partly reflected
and transmitted to the engine outlet.

• Indirect noise

The second form of combustion noise is less intuitive but equally important [18]. It
arises from the unsteady temperature profile generated within the combustion cham-
ber. As mentioned in the previous sections, the unsteady heat release gives rise to low-
frequency temperature fluctuations, also called entropy waves. These are then convected
by the flow to the turbine where they are accelerated and distorted due to the presence
of the blades. This process generates acoustic waves that propagate both back to the
combustion chamber and downstream [34, 18]. This specific mechanism of entropy wave
generated noise inside the HPT is usually referred to as indirect combustion noise. Its
implications are not only important for the overall noise signature of an engine but also
for the combustor design. Indeed, the biggest challenge of combustion chamber designs
is the prediction and control of their thermoacoustic stability which involves the coupling
between acoustic waves and unsteady heat release in this enclosed domain. Indirect com-
bustion noise generated in the turbine can propagate back to the flame and contribute
to the formation of a closed loop and coupling with the unsteady heat release [25]. As
a result, a two-way interaction between the combustor and the HPT can appear under
this form. Indeed, entropy-induced combustion instabilities have been reported in the
literature [1, 35].

Several theoretical studies have been performed to better understand the indirect noise
generation mechanism, using simplified turbine-like geometries such as quasi 1D nozzles
[36, 37] and 2D turbine blades [38]. They have been complemented by experimental data
[39, 40] and numerical simulations [41, 42] of similar configurations. It is nonetheless
evident that considering the full 3D turbine is important if we take into account the highly
complex flow and the strong endwall e↵ects. These e↵ects are potentially important in the
generation of indirect noise as they alter considerably the flow field. To evaluate them
and quantify their e↵ect, the indirect combustion noise generated across a 3D turbine
stage is examined later in this work.
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8 Chapter 1 : General Introduction

1.5 Objectives of the PhD

One of the purposes of this thesis is to try to bridge the gap between numerical simulations
of combustion chambers and high-pressure turbines. Current industrial state-of-the-art
treats the HPT and combustion in a decoupled way. The communication between the
combustor and the turbine design teams is usually made by exchanging steady-state
homogeneous (0D or 1D) boundary conditions for the respective computations. However,
the large amount of unsteady interactions between the two components indicates that
treating the problem in a coupled, unsteady fashion is essential to improve the predictive
capabilities of real engine flows with numerical tools. Addressing this coupling issue and
then using the developed methodologies to study the combustor-turbine interactions the
main objective of this thesis. The high-fidelity Large Eddy Simulation (LES)2 formalism
is chosen for both components. While it is still computationally intensive for regular use
in the design phase today, the rapid growth of available computational power [43] will
make such computations more accessible in the future. It is also commonly identified
as a very promising approach to provide turbulent flow predictions with a clear gain
in accuracy [14, 44, 45]. It is furthermore currently used in the design phase of real
combustors [46].

To achieve this objective several intermediate steps are necessary. Indeed, with LES
of rotating machinery only recently emerging as a potential candidate to further our
understanding of the flow physics in gas turbines, a significant amount of work is necessary
to adapt and validate the approach in turbine configurations. To adequately address such
issues the following steps are taken:

• Chapter 2 provides an overview of di↵erent modeling techniques for turbulent fluid
motion, near-wall flows and for the rotor/stator interactions as well as the challenges
created by the LES formalism.

• Chapter 3 proposes an overset grid method that couples di↵erent instances of the
LES solver AVBP for the treatment of rotor/stator interactions. A significant
challenge in performing LES of a turbomachinery stage is the treatment of the
rotor/stator interface. High-fidelity LES require minimal dispersion and dissipation
of the turbulent structures or waves and the treatment of the rotor/stator interface
should not impose additional errors. Several test cases are performed to evaluate
the conformity of the method with such LES requirements.

• Chapter 4 contains an extensive validation of the method, as well as a sensitivity
analysis, on a realistic rotor/stator configuration: an experimental 3D high-pressure
turbine stage. These steps allow to establish best practices, advantages and limita-
tions of the overset grid method as well as necessary post-processing techniques.

After validating the selected approach and solver in academic test cases and realistic
turbine configurations (Part I), two applications of the developed techniques for the
predictions of combustor/turbine interactions are investigated in Part II:

2more details on flow modeling are provided in Chapter 2
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• Chapter 5 focuses on the generation of indirect combustion noise in a realistic 3D
high-pressure turbine, in an e↵ort to explore in more depth this path of combustor-
turbine interactions and complement/validate the analytical approaches and low
fidelity simulations.

• Chapter 6 demonstrates a fully coupled combustion chamber-HPT simulation of a
helicopter engine. The discussion is split in two parts: a) The aerothermal pre-
dictions and hot-streak migration are examined first in the HPT stage alone and
b) the turbine is then attached to the combustion chamber of the engine and a fully
coupled reactive simulation is performed and compared to the previous results.

The work presented during this thesis was performed in close collaboration with
the University of Sherbrooke and more specifically with Dr. Gaofeng Wang and Prof.
Stéphane Moreau. This thesis was funded by the European Commission as part of the
Marie Curie Initial Training Network project COPA-GT. During this dissertation, a num-
ber of conference and journal publications was produced. A list of these publications is
presented in the next section.
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Chapter 2

Flow modeling in turbine stages
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2.1 CFD of turbulent flows

Performing numerical simulations of high-speed flows around complex geometries, such as
the combustion chamber and the HPT, is not an easy task. The physics of these flows are
governed by the non-linear Navier-Stokes equations (more details on the formulation of
the equations and fluid properties are provided in Appendix A) and is characterized by the
Reynolds numbers (Re), a non-dimensional number that is a function of a characteristic
length of the flow, the velocity and the fluid properties (viscosity). Most industrial flows
are high-Reynolds number flows, where non-linearities are dominant and are typically
qualified as turbulent. Turbulence is a three dimensional unsteady phenomenon that can
be viewed as an ensemble of flow eddies with varying length scales. In turbulent flows,
energy is extracted from the mean flow by the larger eddies and then cascades down to
the smaller ones, where it is dissipated into heat by viscosity [47, 48]. Figure 2.1 depicts
the repartition of energy among the di↵erent scales of a typical turbulence spectrum
of a homogeneous flow. The broadband nature of turbulence and its interactions with
other flow phenomena are very challenging to simulate numerically although it seems to
be the only approach feasible today. There are three popular numerical techniques for
computing such flows:

• Direct Numerical Simulations (DNS)

Resolving numerically the flow with all the turbulent length scales is possible by
performing Direct Numerical Simulations (DNS) of the Navier-Stokes equations. DNS
provide highly accurate depictions of the flow field. However, they require a mesh capable
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16 Chapter 2 : Flow modeling in turbine stages

Figure 2.1: Typical energy spectrum of a homogeneous isotropic turbulent flow. The di↵erent
levels of modeling in the principal methods for simulating turbulent flows are depicted [5].

of resolving from the large and most energetic scales up to the smallest scales of turbulence
(Kolmogorov length scales), where the energy dissipation takes place. This implies a cost
for the computation which increases as Re9/4 for a free flow [47]. To complicate things
further, for high Reynolds wall-bounded flows the length scales of turbulence are rapidly
decreasing as the wall is approached and an extremely fine mesh is required for the near-
wall region [47]. Figure 2.2 shows an estimate of the necessary mesh points to fully resolve
the di↵erent regions of wall-bounded flows as a function of the Reynolds number [6].
Clearly after a certain limit, the mesh requirements of the inner boundary layer are far
superior to those of the outer layer and most of the computational resources will be
spent to resolve that region. Turbine flows of interest to this thesis are wall-bounded
flows characterized by Reynolds numbers of the order 105 � 106, rendering the cost of
DNS prohibitive. This approach is indeed still dedicated to the study of academic cases,
such as turbulent channels [49] and low-Reynolds, low-pressure turbine cascades [50, 51].
For engineering applications, the development of alternative solutions with some level of
turbulence modeling is necessary and gave rise to the following approaches.

• Reynolds Averaged Navier-Stokes (RANS) simulations

The most popular method for computing turbulent flows is to solve the RANS equa-
tions combined with a turbulence model for closure of the system of equations [47]. In
this approach a Reynolds decomposition of the flow variables is performed to split the
averaged and fluctuating components. The resulting system is however unclosed and a

16



2.1 CFD of turbulent flows 17

Figure 2.2: Necessary mesh points for the resolution of a turbulent boundary layer as a
function of the Reynolds number [6].

turbulence model is employed. This technique is a low-cost, robust solution and is well
integrated in the design process of the gas turbine industry. However, the approach re-
quires modeling the entire turbulence spectrum and introduces known weaknesses, such
as the validity of the turbulence models in certain flow regimes, which can impact the
quality of the predictions [47].

• Large Eddy Simulations (LES)

In LES a spatial filtering of the Navier-Stokes is performed (Appendix A contains
more details on the filtering and the resulting equations). As a result, the larger scales of
turbulence are explicitly resolved while the smallest ones, that the mesh is not capable
of resolving (sub-grid scales), are modeled [52]. The cut-o↵ length of the filter is usually
placed in the inertial range of the turbulent spectrum (where the energy spectrum has
a constant slope equal to �5/3 [47]). This formulation is unsteady and no additional
modeling is formally applied for capturing phenomena such as the laminar-to-turbulent
transition if a proper grid resolution is guaranteed. These characteristics make LES a very
attractive approach for simulating turbulent flows as it can capture more accurately large
scale unsteady features, provide access to the turbulence characteristics and alleviate the
modeling requirements. The disadvantage of the method lies in its computational cost,
much higher than for steady RANS computations [23]. The increasing computational
resources however make them more accessible even for relatively high Reynolds number
flows. Note nonetheless that LES of wall-bounded flows is not trivial and the formalism
is frequently employed with some form of near-wall treatment as detailed below.

17



18 Chapter 2 : Flow modeling in turbine stages

2.2 Near-wall treatment

The near-wall flows and boundary layers pose considerable challenges for CFD simulations
regardless of the modeling techniques. In the cheaper RANS formalism, typical issues
that can be encountered include unphysical near-wall behavior of turbulence models or
incompatibility when they are used in conjunction with wall functions. [53].

In LES, where the large turbulent length scales and 80-90% of the turbulent kinetic
energy needs to be resolved [54], the changes that turbulence undergoes as the wall is
approached create additional di�culties. As mentioned in section 2.1, the turbulent
energy-containing length scales decrease rapidly in near wall regions, demanding a sig-
nificant decrease of the mesh cell size for reliable LES predictions that comply to the
requirements [55]. As a result, two di↵erent approaches are employed when simulating
boundary layers with LES:a) wall-resolved and b) wall-modelled approaches. [7, 6]

a) In the wall-resolved approach, one attempts to resolve all the scales of the boundary
layer and most of the turbulence produced. This implies a mesh resolution where the
maximum non-dimensional wall normal distance of the first node o↵ the wall is y+ <
1 [56]. It o↵ers very high accuracy, does not require any further modeling but demands
extreme computational resources. Choi and Moin [7] evaluated the cost to scale with
Re13/7, placing it not far from DNS requirements. Note also that the influence of the
SGS model is critical in such simulations, as it needs to be capable to correctly model
the near wall turbulence behavior and damping near the walls [57]. Appendix A details
the formulation and the properties of some of the most common SGS models.

b) The wall-modeled approach avoids resolving the tiny length scales in the inner
boundary layer and the flow gradients at the viscous sublayer. Instead, it models their
contribution while resolving only the outer boundary layer, whose length scales are larger.
In this case, the first node o↵ the wall is placed in the logarithmic region of the turbulent
boundary layer, i.e y+ ⇡ 50 � 100. There are several ways to model the inner layer
(Piomelli and Balaras [6] provide a thorough review of di↵erent wall modeling techniques).
The most popular is for the wall model to compute the wall shear stress (using flow
variables from the LES flow field and a law-of-the-wall, frequently analytical) and pass
it to the LES solver. During this work, this is the approach selected to alleviate the
computational cost. The problem is locally reformulated into finding the wall friction
velocity as:

U

U⇤ = (1/K)ln(E
U⇤y

⌫
). (2.1)

In Eq. (2.1), U⇤ is the wall friction velocity, K = 0.41, E = 9.2, y is the distance to the
nearest wall and ⌫ is the kinematic viscosity of the fluid. The above equation is solved
using a simple iterative method and used to express the wall shear stress ⌧w using

⌧w = ⇢U⇤2. (2.2)

The cost of the wall-modeled approach was calculated in [7] to scale only with Re,
highlighting the significant gains compared to the wall-resolved approach (other more
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2.3 Modeling of the rotor/stator interface 19

elaborate approaches such as the non-equilibrium model of Park and Moin [58] increase
the cost somewhat). Figure 2.3 depicts an estimate of the number of mesh points needed
for wall resolved and wall modeled LES as a function of the Reynolds number using Choi
and Moin’s estimates [7].
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Figure 2.3: Number of mesh points needed for wall resolved and wall modeled LES as a
function of the Reynolds number using Choi and Moin’s estimates [7].

Wall-modeled LES is however limited in theory to simple flows, i.e fully developed tur-
bulent boundary layers with no streamwise pressure gradient. This near-wall treatment
has also been reported as prone to be impacted by the SGS model [59].

2.3 Modeling of the rotor/stator interface

A major di�culty in simulations of turbomachinery stages is located in the solver capac-
ity of handling the interface between the immobile and the rotating blades. As already
mentioned in section 1.4, performing unsteady simulations that accurately transfer the
flow information between the stator and rotor domains is important for correct aerother-
mal predictions in both blade rows. However, such simulations pose three significant
challenges:

• Number of blades per row:

In a typical turbomachinery stage, the numbers of stator and rotor blades have
no common divisor to prevent resonances between blade rows (usually one blade
row has a prime number of blades). As a result, fully unsteady and geometrically
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20 Chapter 2 : Flow modeling in turbine stages

accurate simulations require meshing and simulating the entire 360 degree annulus
of the stage [60].

• Necessary simulation time:

Performing a numerical simulation of a turbomachinery stage requires a long run-
time for the convergence of the simulation and the collection of enough data for
post-processing. This runtime typically amounts to a few full rotations of the blade
row [61].

• Numerical treatment of the interface:

Transferring information from the stator to the rotor domain and vice versa should
not introduce additional numerical errors and the order of the scheme must be in
theory preserved.

Simulations that overcome all these di�culties come at a very high computational cost
in terms of mesh points, necessary time steps and operations. During the design phase
of turbomachinery stages, where a variety of potential geometries needs to be tested,
the necessary computational resources and physical time for such simulations becomes
prohibitive. These requirements have led to the development of di↵erent techniques
specifically targeting the problems rotor/stator simulations and o↵er di↵erent levels of
compromise between cost and accuracy. Below, the principles of three prominent methods
are summarized.

Mixing plane model

This is the most elementary model for rotor/stator interactions developed by Denton and
Singh [62] for steady state simulations. In theory it assumes an infinitely long distance
between the rotor and the stator (i.e the wakes are perfectly mixed with the freestream
flow) so an azimuthal average of the flow variables at the rotor/stator interface is possible.
The averaged variables are then imposed as a boundary condition at the interface. This
technique is widely used for single or multi-stage simulations. Di↵erent variables can be
treated at the boundary (such as Riemann invariants or primitive variables) in an e↵ort
to ensure that the method is conservative and to avoid reflections from the structures
arriving at the interface [63]. Note that more modern versions of the mixing plane method
have been proposed that ensure flux conservation and non-reflectivity while retaining
some flow variation [64].

The main advantage of this method comes from the fact that this azimuthal averaging
process allows the simulation of a whole blade row by just one blade passage, making
simulations computationally acceptable even for large multi-stage compressors and tur-
bines. It also does not require long runtimes as only predictions of the time-averaged flow
are targeted. The mixing plane model can also be used for flow-field initialization of sim-
ulations with more accurate techniques [65]. However, the infinite distance assumption
between blade rows is not valid in modern compact turbine and compressor stages. The
averaging also makes the method unsuitable for treating unsteady simulations.
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2.3 Modeling of the rotor/stator interface 21

Phase-lag method

The phase-lag (also called chorocronic) method [66] is a popular approach for unsteady
simulations and has a widespread use in URANS simulations [5]. It is relatively a↵ordable
as simulating only one blade passage per row is su�cient. It is based on the hypothesis
that the dominant unsteady phenomena are periodic and can be considered as waves
spinning with the Blade Passing Frequency (BPF) and its harmonics. The BPF is the
frequency at which a rotor, for example, is seeing the passage of a stator wake. It is a
function of the rotational speed of the rotor and the number of blades of the neighboring
blade row:

BPFstator =
Nrotor

2⇡
!rotor and BPFrotor =

Nstator

2⇡
!rotor. (2.3)

In Eq. (2.3), N is the number of blades per row and ! is the angular velocity of the
rotors. The spinning wave assumption implies that a blade passage sees the same flow
at its azimuthal periodic boundaries and interface as its neighboring blade but with a
time shift noted �t. This permits to simulate the passage of the wakes between blade
rows while the domain is reduced to one passage per blade row. Figure 2.4 illustrates
how the chorocronic method works in a model turbine stage. In the stator blade row for
example, the blade passage located in the azimuthal position ✓ � 2⇡

N1
sees at a time t the

same flow F as its neighboring passage at position ✓ at a time t � �t. The time shift is
the chorocronic period calculated using the formula:

�t =

�����

2⇡
N

rotor

� 2⇡
N

stator

!rotor

����� . (2.4)

Figure 2.4: Chorocronic boundaries in a model turbine: the neighboring blade passages see
the same flow with a time shift [5].
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This allows to prescribe at the side boundaries with an angle ✓i and radius r at time
t (with the subscript i = 1, 2 corresponding to the two azimuthal boundaries) the flow
variables Fi from neighboring passages (calculated and stored from previous rotations)
simply shifted by the chorocronic period:

Fi(x, r, ✓i, t) = Fi

✓
x, r, ✓i � 2⇡

Zi

, t � �t

◆
= Fi

✓
x, r, ✓i +

2⇡

Zi

, t+ �t

◆
. (2.5)

In theory, information from both past (��t) and future (+�t) is required. In practice,
this is achieved by storing the information at the boundaries from previous rotations
and using them for the future. A variation of this method, called Shape-Correction
(SC), was developed by He [67]. Instead of storing directly the flow variables at the
boundaries, the method performs a Fourier decomposition of the signal and stores only
their Fourier coe�cients, reducing significantly the memory consumption. Multi-stage
computations with a wide range of BPF’s present is possible through a multi-frequency
phase-lag [68]. One drawback of these methods is the relatively long convergence times,
with several rotations of the stage being needed before simulations are converged [69].
Another drawback is that it only captures deterministic unsteady phenomena occurring
at frequencies similar to the blade passage frequency and its harmonics. This can be very
limiting at o↵-design conditions [45] or when transporting broadband phenomena.

Sliding Mesh method

This approach is the most widely used method for high-fidelity unsteady simulations. The
flow variables at the interface are calculated through constant data exchange between the
two domains at every time step through interpolation. As a result, a seamless interface
is achieved. The method allows for precise simulations of the rotor/stator interactions
and has been used extensively [65, 2, 70]. It is capable of capturing phenomena at all
frequencies [71, 72] and does not include any of the cost reducing techniques. With the
sliding mesh technique simulating one blade passage is not enough and the full 360o

domain is usually required for real turbomachinery stages. Since that would demand
massive computer resources, sliding mesh is often complemented by applying the reduced
blade count technique to the blade count of one or more blade rows in order to obtain a
reduced azimuthally periodic domain.

To achieve this blade count change, the blades are while keeping the section and
blade angles similar, thus minimally altering the flow field. Mayorca et al. [60] proposed
a scaling based on cylindrical coordinates. For this approach, a scaling ratio for each
blade row S is first defined:

Srotor =
# of original rotor blades

# of scaled rotor blades
, (2.6)

Sstator =
# of original stator blades

# of scaled stator blades
. (2.7)
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The overall scaling ratio is the following:

Soverall =
Srotor

Sstator

. (2.8)

Assuming that the axial direction follows the X coordinate (Y and Z are the other
cartesian coordinates), the blades are scaled across the axial and circumferential coordi-
nates (in a cylindrical coordinate system) using:

Xscaled = X · Soverall, (2.9a)

Yscaled = R · cos(Soverall · ✓), (2.9b)

Zscaled = R · sin(Soverall · ✓). (2.9c)

where R is the radius and ✓ the azimuthal angle of a point with cartesian coordinates
(X, Y, Z).

Mayorca et al. [60] showed that for compressor blades, with reasonable blade count
changes, such a scaling does not alter the operating point and averaged flow profiles.
These results were further confirmed in [73, 74] for turbine blades. Note that the unsteady
flow is impacted as the BPF’s are modified and hence the associated unsteady flow
dynamics. Additionally, the circumferential scaling has the e↵ect of thickening more
the blade towards the casing which may alter the thermal response of the blade.

LES requirements

The sliding mesh approach, being the most accurate and capable of treating broadband
phenomena, is the obvious choice for LES of turbine stages. Indeed, it is the method em-
ployed in the first LES of compressor stages published in the literature [72, 75]. However,
high-fidelity LES have challenging requirements for the rotor/stator interface treatment
of the crossing flow features (turbulence, hot-streaks or acoustic waves):

• It should be capable of preserving the global accuracy of the numerical scheme.

• Ensure low dissipation.

• Ensure low dispersion.

The previously published LES of compressors [72, 75], based on codes usually em-
ployed for RANS simulations, use the same interface for both formalisms and the com-
pliance to the mentioned requirements has not been established.

In the next chapter, an extension of the sliding mesh approach for the treatment of
rotor/stator interactions is presented on the basis of a fully unstructured and hybrid LES
flow solver. The objective here is to develop an interface treatment that is compatible
with the reactive LES solver AVBP1 and that is compliant with the guidelines for high-
fidelity LES. The selected approach uses overset grids and is validated thoroughly on a
series of academic test cases to ensure that it allows for high quality LES of rotor/stator
simulations.

1The AVBP solver is developed by CERFACS and IFP Energies Nouvelles
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The objective of the present chapter is to provide a description and validation of a
developed overset grid method for the treatment of rotor/stator interfaces in high-fidelity
LES. This approach relies on the reactive unstructured LES solver AVBP [76] and it is
intended to comply to the strict requirement for high-fidelity LES, as described in the
previous chapter. This chapter has also been the subject of a journal publication [77].

The overset grid method has been proposed in the past by several authors, such as
Volkov [78], Magnus and Yoshihara [79], Starius [80], Atta and Vadyak [81], Benek et.
al. [82, 83], Berger [84], Henshaw and Chesshire [85, 86]. It has recently been studied and
applied for Computational AeroAcoustics (CAA) [87, 88, 89], coupling CFD/CAA [90],
conjugate heat transfer problems [91], moving body applications [92, 93, 94, 95, 96] or
to handle complex geometries with high accuracy [97, 98, 99, 100]. It has also been
used in RANS of external and turbomachinery flows where it is commonly known as the
Chimera method [82] and reported as providing an equivalent accuracy as the sliding mesh
method [101]. In the specific RANS context where fields are smooth and independent
of time, conservation is su�cient for the rotor/stator interface since the turbulence is
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fully modeled or described by some extra conservation equations towards the steady
state solution of the problem. Numerical requirements of RANS are hence limited to
the interpolation scheme at the interface meshes that needs to be conservative, which is
usually obtained by taking first-order area-based interpolation within the sliding mesh
approach [102]. For LES, most of the flow structures are resolved so flow fields are
time dependent and contain a large range of wave lengths covering all the scales from the
geometry up to the finest local grid resolution. To preserve the quality of such simulations
all this information should be transferred through the interface with as less influence as
possible to maintain flow coherence, evolution as well as the numerical properties of
the scheme. The primary objective is thus to avoid dissipating or dispersing the signal
within the original context of the numerical scheme used away from this boundary. To
meet such requirements, the overset grid method is of interest as increasing its accuracy
is straightforward for structured meshes [103, 104, 105, 99, 90, 88, 98, 87, 97, 106], though
it may lead to some complexity in the generation of these overlapping regions [107].

In the following, the overlapping moving interface is implemented based on a domain
decomposition approach [108] with an unstructured compressible high-performance par-
allel LES solver (details are provided later in the chapter). The resulting strategy is
hereafter called MISCOG for Multi Instance Solver Coupled through Overlapping Grids
and is validated on several cases of increasing complexity. Convergence and numerical
errors of the proposed method are first checked on canonical cases with both static and
moving coupling interfaces. A specific attention is brought to the dispersive and dissipa-
tive errors introduced by the interface treatment. To do so, propagation of acoustic and
vortical waves (an isentropic vortex) are considered before introducing the translating
interface. The rotating interface is then tested on a three-dimensional turbulent pipe
flow. A more realistic application on a turbomachinery stage is detailed in Chapter 4,
with the numerical properties of the method exposed hereafter.

3.1 Numerical schemes for the solution of the Navier-
Stokes equations

Before introducing the MISCOG method, it is useful to provide some information on the
numerical approach of the AVBP solver.

First, the filtered flow equations are rewritten in a compact conservative form:

@W

@t
+ r · F = 0, (3.1)

where W is the vector containing the conservative variables (⇢, ⇢U, ⇢E)T and F =
(F,G,H)T is the flux tensor. For convenience, this flux is usually divided into two
components, the convective flux (FC) and the viscous flux FV :

F = FC(W) + FV (W,rW), (3.2)

In AVBP, all numerical schemes implemented are expressed in the cell-vertex nu-
merical discretization approach, for its compactness and e↵ectiveness on parallel HPC
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machines [76]. The cell-based residuals, i.e. the spatially dependent terms of the equa-
tions on each control volume ⌦j, are then calculated by integrating the fluxes over the
cell as:

R
⌦

j

=
1

V
⌦

j

Z

@⌦
j

F · n dS, (3.3)

where V
⌦

j

is the cell volume and @⌦j its boundary with normal vector n. Since the
integration is obtained around a vertex, a distributed version of these cell-based residuals
Rk is constructed via distribution matrices. One can hence express Eq. (3.1) into the
semi-discrete scheme

dWk

dt
= Rk = � 1

Vk

X

j|k2⌦
j

Dk
⌦

j

V
⌦

j

R
⌦

j

, (3.4)

where Vk is a control volume associated with a node k and Dk
⌦

j

is the distribution matrix
that weights the cell residual from the cell center ⌦j to node k [109, 110].

Several numerical schemes are available. Only two of those are presently considered.
First, the Lax-Wendro↵ scheme (LW) is a 2nd-order finite volume scheme in time and
space, which corresponds to the accuracy of most commercial codes as well as most
of the turbomachinery CFD tools available today [111]. Secondly, the Two-step Taylor-
Galerkin finite element scheme TTG4A (4th-order in time and 3rd-order in space) provides
improved LES quality on unstructured grids [112].

3.1.1 Domain Decomposition for standard simulations

In static (with stationary mesh elements) parallel computations, the computational do-
main is divided into several individual vertices-shared partitioned domains each of which
is attributed to one processor using Domain Decomposition Methods (DDM) [108]. Fig-
ure 3.1(a) illustrates the conventional DDM static coupling process for a cell-vertex
scheme. The cells (L

1,2,R1,2) are grouped into two domains respectively denoted by L
and R and contribute to the common node a cell residual. Indeed in cell-vertex schemes,
the cell-based residuals are computed locally (i.e. for all individual cells, L

1,2,R1,2)
and scattered to the belonging vertices. Vertex a that is located at the interface there-
fore needs all the contributions from the neighboring partitions for the nodal residual
to be evaluated following Eq. (3.4). In conventional approaches of static massively par-
allel codes, this is simply done through MPI network communications. However, in
rotor/stator simulations computing the flow variables at the interface is more complex.

3.2 Principle of the overset method for rotor/stator
interactions

The problem for the rotor/stator coupling is similar to the DDM problem described above
except that the two domains L and R are moving (translating or rotating) relatively to
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Figure 3.1: (a) DDM for cell-vertex schemes used in parallel computations and (b) the pro-
posed method for rotor/stator interface. L

1,2,3,4 (composed of: solid lines - edges and filled
symbols for the vertices) and R

1,2,3 (composed of: dashed lines - edges and open symbols for
vertices) denote the cells on the left and right sides of a partitioned domain, respectively. In
the case of a moving fluid boundary, points a of domain L and points b, c of domain R are the
vertices to be coupled at the interface. Points p

1,2,3 and L
3,4 are additional vertices involved

in the coupling when the overlapping method is introduced.

each other. Non-conformal vertices (shown in Fig. 3.1b) are hence present at a given
instant and along the interface. Additional evaluations at every iteration are therefore
needed if compared with static DDM. Numerically, several coupling methods are possible
for such problems, all of which introduce the notion of interpolation for information
reconstruction around or on the interface. In the implementation, Lagrange interpolators
can be used for exchanging variables following:

Lf =
n
shX

i=1

f(qi)�i, (3.5)

where f is a function approximated by Lagrange polynomial elements and f(qi) are the
function values at the vertices qi; nsh is the number of degrees of freedom of the element
and �i are its shape functions. For nodes in an element, the interpolation coe�cients are
calculated based on the shape functions using the local coordinates of the elements. In
the implementation two kinds of interpolation are available:

a) Interpolation using simple linear shape functions, i.e. barycentric interpolation or
bilinear interpolations using P

1

(triangular in 2D and tetrahedral in 3D) and Q
1

(quad in 2D and hexahedral in 3D respectively) elements, implying an order 2 for
these operations and
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(a) (b) 
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3 

Figure 3.2: Linear (a) and quadratic (b) triangular elements.

b) 3rd order quadratic interpolation for use with the Taylor-Galerkin schemes. For such
quadratic interpolation, the classic P

1

elements (Fig. 3.2(a) shows a triangular P
1

ele-
ment), with the flow variables available only at the element corners, are not su�cient.
Instead, P

2

elements, with vertices present at the middle of the element edges are
necessary, Fig. 3.2(b). Since most CFD solvers do not support such elements, the
flow variables at the extra vertices need to be approximated without deteriorating the
order of the interpolation. To ensure a 3rd order approximation in agreement with
the high order schemes available in AVBP, Hermite interpolation is employed. For
example, the flow variables will be approximated at node 3 in Fig. 3.2(b) using the
flow variables from nodes 1 and 2, as well as the gradients of the variables readily
available from the CFD solver. In this way a 3rd order interpolation is achieved by
use of the corresponding Lagrangian interpolation.

The rotor/stator interface treatment may be introduced at various steps of the nu-
merical scheme. 1) Coupling fluxes before computing the cell-based residuals of Eq. (3.3)
has the benefit of involving only the interface nodes limiting the number of unknowns and
potential manipulations. Within such a context, the computed fluxes should be interpo-
lated on the 2D coupled interface for a 3D computation as performed in the traditional
sliding mesh approach for example [102]. 2) An alternative is to couple nodal residuals.
In this approach, each nodal residual RL

a , RR
b and RR

c are calculated by counting the
contributions of all sub-domain local cells using Eq. (3.4) first. The contributions of each
missing domain (i.e.: R

2

residual contribution to node a for example) are then estimated
by introducing an additive interpolation L to obtain the vertex a residual at the interface
for example,

Ra = RL
a + L(RR

b ,RR
c ). (3.6)

Such a scheme was however found to be unstable in the case of a rotating domain coupled
to a static domain if using simple linear interpolation schemes. 3) The last solution,
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Figure 3.3: Communication framework of coupling rotor/stator interface.

retained in the following, consists in reconstructing the residuals using an overset grid
method that directly exchanges the multi-domain conservative variables by interpolation.

To do so, as shown in Fig. 3.1(b), the overset grid approach is introduced by use
of an extended domains L, by two L

3,4 or more ghost cells in the normal direction of
the interface, so that the nodal residual of vertex a can be computed from available
sub-domain cell-based residuals of L

1,2,3,4. Note that L
1,2,3,4 is obtained using the inter-

polated conservative variables within the overlap region to evaluate the right-hand side
of Eq. (3.3). Note finally that cells L

3,4 are geometrically overlapped with the domain R
with points located in cells R

1,2,3. In the more generic cases, the extent and topology of
the duplicated cells will not coincide. The unknown conservative variables of the overset
vertices p

1,2,3 are hence approximated through an interpolation from the information of
cells R

1,2,3. The same procedure is used to compute the nodal residuals of b, c in domain
R that is also extended onto mesh L by two or more cells, since it is a two-way coupling.

This third approach is selected here as it is easily implemented externally from any
base CFD code and yields high-order accuracy if used in conjunction with high order
interpolation [90, 97, 98, 113, 88, 106]. In terms of methodology and overall strategy,
the external code coupling is preferred over an internal implementation to extend the
available LES solver so that it can deal with rotor/stator simulations. Hence two or more
copies of the same LES solver (namely AVBP) each with its own computational domain
and static DDM algorithm executing a given partitioning with a given target number
of processes, are coupled through the parallel coupler OpenPALM [114]. The detailed
implementation of such coupling includes: (1) find the enclosed cell; (2) calculate the local
coordinates in the cell; (3) calculate the interpolation coe�cients using a shape function;
(4) calculate the interpolated value using Eq. (3.5). The current implementation [114] is
compatible with the CGNS interpolation tool [115] and is external to the CFD code.

Figure 3.3 shows a typical communication framework for a rotor/stator coupling ap-
proach using the MISCOG method described above. For this case, the whole flow domain
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(b) Coupled simulation Mesh 2
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P1P0

�x

L

Figure 3.4: 1D acoustic wave propagation simulated by two approaches: (a) the stand-alone
solver and (b) the equivalent coupled approach. The total length of the computational domain
is L and the cell size is �x.

should initially be divided into static (AVBP01) and rotating parts (AVBP02). For ro-
tating parts, the code uses the moving-mesh ALE approach in the absolute frame of
reference while the remaining unit simulates the flow in the stationary part in the same
coordinate system [116]. The interfaces between the two units involving rotating and
non-rotating parts are coupled with the overset grids by interpolating and then exchang-
ing the conservative variables wherever needed and as described above. To do so, an
e�cient distributed search algorithm is implemented in the coupler OpenPALM to locate
the points in parallel partitioned mesh blocks. This coupling algorithm will then update
at each time step the information and carry the interpolation from one sub-MPI world to
the next and vice-versa. Issues of numerical stability of the coupled solution and the con-
vergence of this coupled problem are directly linked to the size of the overlapped region
and the stencil of the numerical schemes selected [23].

3.3 Validation test cases

Before applying the described methodology in a realistic turbine stage, it is validated on
a series of canonical cases. These cases are characterized by di↵erent levels of complexity
and include both static and moving coupling interfaces for a comprehensive validation.
Convergence and numerical errors of the proposed method are evaluated, as well as the
dispersion and dissipation introduced by the interface treatment. Propagation of acoustic
and vortical waves (an isentropic vortex) is first considered before introducing the trans-
lating interface. The rotating interface is then tested on a three-dimensional turbulent
pipe flow. It is worth noting that other test cases have been performed but are not pre-
sented in this section. They can be found in the corresponding journal publication [77],
included in this dissertation in Appendix D.
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Figure 3.5: Inlet wave signal (P0) and signals at the downstream probe for the standard
simulation (P1) and the coupled simulation (P2) as a function of time t normalized by the
period T (mesh resolution of �x/� = 0.125 and LW scheme). Definitions of the gain factor F

and phase-shift ⌧ .

3.3.1 Acoustic waves traveling in a static coupled simulation

An accurate compressible LES should first transport acoustic waves properly. The first
validation case is therefore the simple problem of a 1D propagating acoustic wave (Euler
equation) in a domain whose boundary conditions are non-reflective, the acoustic signal
covering the entire computational domain. Figure 3.4 illustrates the configuration for
the reference and coupled simulations. In the latter, two overlapping 1D meshes are
computationally communicating using MISCOG with the 2nd order linear interpolation.
In the overlapped region, the meshes are non-coincident and the vertices from one mesh
are located at the center of the corresponding cell in the other mesh so that interpolation
errors are maximized. The conservative variables over several layers of nodes (1 to 5) on
each side are coupled and will be updated based on the interpolated values of the other
mesh at each time step.

The incoming acoustic wave is imposed at the left side boundary of the domain,
Fig. 3.4, using the Inlet Wave Modulation (IWM) approach [117], which is equivalent to
modulating the target velocity at the inlet as:

uinlet = U
0

+
PA

⇢
0

c
0

sin(2⇡ft). (3.7)

The amplitude of the pressure perturbation is PA = 100 Pa. The temporal frequency is
f = 1000Hz. A zero mean flow velocity is set (U

0

= 0), and the density ⇢
0

= 1.172 kg/m3

and sound speed c
0

= 347.469 m/s of the mean flow correspond to atmospheric condi-
tions. Navier-Stokes Characteristic Boundary Conditions (NSCBC) are used at both
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Figure 3.6: The gain factor F (a) and phase-shift ⌧ (b) errors for both standard and coupled
simulations. 1P indicates one overlapping cell, 4P four and 5P five overlapping cells each side
of the interface.

inlet and outlet boundaries to prevent wave reflections [118]. The total length L of the
computational domain is chosen to be 10 times the selected wave length, � = c

0

/f , which
is then discretized by di↵erent mesh resolutions, �x 2 [�/40,�/4]. To focus on the spa-
tial discretization error, the time steps of all cases are set to a very small physical value
�t = 6 ms, which corresponds to a Courant-Friedrichs-Lewy (CFL) number of 0.2 for the
finest mesh (�x = �/40) and 0.02 for the coarsest mesh (�x = �/4). The two numerical
schemes (LW and TTG4A) presented above are tested here.

Figure 3.5 shows the temporal evolution of this flow solution obtained with LW. The
inlet wave signal (P

0

) is compared with the outlet probed signal for the two di↵erent
approaches (P

1

for the standalone computation and P
2

for the coupled one). Only two
wave periods of the input signals are taken for a mesh resolution �x = �/8. In the exact
solution to such a problem the sine wave should be preserved and only a delay of ⌧ex = L/c
should be present at all frequencies. A gain factor F and a phase-di↵erence ⌧ between
inlet and outlet signals are introduced for all simulations to assess the di↵erences with
this exact solution. The results of the standalone simulations then provide the dissipative
and dispersive properties of the selected scheme. When comparing with the results of the
coupled simulations, the additional contribution of the coupling scheme and particularly
the e↵ect of the interpolation can be assessed. Figure 3.6 quantifies both errors illustrated
in Fig. 3.5. In Fig. 3.6(a), for large numbers of points per wave-length, all schemes show a
small level of dissipation: the gain factor approaches unity in all cases as �x/� decreases
confirming the convergence of the discretized system (with or without interpolation). It
also shows that dissipation increases as the number of points per wave-length decreases;
F is almost vanishing when the mesh resolution is poor: �x/� = 0.16 for LW and
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�x/� = 0.25 for TTG4A stressing the superiority of the Taylor-Galerkin schemes for
compressible LES [119, 109]. Several coupled computations with varying numbers of
overlapping points No are also shown in Fig. 3.6(a) (No = 1, 4, 5), to find its optimal
value for both numerical schemes. Only one overlapped cell on each side is required for
LW as confirmed by theoretical and numerical analyses [23]. Using one or four overlapped
cells also yields very similar results. For TTG4A, four overlapping nodes are needed to
cover the full stencil at the interface. As shown in Fig. 3.6(a) adding a fifth point on
either side of the overlapped interface does not improve the gain factor curve, since it does
not appear in the stencil. Figure 3.6(b) shows the phase errors for standard and coupled
simulations. The curves indicate that interpolation does impact the results mainly at
very poorly resolved scales.

All these results are consistent with conventional analysis of numerical schemes de-
signed for LES and confirm that the proposed rotor/stator interface treatment meets
LES requirements provided that the uncoupled discretization scheme is of high order to
minimize numerical dispersion and dissipation. This desired result is however obtained
only if used with a su�cient number of overlapping points. Results also confirm that
the interface treatment comes with an increased dissipation at all resolutions. Increased
dispersion appears mainly for poorly resolved wave lengths.

3.3.2 Convection of a 2D isentropic vortex

Accurate compressible LES also relies on the model and solver ability to resolve and
transport vortices within a complex geometry. The second validation case is specifically
chosen to address the ability of the proposed solution to resolve a 2D vortex traveling
through the overlapped interface using Euler equations. The numerical setups are given
in Fig. 3.7. The standard reference case, Fig. 3.7(a), has a single mesh composed of
2Nx ⇥Nx quad cells of size �x = 20Rc/Nx, where Rc is the radius of the vortex, covering
a rectangular (x,y) domain of dimensions [�20Rc,+20Rc] ⇥ [�10Rc,+10Rc]. For the
coupled cases, two computational domains are provided in Figs. 3.7(b) and (c), and consist
of two rectangular boxes with an overlapped region for whichNo points are present on each
side of the interface. The first box covers a domain of [�20Rc, No�x]⇥[�10Rc,+10Rc] and
is meshed with (Nx+No)⇥Nx quad cells (indicated as Mesh A in Fig. 3.7). The second
box covers [�No�x+�x/2,+20Rc]⇥ [�10Rc,+10Rc] and has (Nx+No)⇥ (Nx+1) quad
cells (indicated as Mesh B in Fig. 3.7). Similarly to the first test case, the overlapped
vertices are located at the center of the quad cells of the other mesh. Two types of coupled
simulations are conducted: (1) a static coupling; (2) a coupling with a translating interface
in which the second coupled mesh is periodically translating in the vertical direction in
Fig. 3.7, at a constant speed of 100, 200 and 300 m/s (typical rotating speeds of relevant
turbomachinery applications). NSCBC are used again at both inlet at outlet boundaries
to avoid wave reflections. To prevent any problems from the domain boundaries, all lateral
surfaces are set to be periodic. The simpler second order interpolation is employed for
the data exchange between the domains.

An initial isotropic vortex [118, 120, 119] is imposed on a uniform mean flow going
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Figure 3.7: Schematic of standard and coupled simulations of vortex traveling: (a) Standard
case; (b) Static coupled case (c) Moving coupled case: similar mesh sizes as the previous coupled
case, except that mesh B is translating at speed of utrans=100, 200 or 300 m/s. The mesh size
is �x = Rc/4 with Nx = 80 and No = 4 (only one-fourth of grid points are shown). The inviscid
vortex (with radius Rc), shown by isolines of lateral velocity, is initialized at time t = 0 and is
traveling from left to right and passing through the interface (t = 0.5). Time t is normalized
by the vortex convection time over travel distance, 20Rc/U
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.
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from left to right. It is based on the stream function

 (x, y) = �e�r2/2R2
c , (3.8)

where � is the vortex strength and r =
p

(x � xc)2 + (y � yc)2 the geometric distance to
the vortex center (xc, yc), initially located at xc = �10 Rc and yc = 0. Rc controls the
size of the vortex. The resulting velocity and pressure fields simply read

u = U
0

+
@ 

@y
= U

0

� �

R2

c

(y � yc)e
�r2/2R2

c (3.9a)

v = �@ 

@x
=
�

R2

c

(x � xc)e
�r2/2R2

c (3.9b)

P = P
0

� ⇢�2

2R2

c

e�r2/R2
c . (3.9c)

where P
0

and U
0

stand for the reference background pressure field and flow velocity re-
spectively. For the present simulations the di↵erent parameters are Rc = 0.01556 m,
P
0

= 101, 300 Pa, ⇢ = 1.172 kg/m3 and a constant uniform flow U
0

= 100 m/s. Three
levels of vortex strength � = 0.036, 0.1 and 0.5 m2/s are chosen leading to velocity fluctu-
ations u0

max = v0max = 1.4, 3.9 and 19.4 m/s and pressure fluctuations P 0
max = 3.1, 24.1

and 601.8 Pa respectively. The time steps are chosen to yield CFL= 0.07 to minimize
temporal e↵ects. Additional simulations are obtained for CFL= 0.7 as recommended for
TTG4A [110].

Predictions for CFL= 0.07 are shown in Fig. 3.7 for the three simulation setups. In
Fig. 3.7(a), the initial vortex evidenced by isolines of the transverse velocity component
is convected with time by the main flow from left to right in the standalone setup. In
Fig. 3.7(b) & (c) for the static and moving mesh respectively, the vortex has reached the
center of the coupling interface. As evidenced by the isolines, the vortex is well preserved
in the coupled cases even when it crosses the coupling interfaces.

Numerical convergence of the proposed coupled strategy is then addressed based on
di↵erent mesh resolutions (Nx from 20 to 200), using both the LW and TTG4A schemes,
with the quadratic mean errors of the instantaneous pressure field P (most sensitive
variable)

L
2

(P ) = k✏Pk
2

=
hX

Vi(✏P,i)
2

i
1/2

(3.10)

and the maximum error

L1(P ) = k✏Pk1 = max [|✏P,i|] , (3.11)

where ✏P,i is the di↵erence between the nodal value of the analytical pressure field
and the scheme value, and Vi is the area of the cell. The analytical fields are given
by Eq.(3.9c) with the vortex center advected to the anticipated positions. Figures 3.8
and 3.9 show L

2

(P ) and L1(P ) curves as a function of the grid resolution at three
dimensionless instants t = 0.25, 0.5 and 1, when the vortex is convected from the initial
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Figure 3.8: The quadratic mean errors of instantaneous pressure fields L

2

(P ) versus mesh
resolution Nx for di↵erent cases using the LW or TTG4A schemes. The pressure profiles are
compared with the analytic profiles when the vortex reaches upstream of the interface (t = 0.25),
the interface (t = 0.5) and the downstream of the interface (t = 1). The computations are using
two sets of time steps with CFL= 0.07 (top) and CFL= 0.7 (bottom). The translation speeds
for the translating coupled cases is Utrans = 200 m/s.

position x = �10Rc at t = 0, to the positions x = �5Rc (upstream of the interface) at
t = 0.25, x = 0 (crossing the interface) at t = 0.5, and x = 10Rc (downstream of the
interface) at t = 1.

In Fig. 3.8(a), convergence at t = 0.25 is first checked for the small CFL number of
0.07. There are two sets of convergence plots with two di↵erent slopes, only depending
on the numerical schemes. The coupled cases have the same errors as the standard one.
As expected, simulations using LW recover the scheme 2nd-order spatial accuracy, while
simulations using TTG4A reaches a 3rd-order accuracy or slightly above. In Fig. 3.8(b),
convergence results are given at t = 0.5, when the vortex has reached the interface. In
the coupled cases, all static and translating (Utrans = 200 m/s) have similar error levels
and slopes for the LW, while the TTG4A cases demonstrate an increase of the error.
Only a 2nd-order spatial accuracy is ensured for both the LW and TTG4A simulations
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Figure 3.9: The maximum errors of instantaneous pressure fields L1(P ) versus mesh resolu-
tion Nx for di↵erent cases using the LW or TTG4A schemes. The pressure profiles are compared
with the analytic profiles when the vortex reaches upstream of the interface (t = 0.25), the in-
terface (t = 0.5) and the downstream of the interface (t = 1). The computations are using two
sets of time steps with CFL= 0.07 (top) and CFL= 0.7 (bottom). The translation speeds for
the translating coupled cases is Utrans = 200 m/s.

respectively. This discrepancy, as will be shown in the next section, is due to the linear
interpolation employed here. However, coupled simulations with TTG4A are almost an
order of magnitude more precise than the coupled LW for any given grid resolution, as
already evidenced in the above 1D test case. In Fig. 3.8(c), at t = 1, as before the 2nd-
order spatial accuracy for the two schemes are still recovered, even though the vortex has
traveled 10Rc downstream the interface. Again, the mesh-translating coupled cases have
similar error levels as the static ones. Figures 3.8(d)-(f) show the same converged results
for CFL=0.7. The error levels have slightly increased due to what is perceived to come
from the additional temporal error. All coupled cases again exhibit 2nd-order accuracy
for both LW and TTG4A (Figs. 3.8(e) and (f)). The translating coupled cases also have
similar convergence rates as the static ones. The convergence of the maximum error
(L1), presented in Fig. 3.9, is following the same trends as the quadratic mean errors.
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Figure 3.10: Temporal evolutions of pressure signals at the central position (0,0) of interface
for di↵erent vortex intensities (top: � = 0.5 m2/s; bottom: � = 0.036 m2/s) in standard, static
coupled and translating (Utrans = 200 m/s) coupled cases. Time traces (a) and spectra (b)-(c)
for CFL=0.07. (d) Spectra for CFL=0.7.

Only the level of the error has changed, reflecting the di↵erence on the computation of
the norm.

Temporal evolution of the above simulations is now considered to assess the spurious
errors introduced at every time step by the moving coupled domains. The following mesh
resolution is chosen: Nx = 80 (�x = Rc/4 = 3.89 mm). Figures 3.10 show the time
traces of the pressure signals monitored at the middle point of the overall computational
domain for di↵erent vortex strengths. Figure 3.10(a) stresses that all temporal signals
agree well with the standard simulation for a CFL of 0.07. Only high-frequency pressure
fluctuations are introduced by the translating interface as evidenced in the zoom of the
plot. When a standard FFT of the signal is performed in Figs. 3.10(b) and (c), these
spurious oscillations are identified by a tone around 51.9 kHz independent of the vortex
strengths and the coupling only introduces this additional high-frequency noise. When
the CFL is increased to 0.7 in Fig. 3.10(d), the same conclusions can be drawn for all
vortex strengths, except that additional humps appear around the tone.

The vortex strength is then set to � = 0.5 m2/s. The pressure spectra are presented
for di↵erent translating speeds Utrans = 100, 200 and 300 m/s in Fig. 3.11(a) and for
di↵erent mesh sizes �x in Fig. 3.11(b), all cases being summarized in Table 3.1. The
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Table 3.1: Frequency ftrans of pressure signal spectra in translating coupled cases with di↵erent
mesh sizes �x and translating speeds Utrans.

�x [mm] Utrans [m/s] ftrans [kHz] Strans =
f
trans

�x
U
trans

3.8900 100 25.9 1.0075
3.8900 200 51.9 1.0095
3.8900 300 77.8 1.0088
2.5933 200 77.8 1.0088
1.9450 200 103.8 1.0094

frequencies of the spurious oscillations are clearly proportional to the translating speed
and inversely proportional to the mesh size, as confirmed by the non-dimensional ratio
or equivalent Strouhal number obtained as the ratio between these three parameters

Strans =
ftransUtrans

�x

= 1.0 . (3.12)

Interpolation error is indeed fluctuating in time as the position of donor cells evolves with
time. The level of this numerical noise is however two orders of magnitude smaller than
the main vortex signal and can be considered negligible as long as it does not interfere with
LES resolved large-scale motions. Moreover, this high frequency noise decreases rapidly
away from the middle point as shown in Fig. 3.11(c) and is higher than the typical
frequencies of combustion and turbomachinery noise of interest. Finally, Fig. 3.11(d)
clearly shows that the additional humps observed in Fig. 3.10(d) are related to the ratio
of the translation period Ttrans to the timestep �t

↵t =
Ttrans

�t
=

�x/Utrans

CFL ·�x/(U0

+ c
0

)
. (3.13)

First, large values of ↵t lead to less spurious frequency bands in the pressure spectra,
and when Ttrans is well resolved by the time step, only the peak translating frequency at
51.9 kHz can be seen. Secondly, poor sampling of Ttrans leads to aliasing frequencies [121,
23].

Impact of the interpolation scheme

To verify the impact of the interpolation scheme on the order of accuracy of the coupling
approach, the cases of Figs. 3.8 and 3.9 are recomputed with the 3rd-order interpolation
method. The quadratic mean and maximum error convergence plots are presented in
Figs. 3.12 and 3.13 respectively. At t = 0.25, with the vortex not having reached the
interface, results are similar as with the linear interpolation. Two sets of convergence
plots with two di↵erent slopes are recovered, corresponding to the 2nd and 3rd-order of
accuracy of the two numerical schemes. However and in contrast to the simulations with
linear interpolation, these di↵erent slopes are recovered at times t = 0.5 and t = 1 as
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Figure 3.11: Spectra of pressure signals at the central position (0,0) of interface in translating
coupled cases (CFL= 0.07; vortex intensity � = 0.5): (a) with di↵erent translating speeds,
Utrans = 100, 200 and 300 m/s and mesh size �x = Rc/4; (b) with di↵erent mesh sizes,
�x = Rc/4, Rc/6 and Rc/8 for a translating speed Utrans = 200 m/s; (c) at di↵erent monitoring
positions for a translating speed Utrans = 200 m/s; (d) using di↵erent time ratios ↵t = 38.9,
19.45, 7.78 and 3.89.

well. While the LW simulations are not impacted, the 3rd-order interpolation is indeed
shown to be capable of preserving the order of the TTG4A scheme and a similar spatial
accuracy is recovered between the standalone and coupled simulations.

These results naturally highlight that high-order schemes require high-order inter-
polation methods. Otherwise the rotor/stator interface can locally impact the crossing
structures and reduce the order of the scheme. It is therefore clear that the interpolation
should be at least of similar order as the numerical scheme to ensure minimum impact
on the rotor/stator interactions, as anticipated.

3.3.3 Turbulent pipe flow

The third validation case is a three-dimensional cylindrical fully turbulent pipe flow. The
set-up of the case is depicted in Fig. 3.14. The reference AVBP case consists of a single
cylindrical pipe of length L = 0.015 m and radius r

0

= 0.1 L. The coupled case consists
of two pipes of equal length L

1

= 0.00771 m coupled using the MISCOG method. They
are placed in such a way to keep the overall length of the case equal to L, thus forming
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Figure 3.12: The quadratic mean errors of instantaneous pressure fields L

2

(P ) versus mesh
resolution Nx for di↵erent cases using the LW or TTG4A schemes using 3rd-order interpolation.
The pressure profiles are compared with the analytic profiles when the vortex reaches upstream
of the interface (t = 0.25), the interface (t = 0.5) and the downstream of the interface (t =
1). The computations are using two sets of time steps with CFL= 0.07 (top) and CFL= 0.7
(bottom). The translation speeds for the translating coupled cases is Utrans = 200 m/s.

an overlap zone of 0.42 mm. The flow is coming from the left of AVBP01 and exiting
from the right of AVBP02. Mesh rotation (at a constant speed of 9500 rpm), as used in
typical turbomachinery simulations, is introduced in the second domain of the coupled
case to evaluate any potential impact on the information crossing the interface. The wall
boundary condition is not rotating so no impact from the mesh rotation should be visible
in the flow.

The mesh employed is homogeneous, composed of tetrahedral cells of characteristic
size � = 0.1 mm. The total mesh size is approximately 600k cells for the standard AVBP
case and 310k cells per domain for the coupled case, with the extra cells accounting for
the overlap zone. No mesh refinement is imposed near the walls as accurately resolving
the boundary layer is beyond the scope of this test case. The bulk velocity targeted is
Ubulk = 100m/s, resulting in a Reynolds number at 300 K equal to Re = 20, 000. To
achieve the desired bulk velocity and to approximate a realistic turbulent velocity inflow
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Figure 3.13: The maximum errors of instantaneous pressure fields L1(P ) versus mesh resolu-
tion Nx for di↵erent cases using the LW or TTG4A schemes using 3rd-order interpolation. The
pressure profiles are compared with the analytic profiles when the vortex reaches upstream of
the interface (t = 0.25), the interface (t = 0.5) and the downstream of the interface (t = 1). The
computations are using two sets of time steps with CFL= 0.07 (top) and CFL= 0.7 (bottom).
The translation speeds for the translating coupled cases is Utrans = 200 m/s.

profile, a mean velocity profile is imposed and follows an empirical power law of the form:

U(r) = Ubulk
n2

2
⇤ (

2

n
+ 1) ⇤ (

1

n
+ 1) ⇤ (1 � r

r
0

)n, (3.14)

where n is a profile factor that alters the slope of the radial profile (here it is n = 1.7).
Homogeneous and isotropic turbulent fluctuations are also added on the velocity signal.
They are formed using the Kraichnan/Celik method [122] and the Passot-Pouquet spec-
trum [123] and are introduced through the inlet using the NSCBC formulation [118] with
the modification introduced by Guezennec et al. [124] for vorticity injection. The velocity
fluctuations, like the mean velocity profile, are a function of the radius, to simulate the
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Figure 3.14: Numerical set-up of the pipe test case.

turbulent kinetic energy production occurring in turbulent boundary layers. The max-
imum value of the turbulent kinetic energy in the boundary layer K can be evaluated
using:

Kmax =
U⇤2
p

Cµ

(3.15)

where U⇤2 is the wall friction velocity and Cµ ⇡ 0.09.
For Re between 2000 and 105, Tournier [125] proposes an evaluation of U⇤ using:

U⇤ = 0.03955U
( 7
4)

bulk

⇣ ⌫

2R

⌘ 1
4
= 0.03955

U2

b

Re
1
4

(3.16)

The maximum value of K is typically reached at a non-dimensional distance to the
wall y+ ⇡ 10, where y+ = (R�r)U⇤

⌫
.

The maximum value of the imposed fluctuations Upmax is given by:

Upmax =

r
2Kmax

3
=

s
2

3
p

Cµ

U⇤ (3.17)
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For this study the value of Upmax is 8.6 m/s.
Then velocity fluctuations decrease to reach a minimum value of Upmin at r = 0:

Upmin = 0.5Upmax (3.18)

The profile of the root-mean-square velocity imposed at the inlet is finally modeled
using:

q
u

0
2

i (r) = urms(r) =

(
Upmin + (Upmax � Upmin)

⇣
r

(1��)R

⌘
2

if r  (1 � �)R

0 if r > (1 � �)R
(3.19)

The mean urms imposed at the inlet is approximately 6 m/s. The integral length
scales of the injected fluctuations is Li = 0.2 mm that corresponds to approximately
8 integral length scales along the diameter of the pipe which should ensure relatively
adequate statistical representation of the injected turbulence [126]. For all discussed
results, the governing equations are resolved using the 2nd order LW numerical scheme
along with linear interpolation for the data exchange in the overlap region.

Figure 3.15 shows the velocity magnitude of an instantaneous solution across the
cylinder mid-plane for the standalone and coupled cases (at di↵erent instants). Both
cases depict a similar flow field, with relatively small turbulent structures injected at the
inlet evolving into more realistic and larger structures as they propagate through the pipe.
Visually, the interface for the coupled case appears not to interfere with the turbulent
structures crossing it. This can be further confirmed by a view of the interface (x-normal
plane at x = 0.0075m) from the two di↵erent sides of the coupled simulation and shown
in Fig. 3.16. It is evident that the di↵erences in velocity, even with this very coarse
mesh, are minimal, despite the interface and the rotation of the second domain. The
mass flow di↵erence between the two domains is 0.1%, highlighting minimal conservation
issues despite the large cell size.

Comparisons between the coupled and standalone cases are performed on an averaged
solution. The duration of the averaging is 12ms, which corresponds to 80 flow-through
times (computed using the pipe’s bulk velocity). Figure 3.17 depicts the mean profiles
(both time and azimuthally averaged) of the axial velocity and the turbulent kinetic
energy as a function of the radius for the standard and coupled cases at the location of
the interface of the coupled simulation (x = 0.0075 m). For the coupled case, the profiles
are plotted for both domains to highlight any potential impact issued by the interface.
Very good agreement is found between the two cases for both quantities, the biggest
di↵erence being observed for the peak of the kinetic energy.

3.4 Conclusions

LES recommendations point to the need for numerical schemes that are high order and
centered to minimize numerical dissipation as well as dispersion of turbulent structures, a
fundamental property for proper LES predictions. Yet, they are hard to apply for complex
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Interface: x = 0.0075m 

Figure 3.15: Velocity magnitude across the pipe of an instantaneous solution - Standalone
AVBP (top), coupled simulation with MISCOG (bottom).

industrial, confined and rotating internal flows. To address this specific di�culty, coupling
multi-copies of a massively parallel unstructured compressible LES solver AVBP with the
parallel coupler OpenPALM is employed, the rotor/stator interface being treated with
an overset grid approach, termed MISCOG.

Several numerical test cases with increasing degrees of complexity have been pro-
posed to evaluate this solution for both translating and rotating interfaces. The coupling
method is proven to handle acoustic and vortical wave propagation for both interfaces
with an acceptable degree of accuracy for LES, provided that the overlapping region con-
tains a su�ciently large number of points dependent on the selected numerical scheme.
The proposed treatment almost recovers the dispersive and dissipative properties of the
schemes of the stand-alone LES code. It also shows similar properties as the static cases
with the exception of a high-frequency tone appearing as long as a proper sampling of
the translation period is used. This tone is however weak (low level) and spatially local-
ized close to the interface. For a fully turbulent problem, the turbulent fluctuations are
found to be properly convected through the interface without significant dissipation and
distortion even with an overlapping rotating interface.

With the numerical properties of the proposed coupling approach investigated, valida-
tion on a realistic rotor/stator configuration is still necessary before proceeding with real
applications like combustor/turbine simulations. To this end, the next chapter details
the numerical simulations of an experimental turbine stage using the MISCOG method.
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Figure 3.16: X-normal plane of the velocity magnitude at the interface for the coupled case
- AVBP01 (left) and AVBP02 (right).
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Figure 3.17: Mean axial velocity (left) and turbulent kinetic energy k (right) profiles as a
function of the radius for the standard and coupled simulations at the interface.
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In this chapter, the MISCOG method is applied to a real rotor/stator configuration,
the experimental high-pressure turbine MT1, installed in the Oxford Research Turbine
Facility, Fig. 4.1. The available measurements [2] provide a good platform to validate the
method in realistic turbine configurations. The study is parametric, with di↵erent SGS
models and mesh resolutions investigated in an e↵ort to explore as widely as possible
the advantages and limitations of the method as well as establishing some guidelines on
LES of such configurations. Note that a wall-modeled approach is followed throughout to
reduce the computational cost and make the execution of this parametric study possible.
A large part of the results detailed in this chapter have been presented in the ASME Turbo
Expo conference [127] and submitted for publication in the Journal of Turbomachinery.
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Stators 

Rotors 

Figure 4.1: View of the experimental high-pressure turbine MT1 [2].

4.1 Applications of LES in turbomachines

Current industrial state-of-the-art in turbomachinery simulations usually relies on solving
the RANS equations with a turbulence model to obtain the mean variables of the station-
ary flow field. In some cases where unsteady flow features at established frequencies are to
be captured, the prevalent method is performing Unsteady RANS (URANS) simulations
[14]. While both these methods are mature and come with an a↵ordable computational
cost, they are subject to several limitations. As mentioned in Chapter 2, they do not ex-
plicitly resolve any turbulent length scales and show deficiencies in predicting transition
and flow separation [128]. This is very restrictive for turbomachinery flows, where there
are complex flow phenomena, including boundary layer transition [9], flow separation and
reattachment [14], vortex shedding and high levels of free-stream turbulence [32, 23].

Large Eddy Simulations (LES), designed to resolve a large range of the turbulent
spectrum with an unsteady formulation [47], have long been considered promising for
turbomachinery applications. However, due to the high computational cost associated
with wall resolved LES and the limitations of classic wall models, only few studies have
been performed so far in this field. Most of the investigated configurations are simple
cascades or slices of the full 3D blades at both low and high Reynolds numbers. The
first studies focused on LES of the low-pressure, low-Reynolds turbine blade T106 with
impinging wakes [129, 130] or homogeneous inflow [131], a challenging case where a lam-
inar separation bubble, Kelvin-Helmholtz instabilities and wake-induced transition can
coexist. The success of these simulations in capturing all these phenomena, accompanied
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Figure 4.2: Number of published ASME papers on LES of turbomachinery and power of the
Top 500 supercomputers for the last 20 years [8].

by the incompressible DNS of Wu and Durbin [50] for further validation of the results,
showcased the potential of high-fidelity LES in turbine blades. These investigations, in
conjunction with the increasing computational power, sparked an ever-increasing interest
in the approach. Figure 4.2 presents in the same graph the number of papers on LES of
turbomachinery blades in ASME journals/conferences and the increase in power of the
top 500 supercomputers [43] for the last 20 years, as well as projections for the future
through linear fits of the data [8]. It highlights the attention the field has received the last
15 years, as well as the correlation with the available computing power. It also shows that
in the future such simulations will become more commonplace, following almost perfectly
the predicted increase in available computational power.

Besides low-pressure turbine cascades, more recent studies focused on compressor
blades with several authors performing LES of the NASA Rotor 37, a high-Reynolds
number compressor rotor blade with shock/boundary layer interactions at the tip [132,
133, 134] and the V103 blade [135, 136], where the impact of incoming wakes on the
transition mechanisms was analyzed. LES and hybrid LES of the aerothermal flow field
around high-pressure turbine cascades are also available in the literature [14, 137, 44],
with Collado et al. [23] and Bhaskaran and Lele [99] successfully capturing the impact of
free-stream turbulence and transition on the heat transfer at the blade walls, contrary to
RANS/URANS simulations. As heat transfer in turbine blades is crucial due to the high
operating temperatures, LES of high-pressure turbine blades with internal blade cooling
have also been coupled to heat transfer solvers to improve the thermal predictions [138,
139]. Finally, You et al. [140, 13] used LES to focus on a particularly challenging region
of moving blades, the tip clearance, which is responsible for the generation of secondary
flows and approximately a third of the total losses [141] of a stage. Apart from accurate
mean flow predictions, the LES formalism allowed to highlight the evolution of turbulent
stresses in that region and their influence on the viscous losses. More recently, Cahuzac
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et al. [142] investigated the rotor tip clearance flows using LES with an aeroacoustics
interest, reporting fair agreement on the measured profiles and spectra with experimental
data from DLR. This is not an exhaustive list of all the LES of blade flows. Tucker [14]
provides a thorough list of turbomachinery LES performed up to 2011 and Gourdain
et al. a more recent list of compressor LES and hybrid LES [143], with the number of
studies increasing considerably every year, as shown in Fig. 4.2.

LES studies of complete turbomachinery stages, including the critical part of ro-
tor/stator interaction, also emerged. Tyagi and Acharya [144] simulated the stator/rotor
interactions across a turbine stage using the immersed boundary method but only dis-
cussed shortly the flow topology. More recently, Rai [145, 146] evaluated in more detail
the rotor/stator interactions across a slice of a compressor and low-pressure turbine stages
respectively, while De Laborderie et al. [147] focused on the emitted noise from a slice of a
3D compressor stage. Gourdain [72, 148, 149] performed wall-resolved LES (up to almost
1 billion nodes) of the CME2 compressor stage, including the endwalls and tip clearance.
Besides accurately predicting the mean flow variables, LES also provided information on
turbulent structures and frequencies not present in URANS simulations and captured
the transition of the boundary layer. Finally, similar conclusions were drawn by McMul-
lan and Page [75], who performed LES on two di↵erent compressor stage configurations,
emphasizing also the impact of the inflow turbulence on the aerodynamic field, notably
the tip leakage flow. Regarding 3D turbine stages, to the author’s knowledge, before the
beginning of this PhD there was no LES of 3D turbine stages in the literature. This work
is the first of its kind and it is aiming at providing a stepping stone for future high-fidelity
LES of turbines by performing wall-modeled LES of a 3D HPT stage.

Before detailing the performed simulations and results, a short review of some turbine
aerodynamic characteristics and secondary flows, particularly important in turbines due
to the strong flow turning [150], is provided. The purpose is for this section to serve as
a reference for the subsequent analysis of LES results and to reveal the flow complexity
of such configurations.

4.2 High-pressure turbine flow characteristics

As mentioned in Chapter 1, the purpose of the HPT is to extract the necessary energy
from the hot and high-energy gases to drive the compressor. Analyzing the velocity
triangles in a 2D slice of a turbine stage is an intuitive and simple way to better illustrate
its function [151]. The triangles of a typical configuration are depicted in Fig. 4.3. With
such a model the velocities are analyzed at 3 stations: at the stator inlet (position 1),
at the stator/rotor interface (position 2) and at the rotor exit (position 3). In Fig. 4.3,
V corresponds to the absolute velocity vector, seen by the immobile stator blades, W
is the relative velocity seen by the moving rotors and U is the velocity of the blades
due to the angular velocity ! at a radius R. It can be seen that V = W + U. In this
example, the flow at the turbine inlet is axial (absolute velocity V

1

with angle ↵
1

= 0).
As it passes through the stator, the absolute velocity increases with a large azimuthal
component created by the flow turn, illustrated by the positive angle ↵

2

. In this simple
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Figure 4.3: Typical velocity triangles across a turbine stage. Absolute velocity is V , relative
velocity is W and U is the velocity due to the blade rotation.

approximation, the axial component of the velocity is equal at all 3 positions to ensure
equal mass flow. The rotor on the other hand is moving. As a result, an observer sitting
on the blade would encounter the relative velocity W

2

= V
2

� U, coming at an angle
�
2

. As the flow goes through the blades it expands further and the previously large
azimuthal component of the absolute velocity is reduced (in this example the flow has
turned back to the axial direction, ↵

3

= 0). The amount of work (or total enthalpy drop)
extracted from the flow through this process can be straightforwardly calculated using
Euler’s relation [152]. For a constant radius, it reads:

�Hi = �(UVazim) = �! ⇤ R ⇤ V
2

⇤ cos(↵
2

) (4.1)

where Vazim is the azimuthal component of the absolute velocity. It shows that for an
axial turbomachinery stage the changes in azimuthal velocity are responsible for the work
(the negative sign used here indicates work extraction). Equation (4.1) is valid also for
compressors, with the di↵erence that the enthalpy of the fluid is increased.

From a purely aerodynamic point of view, the designer of a turbine is interested in
achieving the necessary pressure drop with the maximum e�ciency and the lowest possible
losses. The principal sources of aerodynamic losses come from the flow boundary layers,
the mixing of the wakes at the blade trailing edges, in the case of choked transonic
turbines from shock losses, and finally from the secondary flows. The first 3 types are
often grouped in the literature and called profile losses, while secondary flow losses are
often split into endwall (hub and casing) and tip leakage losses [10, 153]. Heat transfer is
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another source of entropy increase, hence contributing to the total losses in the turbine.
Proportions are approximately 60-70% for profile losses and 30-40% for both types of
secondary flow losses.

The generation of losses through viscous friction in boundary and shear layers is a
mechanism known for some time (Denton [153] provides a thorough review of the mech-
anisms and di↵erent correlations for both boundary layer and mixing losses). However,
the state of the boundary or shear layer is an important parameter to determine these
losses accurately. In a HPT, the near-wall flow Reynolds number is usually high enough
to trigger laminar-to-turbulent transition on the suction side of the blade. This transition
usually occurs after the mid-chord of the blade, where an adverse pressure gradient is
prevalent, and leads to higher skin friction and losses. While correlations for the transi-
tion region exist (e.g the correlation of Cebeci & Smith [154]), they are usually calibrated
on flat plates or airfoils for certain free-stream turbulence levels. In real turbines, a
large variety of transition scenarios of the boundary layer can be observed, such as by-
pass transition of attached boundary layers, transition due to laminar separation bubbles,
wake-induced transition from preceding blade rows and shock-induced transition [9]. The
sensitivity of the phenomenon to the free-stream turbulence levels is also an important
characteristic [99, 9]. Figure 4.4 depicts a map of di↵erent transition regimes as a function
of the acceleration parameter (positive for accelerating flow and negative for decelerating)
and the momentum Reynolds number [9]. It shows that, for high free-stream turbulence
levels, by-pass transition is possible even in accelerating regions.

Figure 4.4: Topology of the di↵erent transition regimes as a function of the flow acceleration
level and turbulence intensity [9].

Besides the boundary layer developing along the blades, boundary layers are also
developing at the endwalls, i.e the walls of the channel in which the turbine is placed
(casing on the top and hub at the foot of the blades). Endwall flow losses occur from
the interaction of these endwall boundary layers and the blade passage that gives rise
to secondary flows. They are considered to be the least understood sources of losses
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and a significant amount of research has been performed on cascades since the 70’s to
understand them with several experimental studies establishing a qualitative idea of their
form [155, 156]. Figure 4.5 (left) provides a visualization of the generation of secondary
flows and their interactions in a cascade according to the model of Sharma and Butler
[10]. The two principal secondary vortices evidenced here are a) the passage vortex and
b) the horseshoe vortex occurring at the stator hub and casing as well as the rotor hub.

a) As the endwall boundary layer approaches the blade from the turbine inlet, due to the
velocity deficit with respect to the freestream flow and the azimuthal pressure gradient
between the suction and pressure sides, the flow is forced to turn towards the pressure
side and rolls to form the passage vortex [141]. The pitchwise pressure gradient inside
the blade passage then pushes the vortex towards the low-pressure suction side of the
neighboring blade.

b) The horseshoe vortex is formed due to a di↵erent mechanism. With the endwall
boundary layer facing an adverse pressure gradient from the blade stagnation point it
can separate and form a double saddle point. This forces the boundary layer to roll
up into a horseshoe vortex that is transported downstream in two di↵erent legs: one
on the suction side and one on the pressure-side [157].

Note that as these vortices move downstream, they eventually interact with each
other. The pressure-side leg of the horseshoe vortex has the same direction of rotation as
the passage vortex, resulting potentially in merging structures migrating to the suction
side. The suction-side leg, on the other hand, is rotating in the opposite direction and
gets wrapped around the passage vortex as it propagates downstream. More complicated
vortex flow fields and models have been proposed, with several smaller vortices developing
around the principal ones, as in the model of Wang et al. [11] shown in Fig. 4.5 (bottom).
These enriched views of the flow topology are however based on limited experimental flow
visualizations and further validations are needed [156].

Regarding the influencing parameters of the secondary flows, the endwall boundary
layer, i.e the wall normal total pressure gradient is a major parameter in the secondary
flow development. Laksminarayana and Horlock [158] used the vorticity transport equa-
tion to show that in an inviscid flow, the radial pressure gradient governs the development
of these structures in non-rotating blades. While the inviscid assumption may appear
strong, considering that viscous e↵ects are at the origin of the endwall boundary layer,
the e↵ect of viscosity on the dynamics of the developing vortices is negligible [141]. Pras-
sad and Hendricks [30] using a similar analysis also showed that density gradients due
to non-uniformities at the turbine inlet and modifications of the vane exit angle produce
additional vorticity in the rotor passage. These findings were complemented by the recent
experiments of Barringer et al. [159] and Colban et al. [160] who confirmed that the radial
gradients of the inlet total pressure profile and the state of the endwall boundary layers
impact significantly the secondary flows as well as the heat transfer across the NGV, with
additional vortices appearing for certain inlet profiles. The azimuthal pressure gradients
are also of importance, as they control the pressure-to-suction side migration of the sec-
ondary flows in the blade passage [141]. Finally, the residual combustor swirl arriving at
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Figure 4.5: Secondary flow field in a cascade according to Sharma and Butler [10] (top) and
according to Wang et al. [11] (bottom).
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Pressure 
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Figure 4.6: Smoke visualization of tip leakage in a turbine blade [12] (left) and schematic of
the formation of the tip leakage flow on a thin blade [13] (right).

the HPT is known to impact the secondary flow development through the modification of
the incident angles and generation of additional vorticity [4]. These results question the
universality of correlations for secondary flows in realistic turbines and highlight further
that the combustor/turbine interface is of paramount importance and needs to be taken
into account if the correct flow field is to be reproduced or predicted.

In rotating blade rows, practical reasons impose a clearance between the moving
blade tips and the immobile casing, as the mechanical and thermal forces at the blade
are constantly modifying its e↵ective shape during the di↵erent operating conditions and
there is a manufacturing tolerance [161]. This tip clearance leads to the tip leakage flow,
where fluid from the pressure side of the blade passes through this space to the suction
side. Figure 4.6 (left) shows a smoke visualization of tip leakage in a turbine blade [12]
and Fig. 4.6 (right) depicts a schematic of the formation of the tip leakage flow [13] for
a compressor blade (the streamwise coordinate follows the x-axis). For relatively thin
blades, the flow separates as it passes the pressure side corner and moves to the suction
side to form the tip leakage vortex. If the blade thickness is larger, the flow can reattach
on the blade tip before it reaching the suction side where it rolls to form a vortex. This
latter mechanism has been reported in the literature to be the prevalent one for turbine
blades [162, 153]. The tip leakage flow is formed primarily between 20 and 50% of the
rotor chord [13]. Several experimental studies have tried to investigate the tip leakage
flow both in cascades [162] and in annular turbines [16]. Numerical investigations have
accompanied the experiments, but most attempts relied on Reynolds-Averaged Navier-
Stokes (RANS) that model the turbulent fluctuations. Recently You et al. [140, 13]
performed high-fidelity LES of the tip clearance flow of a rotor cascade, moving beyond
mean flow predictions, as provided in RANS/URANS simulations, and shedding light
onto the evolution of viscous losses issued in the leakage region.

The findings presented above highlight that turbine flows are highly complex. Finding
universal correlations or low-order models is challenging and experimental predictions on
realistic configurations are di�cult to obtain due to the geometric complexities. Cascades
alleviate some of the experimental di�culties but such flows present important di↵erences
compared to annular blade rows [163, 4], where secondary flows are considered to be more
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confined. In this context, high-fidelity numerical simulations is one promising path to
further our understanding of the flow physics in turbine stages and improve the predictive
capabilities on new designs as well as the low-order models.

4.3 MT1 Turbine Stage

The investigated turbine configuration is the MT1 high-pressure turbine. It is an un-
shrouded, single stage, high-pressure experimental turbine designed by Rolls-Royce and
measured in the frame of the European project TATEF-II1. It is a full scale turbine
and works in engine representative conditions, forming a good database for validations
of numerical methods and solvers in a realistic configuration. The stage consists of 32
stator and 60 rotor blades. The experimental data come from two di↵erent measurement
campaigns and include pressure profiles across the stator blades at 3 di↵erent spanwise
positions, across mid-span for the rotor blades as well as azimuthally averaged rotor exit
profiles in the near and far field [2]. Heat transfer measurements were also performed
but have not been employed in this investigation. Note that to complement the original
database, Qureshi et al. [33] provide additional data on the secondary flow structures
across the rotor blades.

Experimental facility

The test bench of MT1 is a short duration, rotating light piston wind tunnel designed for
investigating turbine stages. Experiments were conducted initially at the QinetiQ Tur-
bine Test Facility (TTF) in Farnborough, England. Later, the experimental apparatus
was moved to the Oxford Turbine Research Facility. It has the capacity to create engine
representative test conditions for turbines up to one and a half stages while both aerody-
namic and heat transfer measurements can be performed simultaneously at a moderate
cost [2]. Figure 4.7 shows a schematic of the TTF facility. To start the experiments,
the turbine first needs to reach the desired rotation speed. Air from the high-pressure
reservoir is then injected behind a piston upstream of the test section making the piston
move forward, hence compressing and heating the air in front of it. When the desired
inlet conditions in front of the piston have been achieved, a plug valve opens and mass
flow is generated due to the pressure gradient across the stage. The duration of the tests
is approximately 400 ms for each run. More details on the installation and the function
of the facility are provided by Hilditch et al. [164].

4.4 Simulation set-up

Geometry and computational domain

The MT1 turbine allows for the periodic simulation of a quarter of the 360 degree annulus
(8 stators and 15 rotors). To reduce the computational cost of such a simulation, the

1TATEF-II : Turbine Aero-Thermal External Flows 2
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Figure 4.7: Schematic of the TTF facility.

reduced blade count technique is employed, as explained in Chapter 2. Hosseini et al. [73]
performed numerical simulations of the MT1 turbine using di↵erent blade counts and
concluded that the impact of the scaling on the mean aerodynamic flow field is minimal
(as long as the solidity and the blade angles are maintained). In this study, a small scaling
is performed on the stator side so the final blade count is 30:60 hence creating a periodic
domain of 12 degrees. The distance to the inflow location from the stator leading edge
is approximately a quarter of the stator chord length, while the distance from the rotor
trailing edge to the outlet is two rotor chord lengths. The resulting domain, along with
the decomposition of the turbine stage to the corresponding AVBP instances, can be seen
in Fig. 4.8.

Mesh generation

Two di↵erent meshes are employed in this study. They are fully 3D hybrid meshes, with
prism layers around the blades and tetrahedral elements on the vane and at the endwalls.
Figure 4.9 provides an overview of the coarsest mesh, while Table 4.1 summarizes the
main characteristics of these grids. The coarse mesh (MESH1) is composed of 8.1 million
cells in total for the stator domain and 10.5 million cells for the rotor domain. It is
designed to place the first nodes around the blade walls in the logarithmic region of a
turbulent boundary layer, hence allowing for the law-of-the-wall to be used e↵ectively
while reducing the computational cost. Note also that the prisms have a low aspect
ratio set to �x+ ⇡ �z+ ⇡ 4�y+, with four prism layers in total around each blade.
The fine mesh (MESH2) is designed to improve the overall resolution and places nodes
deeper in the boundary layers to capture the e↵ect of the turbulent structures formed
in the outer and logarithmic parts. Additional prism layers have been added, increasing
the total number of prism layers to 10. The prisms also have an increased aspect ratio,
i.e �x+ ⇡ 10�y+ ⇡ 10�z+ to reduce the computational cost. In the rotor tip region
the coarsest mesh has only 6-7 cell layers, shown in Fig. 4.9b, to keep the mesh cell
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Figure 4.8: A view of the MT1 domain highlighting the decomposition of the turbine stage
to the corresponding AVBP instances and the overlap between them for application of the
MISCOG method.

count limited hence rendering the resolution rather limited in that area. The fine mesh
(MESH2) has approximately 20 layers of cells in the tip clearance, allowing for a much
better representation of the secondary flows developing in that region.

Figure 4.10 depicts estimated values of the non-dimensional wall distance y+ from
the computations across the stator and rotor blades at mid-span as a function of the
curvilinear abscissa. The maximum y+ values measured are approximately 100 and 12
for the stator (coarse and fine mesh respectively), where the thinnest boundary layers
are encountered. Across the rotor blades, lower values are estimated with the exception
of the trailing edge region, where the stator maximum y+ is approached. The mesh with
y+ of 100 clearly necessitates the use of a logarithmic law-of-the-wall, since the first node
from the wall is placed well within the logarithmic part of a turbulent boundary layer.
For the finer mesh, y+ indicates that across both blades most nodes are placed within
the bu↵er region of a turbulent boundary layer [165] where the velocity profile switches
from linear to logarithmic, hence justifying the use of a law-of-the-wall. Note that typical
grid requirements for wall-resolved LES are �y+ < 1, �x+ < 150 and �z+ < 40 [56].
The y+ estimations clearly confirm that the coarse cases do not respect the typical grid
requirements for wall-resolved LES. The fine cases, however, do respect the requirement
for the streamwise resolution �x+ on most of the blade surfaces and considering the use
of a wall-law, this may create issues. These fundamental questions on near-wall modeling
are however considered to be outside the scope of this work.

Boundary and Operating Conditions

The inlet and outlet boundary conditions follow the NSCBC formulation [118] and consist
of imposing a total pressure, total temperature and flow angles for the inlet and a static
pressure at the outlet. The total temperature measured experimentally is imposed at the
inlet and corresponds to 444 K. The experimental value for the total pressure is 4.6 bar.
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Figure 4.9: Cylindrical and x-plane cuts of MESH1.

MESH1 MESH2
Stator cell count 8.1M 40M
Rotor cell count 10.5M 74M

Stator/Rotor prism layers 1/4 10/10
Max y+ 100 12

�x+

�y+

= �z+

�y+

4 10

Table 4.1: Main properties of the generated meshes.

With this setting preliminary results revealed that the LES had a mass flow surplus of
approximately 2% linked to an underestimation of losses, as will be detailed further in
section 4.5. To correct this surplus a reduction of the inlet total pressure was applied
using the fact that for a choked turbine (such as this one) the reduced mass flow rate
ṁred = ṁ

p
Tt/Pt = 1. A linear relationship between the actual mass flow rate and

the inlet total pressure can thus be established to correct the mass flow. Based on this
adaptation the inlet total pressure was decreased to 4.5 bar for all simulations. Note that
to reduce the complexity in this parametric study, no turbulent fluctuations are injected at
the inlet and walls are considered adiabatic, as indicated in Table 4.2 where all boundary
conditions are summarized. The Reynolds number of the configuration, calculated using
the stator blade chord and the velocity at the stator exit, equals 3 million.
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Figure 4.10: y

+ values for the two meshes across the stator (left) and rotor blades (right) at
mid-span.

Rotational Speed (rpm) 9500
Inlet total pressure (Pa) 4.5 ⇤ 105

Inlet total temperature (K) 444
Mass flow (kg/sec) 17.4
Outlet static pressure (Pa) 1.4 ⇤ 105

Walls Adiabatic
Re 3 · 106

Table 4.2: Summary of the flow parameters.

Numerical scheme and initialization

The numerical scheme employed for this study is LW, second order in space and time [111].
No particular shock capturing techniques are employed apart from the application of some
additional artificial viscosity around the shocks. The position of the shocks is evaluated by
the Jameson sensor. Usually initialization of an unsteady turbine simulation typically uses
a quick stationary RANS simulation (using the mixing plane approach) [65]. However,
this option is not available in the solver. Due to the absence of an initial RANS solution,
the computations are initialized by performing four full rotations on an initial mesh
(very coarse) with uniform initial velocities. The obtained solution is then interpolated
to the two meshes described above. Convergence of the simulation is determined by
assuring that the mean thermodynamical variables and kinetic energy do not exhibit
low temporal transients and that the oscillations around the mean value remain with
the same amplitude. Approximately one extra rotation is enough to achieve convergence
after interpolating to the fine meshes. An additional rotation is then necessary to acquire
reliable time-averaged data.
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Figure 4.11: Practical LES hierarchy [14].

Objectives and cases investigated

The principal objective of this chapter is to validate the MISCOG approach in a realistic
turbine configuration. In addition to that, as the literature lacks of simulations of this
type, the sensitivity of such simulations needs to be evaluated to establish guidelines for
future studies. Tucker et al. [14, 166] provide a hierarchy of the influencing parameters
for LES, Fig. 4.11, commenting that the problem definition and boundary conditions
have the highest influence, followed by the wall modeling, the mesh-solver compatibility
and the SGS models. He also noted that in transitional flows, typically encountered in
HPT, the importance of the SGS model increases. In this work, the wall treatment and
boundary conditions are fixed and only one type of mesh is employed, hybrid prism/tetra
meshes. The sensitivity analysis probes two other influencing parameters, the SGS model
and mesh resolution.

Smagorinsky WALE �
P1 NO YES YES
P2 NO NO YES
P3 NO NO YES

Table 4.3: Summary of the three sub-grid scale models, their constants and whether they
satisfy the desired properties

First, a study of the e↵ect of the SGS models is performed. In general, SGS models
should be able to follow three universal properties. A primary property is that turbulence
stresses are damped near the walls (they scale with y3, where y is the wall-normal dis-
tance [167]), thus turbulent viscosity should follow the same behavior (named property
P1). Additionally, two other desired properties are that turbulent viscosity should be zero
in case of pure shear and pure rotation (property P2) as well as when there is isotropic
or axisymmetric contraction/expansion (property P3) [168]. Property P1 is particularly
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Figure 4.12: Mass (left) and energy (right) conservation at the rotor/stator interface.

critical for wall-bounded flows but not all models comply to it. Damping functions, such
as the Van Driest function [169], exist but they can be cumbersome to use in complex
geometries [170] and are not employed in this work. Here three di↵erent cases are com-
puted, all employing MESH1 and altering only the SGS treatment. The models evaluated
are the classic Smagorinsky model [171] (Case 1), the WALE model [57] (Case 2) and
the � model [168] (Case 3). Table 4.3 summarizes which of the desired properties are
satisfied by the formulation of the three SGS models. The computational cost for a full
rotation of the turbine stage is 6k CPU hours (approximately 2 days on 128 cores), thus
permitting relatively quick results. An e↵ect of the turbulent viscosity on the near-wall
predictions with wall modeling has been reported in the literature [59] with the notable
outcome being under or over prediction of the shear stress due to incorrect levels of tur-
bulent viscosity a↵ecting the calculations of the velocity gradients. Such e↵ects should
therefore be recovered here and impact both global and local predictions. They can also
be further emphasized because of the relatively under-resolved mesh. More details on the
formulation of each model are provided in Appendix A.

The second part tries to identify the influence of mesh resolution on the flow predic-
tions. Besides the changes in the computed turbulent viscosity due to the reduced cell
size (for all models the turbulent viscosity is a function of the filter width, or equivalently
the cell size in solvers with no explicit filtering), the wall-modeled approach in LES is
also particularly sensitive to the resolved flow variables and the turbulent fluctuations
present in the outer layers [59, 172]. As a result, the improved resolution is expected
to play a considerable role on the predictions. For this part, the fine mesh (MESH2) is
employed with the three di↵erent SGS models (Cases 4-6) and results are compared to
the coarse mesh. A summary of the cases investigated, their respective characteristics
and cost (in CPU Hours) can be found in Table 4.4. It is evident that the increase in
resolution leads to a large increase of the computational cost (2 orders of magnitude),
due to both an increase of cell count in the domain and the decreased timestep since the
numerical scheme employed is explicit in time.

The structure for the presentation of the results is the following: First, the flow
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Mesh Timestep(sec) SGS model Cost (CPUh) Wall-clock
Case 1

MESH1
0.4e-7 Smago 6K 2 days

Case 2 0.4e-7 WALE 6K (128 cores)
Case 3 0.4e-7 � 6K
Case 4

MESH2
5e-9 Smago 800K 15 days

Case 5 5e-9 WALE 800K (2048 cores)
Case 6 5e-9 � 800K

Table 4.4: Summary of the cases investigated in this study.

topology and characteristics are established on the basis of Case 1. Then, the sensitivity
analysis for the three SGS models is presented. The results of these cases are compared
to the available experimental data and against each other. The impact of the SGS model
on the unsteady flow field and secondary flows is also evaluated. Finally, the cases with
the refined MESH2 are analyzed and compared to the results already presented, while
the advantages and limitations of the simulations are established.

4.5 Global characteristics

Conservation across the interface

An essential characteristic for the rotor/stator interface is to avoid any mass or energy
losses. The overset grid method for the rotor/stator interface is based on linear inter-
polation of the conservative variables onto the overlapped cells, so it can be prone to
conservation problems. As a result, a necessary step is to evaluate the mass and energy
fluxes at the interface. Figure 4.12 shows the temporal evolution of the mass flow and
energy surface integrals at the rotor/stator interface for Case 1, evaluated for both sta-
tor and rotor domain. The curves match almost perfectly, with the discrepancy in the
mass flow being less than 0.06%. These plots allow to conclude that the conservation
properties, even for the coarse cases, are adequate. The high level of mass and energy
fluctuations also highlight the unsteady flow features at the interface, which will be more
thoroughly analyzed in the following sections.

Operating point

Before any detailed analysis is performed, the operating point of each numerical case
is examined. The computed mass flow and total pressure drop Ptin/Ptout across the
turbine stage, for each case, is plotted in Fig. 4.13 where the target mass flow is shown
by the vertical dash line. It is important to underline that the experimental total pres-
sure drop across the turbine is not known. Experimentally the total-to-static pressure
drop Ptin/Phub was measured, Phub being the static pressure at the hub of the turbine.
However, the exact measuring position of this pressure at the turbine exit duct is not
known and as the duct is diverging (thus acting as a di↵user), knowing the measurement
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Figure 4.13: Operating point of the di↵erent cases analyzed. The target mass flow is shown
with the vertical line.

position can become important. Despite this limit, a clear trend is observed for the nu-
merical cases with the same SGS model: increasing the mesh resolution translates into
an increased pressure drop across the stage and a reduced mass flow. The coarse Cases
1-3 and the refined Case 4 overestimate the mass flow by approximately 0.3-0.5%, while
the finer cases with WALE and � underestimate the target by 1%. This corresponds well
with the fact that a reduction of the inlet total pressure was applied to achieve the cor-
rect mass flow; the coarse cases indeed largely underestimate the pressure drop across the
turbine. The increased mesh resolution increases the pressure drop and reduces the mass
flow. This suggests that, for a choked turbine such as this one, compensating the mass
flow deficit of the refined simulations would require an increased inlet total pressure that
is closer to the experimentally measured one. These findings highlight the di�culty for
numerical simulations to adequately capture the aerodynamic losses and the associated
flow mechanisms. Such a fundamental di�culty cannot be addressed here and besides the
necessary mesh resolution it requires an extensive characterization of inflow conditions
which are not available for this case. Finally, the tendency of under-predicting the losses
in low resolution LES of turbomachinery stages has also been observed on previous sim-
ulations [148], with results improving as a wall-resolved LES is approached. It is worth
noting that these mass flow di↵erences are significantly higher than any losses observed
at the stator/rotor interface between the two domains, highlighting that conservation is
not an issue in these simulations.

4.6 Basic flow topology

As a first step, the main flow topology, including the identification of the secondary
flows, is described on the basis of the predictions obtained from Case 1. Turbine flows
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Figure 4.14: Isosurfaces of the Q criterion across the turbine stage.

are complex industrial configurations and the actual topology can vary considerably.
First, the stator vane and near wall flows are known to be sensitive to boundary layer
separation and transition. These phenomena impact the aerothermal load on the blade
as well as the stator wake features. Second, in the rotor domain, besides the stator wakes
being injected with a periodic and deterministic rate at the BPF, its flow topology is also
significantly a↵ected by the tip leakage flow, the passage vortex and subsequent potential
interactions with the flow boundary layer around the blade.

Although highly complex, all LES produced here evidence most of these reported
features, as seen in Fig. 4.14 where an iso-contour of the Q criterion [173] colored by the
local absolute Mach number allows to identify:

A a boundary layer separation on the stator suction side,

B the stator wake entering the rotor passage,

C a horseshoe vortex at the rotor leading edge,

D the hub passage vortex,

E the tip vortex associated with multiple small scale structures,

F the mixing between the rotor wake and aforementioned passage and tip leakage
structures.

To get a better idea of the form of the secondary flows, the Q-criterion can be com-
puted based on a time-averaged velocity profile to remove the e↵ect of the unsteady
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Figure 4.15: Q criterion of a time-averaged solution across the stator blade (a) and flow
visualization of the secondary flows across the blade from experiments [15] (b).

wakes and turbulent fluctuations. Figure 4.15(a) depicts such isosurfaces across the sta-
tor suction side and is compared to flow visualizations obtained experimentally [15] and
shown in Fig. 4.15(b). It can be observed that there exists a good agreement between
the simulation and the experiments. Both at the hub and the casing, the development of
the passage vortices is evidenced. These are the principal flow structures, with the one
from the casing migrating strongly towards mid-span, while the one from the hub stays
close to the endwall due to the radial gradients issued by the radial equilibrium and the
profile of hub and casing. The isosurface of the Q-criterion obtained from the numerical
simulation also allows to observe a small hub corner vortex close to the trailing edge.

Focusing on the rotor blades only, structures highlighted in Fig. 4.14 are once more
evidenced more clearly in Fig. 4.16(a). Here, a time-averaged relative velocity field is
employed to move to the rotor frame of reference. Focusing on the tip clearance and
suction side of the rotor blade, Fig. 4.16(a) shows multiple tip leakage structures:

E1 the induced tip clearance vortex,

E2 the tip leakage vortex,

E3 the tip separation vortex and

E4 the scraping vortex

It is also noted that the tip separation vortex merges with the tip leakage vortex further
downstream as they have the same sense of rotation. The scraping vortex is weak and
gets dissipated rather quickly.

While no experimental flow visualization across the rotor path is available, these
vortices are typical structures observed in similar configurations as described in [13],
Fig. 4.16(b), and in [16], Fig. 4.16(c). To highlight further the development of these
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Figure 4.16: Q criterion of a time-averaged solution across the rotor blades (a) and tip
clearance flow topology of a cascade from the LES of You et al. [13] (b) and from the experiments
of McCarter et al. [16] (c).

flows the helicity, computed from a time-averaged relative velocity field, is plotted across
the rotor domain at 50% of the chord, Fig. 4.17(a), and at the rotor exit, Fig. 4.17(b).
Helicity provides information on the direction of rotation of the observed secondary and
tip vortices, with negative helicity indicating a counter-clockwise rotation (seen from
the front) and positive helicity indicating a clockwise rotation. At 50% of the chord,
four principal structures are observed: the hub passage vortex, the tip leakage vortex,
the induced vortex and the scraping vortex. The induced and scraping vortices have
opposite directions of rotation to the other two ones, in agreement with the observations
from the experiments of McCarter et al. [16] in Fig 4.16 or RANS predictions of high-
pressure turbine stages from Wlassow [5]. The induced vortex is at the side of the tip
leakage vortex and is moving around it while the hub passage vortex, that has migrated
from the pressure side of the neighboring blade, is still close to the endwall and the rotor
suction side. At the rotor exit, Fig. 4.17(b), the induced vortex has moved under the tip
leakage vortex, while the scraping vortex is no longer present. The hub passage vortex
has increased in size and migrated towards the mid-span of the passage. Note that the
flow organization described above is present in all simulations.

In the following section, mean flow profiles are compared and gauged against the
experimental data prior to a more detailed analysis on the unsteady features of the
simulations using MESH1. An evaluation of the influence of the mesh resolution is then
addressed, for which the predictions using MESH2 are specifically looked at.
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Figure 4.17: Helicity of a time-averaged relative velocity flow field.
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Figure 4.18: Time-averaged axial velocity at a probe in the rotor wake as a function of the
averaging time.

4.7 Low resolution results

Mean Flow Field Predictions

Before analyzing the mean flow field, the adequacy of the averaging time is established
on the basis of Case 1. To do this, the signal of the axial velocity from a simple temporal
probe located in the rotor wake is used. This position is chosen to ensure that the probe
is subjected to both unsteady blade wakes, responsible for a large part of the unsteadiness
observed across a turbine stage. The signal is then averaged using di↵erent time lengths,
up to 1.5 full rotations of the rotor, and the average axial velocity at the probe location
is plotted. The result is shown in Fig. 4.18. It is evident that after approximately 0.8
rotations the averaged axial velocity reaches a converged value, hence the chosen runtime
for obtaining time-averaged solutions of 1 rotation is su�cient.

The first step in evaluating the di↵erences between each model is obtained by looking

70



4.7 Low resolution results 71

0 0.2 0.4 0.6 0.8 1
x/C

0

0.5

1

M
is

Case 1 - Smago
Case 2 - WALE
Case 3 - Sigma
Exp

0 0.2 0.4 0.6 0.8 1
x/C

0

0.5

1

M
is

Case 1 - Smago
Case 2 - WALE
Case 3 - Sigma
Exp

0 0.2 0.4 0.6 0.8 1
x/C

0

0.5

1

M
is

Case 1 - Smago
Case 2 - WALE
Case 3 - Sigma
Exp

(a) (b) 

(c) 0.7 0.75 0.8 0.85 0.9 0.95
x/C

0.8

1

1.2

1.4

M
is

Case 1 - Smago
Case 2 - WALE
Case 3 - Sigma
Exp

Figure 4.19: Isentropic mach number across the stator at 10% (a), 50% (b) and 90% span.
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Figure 4.20: Static pressure across the rotor blade at mid-span.

at the pressure profiles across the blades. To do so, Fig. 4.19 shows the time averaged
isentropic Mach number across the stator vane for the three SGS models (Cases 1, 2 &
3) and for three di↵erent spans of the blade: 10, 50 and 90%. All three models predict
similar behaviors across both the pressure and suction sides. Small di↵erences exist near
the trailing edge at 10% span, where a hub corner vortex exists, Fig. 4.15, and for which
each model predicts a slightly di↵erent location of the separation point. This phenomenon
leads to a plateau of the pressure profiles at the suction side near the trailing edge. At
the other spans, the minor di↵erences are related to the shock structures on the suction
side. Reasons for such changes are di↵erences in the boundary layer thicknesses as well
as potential interactions of the outer boundary layer flow unsteady content with the law-
of-the-wall model [59]. Typically, Case 1 produces much stronger shock structures in
the stator that are not present for Cases 2 & 3. Such findings emphasize the need for
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72 Chapter 4 : Large-Eddy Simulation of a transonic, high-pressure turbine stage

accurate treatment of the modeling in the main stream along with an adequate coupling
with the law-of-the-wall to guarantee the desired turbulent flow properties of Table 4.3.
Similar findings are observed for the rotor, Fig. 4.20, if looking at pressure profiles across
the blade at mid-span.
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Figure 4.21: Radial profiles for Cases 1, 2, 3 at the rotor exit (a) near field (b) far field.

Azimuthally and time-averaged radial profiles of several flow variables at the rotor exit
obtained by LES and measured experimentally are shown in Fig. 4.21. Two exit stations
are displayed: (a) the near field position located less than one rotor chord after the stage
and (b) the far field station which is located approximately three rotor chords from the
stage. All LES predictions show good qualitative agreement with the experiments at

72



4.7 Low resolution results 73

(a) (b) (c) 

TLV 

PV 

PV 

Figure 4.22: Vorticity of the mean velocity field at the rotor exit for Case 1 (a), Case 2 (b)
and Case 3 (c).
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Figure 4.23: Total pressure of the mean velocity field at the rotor exit for Case 1 (a), Case
2 (b) and Case 3 (c).

both locations, with Case 2 producing slightly improved predictions for the flow exiting
the rotor. Most di↵erences with the experiments are concentrated in the hub and casing
regions where further grid resolution would most likely improve the predictions. To better
discriminate the impact of SGS on the LES predictions, magnitudes of the mean vorticity
and mean total pressure in the near field rotor exit plane are provided respectively in
Figs. 4.22 and 4.23. The three main structures evidenced from Figs. 4.14 and 4.16 are
also reported here for clarity. Although the expected mean flow structures are reproduced
by the three models, di↵erences in energy content are clearly evidenced and are related to
the di↵erent model properties which impact the overall loss prediction mechanisms. As
anticipated, the tip leakage vortical structure is of crucial importance just like the casing
flow and passage vortex strength for the lower radial part of the stream.
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Figure 4.24: Instantaneous views of ||r⇢||
⇢ at mid-span (a)-(c) and FFT’s of the pressure signal

for the identified probe (d)-(f) for Case 1 (a) & (d), Case 2 (b) & (e) and Case 3 (c) & (f).

Unsteady flow features

Looking at an instantaneous density gradient ( ||r⇢||
⇢

) at mid-span and across the flow
field for the 3 cases, Fig. 4.24 (a)-(c), allows to evaluate the unsteady content of each
simulation. Aside from the acoustic waves that propagate and impact neighboring blades,
di↵erent flow patterns appear to be a↵ected by the SGS models. Shock locations and
strengths are not the same, although Cases 2 & 3 converge to a similar flow picture, thus
explaining the observed di↵erences in Figs. 4.19 and 4.20. Stator wakes are also a↵ected,
as evidenced by the FFT’s of pressure signals extracted from a probe and illustrated
for the three LES in Fig. 4.24(d)-(f). From this diagnostic, multiple peaks appear with
amplitudes di↵ering depending on the SGS modeling used (recall that for this operating
condition the rotor BPF equals 9.5 kHz). For all cases, the peaks related to the passing
rotors are particularly clear. Higher harmonics, although clearly present, can however be
altered by the modeling. Another expected peak is related to the Vortex Shedding (VS)
from the trailing edge of the stator. For Cases 1 & 3 it approaches 42 kHz. Case 2
shows a much weaker peak over a wider range of frequencies with a particularly strong
peak at the 5th harmonic of the rotor BPF. Such changes in spectra furthermore indicate
that the energetic flow content issued by the three di↵erent SGS models can be very
di↵erent.

In an attempt to distinguish the fully turbulent features from the deterministic ro-
tor/stator interactions a triple decomposition is detailed in the following paragraphs. In
turbine flows there is inherent unsteadiness due to the passing blades occurring at the
BPF and its harmonics; the stator blades are subjected to the potential e↵ects of the
rotors behind them (and the rotor wakes from previous stages if a multi-stage turbine is
analyzed) and the rotors encounter the stator wakes. This can be considered a determin-
istic phenomenon that is repeated in time, a fact exploited for example by the phase-lag
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method. On top of these deterministic oscillations there are additional turbulent fluc-
tuations generated by the flow, that are stochastic by nature, as well as other unsteady
phenomena occurring at other frequencies. These will be superposed on the determin-
istic ones. This concept is illustrated more clearly in Fig. 4.25, which illustrates a pure
deterministic oscillation that is repeated in time (here a simple sinusoidal function, solid
line) and the result of the superposition of random fluctuations on that signal (dotted
line). From this it is evident that calculating the root-mean-square of that signal after
simple time averaging, without any additional treatment, will provide fluctuations that
include both these components. In the turbine flow context, it is desirable to separate
deterministic from stochastic oscillations as the modeling may impact each component
di↵erently and reveal more about the di↵erences observed in the spectra. To this end, a
triple decomposition is employed.

Triple decomposition analysis

For any flow where a deterministic or fixed frequency interaction is present and known,
the following decomposition can be used to characterize the flow response at any point
in time and space of the simulation [174],

ui(x, t) = Ui(x) + u0
i
det(x, t) + u0

i
stoc(x, t). (4.2)

In Eq. (4.2), the overbar stands for the temporal average, u0
i
det(x, t) is the deterministic

fluctuation of the field due to the passing blades in our case and u0
i
stoc(x, t) is the stochastic

or remaining part of the turbulent signal. Postulating that u0
i
stoc(x, t) is not correlated

to the deterministic oscillations u0
i
det(x, t), phase averaging of [ui(x, t) � Ui(x)] results in

an evaluation of u0
i
det(x, t) [174] and access to the three components of Eq. (4.2).
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Figure 4.25: Deterministic oscillation (solid line) and deterministic oscillation with random
fluctuations (dotted line).

Depending on the deterministic frequency selected for the decomposition, di↵erent
contributions will be evidenced. Typically, if the rotor BPF is chosen (9.5 kHz), u0

i
det(x, t)
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will produce fluctuations induced by the flow modulation at that frequency: i.e. the
potential flow oscillation imposed to the stator flow because of the relative and temporally
evolving rotor blade position in the stator vane exit section. Likewise, if the stator
BPF is chosen (4.75 kHz), the potential flow modulation imposed by the stator to the
rotor vane will be evidenced by u0

i
det(x, t). To illustrate the SGS model e↵ects on the

distributions, energetic contents are constructed for the di↵erent fluctuating components:

i.e.
q

1

3

u0
i
detu0

i
det and

q
1

3

u0
i
stocu0

i
stoc. Estimates are then azimuthally averaged and

normalized by the radially dependent mean velocity norm (temporally and azimuthally
averaged velocity norm) to produce dimensionless radial profiles of the deterministic
and stochastic turbulent intensity distributions within the stage and respectively noted:

Tu
det

=
q

1

3

u0
i
detu0

i
det/||Ui|| and Tu

stoc

=
q

1

3

u0
i
stocu0

i
stoc/||Ui|| where ||Ui|| stands for the

time average velocity vector norm. Note that in the remaining, all contributions are
obtained out of a total of 400 LES snapshots equally spaced and covering 50 periods of
each selected frequency (either the rotor or the stator BPF), the deterministic components
being represented by 8 equally spaced phases of the targeted period.
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Figure 4.26: Radial profiles of the unsteady activity obtained at the rotor / stator interface
for all three LES and based on a triple decomposition using (a) the rotor BPF (9.5 kHz) and
(b) the stator BPF (4.75 kHz).

Typical results are provided in Figs. 4.26 & 4.27 for the rotor and stator BPF based
decompositions. Only two sections in the stage are here presented: the rotor/stator
interface, computed in the fixed stator domain and shown in Fig. 4.26, and the near field
exit plane of the rotor, computed in the rotating rotor domain and shown in Fig. 4.27. At
the interface, Fig. 4.26, deterministic turbulent intensities are rather insensitive to SGS
modeling whatever the reference frequency used which confirms that such interactions are
essentially geometrical (as expected). However, they are not insignificant and, with an
azimuthal average having been introduced, this spatial dependency is seen over the entire
height of the section. Stochastic contributions are on the other hand clearly influenced
by SGS modeling. Although Case 1 produces levels of stochastic flow activities of the
same order as the deterministic one, Cases 2 & 3 produce uncorrelated intensities as
much as twice as high as the deterministic contribution. Looking further into the details
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Figure 4.27: Radial profiles of the unsteady activity obtained at the exit of the rotor (near
field plane of Fig. 4.21) for all three LES and based on a triple decomposition using (a) the
rotor BPF (9.5 kHz) and (b) the stator BPF (4.75 kHz).

of these stochastic contributions issued by Cases 2 & 3, changes do locally occur around
mid-span, issued by di↵erent stator wake profiles, further stressing the importance of SGS
modeling.

At the near field exit plane, Fig. 4.27, conclusions slightly di↵er. First, deterministic
activity is clearly impacted by the selected reference frequency. Levels obtained for the
signal issued by the rotor BPF, Fig. 4.27(a), are indeed smaller than the one obtained
for stator BPF, Fig. 4.27(b), as it corresponds to the second harmonic of the stator BPF,
the principal frequency seen by the rotor, and is thus weaker. Furthermore and although
azimuthal averages are applied, SGS modeling is seen to impact the deterministic compo-
nents of the flow activity. For the rotor BPF based decomposition, Fig. 4.27(a), di↵erences
mainly appear in the region of the tip leakage flow whose extend and intensity is changing
with SGS modeling. For the stator BPF based decomposition, the same observations are
valid with a clear and bulk increase of the associated levels complemented by a response
of the near hub and near casing flow in all cases. In their stochastic counterparts, local
di↵erences appear and are linked to SGS modeling but the overall levels seem unchanged
between the di↵erent cases. The main impact observed here and linked to SGS modeling
appears for the stator BPF based decomposition, Fig. 4.27(b), for which the three LES
depict di↵erent extents of the stochastic activity issued by the near casing, tip leakage
flow. Note finally that based on these two decompositions, the similar behaviors of the
two contributions either obtained from the stator or rotor-BPF based decompositions, no
conclusion on the flow organization in the rotor is captured by Fig. 4.26. This underlines
that the observed flow di↵erences between models in Figs. 4.24(a)-(c), in the rotor are
independent of the deterministic rotor/stator interactions or turbulent stochastic con-
tent. Di↵erences in shock patterns in the stator for example are therefore to be related
to intrinsic modeling issues involving SGS modeling. In that respect, Cases 2 & 3 really
di↵er from Case 1.

The strong impact of the SGS modeling observed in the presented results, with di↵er-
ent results for each model, is exacerbated by the relatively limited MESH1. As a result,

77



78 Chapter 4 : Large-Eddy Simulation of a transonic, high-pressure turbine stage

0 0,2 0,4 0,6 0,8 1
x/C

0

0,5

1

M
is

Case 4 - Smago
Case 5 - WALE
Case 6 - Sigma
Exp

0 0,2 0,4 0,6 0,8 1
x/C

0

0,5

1

M
is

Case 4 - Smago
Case 5 - WALE
Case 6 - Sigma
Exp

0 0,2 0,4 0,6 0,8 1
x/C

0

0,5

1

M
is

Case 4 - Smago
Case 5 - WALE
Case 6 - Sigma
Exp

0 0,2 0,4 0,6 0,8 1
x/C

1e+05

1,5e+05

2e+05

2,5e+05

3e+05

Pr
es

su
re

 (P
a)

Case 4 - Smago
Case 5 - WALE
Case 6 - Sigma
Exp

(a) (b) 

(d) (c) 

Figure 4.28: Isentropic mach number across stator blade at 10% span (a), 50% span (b), 90%
span (c) and normalised pressure across the rotor blade at 50% span (d) for the cases employing
MESH2.

further investigations are still needed using the refined MESH2. Improving the overall
grid resolution will allow to evaluate whether the results obtain from the di↵erent models
are similar to their low-resolution counterparts or whether there is a convergence to a
common flow field.

4.8 High resolution results

For this part, the second set of predictions from Table 4.4 are investigated. Cases 1-3 of
the previous part are used for comparisons wherever deemed necessary. The objective is
to investigate the impact of higher mesh resolution on the mean flow variables as well as
on the general flow field and vortical structures. Since turbine flows are wall-dominated
flows, the impact of the near-wall resolution is expected to be of particular importance.
Indeed, reducing the cell size allows to resolve more turbulent fluctuations and ideally a
more accurate unsteady representation of the flow field is expected. Note that the wall
law continues to be applied since y+ values obtained with this refined mesh place the first
nodes in the beginning of the bu↵er region of a typical turbulent boundary layer.
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Figure 4.29: Rotor exit profiles in near (a) and far (b) field for the cases employing MESH2.

Figure 4.28 shows the isentropic Mach number and normalized pressure across the stator
and rotor blades respectively for the three high resolution cases. The di↵erences between
them are only minor and are located mainly at the trailing edge of the stator at 10%
span, where the hub corner vortex is present. It can be concluded that the mean pressure
field is not significantly improved by the higher mesh resolution. The agreement with the
experimental measurements remains fair like for the coarse cases. Figure 4.29 compares
the azimuthally averaged radial profiles at the rotor exit. Both in the near and in the far
field, there is a general improvement over Cases 1 & 2, Fig. 4.21, particularly in the tip
clearance region where the number of cells has been increased from 6 to approximately
20 layers. The number of cells, however, is still insu�cient and additional refinement
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seems necessary for further improvement of the predictions, which is in agreement with
the findings of You et al. [140]. Experimental trends are nonetheless better captured
in the far field as well (where previously the cell size was much bigger). Overall, the
mean thermodynamic variables agreement with the coarser mesh predictions, Figs. 4.19
- 4.21, is rather good although, when looking more into details, significant di↵erences are
observed.

Case 1 Case 4 

Case 2 Case 5 

Case 3 Case 6 

Figure 4.30: Vorticity magnitude comparisons at the rotor exit all cases grouped according
to the SGS model employed.

First, the vorticity magnitude at the rotor exit (near field), calculated from a time-
averaged velocity field, is plotted for all cases, Fig. 4.30. Each of the first three cases
is plotted next to its corresponding high resolution case (same SGS model). Such com-
parisons serve to highlight the changes in the flow topology as well as in the position
and strength of the secondary flows. The first observation is that the main secondary
flows are recovered in all refined cases. Their positions also appear similar. Changes in
their strength are, however, present with the high resolution cases (Cases 4-6) showing
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Figure 4.31: Azimuthally averaged loss coe�cient as a function of the normalized radius for
the six cases.

weaker vortices. The passage and induced vortices in particular appear much less pro-
nounced. This is likely due to the higher e↵ective Reynolds number flow that increases
mixing and turbulent fluctuations, extracting energy from the coherent structures. At
the same time, the endwall boundary layers become more pronounced with MESH2, a
result of the increased near wall resolution. A relatively good coherence on the vortex
positions between all the high resolution cases is also evidenced, a notable di↵erence from
the coarse Cases 1-3 which showed di↵erences both in the strength and placement of
the tip-leakage vortices when compared with each other.

Findings obtained from the vorticity based analysis impact also the predicted aerody-
namic losses. Figure 4.31 depicts the azimuthally averaged aerodynamic loss coe�cient
⇣(r) = (Ptin �Ptout)/(Ptout �Psout) as a function of the radius for the 6 cases. It can be
readily observed that with the higher mesh resolution losses are increased between 30 and
70% height, an indication of higher profile and mixing losses. Closer to the hub and the
casing (20% and 80% of H respectively), where the secondary flow losses are prevalent,
the high resolution cases show reduced values of the loss coe�cient, in agreement with
the weaker tip leakage flows and passage vortex of Fig. 4.30. Their respective contribu-
tion still remains pronounced with two distinctive peaks present near the hub and casing.
The increase in profile losses is most likely the main contributing factor in the operating
point di↵erences identified between the cases and shown in Fig. 4.13. With respect to the
coherence between the refined simulations, Cases 5 & 6 are in excellent agreement with
each other, while Case 4 shows di↵erences. The principal common point between these
Cases 5 & 6 is that their respective SGS model respects the property P1, the turbulent
viscosity damping as the wall is approached. This property is essential in this type of
flows and, in conjunction with the high resolution mesh that permits better resolution
of the boundary layers, results to the computations converging to the same flow picture.
Case 4 on the other hand, dominated by excessive near-wall turbulent viscosity, does
not produce the same predictions and convergence to either Case 1 or Cases 5 & 6 is
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Figure 4.32: Instantaneous views of ||r⇢||
⇢ at mid-span for Cases 4 (a), 5 (b) and 6 (c).

not encountered.

Unsteady features

Looking at the density gradient for Cases 4-6, Fig. 4.32, to be compared to the coarse
cases in Fig. 4.24, allows a quick overview of the unsteady activity across the turbine.
With the refined mesh a much richer flow is revealed throughout with finer structures and
increased acoustics. Figures 4.32(b,c) in particular reveal the strongest activity. A first
notable di↵erence is the evolution of the boundary layer for Cases 5 & 6 (position A),
where a much finer boundary layer appears compared to the coarse cases and Case 4.
Clearly, the satisfaction of property P1 by the WALE and � changes the boundary layer
prediction. The reduction of the thickness with the increased near-wall resolution is also
in agreement with the findings of Gourdain [148, 149] in a compressor stage, where refined
meshes in conjunction with a non-intrusive LES model (the WALE model was employed
solely in that work) resulted in thinner boundary layers. Di↵erences are observed also in
the stator wake and shock structures (Position B). The coherent vortex shedding depicted
in Fig. 4.24 has been replaced by turbulent vortex shedding with vortices quickly braking
up downstream. The trailing edge shock structure is also altered, with a very pronounced
shock visible for Cases 5 & 6 that interacts with the passing rotor blades in a similar
fashion as in the high-pressure turbine stage of [175]. Recall that at Position C, Case
1 was showing a double shock structure. In its corresponding refined prediction, Case
4, this is replaced by a much weaker single shock. Finally, Position D at the rotor
exit is another area where major shock changes appear. Case 4 depicts a blade with a
pronounced � shock at approximately 70% of the chord, that is seen to be sensitive to the
passing stator wakes (it is of di↵erent strength for each rotor blade indicating that the
strength of this shock is a function of the rotor phase with respect to the stator wake). It
is followed by another shock near the trailing edge. The trailing edge shock, on the other
hand, is the only major shock structure for Cases 5 & 6. As with the aerodynamic
losses, there is an excellent agreement between Cases 5 & 6 for the unsteady flow field
as well, highlighting that indeed they predict a similar flow field.

Comparisons of the turbulent content of the flow can be useful to establish the changes
in the turbulence cascade and turbulent production. To this end, a Power Spectral
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Density (PSD) is evaluated for the axial velocity component signals recorded from probes
located in the stators wake (same position as the probes shown in Fig. 4.24). Results are
plotted in Fig. 4.33 using logarithmic scales in an e↵ort to distinguish a turbulent cascade.
The first finding is that the coarse Cases 1-3 have pronounced peaks at the vortex
shedding frequency and its harmonics, highlighting the more coherent and less turbulent
nature of the vortex shedding from the stator trailing edge. Between peaks, di↵erences
are observed with the WALE and � models permitting a narrow turbulent cascade to
appear and an increased cut-o↵ frequency compared to Smagorinsky. For the refined
Cases 4-6 results are very di↵erent. The cut-o↵ frequency of the refined mesh is almost
double the one of the coarse cases (approximately 800 kHz) and a pronounced turbulent
cascade is visible. No particular peak appears, highlighting the strongly turbulent nature
of the vortex shedding of this position. Another finding is the good agreement between
these high-resolution Cases 4-6 for which the e↵ect of the SGS model is less pronounced.
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Figure 4.33: Power Spectral Density of the axial velocity signal recorded at a probe in the
stator wake.

Near-wall characteristics

An area where significant improvement is expected with the refined mesh is the wall
shear stress across the stator guide vane. In the present wall-modeled approach, the
wall shear stress is calculated by a classic log-law that assumes a turbulent profile and
uses flow information from the first node o↵ the wall. In the stator of high-pressure
turbines this procedure can create errors for two reasons: First, in regions where the
boundary layer is not expected to be turbulent increased shear stress is predicted by the
turbulent log-law, particularly at the suction side where the flow accelerates due to the
blade curvature [176]. Second, if the turbulent viscosity is not zero close to the wall, as
one expects, flow gradients and boundary layer profiles will be altered thus modifying
the computed shear stress. On top of these two e↵ects, the use of instantaneous flow
variables, shown to be highly sensitive to the mesh resolution in LES, to calculate the
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Figure 4.34: Shear stress across the stator blades for the two mesh resolutions. With the
smagorinsky model (a),(b) - WALE model (c),(d) and � model (e),(f).

wall shear stress from the analytical log-law can induce further errors [172].
Figure 4.34 depicts the shear stress at an instant across the stator for all 6 cases, with

the blade opened to show both sides at the same time for clarity. The left side depicts
Cases 1-3 that use MESH1, while the right side shows Cases 4-6 which employ MESH2.
For Cases 1 & 4, that use the Smagorinsky model, the di↵erences between MESH1 and
MESH2 are minimal. It is evident that the turbulent viscosity produced in the boundary
layer is a determining factor in the near-wall flow and the overall shear stress estimation.
For the WALE and � models, switching from MESH1 to MESH2 completely changes the
shear stress profiles on the suction side of the blade. With the refined mesh, the overall
levels of shear stress from the Leading Edge (LE) up to 50% of the chord are drastically
reduced. In this area the flow accelerates strongly. The log-law turbulent formulation
translates this accelerating region into increased wall shear stress based on a turbulent
boundary layer formulation [176]. On the other hand, placing the first point deeper in
the boundary layer, as is the case for the refined mesh, improves the boundary layer
predictions and the velocity of the first node o↵ the wall is reduced, thus reducing the
shear stress value. Such an e↵ect is not visible if the turbulent viscosity levels in this
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Figure 4.35: Positions across the suction side of the stator blade where the boundary layer
profiles are plotted.

region are high. Another interesting point is that for Cases 5 & 6, Figs. 4.34(d,f),
laminar-to-turbulent transition appears at around 70% of the chord, a characteristic not
at all present for Case 4, despite the same mesh. This shows that, even with a turbulent
log-law formulation and an unforced simulation, resolving more of the boundary layer
with an appropriate SGS model allows more fluctuations to develop which can trigger
transition. It also justifies the comment of Tucker [14] with respect to the importance
of SGS modeling in transitional flows. Naturally, the point of the transition is highly
sensitive to incoming free-stream turbulence [23, 9], which is not applied for this simula-
tion, rendering the evaluation of the transition point irrelevant or at least questionable in
this case. Commonality between all the di↵erent cases appears with respect to secondary
flows, their traces being visible on the shear stress close to the hub and casing in a similar
fashion as in Fig. 4.15(a). Finally, as with the previously presented results, Cases 5 &
6 show remarkable agreement, the profiles being almost identical.

To investigate further the di↵erences observed in the shear stress levels between the
refined Cases 4-6, boundary layer profiles of the time-averaged tangential (parallel to
the wall surface) velocity and turbulent kinetic energy are plotted at 4 di↵erent positions
across the suction side of the stator blade at mid-span. These positions are highlighted
in Fig. 4.35 and were chosen to correspond to the main findings from Fig. 4.34. The first
2 are placed in areas of relatively limited activity where the adverse pressure gradient
starts developing. The third is where transition appears to be triggered in Figs. 4.34(d,f)
and the fourth near the trailing edge, where in Figs. 4.34(d,f) a shock interacts with the
boundary layer and a drop in the shear stress is observed.

Results are plotted in Figs. 4.36 and 4.37. The mean velocity profiles across the
boundary layer in Fig. 4.36 are plotted as a function of y/�, where � is the boundary
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Figure 4.36: Wall tangential velocity across the boundary layer at 4 di↵erent suction side
positions. The red line corresponds to zero velocity.

layer thickness defined as the wall-normal distance where the velocity is smaller than
99% of the free-stream velocity. The corresponding boundary layer thicknesses for each
case and each measuring position are provided in Table. 4.5. For positions 1 and 2, the
boundary layer appears laminar for all cases. However, Case 4 exhibits a very limited
slope, increased thickness and very high near-wall velocity compared to cases Cases 5
& 6. It is important to remember that the log-law allows for a slip velocity at the wall
nodes. This velocity for Case 4 is clearly over-predicted and leads to high shear stress
by the log-law. In position 3, transition has been triggered and Cases 5 & 6 show some
characteristics of a turbulent boundary layer as di↵erent zones start to form near the wall,
the linear viscous sublayer next to the wall followed by a bu↵er region and the logarithmic
layer. Case 4 on the other hand appears to have a negative slip velocity at the wall, a
fact that agrees well with the drastically reduced shear stress in Fig. 4.34(b). In position
4, Case 4 indicates that a separation bubble has been formed, with the region of negative
velocities having been increased in thickness compared to position 3. For Cases 5 & 6,
a negative slip velocity is evident at the wall. It appears to be linked to the shock present
at this position, Figs. 4.34(d,f), as the shear stress decreases sharply. The increase of the
shear stress right after position 4 indicates flow reattachment and highlights that there
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Figure 4.37: Turbulent kinetic energy across the boundary layer at 4 di↵erent suction side
positions.

is shock/boundary layer interaction present.

These findings are confirmed by the turbulent kinetic energy across the boundary
layer, Fig. 4.36. Case 4 exhibits a very small level of fluctuations across the entire suction
side. Cases 5 & 6, however, reveal strong near fluctuations developing at position
3, increasing by two orders of magnitude compared to position 2. This large increase
indicates the development of a turbulent boundary layer. The high levels of fluctuations
then continue up to the trailing edge. It is, however, important to note that increasing the
near-wall resolution further and switching to no-slip solid boundaries would be essential
if the entire production of the near-wall turbulent kinetic energy is to be captured (with
the peak considered to be between y+ ⇡ 5 � 10 [47]).

Further post-processing can be performed, for example phase averages, triple decom-
position or spectra at other relevant positions in the flow. However, such post-processing
in the refined cases requires significant computational and memory resources to run for
su�cient time and extract snapshots at an increased sampling frequency. Such resources
were not available at the time this thesis was written and such a work will take place in
the near future.
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�
1

(m) �
2

(m) �
3

(m) �
4

(m)
Case 4 3.7 · 10�4 4.9 · 10�4 8.6 · 10�4 9.8 · 10�4

Case 5 6.8 · 10�5 1.3 · 10�4 1.7 · 10�4 2.7 · 10�4

Case 6 6.8 · 10�5 1.3 · 10�4 1.7 · 10�4 2.7 · 10�4

Table 4.5: Boundary layer thickness � for Cases 4 - 6 at the di↵erent measuring positions,
indicated by the subscript.

4.9 Conclusions

Several LES of the high-pressure experimental rotor /stator turbine stage MT1 have been
performed using di↵erent SGS models with a wall-modeled approach. Despite modeling
changes, overall mean flow results show qualitative and quantitative agreements with
the experiments performed at the Oxford Turbine Research facility for all cases, even
those with relatively poor resolution. Indeed, all the important flow characteristics and
secondary flow features are revealed. However, an important sensitivity of the LES pre-
dictions to di↵erent modeling parameters is revealed here, particularly notable in the
unsteady behavior of the flow. It is shown that SGS models, with their di↵erent turbu-
lent flow characteristics, lead to di↵erent unsteady flow field responses characterized by
di↵erent shock structures and more importantly di↵erent unsteady contents. Using SGS
models adapted to wall-bounded flows results in flows with higher unsteadiness, hence, in
flow fields likely to be more realistic. As expected, the basic Smagorinsky model proves to
be too dissipative for these types of flows, even when a high resolution mesh is employed.
In depth analysis of the di↵erent LES predictions based on a triple decomposition of
the velocity field at di↵erent stations proved SGS modeling to be of critical importance
especially at the exit of the stage where not only are the deterministic parts a↵ected but
so are the stochastic components. Such diagnostics also evidence the complexity of the
rotor flow which is clearly a↵ected by the stator exit unsteady flow content.

Increasing the mesh resolution shows minor changes on the mean flow predictions.
However, decreasing the general cell size of the mesh and improving near wall resolution,
combined with a model adapted for near-wall regions, not only increases the level of re-
solved turbulence but also changes the boundary layer thickness and near-wall dynamics.
These changes alter the aerodynamic losses, shock structures and secondary flows as well
as modify the operating point of the numerical simulations. The agreement between the
high resolution simulations that use SGS models adapted for wall-bounded flows (WALE
and �) is also particularly noticeable. The unphysical behavior of the Smagorinsky model
close to walls prevents, however, the corresponding case to converge to the corresponding
flow field. These findings agree well with the LES literature, where damping functions
(such as the Van Driest function [169]) or modified versions of the Smagorinsky model
(such as the shear-improved Smagorinsky model [170]) are frequently used to correct this
issue. The necessity of resolving more of the boundary layer is also highlighted as the
simulations with y+ = 100 show large di↵erences between each other. As these simula-
tions constitute the first LES of a HPT stage, the established conclusions can serve as
necessary guidance for future simulations.
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Chapter 5

Indirect combustion noise generation
in a high-pressure turbine
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This chapter details the first application of the MISCOG method to combustion cham-
ber/turbine interactions: the indirect combustion noise generated across a high-pressure
turbine from temperature non-uniformities. As with most previous investigations of this
process, a decoupled simulation of a turbine stage from the combustion chamber is per-
formed. The consequence of this choice is that the temperature non-uniformities do not
come from the unsteady combustion process. Instead, they are modeled by sinusoidal
fluctuations introduced by boundary conditions in the turbine stage alone. The acoustic
response of the turbine is then analyzed with a specific interest on the indirect noise
generation mechanisms. A part of this work was performed during the author’s partici-
pation to the Summer Program of the Center for Turbulence Research (CTR) at Stanford
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University. Results have been published in the proceedings of the summer program [177],
the ASME Turbo Expo 2015 conference [178] and will also appear in the Journal of
Turbomachinery.

5.1 Motivation

According to the International Civil Aviation Organization (ICAO), the world passenger
tra�c has increased on average by 5.8% per year throughout this decade and the European
Union predicts that without any substantial technological improvements, the number of
people in Europe that will be a↵ected by high levels of aircraft noise will double by the
year 2026 [179]. Consequently, ACARE’s Vision 2050 calls for increased research in the
field to reduce the perceived noise by 65% until 2050, with respect to a new aircraft
built in 2000. Engines are the main noise source in commercial and military aircraft. For
helicopters, the main noise source is still and will remain for some time the rotor blades of
the vehicle, hence reducing the significance of the gas turbine noise. Nonetheless, recent
studies (for example in the frame of the TEENI project) clearly indicate traces of engine
noise emitted from such aircraft.

The first studies on gas turbine noise, carried out by Lighthill [180], showed the
importance of jet noise on the overall noise emitted by an aircraft. Lighthill showed that
jet-noise scaled with the eighth power of the jet-exhaust speed, meaning that doubling
the jet speed would lead to an increase of the acoustic intensity level by nearly 50 dB.
The development of the turbofan engine alleviated significantly this issue thanks to the
fact that the majority of the propulsion comes from a cold by-pass flow stream, with large
mass flow and low speed, resulting in a drastically reduced jet noise. Jet noise has been
reduced to the point that the noise emitted from the other components, notably from the
fan, the compressors/turbines and the combustion chamber, is becoming more important.
Figure 5.1 compares the noise contributions of the di↵erent gas turbine components and
the noise directivity from an early turbojet engine and a modern turbofan engine. It is
evident that in the latest designs fan noise is the prevalent source. However, as further
reductions on fan noise are achieved, the relative importance of combustion noise, also
called core noise, whose contribution stayed unchanged over the years, is increasing. This
suggests that further research on combustion noise is essential if a continuous reduction of
the overall engine noise levels is envisioned for the next years. This has led to a renewed
interest in the topic with several dedicated EU projects forming the last five years, such
as TEENI1 and RECORD2.

Combustion noise is principally a low-frequency noise generated in the combustion
chamber of gas turbines and arising from two main mechanisms, as mentioned in Chapter
1. First, direct noise emanates from the acoustic waves created at the unsteady flame
front and propagated through the rest of the engine. It is a source of noise that has
received considerable attention in the past [181, 182, 183, 184]. Second, the unsteady
combustion will give rise to low-frequency temperature fluctuations, or entropy waves,

1Turboshaft Engine Exhaust Noise Identification
2REsearch on Core Noise Reduction
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Figure 5.1: Noise emissions and directivity of gas turbine components - Typical 1960’s
turbojet engine (left) and a recent 1990’s turbofan design (right) [17].

that are convected with the flow velocity to the combustor nozzle and turbine. There,
the waves are subject to significant acceleration and distortion in the blade passages,
generating acoustic waves in the process. This noise generation mechanism is called
indirect and its importance is twofold: (a) it increases the noise signature of the engine and
(b) the acoustic waves propagating upstream can impact the thermoacoustic stability of
the combustion chamber [1, 35]. Leyko et al. [18] computed analytically the ratio between
indirect and direct combustion noise for di↵erent operating conditions, modeling the flame
in the combustor and the nozzle at the combustor exit as jump conditions. The results,
Fig. 5.2, indicate that for the typical operating conditions of aeronautical gas turbines
(red point), indirect combustion noise will likely be the dominant source of combustion
noise. Yet its actual relevance remains controversial.

5.2 Indirect combustion noise state-of-the-art

Due to the complexity of a full 3D HPT, past theoretical and numerical studies have used
simplified turbine-like geometries. The first in-depth analyses on turbine-like geometries
focused on the propagation of entropy waves through quasi-1D nozzles. In this context,
Marble and Candel [37] developed an analytical method to evaluate the transmission co-
e�cients of acoustic and entropy waves propagating through a compact quasi-1D nozzle,
its length being significantly smaller than the wavelength of the incoming waves. More
recently, Duran and Moreau [34] proposed an analytical method to calculate the trans-
mission coe�cients of general quasi-1D nozzles, removing the compact nozzle assumption.
These analytical methods, accompanied by numerical predictions from LES, have been
evaluated on the experimental Entropy Wave Generator [40], with [18] and [42] reporting
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Figure 5.2: Estimation of the ratio ⌘ between indirect and direct noise by an analytic ap-
proach. The ratio ⌘ is plotted here as a function of the Mach number M

1

representing the
Mach number in the combustion chamber and at the nozzle inlet, and of the Mach number M

2

representing the outlet nozzle Mach number - Typical combustor operating point indicated with
a red point [18].

good agreement on both subsonic and supersonic operating conditions. The same prob-
lem was also treated theoretically by Howe [36], who used the compact hypothesis with
an acoustic analogy and highlighted the impact of the entropy wave form on the gener-
ated noise. A potential coupling of indirect combustion with vortex noise from separated
flow regions at the nozzle walls was revealed to be an influencing factor on the measured
noise.

The theory of Marble and Candel for nozzles was extended to 2D compact blade rows
by Cumpsty and Marble [38], taking into account the reorientation of the flow. This is
achieved by imposing an additional constraint, the Kutta condition at the blade trailing
edge. The method was originally conceived for a single blade row and tested against
numerical simulations by several authors, both for compact and non-compact frequencies
[185, 186]. It was extended to multi-stage turbines by Duran et al [187] and was compared
against numerical simulations of a 2D high-pressure turbine stage as well as experimental
results of [39] for a 3-stage turbine (NASA test case 1629).

The present work is the first numerical evaluation of the indirect combustion noise
generated in a realistic, fully 3D, transonic high-pressure turbine. As it was observed in
the previous chapters, the flow across a realistic turbine is much more complex than in
2D simulations, where no endwall e↵ects are present and turbulence evolves di↵erently.
The operating point of these 2D studies was also subsonic [34, 185], instead of the typical
transonic conditions encountered in real configurations. As a result, the mixing of the
entropy waves as they go through the turbine and the indirect noise generation is expected
to be altered. This simulation can, thus, serve as an additional validation of previous
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simulations as well as to calibrate lower order models, such as the one developed in [18].
To do so, a train of sinusoidal entropy waves of constant frequency and amplitude is
injected in the MT1 high-pressure turbine, detailed in Chapter 4, to model the entropy
waves generated in a combustor (details on the entropy wave injections are provided in
section 5.4.3). While combustion noise is broadband in nature, a monochromatic pulse
allows to easily distinguish it from other turbine noise sources. Note that for this study,
the Dynamic Mode Decomposition (DMD) is employed and deemed necessary for an
adequate analysis of the predicted flow field [188].

Analyzing high-fidelity numerical simulations of flows characterized by complex, dy-
namic and non-linear systems can be particularly cumbersome. Such systems might be
exceedingly hard to analyze directly by simple visualization or statistical techniques (ei-
ther due to excessive memory demands or convergence issues). Advanced methods have
emerged during the last decades to provide a detailed analysis of many flow fields. Dy-
namic Mode Decomposition is one of the most recent methods to appear [188] and it
attempts to identify coherent single-frequency structures from a series of flow snapshots.
The DMD has been selected here compared with other frequency-domain methods, for its
robustness and the resolution capabilities with only few periods per frequency of interest
included in the signal. Additionally, the method minimizes spectral leakage. It also pro-
vides both global information, in the form of spectra as well as the spatial structure of
the computed modes.

In the following section, the method is validated on a simple 2D test case, illustrat-
ing the information that DMD provides and investigating its potential advantages and
limitations. At the same time, the test case allows to validate the entropy wave injection
through the boundary conditions. A description of the derivation of DMD is provided in
Appendix C. The forced turbine simulations are presented in section 5.4 while section 5.5
discusses the results from the numerical simulations and quantifies the generated indirect
combustion noise.

5.3 DMD test case: 2D entropy spot propagation in
a periodic channel

To illustrate the DMD capabilities, a simple test case is employed: the propagation of
an entropy wave across a 2D, periodic in the transverse coordinate, channel. To remove
any di↵usion e↵ects, the Euler equations are resolved. The inflow consists of a uniform
axial velocity U = 10 m/s at ambient conditions, i.e T = 300 K and P = 1.01298 bar
respectively. At the inlet a sinusoidal entropy wave of frequency f = 4 kHz and ampli-
tude Tp = 20 K is also introduced through the characteristic boundary conditions2. A
schematic of the test case with the boundary conditions employed is presented in Fig.
5.3. For demonstration and validation purposes, DMD is also compared with the Fast
Fourier Transform (FFT) of the signal recorded at a probe placed at the center of the
channel.

2A description on the introduction of waves through the characteristic boundary conditions is pre-
sented in the next section
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L = 0.01 m 
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Probe for FFT 

Periodic B.C 

Figure 5.3: Schematic of the 2D test case and boundary conditions employed.

Figure 5.4: Instantaneous temperature flow field of the 2D test case.

The simulation run for four periods of the wave frequency and the sampling frequency
for the flow field snapshots is 10 kHz. The sampling frequency at the temporal probe is
the same as for the DMD and is chosen to be superior to the Nyquist frequency. Figure 5.4
depicts the temperature of the flow field obtained from an instantaneous solution. The
form of the injected sinusoidal entropy wave with amplitude 20 K is evident. The entropy
pulsation is convected by the flow and its wavelength can be easily computed: � = U

f
=

0.0025 m.

The maximum and minimum temperature in the domain, as a function of time, are
presented in Fig. 5.5(a). The recovered values correspond perfectly to T ± Tp, high-
lighting that the entropy waves are injected correctly and no additional perturbations
on the temperature are generated. An important requirement is that the forcing does
not generate acoustic waves. If acoustic waves are generated by the boundary conditions
they can pollute the indirect noise measurements. To verify that, the maximum and
minimum pressure of the domain are also investigated, Fig. 5.5(b), and indicate that the
di↵erence between the two is less than 0.2Pa, confirming that the entropy forcing is,
indeed, ”quiet”.

Figure 5.6 depicts the temperature spectrum from the DMD analysis of the flow
field snapshots along with the FFT of the temperature signal recorded at the temporal
probe. It is evident that DMD captures correctly the introduced wave both in terms of
frequency (4 kHz) and amplitude (20 K) with no other significant mode appearing. Note
that comparatively and for this set of sampling frequency and signal duration the FFT
is incapable to capture correctly neither the amplitude nor the frequency. Improving
the frequency prediction would require increasing the FFT length to a size that divides
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Figure 5.5: Maximum and minimum temperature (a) and pressure (b) across the domain as
a function of time. Entropy forcing of amplitude 20 K is active.

the frequency of interest closer to an integer or use of the zeropadding technique in
the signal. Improving the amplitude can only be obtained by simulating longer periods
of the phenomenon. These di�culties typical of FFT analysis confirm that DMD can
provide reliable information with a considerably reduced number of snapshots and without
additional treatments.

To confirm further that DMD captures accurately the introduced waves, the spatial
form of the 4 kHz mode, in terms of temperature modulus and phase across the domain,
is presented in Fig. 5.7. The depicted temperature modulus (top) is, indeed, showing
the right entropy wave amplitude with minimal variation across the domain, despite the
fact that only 4 periods T of the phenomenon were e↵ectively computed. The phase
of the temperature, Fig. 5.7(bottom), provides information on the propagative direction
of the waves. As it changes linearly across the axial direction and there is no variation
across the transverse coordinate, purely axial propagating entropy waves are observed,
as anticipated for this simple test case.

From these results, it is evident that DMD can provide a wide range of information,
both global and local, at an a↵ordable cost and high precision. To investigate further
the limits of DMD, a parametric analysis of the temperature spectra is performed in the
following: a) for a varying sampling frequency and a total runtime of 4 periods and b) for
a varying runtime and a constant sampling frequency of 10 kHz.

E↵ect of sampling frequency

The first step is to evaluate the impact of the sampling frequency. A method capable of
finding the oscillatory motions with low sampling frequencies is particularly advantageous:
the memory requirements for storing the necessary information indeed would reduce
drastically and the CPU cost decreases if the code does not need to pass through the
routines that create solution files. These aspects are particularly important in large LES
where storage requirements of a single solution file can be of the order of Gigabytes.

In this simple test case there are no other oscillatory phenomena present apart from the
entropy forcing so the e↵ect of the sampling frequency can be straightforwardly evaluated.
The sampling frequency can be reduced up to the Nyquist frequency, that is twice the
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Figure 5.6: DMD temperature spectrum of the 2D test case and FFT of the temperature
signal captured at a probe in the center of the channel.

frequency of the phenomenon of interest. Higher sampling frequencies are also tested.
The temperature spectra for sampling frequencies ranging from 8�40 kHz are presented
in Fig. 5.8. The total runtime remains 4 periods of the entropy wave frequency. It is
evident that even with the minimum possible sampling frequency of 8 kHz the pulsating
mode is recovered, albeit with an overpredicted amplitude. For sampling frequencies of
10 kHz and higher the amplitude prediction improves considerably and the results reach
the desired 20 K amplitude.

E↵ect of runtime

Another important parameter, apart from the sampling time, is the runtime during which
the flow snapshots are recorded. It is desirable for any frequency domain method to be
reliable after few periods of the oscillating phenomenon of interest have been simulated
by the CFD solver. This limits the computational cost and facilitates the post-processing
since again less memory is required to save and process the data. As was observed in
Fig. 5.6, FFT has di�culties in recovering oscillatory phenomena with as few as 4 periods.
Figure 5.9 depicts the DMD temperature spectra for di↵erent runtimes (hence di↵erent
total number of snapshots) and constant sampling frequency of 4 kHz. It is evident
that DMD recovers the mode with only 2 periods and with approximately the correct
amplitude. A slight improvement on the amplitude prediction is the only outcome of the
runtime increases. These findings highlight the potential of the method on more realistic
flow configurations.

These findings suggest that DMD is a very reliable and robust method. However, as
the proposed test case is very simple and lacks any stochastic fluctuations, a convergence
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Figure 5.7: DMD 4 kHz mode - Temperature modulus (top) and phase (bottom).

study with respect to di↵erent runtimes is undertaken and detailed later for the turbine
stage configuration. This will provide further insight on the method’s capacities in very
complex geometries and high Reynolds number flows.

5.4 Turbine stage simulation set-up

The objective of this chapter is to investigate the generation of indirect combustion noise
across a fully 3D turbine stage. To this end, the transonic MT1 turbine stage [2] is
chosen for this study as it provides a validated and realistic geometry of a high-pressure
turbine. As in chapter 4 the scaled geometry is employed with 1 stator blade and 2
rotors (12 degree periodicity) to reduce the computational domain. Two simulations
were performed: a) one with a steady inflow that serves as a reference case and b) one
where an entropy wave train is introduced at the inlet to evaluate the indirect combustion
noise generation process.

In the following, the principal flow characteristics are first identified for both the
steady inflow and the forced cases. The analysis of the steady inflow reference simulation
using DMD is performed and the most important natural modes are identified. The DMD
global spectra of the forced case are then investigated against those of the steady inflow
case to evaluate the impact of the incoming entropy waves on the noise generation of the
turbine. Afterwards, the response of the flow field at the pulsation frequency for the forced
case is examined in further detail on the basis of DMD and transmission coe�cients are
obtained for the generated acoustic waves. To finish, the results are compared to those
obtained with the 2D theoretical model of [38] and 2D pseudo-LES of a similar turbine
configuration [189].
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Figure 5.8: DMD temperature spectrum of the 2D test case for di↵erent sampling frequencies.
Duration of the signal 4T.

5.4.1 Mesh

The mesh employed is, as for the previous MT1 simulations, a fully 3D hybrid mesh with
10 prism layers around the blades and tetrahedral elements in the passage and endwalls.
Three views of the mesh are provided in Fig. 5.10. It is composed of 8.1 million cells
in total for the stator domain and 10.5 million cells for the rotor domain. It is more
refined than the coarse mesh used in Chapter 4 to improve the acoustic predictions and
is designed to place the first nodes around the blade walls deeper in the logarithmic
region. Note also that a low aspect ratio for the prisms, set to �x+ ⇡ 5�y+ ⇡ 5�z+,
is maintained to permit a good resolution of streamwise/spanwise flow structures. In
the rotor tip region, there are approximately 15 cell layers, as shown in Fig. 5.10(c), in
an e↵ort to keep the time step reasonable. In wall units, the maximum values of y+

measured around the blade is approximately 50.

5.4.2 Numerical schemes

As in the previous chapters, the AVBP solver with the MISCOG method is used to
perform LES of the MT1 turbine stage. The numerical integration in this chapter is
handled by the two-step, finite-element TTGC [119] scheme that is 3rd order accurate
in time and space and explicit in time. It is chosen over the cheaper LW scheme for
its performance in handling acoustics, an important parameter in this problem. This
scheme is used in conjunction with the Hermite-type 3rd order interpolation for the
data exchange at the overlap zone, ensuring low dissipation and low dispersion of the
rotor/stator interactions, while preserving the global order of accuracy of the numerical

100



5.4 Turbine stage simulation set-up 101

1000 2000 3000 4000 5000
Frequency (Hz)

0

5

10

15

20

Te
m

pe
ra

tu
re

 A
m

pl
itu

de
 (K

)
2T
4T
6T

Figure 5.9: DMD temperature spectrum of the 2D test case for di↵erent runtimes. Sampling
frequency 10 kHz.

Boundary Euler Navier-Stokes
Subsonic Inflow 4 5
Subsonic outflow 1 4

Table 5.1: Number of conditions required for a well-posed 3D simulation [25].

scheme. The computational cost for simulating the time corresponding to one 360-degree
revolution of the turbine stage is 30K CPU hours.

5.4.3 Boundary Conditions

Performing numerical simulations requires from the user to specify certain boundary
conditions at the domain limits. Table 5.1 presents the number of necessary conditions
to ensure a well-posed problem near the boundaries [25]. In the LES context particular
attention on the boundary conditions is required as the compressible LES formalism
allows the resolution of acoustic waves generated by the flow, which will propagate and
reach the boundaries of the domain. Imposing the necessary boundary conditions in a
hard way will lead to the waves being reflected back into the domain thus modifying and
polluting the flow field. As a result, treating these waves is necessary to ensure minimal
reflection while respecting the user imposed flow parameters.

In AVBP, the boundary conditions follow the NSCBC formulation [118]. In this
method, the flow is decomposed into characteristic waves crossing the boundaries using
the Linear One-Dimensionsal Inviscid (LODI) relations. Figure 5.11 depicts the charac-
teristic waves crossing an inlet and an outlet. Two acoustic waves (upstream propagating
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(b) 

(c) (a) 

Figure 5.10: mesh view of the stator at mid-span (a) of the rotor at mid-span (b) and at the
rotor tip (c)

w� and downstream propagating w+) are identified and are complemented by an entropy
wave ws and two waves related to transverse variations of the velocity. At the inlet, four
of these waves are entering the domain so 4 physical conditions need to be specified. At
the outlet one condition is su�cient as only the wave w� is entering the domain at this
position.

Outlet

At the outlet of the domain, Fig. 5.11 demonstrates that there is only one acoustic wave
(w�) coming in the domain that needs to be treated. With the NSCBC method, for the
acoustic wave entering the domain from the outlet, w�, one writes:

@w�

@t
� L� = 0. (5.1)

where L� is the amplitude variation of the characteristic wave w� that would enter the
computational domain. For a perfectly non-reflecting boundary condition L� = 0. In
practice however this is not possible. In most commonly used outlet conditions, the
user wants to impose a static pressure. To recover this desired property while being
acoustically nearly non-reflection, a partially non-reflecting formulation is usually used:

L� = Kp
p � pref
�pref

. (5.2)

102



5.4 Turbine stage simulation set-up 103

INLET OUTLET 

w

+

w

�

w

s

w

t1

w

t2

w

+

w

�

w

s

w

t1

w

t2

Figure 5.11: Characteristic waves crossing an inlet and outlet

In Eq. (5.2) Kp is the relaxation coe�cient and pref the reference pressure imposed by
the user. With this formulation, small values of the relaxation coe�cient result in a less
reflecting outlet, while large values ensure that the pressure is close to the user-defined
target but wave reflection is stronger [190]. For real flow problems where locally 1D flow
does not apply, a modification of the NSCBC, described by Granet et al. [191] can also be
used, to ensure that vortices created by the blade wakes are leaving the domain without
generating noise.

Inlet

At the inlet, the boundary is treated in a similar way. The user-specified physical condi-
tions in the investigated case include the total pressure and the total temperature. The
incoming acoustic wave (since now it is an inlet) will be a function of these 2 variables.
The formula for the incoming acoustic wave reads:

@w+

@t
� L+ = 0. (5.3)

with the amplitude of the incoming acoustic wave written as [192] (transverse fluctu-
ations are ignored):

L+ = � ec
K

+

Ktt(Tt � Ttref ) � T

⇢K
+

Kpt(Pt � Ptref ). (5.4)

where ec is the kinetic energy, Pt and Tt are the total pressure and temperature, Kpt is

the relaxation coe�cient on the total pressure, while K
+

= (c+u
n

)Tt
2

+ e
c

T
2c

, un being the
velocity normal to the boundary and c the speed of sound.
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Rotational Speed (rpm) 9500
Inlet total pressure (Pa) 4.56e5
Inlet total temperature (K) 444
Mass flow (kg/sec) 17.4
Outlet static pressure (Pa) 1.4 · 105
Wave amplitude (K) 20
Wave frequency (Hz) 2000

Table 5.2: Operating conditions of the MT1 turbine.

Note that no turbulent fluctuations are added at the inlet, as only pure indirect
combustion noise generated in the turbine is investigated. For the forced simulations, si-
nusoidal entropy spots are introduced through the corresponding characteristic equation:

@ws

@t
� Ls = 0. (5.5)

where ws is the entropy wave. In an unforced simulation, Ls = ⇢(c+u
n

)

2C
p

T
L+ + ⇢

T
Ktt(Tt �

Ttref ), with Ktt being the relaxation coe�cient of the total temperature. For the forced
simulations, one should instead write:

Ls =
⇢(c+ un)

2CpT
L+ +

⇢

T
Ktt(Tt � Ttref � Ttsf ) +

@ws
f

@t
. (5.6)

where ws
f = Asin(!t) is the entropy temporal signal of amplitude A and frequency !

injected in the domain and Ttsf is the fluctuation of the total temperature due to this
wave.

For the forced LES, the frequency of the imposed waves is fixed at 2 kHz and the
amplitude is 4.8% of the inlet total temperature. This value has been shown to gen-
erate acoustic waves of linear dynamics [185]. The reduced frequency of the forcing is
⌦ = fLn/c0 = 0.1, with Ln being the rotor chord length, f the forcing frequency and
c
0

the speed of sound at the turbine inlet. While combustion noise is usually associ-
ated to lower frequencies, 2 kHz was found to be approximately the limit of validity of
the compact theory in 2D configurations [189] and renders the simulations more a↵ord-
able. Additionally, due to the complexity of this high Reynolds transonic 3D turbine,
a monochromatic pulsation is preferred over a more realistic broadband pulsation in an
e↵ort to distinguish pure indirect noise from other sources of noise more easily. Note that
no acoustic waves are introduced into the computational domain by this approach, as
was shown in section 5.3. The operating and boundary conditions employed in this work
are summarized in Table 5.2.
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Figure 5.12: Time-averaged mid-span profiles of the isentropic Mach number across the stator
blade (a) and of the static pressure across the rotor blades (b).

5.5 Numerical Results

5.5.1 Overall flow topology

The overall flow topology is analyzed for the two cases. First and in an attempt to validate
the mean flow predictions with this mesh (of an intermediate resolution compared to
MESH1 and MESH2 of Chapter 4), the isentropic Mach number and the static pressure
across the stator and rotor blades are respectively shown on Fig. 5.12(a) and 5.12(b) at
mid span for the steady inflow case. The agreement with the experimental measurements
is fair and the plots correspond well with the results obtained in the previous chapters
for this configuration.

Looking at the full 3D field, as before, a particularly complex flow field is revealed.
Figure 5.13 depicts density gradient contours (in logarithmic scales) of the flow across a
cylindrical cut at mid-span of the turbine for the steady inflow and pulsed cases, Figs.
5.13(a) and 5.13(b) respectively, complemented by a view in an x-normal plane near
the rotor trailing edge for the steady inflow case, Fig 5.13(c). Some of the phenomena
highlighted in Fig. 5.13 are the shock/boundary layer interaction on the suction side of
both the stator and the rotor (positions A and B), vortex shedding from the trailing edge
of the blades and the accompanying acoustic waves emitted (position C), as well as strong
secondary flows developing at the endwalls (positions D and E), as observed in Chapter 4.
For the pulsed case, Fig. 5.13(b), in addition to the previously highlighted phenomena,
the planar entropy waves approaching the stator are also evidenced (position F). As these
waves go through the stator passages they get distorted and partially mixed by the blade
wakes before being cut by the passing rotors. The mixing and the developing turbulence
clearly make the entropy waves less visible in the rotor domain.

Strong 3D secondary flows are highlighted by Q-criterion isosurfaces for an instan-
taneous solution of the unpulsed case, Fig. 5.14. It can be observed that on the stator
suction side streaky structures are developing as the trailing edge is approached, which
result in a flow boundary layer laminar-to-turbulent transition at the trailing edge and a
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Figure 5.13: Contours |r⇢|
⇢ of an instantaneous solution at mid-span for the steady inflow (a)

and pulsed cases (b). Contours of the same variable and at an x-normal plane near the rotor
exit for the steady inflow case (c).
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Figure 5.14: Q-criterion of an instantaneous solution across the turbine stage.

fully turbulent vortex shedding. These streaky structures di↵er from the low-resolution
simulations of Chapter 4, Fig. 4.15, highlighting the e↵ect of the mesh refinement on the
near-wall predictions. Significant activity is also present at the rotor tip, where the tip
leakage vortex dominates other unsteady activities.

5.5.2 Dynamic Mode Decomposition of the LES flow field

A frequency domain analysis is performed by applying DMD to a set of instantaneous
flow fields to identify the most important noise-generating modes and their origins. It can
also be e↵ectively used to investigate both qualitatively and quantitatively the generated
combustion noise.

To obtain converged and accurate statistics for the flow, especially in the highly
turbulent rotor-blade wake, both the steady inflow and the pulsed simulations ran for a
total of 10 periods of the pulsation frequency. As will be shown later in this section, the
presence of turbulence necessitates this increase in runtime, in contrast to the findings
in the simple 2D test case. To avoid aliasing, the sampling frequency needs to be high
enough to include all the important high-frequency phenomena. In this case the vortex
shedding from the stator trailing edge is the most significant and resolving it, as well as
its first harmonic, is necessary. The necessary sampling frequency was determined to be
120 kHz using a simple FFT of a temporal signal recorded at a probe in the stator wake.
Lower sampling frequencies were attempted (60 kHz and 30 kHz) but aliasing errors were
present. Since DMD is memory consuming, the decomposition is performed at cylindrical
blade-to-blade planes at mid-span with the signal including the six principal primitive
variables: pressure, temperature, the three velocity components and density. For the
pulsed case, a set of x-normal planes at the inlet and outlet of the turbine stage is also
employed to measure the incoming/outgoing acoustic and entropy waves as well as the
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Figure 5.15: DMD temperature spectrums of the stator (left) and rotor domain (right) at
mid-span - Steady inflow case.

associated transmission and reflection coe�cients.

DMD of the steady inflow case

Before analyzing combustion noise generated in the forced case, DMD is performed for the
steady inflow case to evaluate the principal sources of activity in the MT1 turbine. Figures
5.15 and 5.16 show the DMD temperature and pressure spectra of the flow in the stator
(left) and rotor (right) domains (azimuthal cuts) for the unforced LES. Note that for this
specific configuration, the BPF is 9.5 kHz and 4.75 kHz respectively in each domain. The
depicted frequency range is 0-60 kHz, which corresponds to the sixth harmonic of the
BPF for the stator and the twelfth for the rotor. It is evident both in the temperature
and pressure spectra that the rotor/stator interactions are dominant, with the highest
peaks located at the BPF of each domain and its harmonics. The second frequency band
characterized by increased amplitudes is observed around the sixth harmonic of the BPF
for the stator domain. These modes are related to the vortex shedding and the acoustic
waves generated from the stator trailing edge. The corresponding mode (12 BPF) in the
rotor domain is much weaker. The spatial structure of the BPF mode for each domain
(9.5 kHz and 4.75 kHz), along with the common 57 kHz mode (6 BPF for the stator
and 12 BPF for the rotor domain) can be visualized to identify the areas of highest
amplitudes.

Figure 5.17 shows the temperature and pressure modulus and phase of the BPF
mode at mid-span for each domain. In the stator domain, the highest amplitude both
for pressure and temperature occurs near the suction side and close to the trailing edge
(position 2 in Figs. 5.17(a) and 5.17(c)). This area of the blade is the closest to the passing
rotors and thus experiences the largest fluctuations. The fluctuations originating in this
area do not stay confined but also propagate upstream, principally through the stator
suction side (position 1). In the rotor domain, the BPF corresponds to the rotor blades
encountering the passing wakes from the stators. From the temperature and pressure
phases, Figs. 5.17(b) and 5.17(d), it can be seen that at the rotor inlet (position 3) the
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Figure 5.16: DMD pressure spectrums of the stator (left) and rotor domain (right) at mid-
span - Steady inflow case.

wake comes at a very high angle, almost perpendicular to the axial direction as the phase
changes in the azimuthal direction and stays constant in the axial one. As we go through
the rotor passage the flow is turned by the blades and exits the passage with a much
shallower angle (position 4).

The temperature as well as pressure modulus and phase of the 57 kHz mode (6 BPF
and 12 BPF for the stator and rotor respectively) are depicted in Fig. 5.18. The principal
area of activity is the stator trailing edge, where strong acoustic waves are generated.
These waves are linked to the oscillating shear layers issued by vortex shedding from the
stator wake. The waves generated on the pressure side propagate towards the suction side
of the neighboring blade (position 1), while the ones formed from the suction side shear
layer tend to move upstream (position 2). It is worth noting though that this activity
appears to be largely confined between the stator blades. These observations obtained
from DMD seem to match well the phenomena observed in Fig. 5.13(a), position C. In
the rotor domain, as seen in the spectra of Figs. 5.15 and 5.16, the e↵ect of the waves is
largely attenuated with only the trailing edge showing noticeable amplitude.

DMD results of the forced case

Figures 5.19 and 5.20 show respectively the DMD temperature and pressure spectra of
the flow in the stator (left) and rotor (right) domains (azimuthal cuts) for the stationary
and forced LES. The depicted frequency ranges of Figs. 5.19 and 5.20 cover up to a
frequency equal to the BPF (as seen in each domain) plus the forced Entropy Wave
Frequency (EWF) 2 kHz. For the steady inflow case, Figs. 5.19 and 5.20 reveal that
there is no mode at the pulsation frequency. For the forced LES, pure entropy waves
are injected which create a distinctive peak in Fig. 5.19, seen both in the stator and
rotor domains. Furthermore and although no acoustic forcing is imposed by the entropy
waves, Fig. 5.20 reveals that a pressure mode with a distinctive peak appears at the
forcing frequency. This indicates that acoustic waves have been generated, confirming the
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Figure 5.17: DMD BPF mode at mid-span - Modulus and phase of the temperature (a and
b) and pressure (c and d) respectively.
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Figure 5.18: DMD 57 kHz mode at mid-span - Modulus and phase of the temperature (a
and b) and pressure (c and d) respectively.
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Figure 5.19: DMD temperature spectra of the stator (left) and rotor domain (right) at
mid-span - Steady inflow case (�) and pulsed case (⇥).
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Figure 5.20: DMD pressure spectra of the stator (left) and rotor domain (right) at mid-span
- Steady inflow case (�) and pulsed case (⇥).

indirect noise generation mechanism. The imposed EWF also leads to the appearance of
interaction modes between the BPF and this forcing with noticeable pressure peaks arising
at BPF ± EWF . This type of interaction between combustion noise and rotor/stator
tones, yielding scattered tones, has also been measured on full scale engine tests [193].

The mode of primary interest obtained by DMD corresponds to the one at the EWF.
Its spatial form can be visualized to identify the spatial activity at the origin of the EWF
pressure peak present in Figs. 5.19 and 5.20. The modulus and phase of temperature, as
well as pressure of the DMDmode are depicted in Fig. 5.21 at mid-span. The temperature
modulus at the inlet, Fig. 5.21(a), is almost uniform and equal to 20 K, corresponding
to the plane entropy waves injected in the domain. The phase at the same position,
Fig. 5.21(b), indicates that the waves in this area are simply convected by the flow and
remain planar. Further downstream in the blade passage, the modulus gets distorted
with a reducing maximum value as found in previous 2D propagation studies in a stator
[18] and in a turbine stage [189]. The phase also reveals an asymmetric distortion of
the planar waves. This distortion is caused by the strong flow acceleration and turning
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imposed by the blades. An azimuthal component of the velocity vector is created, with
the higher velocity near the suction side resulting in an asymmetric propagation velocity
across the azimuthal coordinate. In the rotor domain, due to the rotation the blades see
rather uniform entropy waves, with the phase at the rotor inlet being practically planar
and perpendicular to the axial direction. As these waves pass through the rotors, they
get deformed in a similar fashion as in the first blade row. Such strong distortions of the
injected entropy wave at both the stator and the rotor lead to scattering in additional
azimuthal modes [18]. This energy redistribution mechanism can explain the additional
peaks observed in the pressure and temperature spectra of Figs 5.19 and 5.20.

As anticipated in the discussion based on Figs. 3 and 4, convected temperature spots
produce pressure waves in both blade rows at the forcing frequency. The pressure modulus
and the phase of the DMD mode at EWF, pictured in Figs. 5.21(c) and 5.21(d), reveal
a complex pressure field. A significant peak of the modulus exists between the suction
side at 20% chord length and the trailing edge on the pressure side, as the domain is
periodic in the azimuthal direction (position 1). In this area the phase hardly changes,
Fig. 5.21(d), suggesting an excited cavity mode that stays confined between the blades,
making it irrelevant to combustion noise where only propagating waves are of interest.
The second area of high pressure modulus can be observed on the suction side close to
the trailing edge (position 2), with the sharpest peak corresponding to a shock. In the
rotor domain, both the pressure modulus and phase appear to simply follow the flow,
with a smooth change of phase throughout indicating simple wave propagation. To finish,
a large peak in the pressure and temperature modulus at the trailing edge of the blade
corresponds to another trailing edge shock (position 3). At the outlet, the acceleration
of the temperature spots through the rotor as well as the acoustic waves generated in the
stator and transmitted in the rotor are strong enough to yield a significant pressure trace
(non-zero modulus) that sticks above the broadband level. All these features identified
in the stator and rotor domains are at the root of the indirect combustion noise emitted
and will be quantified later in this work.

Convergence of the DMD

One of the advantages of DMD is the quick convergence of the method, particularly when
dealing with oscillatory motions [188, 194] as shown in the 2D test case. The case of 3D
turbine stage, however, is much more complex. While the phenomenon of interest consists
of oscillating acoustic and entropy waves of known frequency, it coexists with broadband
turbulence, shocks, blade wakes, boundary layers and secondary flows that might alter the
convergence of the DMD in terms of temporal resolution and overall length of the treated
simulations. To evaluate this potential source of uncertainties, DMD on the pulsed case
at mid-span is performed with a varying number of snapshots and the same constant
sampling frequency, i.e the length of the simulation is modified.

Figures 5.22 and 5.23 depict the DMD temperature and pressure spectra of the pulsed
case for five di↵erent simulation runtimes, each equal to a multiple of the period T = 1

EWF
,

which relates to the primary frequency of interest in this work. The sampling frequency
for the snapshots is constant and equal to 120 kHz, as in the previous section. The first
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Figure 5.21: DMD 2 kHz mode at mid-span - Modulus and phase of the temperature (a and
b) and pressure (c and d) respectively
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Figure 5.22: DMD temperature spectrums of the pulsed case with di↵erent number for
di↵erent runtimes - stator (left) and rotor domain (right) at mid-span.

0 1000 2000 3000 4000 5000 6000 7000
Frequency (Hz)

100

1000

Pr
es

su
re

 a
m

pl
itu

de
 (P

a) 1T
3T
6T
8T
10T

0 2000 4000 6000 8000 10000 12000
Frequency (Hz)

100

1000

Pr
es

su
re

 a
m

pl
itu

de
 (P

a) 1T
3T
6T
8T
10T

EWF 

EWF 

BPF BPF 

BPF-
EWF 

BPF-  
EWF 

BPF+  
EWF 

BPF+  
EWF 

Figure 5.23: DMD pressure spectrums of the pulsed case with di↵erent number di↵erent
runtimes - stator (left) and rotor domain (right) at mid-span.
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conclusion that can be drawn is that for the EWF amplitude there is good agreement
for all runs with a duration above 3T . For a run time of 1T , EWF in the stator is
found to be shifted to slightly above 2 kHz, while in the rotor domain no mode at 2kHz
is present. Regarding the BPF mode, a relatively good agreement is also observed,
particularly for runtimes above 6T . Most di↵erences appear for the interaction modes
BPF ± EWF , where a trend of reduced pressure amplitudes appears as the run-time
increases. Regarding the overall spectra, it can be observed that, as more snapshots are
added to the signal, the amplitudes of the modes with irrelevant frequencies drop. This
indicates that non-coherent broadband phenomena, such as turbulent fluctuations, are
present and should not be interpreted as coherent or significant modes. For the cases
with 1T and 3T of total runtime, for example, there are several notable peaks that either
disappear or are largely reduced when more snapshots are added. Note that for the EWF,
where combustion noise will occur, 6 periods T of run-time and above appear adequate
for the method to converge.

These results highlight that DMD is more robust when treating purely coherent peri-
odic phenomena. Its use in fully turbulent flows, with stochastic fluctuations and broad-
band noise present, makes the method prone to reveal more coherent modes than actually
present. These flows, therefore, require longer runtimes compared to basic test cases to
eliminate such discrepancies. To alleviate this shortcome, a modified version of DMD,
called Sparsity-Promoting DMD has been recently developed [195].

Sparsity-Promoting DMD

The spectra of Figs. 5.19 and 5.20 reveal that several other modes are also present around
the EWF. Combining this with the fact that the amplitudes of irrelevant modes can
require a large amount of snapshots for convergence, it is desirable to be able to evaluate
the most important contributions in terms of noise generation and eventually clean up the
spectra. To do so automatically a modified version of the DMD has been developed [195]
and called the Sparsity-Promoting DMD (SPDMD). This advanced version of DMD aims
at selecting the long-standing coherent modes that generate noise while removing the
fast decaying ones, typically present because of turbulence, by employing a user-defined
regularization parameter that controls the balance between accuracy and a dataset with
a reduced set of modes.

In the following, the SPDMD is performed on pressure using the same set of in-
stantaneous flow fields as in the previous sections, to identify the most important noise-
generating modes in the flow. The intention of this analysis is to verify that this optimized
method will recover the pulsation mode and confirm its significance. Figure 5.24 depicts
the original pressure DMD spectrum with all the modes present complemented by the
sparsity-promoting spectrum superimposed for the turbine inlet and outlet respectively.
Both diagnostics provided in Fig. 5.24 are measured at the x-normal inlet and outlet
planes for the pulsed case, as it is where the combustion noise will be measured. It can
be seen that at the stator inlet the algorithm keeps only the pulsation mode, as expected.
At the rotor exit, even though many more modes exist (caused by the local high turbu-
lence levels), the mode corresponding to the BPF and the pulsation frequency are chosen
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Figure 5.24: Sparsity-Promoting DMD at the stator inlet (left) and rotor outlet (right) -
Original DMD modes (�) and SPDMD selected modes (⇥).

as the most coherent ones. It can further be noted that the algorithm retains the EWF
mode despite its weak amplitude.

These findings confirm the importance of the indirect combustion noise with respect
to other flow phenomena, as well as the ability of DMD to extract it. It also shows that
SPDMD can be an appealing method for the analysis of real combustors. With realistic
entropy waves generated at flame fronts being broadband and not monochromatic, such a
method has the potential of quickly identifying the entropy modes that are most probable
to generate indirect noise and thus provide more guidance for the design. However, in
this monochromatic study the frequency of the indirect noise is known a priori, as it
corresponds to the user-defined EWF so the standard DMD method is su�cient.

5.5.3 Quantifying the indirect noise and comparisons with the
compact theory

The noise that is measured in this study is the result of a pulsated, realistic 3D turbine
with several flow features present (notably the secondary flows at the hub and casing of
the stator, the tip leakage flow at the rotor, the complete 3D shock structures and the
shock-boundary layer interactions). In terms of noise generation, it can be compared
with the 2D compact theory of Cumpsty and Marble [38]. Numerical results from 2D
pseudo-LES (using the MISCOG approach and a simple mesh deformation technique) of
a simplified turbine stage described in detail in [189] serve as an additional complement
to the theory and the full 3D simulations. It is worth noting that Duran et al. [34]
commented that for his configuration (a modified version of the MT1 turbine stage at
mid-span with a 30:30 blade count) 2 kHz is approximately the limit after which the
compact assumption is not valid.

To measure the transmission of the generated acoustic waves, DMD is performed
at the inlet and outlet x-normal planes. Assuming that at these locations the waves
are 1D plane waves, the downstream propagating acoustic wave can be calculated as
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w+ = p0

�p
+ u0

c
, the upstream propagating acoustic wave as w� = p0

�p
� u0

c
and the entropy

wave ws = p0

�p
� ⇢0

⇢
. The overline in these expressions indicates time averaged quantities,

the prime indicates fluctuations and the heat capacity ratio � is assumed to be constant
throughout, while u indicates the axial component of the velocity. The formulation of
these waves is dimensionless. The transmission coe�cients of interest are the entropy

wave attenuation Ts = ws

2
ws

1
, the acoustic wave reflection Ra = w�

1
ws

1
and the acoustic wave

transmission Tr = w+
2

ws

1
, with the subscript 1 indicating the turbine inlet. The subscript 2

refers to the turbine outlet and ws
1

is the forced entropy wave imposed at the inlet.
The procedure to construct the characteristic waves and measure the transmission

coe�cients at the inlet and outlet of the turbine stage can be decomposed into 5 steps:

1. Perform DMD of the principal flow variables at an x-normal plane both at the inlet
and outlet of the turbine.

2. Isolate the mode of interest (EWF in this case) and form the temporal fluctuations
of the variables.

3. For each point in the plane construct the 1D plane waves using the reconstructed
fluctuations and a time-averaged solution.

4. Perform surface averaging and calculate the transmission coe�cients.

Applying this procedure at the inlet of the turbine stage is straightforward, since there
is no free-stream turbulence imposed. However, as the flow goes through the turbine it
generates broadband fluctuations. While DMD allows an easy filtering of all irrelevant
frequencies, turbulence or hydrodynamic phenomena whose frequency coincides with the
pulsation frequency will be present in the signal and can therefore modify the evaluation
of the transmission coe�cients. As a result, at the rotor outlet an extra step is added
before step (4): a hydrodynamic filtering based on the Characteristics Based Filtering
(CBF) method [196] is applied to separate hydrodynamics from acoustics knowing their
di↵erent propagation velocities. To apply this filtering, the waves are measured in 3 outlet
x-normal planes in close proximity (instead of just 1). The Taylor hypothesis and the
known wave speed are then used to correlate the data between the 3 planes at di↵erent
physical times following the formula:

wa =
1

3

2X

i=0

f(x � i�x, t � i�x

up

) (5.7)

In Eq. (5.7), f is the wave of interest, wa is the filtered wave, �x is the distance
between the planes and up is the wave speed, i.e u+ c for w+ and u for ws.

Results, obtained with the procedure described above, are summarized in Fig. 5.25,
where they are also compared to the theory and 2D numerical predictions. For the com-
pact theory and 2D simulations, predictions across a broad frequency range are available.
The 3D predictions are close to the 2D ones, while the compact theory predicts stronger
upstream propagating generated noise and slightly lower transmitted noise. Regarding
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the entropy wave transmission, the results of the 3D simulation suggest that at the tur-
bine outlet the injected wave has been dissipated more than in the 2D simulations, while
the theoretical approach neglects the entropy wave attenuation process. Concerning the
acoustic waves generated at the forcing frequency, for the downstream propagating acous-
tic wave, the two numerical simulations are in reasonable agreement. For the upstream
propagating wave, the 3D simulation predicts a small decrease in strength compared to
the 2D prediction, probably because of the choked operating condition that prevents
acoustic waves generated downstream the sonic line to travel towards the turbine inlet.

5.6 Conclusions

In this chapter, the indirect combustion noise generation mechanism across a high-
pressure turbine has been investigated. It is achieved by performing LES of a 3D high-
pressure turbine stage subject to a constant-frequency entropy wave train pulsation. To
simplify the data processing, the flow field and the generated noise are analyzed through
the Dynamic Mode Decomposition of instantaneous snapshots at several positions across
the turbine and the results are compared with a steady inflow case. When no wave forcing
takes place, the strongest noise-generating mechanisms are revealed to be the rotor/stator
interactions occurring at the BPF and its harmonics, followed by weaker activity due to
the stator vortex shedding and trailing edge acoustic wave generation. When entropy
wave injection is activated, a distinctive high-amplitude mode at the pulsation frequency
is generated, as well as interaction modes with the blade passing frequency. The influence
of the entropy waves is also captured by the sparsity-promoting DMD, a modified DMD
algorithm that provides an accurate reconstruction of the flow field with few well-selected
modes. Despite the presence of broadband turbulence and non-linear interactions, the
blade passing frequency and pulsation modes are shown to be the most important ones.
For the forced frequency, a detailed analysis of the 3D LES predictions is performed and
the results are compared with the compact theory [38] as well as 2D simulations of a
similar turbine configuration. While the theory overpredicts the noise levels, the 3D LES
of the choked transonic HP turbine reveals that the entropy waves get highly distorted
and weaker as they are transmitted to the following stages if compared to 2D results or
the compact theory (unlikely to generate any additional indirect noise). The transmitted
acoustic waves to the consequent stages remain strong, and will equally contribute to the
indirect noise as in the 2D simulations. The reflected acoustic waves are slightly weaker
than in 2D predictions and much more attenuated than in the compact theory.

This chapter also serves as the first application of MISCOG on a combustion chamber-
turbine interaction problem. While the problem is treated in a decoupled fashion from
the combustor, the method proves to be capable of capturing the complex generation
mechanisms of indirect combustion noise in a fully 3D high-pressure turbine stage where
rotor/stator interactions are important. These results, thus, can provide some degree of
confidence that the method is capable of treating a fully coupled combustion chamber-
turbine problem.
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Figure 5.25: Transmission coe�cients - a) Ra b) Tr and c) Ts - Compact theory (solid line),
2D simulations (+ and •) and LES (•)
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In this chapter, the MISCOG method is used to perform combustor-turbine LES of a
helicopter engine, the focus being placed on the aerothermal interactions in such systems.
Before presenting the numerical simulations, the literature on previous multi-component
simulations of gas turbines and on the migration of combustor-generated non-uniformities
across turbines is reviewed. Although the main objective here is to illustrate the capacity
of MISCOG to treat the full combustor-turbine LES flow of real industrial configurations,
the turbine is first investigated alone. Comparatively to the simulations of Chapter 4,
increased fidelity is introduced by imposing realistic time-averaged temperature profiles
at the inlet of this standalone turbine LES, provided by an existing LES of the combustion
chamber. Comparisons of the aerodynamic flow field with standard steady-state RANS
simulations that employ the cheaper mixing plane method for the rotor/stator interface
(provided by Turbomeca) permits the comparison of the results of this first complex
turbine stage LES with the typical industrial simulation method.

The second part of this chapter is dedicated to a fully coupled, multi-species and
reactive LES of the entire combustion chamber-HPT system. With this approach, all
the heterogeneities at the combustor outlet can be propagated in real time through the
turbine, thus taking into account all combustor-turbine interactions in time and space.
This last simulation highlights the potential of the developed methods for future multi-
component simulations of gas turbines and is compared to the standalone turbine LES.
Although such predictions remain at this stage preliminary and clearly require further
e↵orts, both simulations are compared with a focus on the migration of temperature
non-uniformities across the entire turbine stage.

Note that a large part of the presented simulations was performed during a 3-month
secondment at Turbomeca, in the frame of the project COPA-GT. For confidentiality
reasons, figures that include temperature and pressure have been normalized by the total
temperature and total pressure at the turbine inlet issued by the thermodynamic cycle
of the engine.

6.1 Multicomponent simulations of gas turbines

The advantages of coupled multi-component simulations, complemented with the in-
creasing computational resources, have sparked considerable interest since the beginning
of 2000’s. A first full engine simulation was produced for the General Electric GE90
engine by Turner et al. [19] within the NASA Numerical Propulsion System Simulation
(NPSS) program. For this simulation, dedicated solvers for each component were used,
the unstructured National Combustion Code for the combustion chamber [197] and the
structured multi-block APNASA code for the turbomachinery stages. Both codes are
steady-state RANS solvers employing the k � ✏ turbulence model [198]. This work relied
on a turbomachinery-combustor coupling method developed earlier [199, 200] which en-
sured mass and total enthalpy conservation and resulting e↵orts were oriented towards
the capacity of such a tool to recover the main cycle parameters of the engine. Despite
the success of the simulation in capturing such engine data (Fig. 6.1 presents the error
on the prediction of the main thermodynamic parameters across the engine compared
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6.1 Multicomponent simulations of gas turbines 123

to experimentally measured values), the RANS approach and the modeling of significant
technological e↵ects, such as the tip clearances of the rotating machineries or coolant
injections, were found to impact the predictions significantly [201].

Figure 6.1: Full GE90 simulation comparison to engine cycle data. Percent di↵erence in total
pressure (P), total temperature (T) and flow rate (W) from experimentally measured values [19].

Figure 6.2: LES/RANS interface at the compressor exit with turbulent fluctuations superim-
posed at the time averaged RANS solution [20].

To increase the fidelity of such multicomponent tools, combustor simulations switched
to solvers based on the LES formalism, considered more accurate than RANS for this com-
ponent [202]. For the wall-bounded high-Reynolds turbomachinery parts, the (U)RANS
approach was retained. The most notable work using this type of coupling was the
full engine simulation performed at Stanford University in the framework of the ASCI
project [20, 21]. The principal challenge with this di↵erent approach is in the handling of
the interfaces between the di↵erent solvers and formalisms: a) at the RANS/LES inter-
face, located at the compressor exit, turbulent fluctuations need to be reconstructed and
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124 Chapter 6 : LES of an industrial combustion chamber-turbine system

injected in the LES domain and b) the LES/RANS interface placed at the turbine inlet
needs a specific treatment to ensure a smooth transition and conservativity. Di�culties
were also added due to the fact that the combustion chamber solver was incompressible
compared to the compressible turbomachinery solver.

LP/HP%compressor%
interface%

HP/LP%turbine%
interface%

Figure 6.3: View of the high-pressure flow field from the full engine simulation (top) and
radial pressure profiles at two di↵erent engine positions (bottom)[21].

For the reconstruction of turbulent fluctuations at the RANS/LES interface, Medic
et al. [20, 203, 204] proposed a recycling technique. In this approach the turbulent
fluctuations are calculated in parallel ”on the fly” by a periodic duct LES with similar
conditions as those prevailing at the combustor inlet. Obtained fluctuating fields were
then superposed to the time averaged RANS profile and used at the LES inlet, Fig. 6.2.
On the other side of the combustion chamber, to overcome the di�culties between the
incompressible-compressible solver coupling, Schlüter et al. [205, 206] proposed the use of
the body force method: the LES domain has an overlapping region with the RANS domain
and within this region the mean velocity of the LES solution is driven towards the RANS
solution with the addition of body forces. The final full engine simulation, combining
LES and RANS, depicted very realistic flow fields and the existing measurements for
the pressure radial profiles at two di↵erent engine locations (low-pressure/high-pressure
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Figure 6.4: Typical combustor outlet temperature profile [22].

compressor interface and the corresponding turbine interface) showed a generally good
agreement with the simulation, Fig. 6.3.

6.2 Hot-streak migration across turbines

As mentioned in Chapter 1, the combustion chamber generates temperature hetero-
geneities, turbulence and swirl that propagate and migrate across the turbine stage.
Figure 6.4 depicts a typical time-averaged temperature profile at a combustor exit high-
lighting the large temperature di↵erences across the sector. The thermal load of the
blade rows, already constrained by the high mean operating temperatures, is altered con-
siderably by these heterogeneities. This necessitates consequently a good prediction of
the migration of the non-uniformities if an optimal design of the blade and its cooling
systems is to be obtained. The importance of the combustor-turbine interactions can
be better highlighted if one considers that an under-prediction of the blade temperature
by just 15 degrees (when the inlet temperatures are well over 1500 K) can reduce the
expected life duration of the turbine by half. Note that di↵erent physical e↵ects and
features are important on the migration of temperature heterogeneities across turbine
stages, as detailed below.

6.2.1 Segregation e↵ect

An important consideration when trying to predict the migration of temperature non-
uniformities in the rotor blades of a turbine stage is the segregation e↵ect first described
in [207]. If the Mach number and flow angles are considered constant, fluid of higher
temperature will have an increased absolute velocity at the stator exit due to the increased
speed of sound, while cold gases will be slower. As a result, when the rotational velocity
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Figure 6.5: Schematic showing the segregation e↵ect.

is added at the stator/rotor interface, the relative velocity angle seen by the rotor blades
is di↵erent as illustrated in Fig. 6.5. While for both hot and cold gases the flow angle of
the absolute velocity is the same, the higher magnitude of the hot gas velocity creates a
relative velocity with a higher angle and magnitude. In real turbines with hot streaks,
this leads to a preferential migration of the hot gases towards the pressure side of the
rotors as confirmed experimentally by Butler et al. [208]. An interesting thing to note
is that this phenomenon is fully unsteady. As a result, predictions from steady-state
numerical simulations, which are prevalent at the design stage of a turbine, cannot take
such e↵ects into account.

6.2.2 Other parameters influencing the hot-streak migration

Figure 6.4 depicts a hot spot located in the center of the sector and contained between
40 and 60% of the span. This specific alignment of the non-uniformities can be however
altered by the relative placement of the fuel injectors and the dilution holes present in
the combustion chamber. As a consequence, a lot of research has been performed to
evaluate the e↵ect of the azimuthal and radial placement of hot-streaks on the resulting
temperature profiles across the blade passages. Additional flow characteristics at the
turbine inlet are also know to a↵ect the heat load on the blades. Among others, the free-
stream turbulence and length scales along with the residual swirl from the combustor are
of crucial importance.

• E↵ect of the fuel injector and vane clocking

The principal parameter in hot-streak migration is considered to be the azimuthal
placement, also called clocking, of the hot spots with respect to the blade leading edge.
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Figure 6.6: E↵ect of clocking on the NGV heat load [15].

Povey et al. [15] performed a numerical and experimental investigation of the e↵ect. A
significant increase in the heat transfer on the suction side of the stator (also called Nozzle
Guide Vane, NGV) was observed when the hot part was aligned with the blade leading
edge, while aligning the hot streak with the blade passage was reducing it, as shown in
Fig. 6.6. Although the latter alignment can be beneficial for the stators, it can prove
to be damaging for the rotor if the segregation e↵ect is taken into account. In realistic
geometries, the distance between blade rows is small and the flow at the outlet of the
stator is not uniform. The wake region has a velocity deficit compared to the free-stream.
Aligning the hot flow with the leading edge would direct the hotter, higher velocity gas
in the wake region, reduce the velocity deficit and help cancel the segregation e↵ect. As a
result, the heat load on the rotor pressure side can be reduced. This has been confirmed
by He et al. [26], in a thorough study of di↵erent hot-streak counts in the heat loads
across the MT1 turbine stage.

• Impact of the hot-streak radial position

Besides the azimuthal placement of the non-uniformities, there is also evidence of
the importance of the radial position of hot-streaks. In fact, small contained hot-streaks
around mid-span are shown to have little impact on the blade heat load close to the
endwalls. More specifically, Povey et al. [15] observed a decrease of the heat load as
the temperature is decreased locally near the endwalls. On the contrary, when hot-
streaks are enlarged they can interact with the secondary flows, the passage vortices
being able to transport hot, high-energy fluid from the free-stream towards the hub and
casing boundary layers, thus increasing the heat load at these locations [29]. Similar
conclusions were drawn by Roback and Dring [28], when the position of the hot streak is
moved radially towards either the hub or the casing. Finally, note that additional radial

127



128 Chapter 6 : LES of an industrial combustion chamber-turbine system

migration of the non-uniformities can exist because of the radial pressure gradients and
buoyancy e↵ects for example [30].

• Influence of the free-stream turbulence

Apart from the mean temperature nonuniformities, the flow at the exit of the com-
bustion chamber is also highly turbulent. Colban et al. [160] measured in experimental
combustor simulators turbulence intensities up to 30% at the leading edge of the first tur-
bine blade row. Similar results were measured by Barringer et al. [209], who also found
a correlation between the turbulent length scales and the size of the dilution holes in the
combustion chamber. Such levels of turbulence are known to impact the aerodynamic
and thermal flow field of the turbine, as well as the hot-streak mixing.

A number of experimental and numerical investigations have shown a significant in-
crease of the heat transfer of blades when high levels of turbulence are present at the
inflow [23, 99]. Indeed, the incoming eddies interact with the blades and get stretched,
forming long longitudinal structures, Fig. 6.7, that enhance the heat transfer, particu-
larly on the pressure side. On the suction side, the strong flow acceleration alleviates this
e↵ect in the first half of the blade [23, 210]. However, as the flow decelerates when it
approaches the trailing edge, laminar-to-turbulent transition of the boundary layer can
be observed and is a↵ected by the vane turbulent flow. A turbulent boundary layer is
known to enhance the mixing of high momentum, high temperature fluid from the outer
layer with the low momentum fluid of the inner layer, resulting in a considerable increase
of the heat transfer to the blade walls. Free-stream turbulence is one of the principal
ways transition can be triggered and is shown to influence the position where it occurs,
thus impacting the overall heat load of the blade [9, 31]. It has also been shown that free
stream turbulence does not decay across the turbine and that additional turbulent kinetic
energy is produced around the stagnation points [210]. Interactions of turbulence with
hot-streaks have also been investigated. Jenkins et al. [32] reported that medium levels
of free-stream turbulence render the hot streak more compact and enhance temperature
gradients.

• Influence of swirl

Recent experimental and computational work from Qureshi et al. [4, 33] indicate
a considerable impact of the residual flow swirl at the turbine inlet, generated in the
combustion chamber, on the aerothermal flow field across a high-pressure turbine stage.
At the NGV, the swirl is altering the incidence angle of the flow, thus modifying the
aerodynamic flow field and secondary flows. These changes naturally lead to significant
local alterations of the heat transfer, particularly near the endwalls. Across the rotor
the changes are less significant [33]. Nonetheless, the overall heat transfer should be
increased as swirl is likely to enhance the free-stream turbulence levels and hence the
near-wall mixing.
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Figure 6.7: Heat transfer coe�cient across a high-pressure NGV under the influence of free-
stream turbulence [23]. The turbulence alters the thermal flow field, forms elongated structures
and enhances the heat transfer.

6.3 LES of an industrial high-pressure turbine stage

The findings of previous research e↵orts on the migration of temperature non-uniformities
underline that there is a strong coupling of the HPT and the combustor during the
operation of a gas turbine. Important phenomena, such as the turbulence levels and
length scales, cannot be accurately modeled in standalone HPT simulations, thus high-
lighting the potential gains in prediction accuracy issued by a fully coupled combustion
chamber-turbine simulation. However, before illustrating the MISCOG ability to treat
such complex industrial flows, the industrial HPT stage LES is first simulated to validate
the proposed methodologies in an industrial turbine. To increase the fidelity of these
simulations, a temperature hot-spot is imposed at the inlet and its migration across the
turbine stage is studied. Comparisons with RANS, the preferred method for quick numer-
ical predictions at the design phase, are also shown at this occasion for key performance
figures.

6.3.1 Standalone turbine geometry

The high-pressure turbine geometry is selected from an existing engine of Turbomeca.
It is an unshrouded design, similar to the MT1 turbine analyzed in the previous chap-
ters. An advantage of the selected engine is that, parallel to this work and in the frame
of the European project COPA-GT, Turbomeca performed LES of the corresponding
combustion chamber, used here to determine the inlet profiles of this HPT simulation.

As with the MT1 geometry, the reduced blade count technique is employed in the
rotor to reduce the computational domain to an azimuthally periodic extension of the
combustor simulation (considered in the next section) with 1 stator and 2 rotors. How-
ever, the geometry set-up used in this chapter demanded the scaling of the rotors to be
done in the cartesian coordinates instead of the cylindrical ones as proposed by Mayorca
et al. [60] and used in the simulations of Chapter 4. As a result the blade angles and the
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Squealer 

Figure 6.8: Rotor geometry with squealer.

mean flow will be significantly altered compared to the true geometry. It is also worth
noting that the geometry used corresponds to a cold geometry, meaning that the thermal
expansion of the blades due to the high operating temperature is not taken into account.
The CAD source file uses a multi-zone approach where the combustor-turbine system is
segmented in 3 zones to facilitate the coupled simulations: the combustion chamber, the
stator and the rotor domains. For this case, i.e the standalone turbine LES, only the
latter two parts are employed.

Besides the blades, a real HP turbine has complex technological e↵ects that weren’t
present in the experimental MT1 turbine: fillets, internal blade cooling channels and holes
that inject fluid in the main passage, as well as cavities in the hub and casing between
the blade rows. Additionally, it is not uncommon for rotors to have squealers, which are
obtained by removing material from the central area of the blade tip, Fig. 6.8. Such a
process reduces the weight and mechanical forces applied to the blade. It also permits a
reduced tip clearance to be achieved by the manufacturing [211]. Frequently, most or all
of these specificities are omitted in CFD simulations as typical turbomachinery solvers
use structured meshes and therefore require considerable e↵ort to take them into account.
The chosen configuration for LES retains only a squealer of depth approximately the one
of the real blade and with a flat bottom, as it was assumed to be the most significant
technological e↵ect [5]. It is worth highlighting that here the unstructured approach
allows for easier inclusion and meshing of even the most intricate technological aspects
of the turbine geometry.

6.3.2 Mesh

As with the other turbine cases, a hybrid mesh approach is used, Fig. 6.9. Around the
blades 5 layers of prisms are added to improve the near wall resolution, while tetrahedral
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Figure 6.9: Views of the mesh at mid-span (left) and at the rotor tip (right).
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Figure 6.10: Distribution of y

+ across the stator (a) and rotor (b) blades at mid-span.

elements are employed in the passages and near the endwalls. On the rotor blade, the
prism layers follow not only the form of the blade but also the squealer, Fig. 6.9 (right).
The tip clearance is smaller than 0.5 mm. To keep the timestep acceptable, 7 cell layers
are placed in that area. The total cell count is 25 million cells (10 million cells in the
stator and 15 in the rotor domain). The maximum y+ across the blades is approximately
30, Fig. 6.10. While this value is not within the guidelines for wall-resolved LES, it is
significantly improved compared to the coarse MT1 mesh despite the limited cell count.
This is due to the smaller power of helicopter engines, which translates to reduced turbine
sizes and Reynolds number compared to the large airplane engines (the MT1 turbine is a
representative configuration of an airplane engine). This improved resolution is followed
however by a small time-step, �t = 8 · 10�9 s.
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Figure 6.11: Non-dimensional total temperature (top) and pressure (bottom) profiles imposed
at the turbine inlet.

6.3.3 Boundary conditions

As with most turbine stage simulations, the total temperature and pressure are pre-
scribed at the inlet. Instead of imposing a homogeneous total pressure and temperature
at the turbine inlet, realistic profiles constructed from a time-averaged solution of previ-
ous standalone combustor LES of the same engine were used. To this end, the principal
flow variables are interpolated from the combustion chamber simulation exit section to
the turbine inlet surface. Then using this information, the Mach number and total tem-
perature are calculated as well as the total pressure using the isentropic relation. Note
that the solver uses a variable heat capacity ratio �. However, as RANS simulations of
turbines often use a constant �, an average value of � is used to construct the inlet condi-
tions in order to stay as close as possible to the RANS simulations of this configuration.

Another characteristic of this industrial turbine is that the real geometry has coolant
air injected through cavities located between the stator and rotor hub, casing as well
as through the stator trailing edge. These injections lead to an increase of the overall
mass flow across the turbine stage. Taking into account these injections is costly, as that
demands meshing the small cavities, penalizing the computational cost both in terms of
mesh size and timestep. The typical approach for simulating their impact on the mass
flow is by scaling the turbine inlet total temperature profile accordingly. Note that the

132



6.3 LES of an industrial high-pressure turbine stage 133

temperature variation across the inlet plane is preserved. The imposed total pressure is
calculated from the total temperature using the isentropic relationship before applying
the total temperature scaling.

The imposed profiles of total temperature and pressure, divided by the mean total
temperature and pressure, are shown in Fig. 6.11 with the leading edge of the NGV
depicted by the dashed line, along with the pressure and suction sides (PS and SS re-
spectively) of the blade. As observed here, the hot-streak is centered at approximately
50-60% radius and towards the pressure side of the blade. This alignment indicates that
the pressure side of the blade is likely to experience a higher thermal load. Note that the
segregation e↵ect can be exacerbated by such an alignment as described in section 6.2.1.
Finally and contrarily to the fully integrated combustor-turbine LES, all standalone tur-
bine stage computations use air to stay closer to the single-species formulation of most
turbomachinery CFD solvers.

At the outlet of the turbine a static pressure is imposed. All walls are considered to
be adiabatic.

6.3.4 Numerical setup and initialization

The Lax-Wendro↵ numerical scheme, 2nd order in space and time, is employed [111]. For
SGS closure, following the findings and conclusions established in Chapter 4, the WALE
model is employed in an e↵ort to improve the near-wall predictions.

Initialization of the simulation is performed as before, through the use of a coarse
mesh with 7 million cells in total. For these simulations, the 2D inlet profiles were
not yet available so homogeneous inlet total pressure and temperature were applied. The
initial flow field was simply uniform velocities throughout. After 3 rotations on the coarse
mesh, the solution resembles the flow field of a turbine and is then interpolated onto the
finer mesh. An additional 2 rotations with the realistic inlet profiles are performed to
converge the flow on the fine mesh and a full rotation follows to obtain time-averaged
data. RANS simulations are performed using the multi-block structured elsA code [212]
using the same inlet profiles as the LES along with the k � l two equation turbulence
model of Smith [213] for closure. The rotor/stator interface of the RANS simulations is
treated with the mixing-plane model.

6.3.5 Results

Performances

As mentioned in section 6.3.1, the rotor geometry of the turbine has been considerably
modified compared to the real machine. This is expected to impact the aerodynamic flow
field significantly. To quantify the e↵ect of this modification some typical 0D performance
figures measured from the LES of the scaled turbine are compared to RANS predictions
of the correct geometry (without any scaling). RANS predictions of the scaled geometry
are also presented to establish any similarities with the LES. Note that no squealer
is included in the RANS domain which might have an impact on these figures. The
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performance metrics of interest are (the subscripts in and out indicate turbine inlet and
outlet respectively):

• Turbine total pressure ratio ⇡T

It allows to evaluate the work extraction performed by the turbine and associated
aerodynamic losses through the ratio of the total pressure at the inlet to the total
pressure at the turbine exit:

⇡T =
Ptin
Ptout

(6.1)

• Mass flow ṁ

• Degree of reaction Rd

The formula for the degree of reaction reads:

Rd =
hrin � hrout

htin � htout
(6.2)

where h and ht are the static and total enthalpy respectively, the subscript rin
indicating the rotor inlet and rout the rotor exit.

R is a convenient metric to determine how the static pressure drop is distributed
across the turbine blades. Values larger than 0.5 indicate that most of the drop
occurs in the rotor blades, while values lower than 0.5 indicate that most of the
flow acceleration takes place in the stator blades (impulse turbine).

• Isentropic e�ciency ⌘is

It is one of the best indicators of the quality of an aerodynamic design. It evaluates
how close the expansion across the turbine stage is to the ideal isentropic expansion.
For a perfect gas with constant heat capacity ratio, it is straightforwardly evaluated
as:

⌘is =
1 � Tt

out

Tt
in

1 �
⇣

Pt
out

Pt
in

⌘ ��1
�

(6.3)

Dedicated turbomachinery CFD solvers usually work with a constant heat capacity
ratio � and a mean value is applied in Eq. (6.3). In our case however, a reactive
variable heat capacity ratio solver is used. As a result, calculating the isentropic
e�ciency with a variable �, based on tabulated gas properties and described in [214],
is preferred. Note that in this process the necessary surface averages needed at the
di↵erent measuring stations (to render the result 0D) are performed using internal
Turbomeca standards.
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LES RANS (modified geometry)
⇡T -1.5% -2.5%
ṁ +1% -0.1%
Rd +65% +75%
⌘is -0.4% -4%

Table 6.1: Summary of 0D performance di↵erences between LES and RANS with the modified
geometry to RANS with the standard geometry.
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Figure 6.12: Isosurfaces of the Q-criterion across the NGV (a) and the rotor blade (b)
calculated based on a mean flow and colored by the temperature.

Results are summarized in Table 6.1 where the di↵erences between LES and RANS of
the scaled turbine to the RANS of the unscaled geometry are presented. From Table 6.1
it is evident that the rotor blade scaling results in a small reduction of the total pressure
drop across the turbine. Likewise, the isentropic e�ciency is also reduced, especially for
the RANS simulations where a drop of 4% is observed. The biggest change appears in
the degree of reaction, where both scaled simulations yield a large increase of Rd. RANS
simulations in particular, show a very large increase of the degree of reaction pointing
to a significant reduction of the pressure drop across the NGV. In fact, since only the
rotor blades have been modified, it becomes evident that the rotor/stator interactions
impact directly the NGV aerodynamic loading and the flow is not comparable to the real
engine flow. This is a typical problem encountered in real applications of CFD for which
full annulus simulations are required if a high-fidelity rotor/stator interface, capable of
transporting broadband phenomena, is demanded.

Mean flow topology

In the following, as the geometry modifications have been shown to be considerable and
to have e↵ectively altered the flow field, only the flow organization and predictions from
the LES, which is the focus of this dissertation, are analyzed.
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Isosurfaces of the Q-criterion computed from time-averaged velocities, colored by the
mean local temperature, are shown in Fig 6.12. A typical flow field appears and secondary
flows are recovered. The horseshoe and passage vortices are visible in the NGV and rotor
hub, as well as the tip leakage and induced vortices developing in the tip clearance. One
can also note that the horseshoe vortex at the NGV casing is developing further upstream
compared to its counterpart at the hub. This behavior has also been observed on previous
LES of the combustor+NGV system (internal Turbomeca simulations) or URANS of this
turbine [5] (with the unscaled geometry). Another observation is that at around 50%
of the NGV chord, streaks develop in the boundary layer, indicating the beginning of
laminar-to-turbulent transition, although the near-wall mesh resolution is not su�cient
to capture accurately such a process (�z+ and�y+ do not respect the criteria for accurate
near-wall LES). These streaks are not horizontal and instead appear to migrate towards
the hub. This orientation can be linked to the radial pressure gradients in this region.
The temperature coloring allows to evaluate the influence of the secondary flows in the
turbine heat load. The horseshoe vortices appear to be transporting colder flow from the
endwalls to mid-passage, a phenomenon already observed before by Wlassow [5].

Hot streak migration

The hot-streak migration across the turbine is analyzed in detail in an attempt to qualify
this standalone simulation in light of the physics discussed in section 6.2. Figure 6.13
depicts the temperature distribution across the NGV blade row at di↵erent axial posi-
tions. At the turbine inlet, Fig. 6.13(a), the hot-streak is located between the blades
and at approximately 60% radius. At 10% of the chord length, Fig. 6.13(b), the dis-
tribution has already been altered around the blades: on the suction side there is a
radial migration towards the casing (position B) and the horseshoe vortices from the
hub and the casing (positions A and C) transport colder fluid from the endwalls towards
the mid-passage. Further down the passage, Figs. 6.13(c,d), the secondary flows grow
considerably. This leads to a further confinement of the hot-streak with comparatively
cooler endwall temperatures. At these positions, the radial pressure gradient is now seen
pushing the hot-streak towards the hub (position B). At the stator exit, Fig. 6.13(d), an
additional area of higher temperature appears, near the casing on the blade suction side
(position D). The casing horseshoe vortex is indeed located further away from the blade
and the gap is filled by hot fluid is transported by the passage vortex instead as in [5].
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Figure 6.13: Temperature across the NGV passage - Turbine inlet (a), 10% of the chord (b),
60% (c) and at the NGV exit (d).
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Figure 6.14: Temperature across the rotor passage - Rotor inlet (a), 10% of the chord (b),50%
(c) and at the rotor exit (d).

In the rotor domain, Fig. 6.14, at the inlet a more uniform flow with mainly radial tem-
perature gradients is seen by the blades due to the high-speed rotation, Fig. 6.14(a). The
peak of the hot-streak appears now closer to the hub than at the NGV inlet, at approxi-
mately 40% height. Further down the passage, Fig. 6.14(b,c), four di↵erent phenomena
that impact the migration of the hot-streak are observed. First, the hub secondary flows
create a zone of colder fluid (position H), similar to the stator hub. Another region of
interest is indicated by position E, which locates near the pressure side of the blade and
where high temperatures are encountered. This feature can be explained by the segre-
gation e↵ect, which in this case is emphasized further by the mid-passage clocking of
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the hot-streak as shown in [26], suggesting a preferential migration of the hot-streak to
the rotor pressure side. Note that a radial migration of the streak towards the casing is
also observed. The last interesting area relates to the tip clearance and the squealer. As
already described, between 20 and 50% of the blade chord, the tip clearance flow passes
from the pressure side to the suction side. Due to the higher temperature at the pressure
side, this flow would lead to a high temperature tip leakage vortex region (position F).
However, because of the presence of the squealer, the tip leakage flow is altered with a
large part of the thermal load being transferred to the squealer (position G). It results
in a lower temperature tip leakage region compared to the pressure side. Finally, at the
rotor exit, the temperature is further decreased by the strong flow acceleration near the
rotor trailing edge.

To evaluate the radial position of the hot-streak in the turbine, azimuthally averaged
temperature profiles are plotted as a function of the radial coordinate. Figure 6.15 depicts
such profiles for three di↵erent positions: the turbine inlet, the rotor/stator interface and
the turbine outlet. First, at the turbine inlet the hot-streak is centered around 50-60%
height with a temperature profile reducing smoothly towards the endwalls. Second, at the
stator/rotor interface, the radial migration of the hot-streak towards the hub issued by
the flow going through the stator blade is clearly seen: the maximum temperature drops
from an initial location approximately 60% height to 40%. Heating near the endwalls is
also present. Finally, at the rotor exit the hot-streak has moved towards the casing. Note
that at this section the flow expansion has considerably decreased the static temperature
levels and while significant turbulent mixing has taken place, a heterogeneous profile is
still observed.

Blade wall temperature distributions across the stator and rotor are finally presented
in Fig. 6.16. For clarity, the blade surface is opened around the leading edge (LE) and the
previously highlighted features of Figs. 6.13 and 6.14 are also reported here. On the stator
suction side, Fig. 6.16(a), the radial migration of the hot-streak can be observed, first
towards the casing and then towards the hub (position B). The hub endwall flow e↵ect
is also evident on this view. On the rotor blade, Fig. 6.16(b), the preferential migration
of the hot-streak to the pressure side is also seen with a large area of high temperature
dominating the surface. On the suction side, high temperatures are confined to a narrow
area near the LE, while the secondary flow regions (positions F and H) show decreased
heat loads. Overall, although not detailed here, qualitative agreement with older URANS
predictions [5] is found for the stator vane with some di↵erences in the rotor domain most
likely due to the blade modification.

While the aerodynamic flow field is shown to be strongly impacted by the rotor
scaling, this LES of the HPT allows to conclude that a) the MISCOG method can handle
complex industrial configurations and that b) generally established trends for the hot-
streak migration are recovered (segregation e↵ect, secondary flow e↵ects etc). Based on
these findings, a coupled reactive combustor-turbine LES was attempted and is detailed
in the following section. The interest of this specific simulation, other than demonstrating
its feasibility, is principally in the aerothermal response of such flows, i.e to evaluate the
changes issued by the now fully unsteady, turbulent hot-streak arriving at the turbine
when compared to the standalone HPT LES that employed a time-averaged hot-streak
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at the inflow boundary condition.
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Figure 6.15: Azimuthally averaged temperature profiles at three di↵erent axial positions as
a function of the height.
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Figure 6.16: Blade wall temperature of the stator (a) and rotor (b) blades - Blade surface is
opened around the Leading Edge (LE) for clarity.
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Figure 6.17: View of the combustion chamber-turbine geometry with important technological
aspects highlighted.

6.4 Fully coupled combustion chamber-turbine sim-
ulation

After using the MISCOG method to evaluate the hot-streak migration on a standalone
HPT computation, the full combustion chamber-turbine configuration is now simulated.
This computation is the first of its kind with no physical interface between combustor
and turbine thus allowing for unparalleled fidelity on the combustor-turbine interactions.
Note that we now consider a multi-species simulation with reactions activated because
of the combustion chamber. The rotor domain is multi-species as well but no reaction is
taking place as the combustion process is assumed to be finished at this point.

6.4.1 Geometry

The geometry used for the turbine is exactly the same as in the previous section. The
di↵erence is that the combustion chamber geometry previously ignored is now connected
to the computational domain, forming with the NGV a single static domain that will be
simulated by one AVBP instance while the rotor is handled by a second AVBP instance.
The combustion chamber is a reverse flow chamber. Air coming from the compressor
arrives in a large plenum surrounding the main chamber and enters the combustor through
the swirler, dilution holes and cooling devices. Although simulations with the combustor
plenum have been reported in the literature [215], the less costly and simpler approach of
using mass flow injections through the combustor liner and main flow paths is preferred.
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Figure 6.18: View of the combustion chamber mesh with the di↵erent refinement zones.

This chamber includes all the typical features found in modern RQL combustors: a swirler
to help stabilizing the flame, multi-perforated plates, film cooling and dilution holes. The
general geometry and some of the combustor features are depicted on Fig. 6.17.

6.4.2 Mesh

The mesh of the combustion chamber was generated using ANSYS Mesher and is a fully
tetrahedral grid. The size of the chamber mesh is approximately 30 million cells, bringing
the total cell count of the coupled simulation to 55 million cells. A view of the combustor
mesh is provided in Fig. 6.18. The swirler and fuel injector regions are particularly
refined before being gradually coarsened through three di↵erent user-defined zones. The
coarsest zone corresponds to the beginning of the re-orientating elbow located in front of
the turbine. As the turbine is approached, mesh refinement takes place again to adapt
the grid to the wall-bounded turbine geometry and yield a mesh resolution adequate
with the use of a law-of-the-wall as tested in Chapter 4. Note that all film cooling slots
are explicitly meshed while the holes of the multi-perforated plates are not. Instead, a
homogeneous model [216] is used to take into account the mass flow injected through this
e↵usion cooling system.

6.4.3 Combustion modelling

A major di↵erence introduced in this simulation compared to HPT simulations is the
combustion process of kerosene taking place in the chamber. This process is character-
ized by several chemical reactions that convert the fresh gases (kerosene and air) into
combustion products through a flame front interacting with the turbulence generated in
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the chamber. Both these aspects need therefore to be taken into account.
The chemical process of hydrocarbon combustion typically involves hundreds of species

and thousands of reactions with detailed models involving between 200-250 species and
over 1500 reactions [217]. However, the cost of resolving all the species transport equa-
tions and computing the reaction rates of such chemical models is prohibitive. To reduce
the cost, simplified chemical schemes have been developed where only a certain number
of important reactions and species are retained. Such models attempt to fit the princi-
pal flame properties of the reduced scheme to the detailed reference chemistry. In this
case, a 2-step/6 species model, presented in Eq.(6.4) and described in detail in [218], is
employed. It has been shown to provide good accuracy on the burnt gas temperature as
well as laminar flame speeds over a large range of equivalence ratios [217].

Kerosene+ 10O
2

) 10CO + 10H
2

O (6.4a)

CO + 0.5O
2

$ CO
2

(6.4b)

For the simulation, the fuel is injected directly in a gaseous form, ignoring the process
of atomization and evaporation. This approach was chosen as previous LES of the com-
bustion chamber performed by Turbomeca, using both gaseous and liquid fuel, showed
minimal influence on the hot-streaks.

The flame/turbulence interaction is modeled using the Dynamic Thickened Flame
(DTF) model [219]. In typical aeronautical combustor LES the mesh resolution is insu�-
cient to accurately resolve the thin flame front and its wrinkling created by its interactions
with turbulence. The DTF model is introduced to provide this information, as detailed
hereafter.

Following the theory of laminar premixed flames [25] the flame speed S0

L and the flame
thickness �0L of a premixed front may be expressed as:

S0

L /
p

�tA and �0L / �

S0

L

(6.5)

where �t is the thermal di↵usivity and A the pre-exponential constant. Increasing the
thermal di↵usivity by a factor F , the flame speed is kept unchanged if the pre-exponential
factor is decreased by the same factor. This operation leads to a flame thickness which
is multiplied by F and more easily resolved on a coarser mesh. While in reacting zones
di↵usion and source terms issued from the thickened reaction are well resolved, the e↵ect
of turbulence is solely represented by the e�ciency function E [219, 25]. Note also that
the molecular and thermal di↵usion should not be over-estimated by a factor F in mixing
zones where no combustion occurs (it would yield over-estimated mixing and wrong flame
positions). Dynamic thickening is thus introduced to account for these points [219]. The
baseline idea of the DTF model is to detect reaction zones using a sensor S and to
thicken only these reaction zones, leaving the rest of the flow unmodified. In terms of
implementation, thickening depends on the local grid resolution and therefore locally
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adapts the combustion process to reach a numerically resolved flame front. Concerning
the modeling, the flame sub-grid scale wrinkling and interactions at the SGS level are
supplied by the e�ciency function [219, 25]. This type of approach is commonly used in
similar configurations [202, 215, 220]. More details on the formulation of the DTF model
are provided in Appendix B.

6.4.4 Initialization and numerical set-up

For this multi-species case, appropriate initialization of the full configuration is more
complex, the reason being that the high-pressure turbine simulation presented in the
previous section was single-species. The followed initialization process can be summarized
in 4 steps and makes use of a combustor+NGV LES of the same engine performed at
Turbomeca:

1. Multi-species conversion of the high-pressure turbine simulation

An instantaneous solution of the single-species turbine domain is converted to a
multi-species field (with the 6 species present in the combustor simulation), with
the help of the AVBP toolbox that is well-adapted for such operations. The mass
fraction of each species specified in this new solution is considered constant through-
out the domains. Inlet boundary conditions (including now the injection of di↵erent
mass fractions for each species) are obtained from the combustor LES used for the
initialization of the standalone HPT simulation. This HPT multi-species simulation
is then run until converged.

2. Extraction of the rotor domain.

3. Attachment of the rotor domain to the combustion chamber + NGV LES converged
solution using MISCOG.

4. Run until convergence.

As previously, the Lax-Wendro↵ scheme is used [111]. Converging the fully integrated
combustor-turbine simulation required 4 rotations and an additional 3 rotations (5 ms)
were performed to obtain averaged solutions for a total computational cost of 600K CPU
hours. Note that while the averaging time is increased compared to the simulations of
Chapter 4, it is smaller than the usual averaging time employed in combustor simulations
(typically larger than 10 ms). It is also important to note that in this coupled simulation
there is no possibility of scaling the total temperature at the turbine inlet as no boundary
condition is present there. As a result, the mass flow across the turbine is reduced by
approximately 8% compared to the previous standalone HPT simulation. Correcting this
flow rate would require either additional coolant injection through the film cooling slots
or injecting the coolant flow realistically across the turbine at the designed positions
and slots. However, as the main objective of this study is principally to demonstrate
the capacity of the developed tools to handle such complex industrial configurations,
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the turbine coolant flows have not been included in the simulation. It is, nonetheless,
envisioned and easily applicable.
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Figure 6.19: Instantaneous flow field of the coupled combustor-turbine simulation. The
central image depicts temperature isosurfaces and the blade surface temperature. The top
images present the heat release and temperature around the flame front (zoomed) and at the

bottom the |r⇢|
⇢ and temperature at mid-span across the turbine are depicted.
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6.4.5 Results

In the first part of the results the overall flow field of the fully coupled combustor-turbine
simulation is presented. It is followed by a more in-depth analysis of the hot-streak
generation and migration across the turbine, where comparisons with the standalone
HPT LES are also performed. Besides demonstrating the capacities of the developed
methodologies in real aeronautical configurations, the emphasis is put on the aerothermal
flow, i.e evaluate the changes on the blade temperatures issued by the unsteady inflow
heterogeneities.

Overall flow field

Figure 6.19 presents a view of the aerothermal flow field across the combustor and the
HPT obtained from an instantaneous solution of the fully integrated LES. The isosurfaces
of temperature in the chamber highlight the generation of the hot-streak which will then
impact the turbine, Fig. 6.19(a). The top images, Figs. 6.19(b,c), correspond to a zoomed
view around the flame front and depict the heat release or temperature flow distribution,
while zoomed views in the turbine are provided at the bottom, Figs. 6.19(d,e).

In the combustion chamber a primary high-temperature zone is clearly visible and
spans the entire sector width, Fig. 6.19(a). This area is characterized by significant heat
release, Fig. 6.19(b), and is usually designed so that most of the combustion process takes
place there. This zone is usually delimited downstream by fresh air injected through the
dilution holes (Positions A in Figs. 6.19(b,c)). These jets insert fresh air that locally
quenches the flame, constraining the combustion to the primary region. It can be noted
here that the dilution from the bottom holes appears here to be more e↵ective penetrating
deeper in the chamber. Overall, the mass flow, angle and the number of these dilution jets
are seen here to contribute significantly in shaping the hot-streaks which for this burner
is localized near the upper liner. Film cooling (Positions B in Figs. 6.19(b,c)) prevents
the hot gases from touching the liners. The other noticeable feature is that by the time
the flow starts turning towards the turbine, the hot-streak becomes more compact. From
Fig. 6.19(b), it is also evident that some combustion continues past the primary zone
(downstream of positions A). It however remains highly localized confirming an adequate
design for this combustor.

When the flow is examined at the turbine entry, Figs. 6.19(d,e), the higher tempera-
ture fluid appears aligned with the NGV pressure side (Position C in Figs. 6.19(d,e)), as
was the case in the standalone HPT simulation, with strong fluctuations superposed to
it.

Time-averaged predictions

Turbine inlet

The principal interest of a coupled combustor-HPT simulation lies in its capacity to natu-
rally introduce all the heterogeneities in the HPT domain. The principal non-uniformity
of interest at the turbine inlet is usually the time-averaged temperature profile. Fig-
ure 6.20 depicts the mean static temperature at the turbine inlet plane of the standalone
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(a) 

(b) 

Figure 6.20: Static temperature at the turbine inlet - HPT LES (a) and combustor/HPT
LES (b).

HPT simulation compared to the one issued by the coupled combustor-HPT simulation.
Both simulations reveal a similar hot spot with some di↵erences observed near the end-
walls, particularly near the hub. This is explained mainly by the fact that as the inlet
temperature profile of the HPT simulation comes from a combustor-only LES which can-
not take into account the interactions of the endwall cooling flows with the turbine blades
and secondary flows. Note also that other perturbations observed in Fig. 6.20(b) can also
be attributed to the relatively short averaging time of the coupled simulation (5 ms).

To obtain a more quantitative view of the turbine inlet characteristics, Fig. 6.21
presents various azimuthally averaged quantities, computed at the turbine inlet from the
combustor/HPT and the HPT simulation (for the mean temperature only as no tempo-
ral fluctuations were imposed) and plotted as a function of the height. Figure 6.21(a)
presents mean temperature profiles while Fig. 6.21(b) and Fig. 6.21(c) respectively cor-
respond to the temperature rms (divided by the local mean temperature, contrary to
other figures that are normalized by the cycle total temperature at the turbine inlet)
and the turbulence intensity. The temperature of the coupled simulation has been scaled
to agree with the temperature imposed at the inlet of the HPT computation to make
the comparisons reliable. Based on Fig. 6.21(a), the mean temperature profiles are qual-
itatively and quantitatively similar, with a small di↵erence observed on the maximum
level of the hot-streak and at around 20% height which is explained by the hub flow
di↵erences observed in Fig. 6.20. As for as the unsteady profiles at the turbine inlet, the
coupled simulation reveals considerable and inhomogeneous activity. The temperature
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Figure 6.21: Turbine inlet profiles of the coupled combustor/HPT and HPT simulations -
Temperature (a), temperature fluctuations (b) and turbulence intensity (c).

fluctuations, Fig. 6.21(b), are over 20% near the endwalls. These levels are explained
by the strong mixing of the hot-streak with the cooling flows injected just upstream of
the NGV. At mid-height, where less perturbations from technological e↵ects are present,
fluctuations are around 10% of the average temperature of the main stream.

The turbulence intensity distribution depicts similar trends as the temperature fluctu-
ations. Higher levels of turbulence occur near the endwalls, where turbulent flow mixing
between free-stream and cooling flows occurs while lower unsteadiness is encountered at
mid-height. The latter one results principally from the convection of combustor-generated
turbulence to the turbine inlet. It is worth noting though that the intensity does not
drop under 10% at any radial position, in agreement with the significant turbulence lev-
els observed previously in the literature [160]. These findings confirm that the coupled
simulation is indeed capable of transporting all combustor-generated heterogeneities to
the turbine. Furthermore, these extracted profiles can provide information that can prove
valuable to improve the boundary conditions imposed in standalone turbine simulations.
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Figure 6.22: Temperature across the NGV passage for the coupled simulation - Turbine inlet
(a), 10% of the chord (b), 60% (c) and at the NGV exit (d)

Hot-streak migration

Having evaluated the turbine inlet flow, the hot-streak migration across the turbine for
the coupled simulation is analyzed in more details and is compared to Figs. 6.13-6.14,
obtained from the standalone HPT LES. Figure 6.22 depicts the temperature distribution
across the NGV blade row at di↵erent axial positions. The overall trends observed in the
standalone HPT simulation are recovered. As observed before, at the turbine inlet the
hot-streak is still oriented between the blades and at approximately 60% radius. At 10%
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of the chord length similar trends are observed as with the HPT simulation, notably the
radial migration towards the casing at the suction side (position B). However, positions A
and C are now hotter, probably because of the improved mixing from the high turbulence
levels, a trend that continues further down the passage, Figs. 6.13(c,d). Additionally,
position C appears slightly further away from the blade, highlighting a slightly modified
horseshoe vortex evolution. Further downstream, the hot-streak is migrating towards the
hub, only less aggressively than in the standalone HPT simulation. At the stator exit,
the hot spot is found to be more homogeneous and mixed out and present at a higher
radius, if compared to the elongated one of Fig. 6.13. The endwall temperatures are also
noticeably higher.
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Figure 6.23: Temperature across the rotor passage for the coupled simulation - Rotor inlet
(a), 10% of the chord (b), 50% (c) and at the rotor exit (d).

In the rotor domain, Fig.6.23, the hot-streak enters the domain at a radial position
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Figure 6.24: Azimuthally averaged temperature profiles at the stator/rotor interface at the
the turbine exit as a function of the height.

that is higher than the HPT simulation, approximately 50-60% height. Further down
the passage the di↵erent phenomena that impact the migration of the hot-streak are still
evident. In position E, the pressure side of the blade, the segregation e↵ect is particu-
larly pronounced, the rotor pressure side being impinged by very hot fluid. The radial
migration towards the casing appears also enhanced compared to the HPT simulation.
The cooler positions F and H present because of the e↵ect of the hub secondary flows, are
still encountered but with increased temperature values. The same temperature increase
appears in the squealer (position G), with the flow entering this cavity from the pressure
side being slightly hotter. At the rotor exit, the cooler tip leakage flows move towards a
lower span and hot fluid, previously on the pressure side of the blade and obstructed by
the blade and squealer, is now moving towards the casing (position I).

Comparing the azimuthally-averaged temperature at the stator/rotor interface and
at the rotor exit can be a more convenient way to quantify the di↵erences observed in
the hot-streak migration across the turbine for the two simulations. Such results are
presented in Fig. 6.24. At the interface, there is only a fair agreement between the two
simulations and for 20-80% of the span. The coupled simulation shows that the endwalls
have considerably higher temperatures, the peak at 40% height is now less pronounced
and a flatter profile is observed, pointing to a better mixed hot-streak. This trend is
recovered at the turbine exit as well, along with an overall increase of the temperature
levels by approximately 50 K. As observed in Fig 6.23, the tip leakage flow, that transports
hot fluid from the pressure side to the casing, is also more pronounced. These findings
highlight that the coupled combustor-turbine simulation does show important di↵erences
in the aerothermal predictions, particularly near the endwalls, and that the unsteady
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Figure 6.25: Blade wall temperature of the stator (a) and rotor (b) blades for the coupled
cases - Blade surface is opened around the Leading Edge (LE) for clarity

inflow alters the migration of the non-uniformities.
The temperature contours across the stator and rotor blades are finally presented

in Fig. 6.25. As before, the blade surface is opened around the leading edge (LE) for
clarity and the observed features of Figs. 6.22 and 6.23 are depicted. On the stator
suction side the radial migration of the hot-streak can be seen, first near the casing and
then towards the hub (position B). At the trailing edge a spread of the high-temperature
region is observed. The hub endwall flow e↵ect is now slightly altered with the cold
fluid staying nearer to the hub and arriving closer to the trailing edge compared to
Fig. 6.13. On the rotor blade, the preferential migration of the hot-streak to the pressure
side is now more pronounced, with a large area of high temperature dominating the
pressure side. It is also shifted towards the casing compared to Fig. 6.16, explaining the
higher temperatures observed near the casing in Fig. 6.24. On the suction side, the high
temperatures observed near the leading edge at mid span are reduced, while the cooling
e↵ect of the secondary flows (positions F and H) is now less pronounced (the endwalls
experience higher temperatures so cold air transport is not as e�cient).

6.5 Conclusions

In this chapter an industrial application of the MISCOG methodology was presented: a
HPT LES and a fully coupled reactive combustion chamber-HPT LES of a real helicopter
engine. The objective of these simulations was to study the migration of combustion-
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generated heterogeneities in the turbine. The HPT simulation had a time-averaged hot-
streak imposed at the inlet and was used to provide a first evaluation of the solver’s
capacity to handle industrial configurations and predict the migration of time-averaged
temperature non-uniformities across a turbine stage. While a necessary modification of
the rotor geometry was shown to be significant, changing considerably the aerodynamic
flow field of the turbine, the results highlight the potential of the developed methodologies
for this type of simulations. The combustor-HPT simulation, allowing the propagation
of all heterogeneities generated in the chamber, confirmed that the turbine inflow is
very rich in turbulent structures and contains strong temperature fluctuations. Both
simulations recover established trends, such as the segregation e↵ect or the impact of
secondary flows on the aerothermal flow field of the turbine or the migration of the non-
uniformities. However, the coupled combustor-HPT LES indicates that while the time-
averaged temperature field at the NGV entry is not changing significantly, the migration
across the turbine and the thermal load on the blades can be impacted by the highly
unsteady nature of the incoming flow. The relatively limited wall resolution and the
geometry modification do not allow for a more detailed evaluation of the turbine losses and
performance with accuracy. However, with the necessary tools and guidelines established,
such a study can be straightforwardly undertaken in the near future.
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General conclusions and perspectives

The constant growth of the aviation sector, along with the increasingly restrictive en-
vironmental and noise regulations, are driving considerable research in the field of gas
turbines. Improving the numerical predictions of the aerothermal flow field of the high-
pressure turbine and the combustion chamber/turbine interactions are at the forefront
of this e↵ort. Increasing the fidelity of numerical simulations for these components can
help unlock considerable gains:

• In e�ciency, as optimized or less over-engineered designs with respect to cooling
flows and heat loads can be targeted.

• In development costs, as less time on test benches will be required to confirm the
numerical computations and finalize the designs.

Current industrial state-of-the-art predictions treat HPT and combustors in a completely
decoupled way. With this approach large errors on the critical blade thermal loads are
not uncommon and the acoustic interactions between the two components are lost. This
dissertation is proposing a coupled approach to the combustor-HPT interactions problem
using the high-fidelity LES formalism.

Part I of the thesis is focusing on the numerical treatment of rotor/stator interfaces in
an LES context, an essential part for any turbomachinery stage simulation. An overset
grid method is proposed to treat such problems in a rigorous fashion that is compatible
with the reactive LES solver AVBP. The properties of the interface are shown not to
impact the characteristics of the numerical schemes on a series of academic test cases
of varying complexity. The approach is then validated on a realistic HPT stage against
experimental measurements. As this type of simulation has not been undertaken before,
a sensitivity analysis with respect to SGS models and mesh resolution is performed.
The results are in good agreement with the measurements and information on the time-
averaged and unsteady content of turbine flows is extracted and analyzed.

Part II focuses on applications of the developed methodologies for the prediction of
two di↵erent types of combustor/turbine interactions.

• The first is the indirect combustion noise generation across a HPT stage, occurring
due to the acceleration of combustor-generated temperature non-uniformities (en-
tropy waves) as they propagate through the turbine. The investigation does not
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consider the combustor. Instead entropy waves are injected through the boundary
conditions at the turbine inlet to simulate the e↵ect. DMD is employed to post-
process the results and analyze both the overall turbine noise mechanisms and the
indirect noise generation. The measured acoustic waves are compared to predic-
tions from an analytical theory or 2D simulations and are found to be of similar
quality. The entropy waves on the other hand are found to be more attenuated as
they pass through the turbine.

• The second application is a fully-coupled combustor-HPT simulation that investi-
gates the interactions between the two components from an aerothermal point of
view. The unsteady characteristics of flow at the turbine inlet are analyzed along
with the migration of the temperature heterogeneities. A standalone HPT simula-
tion serves as a benchmark to compare the impact of the fully coupled approach.
Results show that strong turbulence and temperature fluctuations arrive from the
combustion chamber with a large radial variation and they potentially have a con-
siderable impact on the blade surface temperatures as they go through the blade
passages, as modified migration patterns are observed and enhanced mixing.

Following this dissertation, several directions of further work and improvements can
be identified on the topics discussed in this work:

• Di↵erent methods to computationally accelerate the rotor/stator interface can be
evaluated, such as tabulating the interpolation coe�cients or recalculating the in-
terpolation coe�cients less frequently. Methods that reduce the computational
domain to one blade passage per blade row while avoiding the modification of the
blade counts can also be evaluated, such as the time-inclined method [221] or the
phase-lag method [66]. However, such methods have not been tested in an LES con-
text and need to be able to conform with the strict requirements for high-fidelity
LES and transport correctly broadband phenomena.

• Perform LES of the MT1 HPT with the addition of inlet turbulent fluctuation.
The results, particularly if the high-resolution mesh is used, can allow to establish
some conclusions on the impact of free stream turbulence on the predictions in
conjunction with wall-modeled LES.

• A wall-resolved LES of the MT1 HPT stage can be performed to improve the val-
idation of the method on this realistic configuration. Such a simulation can also
provide more information on the general capacity of LES to predict aerodynamic
losses, transition, tip clearance flows and heat transfer, areas where considerable
gains are expected from the LES formalism. Additionally, it can serve as a bench-
mark and provide a solid database for future comparisons, for example with lower
cost simulations experimenting with novel wall models. However, the cost for such
a simulation is expected to be be upwards of 5M CPUhours due to the explicit time
integration of the solver.
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• Concerning indirect combustion noise, a simulation with multifrequency forcing
can be performed to examine the levels of the generated noise as a function of
the frequency. The realistic fully-coupled combustor/turbine simulation can also
be continued and analyzed from this perspective to evaluate the combustion noise
generated across the turbine from real entropy fluctuations instead of model entropy
waves. Studies of non-linear e↵ects should also be performed, as the simulations
revealed non-linear interactions that could impact the generated noise.

• Finally, computing the fully coupled case using a more accurate representation of
the industrial geometry (the rotor was strongly modified) will allow to establish
more reliable conclusions on the aerothermal flow field across the turbine. Such
predictions from a real configuration with an accurate turbine inflow will also help
to validate observations and conclusions drawn from cheaper RANS/URANS sim-
ulations and correlations or other low-order models.

The biggest challenge that is envisioned after this Ph.D is a fully coupled LES in-
vestigation of the entire high-pressure spool of a gas turbine: high-pressure compressor,
combustion chamber and high-pressure turbine. The proposed tools are not only ap-
plicable to single-stage turbine configurations but in multi-stage compressor/turbines as
well. Such a simulation can be within reach only if the necessary computational resources
become available in the future, which first requires an accurate evaluation of the CPU
cost of such simulations. The biggest di�culty in this evaluation is to determine the
minimum number of blades/combustor sectors that have to be used in order to obtain
a good ratio between accuracy loss due to scaling and computational cost gains. An
additional parameter for this evaluation is the engine type, as large gas turbines typically
have multi-stage compressors and turbines while smaller helicopter engines have one or
more centrifugal compressors.

The information that could be extracted is considerable and of interest for all three
components. For example, the o↵-design predictions in compressors could be addressed
by such tools and they can also contribute to the understanding of thermoacoustic in-
stabilities in the combustors as well as the combustion noise transmission and hot-streak
migration across the turbine.
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Appendix A

Equations of fluid motion

A.1 Navier-Stokes equations

Fluid flow is characterized by a set of partial di↵erential equations, which describe the
conservation of mass, momentum (Navier-Stokes equations) and energy in a compressible
fluid (using Einstein’s summation):
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In Eqs. (A.1)-(A.3), E is the total energy of the fluid, u is the velocity vector, ⇢ is
the fluid density, T(v) is the viscous stresses tensor, q is the heat flux and Q̇ is a heat
source term (if existing). Finally, this set of equations is accompanied by the perfect gas
law:

P = ⇢rT (A.4)

where r is the specific gas constant of the fluid and is equal to r = R/W , where W is
the molar mass of the fluid and R is the molar gas constant equal to 8.314472 J/K/mol.
The viscous stress tensor for Newtonian fluids (such as air) can be computed as:

T (v)
ij = �2

3
µ
@uk

@xk

�ij + µ

✓
@ui

@xj

+
@uj

@xi

◆
(A.5)

where µ is the dynamic viscosity of the fluid. It is a function of the temperature, and
throughout this work it follows a power law with respect to a reference viscosity and
temperature:

µ(T ) = µref

✓
T

Tref

◆�0.695

(A.6)
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Finally, the formula for the heat flux q reads:

qi = ��
@T

@xi

(A.7)

In Eq. (A.7), � is the heat conduction coe�cient, calculated using the Prandtl number
Pr (assumed constant) using � = µC

p

Pr
.

These equations describe the flow in the absolute frame of reference. If the equations
are to be resolved in the relative frame of reference for rotating blades, as if an observer
was sitting on the blade surface, the velocity is switches to the relative velocity for which
2 additional forces impact its evolution. These are a) the centrifugal force fv = !2R,
where ! is the angular velocity, R the radius, and b) the Coriolis force fcor = �2! ⇥ W ,
where W is the relative velocity. The relative and absolute velocities are linked through
the formula V = W +U, as shown in section 1.3, with U being the rotational velocity
of the blade.

Reacting flows are governed by the same equations complemented by the fact that
the combustion of hydrocarbons leads to a large number of di↵erent species constantly
created and consumed by chemical reactions. As a result, species conservation equations
are introduced and the energy equation is modified to account for the reaction charac-
teristics and forces exerted on the species [25]. For k = 1, ..., N components the species
conservation equation reads:

@⇢Yk

@t
+

@

@xj

(⇢ujYk) = � @

@xj

Jj,k + !̇k (A.8)

and the energy equation reads:

@⇢E

@t
+

@

@xj

(⇢ujE) =
@qi
@xi

+
@

@xj

(ui(P �ij + T (v)
ij )) + Q̇ (A.9)

In Eq. (A.8), Vk is the di↵usion velocity of species k, Yk is the mass fraction, Ji,k is the
di↵usion flux for species k and !̇k is the reaction rate for species k.

The heat flux is modified to take into account the flux due to the di↵usion of the
species:

qi = ��
@T

@xi

� ⇢
NX

k=1

Ji,khs,k, (A.10)

where hs,k is the sensible enthalpy of species k. In Eqs. (A.10) and (A.8), Ji,k is formulated
as:

Ji,k = �⇢

✓
Dk

Wk

W

@Xk

@xi

� YkV
c
i

◆
(A.11)

where Xk is the molar fraction of species k, Dk is the di↵usion coe�cient of the species
k and V c

i is a correction velocity to ensure mass conservation [25].
The di↵usion coe�cient of species k is calculated as:
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Dk =
µ

⇢Sc,k

, (A.12)

where Sc,k is the Schmidt number of species k. Finally, the correction velocity V c
i is

computed as:

V c
i =

NX

k=1

Dk
Wk

W

@Xk

@xi

. (A.13)

It is important to note that the gas constant r of the fluid is now dependent on the
molar mass of the mixture W , computed as:

1

W
=

NX

k=1

Yk

Wk

(A.14)

A.2 Filtered Navier-Stokes equations

LES was first introduced in 1963 by Smagorinsky [171], in an attempt to directly simulate
the large eddies existing in turbulent flows while modeling those in the sub-grid scales.
For compressible flows, a spatial mass-weighted Favre filtering is performed [25]:

⇢f̃(x, t) =

Z 1

�1
⇢f(x0)G(x � x0)dx0 (A.15)

where f can be any variable and G is the filter function. The overbar denotes a
filtered variable while the tilde denotes the Favre filter operation f̃ = ⇢f

⇢
. Thus, a

RANS-like decomposition f = f + f 0 still exists, however f is the filtered variable and
not its statistical or temporal average. It is noted that the filter function satisfies the
normalization condition:

Z 1

�1
G(x)dx = 1 (A.16)

Performing the filtering allows to resolve the large scales of turbulence, while cutting
o↵ the smaller ones. The filter width � allows also to determine the extent of the resolved
scales compared to the unresolved ones. Applying the filtering to the equations of motion
(assuming that the filter is homogeneous and the filtering operation commutes with the
gradient) yields for the mass conservation:

@⇢

@t
+

@⇢Ũj

@xj

= 0. (A.17)

Similarly, the filtered momentum and energy equations become:
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"
@⇢Ũi
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#
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(v)

ij � ⌧ rij], (A.18)
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@xj

(⇢ẼŨj) = � @

@xj

[uj(P �ij � ⌧ij) + qj + qrj ] +Q. (A.19)

The species equation becomes:
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@xj

⇣
⇢ũjỸk

⌘
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@xj

⇥
J j,k + Jr

j,k

⇤
+ !̇k. (A.20)

Equations (A.18) - (A.20) give rise to similar closure problems as in RANS, notably
for the residual stress ⌧ rij, the residual heat flux qrj and the sub-grid scale di↵usive species
flux vector Jr

j,k. They are respectively defined by:

⌧ rij = ]UiUj � Ũi Ũj, (A.21a)

qri = ⇢
⇣
gUiE � Ũi Ẽ

⌘
, (A.21b)

Jr
i,k = ⇢(guiYk � ũiỸk). (A.21c)

These terms represent the unresolved turbulent length scales that the mesh is in-
capable to capture. This concept is illustrated in Fig. A.1, where a set of eddies is
superposed to a numerical grid. The larger red eddies are the ones that can be resolved
with a few cell points available per eddy diameter, while the blue ones are too small to be
captured by the mesh and will be removed by the filtering operation. For a good quality
LES, the mesh construction should be such to enable the resolution of the large eddies
well into the inertial sublayer of the turbulent spectrum, while cutting o↵ the small scales
that contain only a small part of the turbulent kinetic energy [54].

A.2.1 LES modeling

While the sub-grid scales hold a small portion of the kinetic energy (Chapman [54] sug-
gests that LES should be able to resolve around 90% of the total turbulent kinetic energy),
they are responsible for the dissipation of energy in the turbulent cascade. As a result,
ignoring them would result very quickly in energy accumulating in the system. To rectify
this, modeling is required by means of a so called Sub-Grid Scale (SGS) model, in an
attempt to mimic the real behavior of the finest turbulent scales onto the resolved field.
To achieve this objective, as with several RANS turbulence models, the Boussinesq ap-
proximation is commonly employed. For the SGS stress, the Boussinesq approximation
links it to the filtered rate-of-strain. It reads for compressible flows [25]:

⌧ rij � �ij
3
⌧kk = �2⌫t

✓
S̃ij � �ij

3
S̃kk

◆
(A.22)
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Eddies to resolve 

Sub-grid scale eddies 

Figure A.1: The LES concept: large turbulent scales can be resolved by the mesh while the
smaller ones have to be modeled

In Eq. (A.22) Sij = 1

2

⇣
@U

j

@x
j

+ @U
j

@x
i

⌘
is the filtered rate-of-strain tensor and ⌫t is the

turbulent viscosity that is to be closed. Several SGS models exist in the literature.
Below, a short description of three commonly used SGS models employed in this thesis

is provided.

• Smagorinsky SGS model [171]

It is the most elementary model developed for LES. It has the advantages of being
easy to implement and robust. It is often used in conjunction with wall modeling
to avoid numerical instabilities. The formula for the eddy viscosity reads:

⌫⌧ = l2SS = (Cs�)2
q

2SijSij (A.23)

In Eq. (A.23) lS is the Smagorinsky length scale and Cs is the Smagorinsky coe�-
cient, usually taken to be around 0.18.

• Wall Adapting Local Eddy-viscosity model (WALE) [57]

Developed by Nicoud et al [57], the WALE model aims at capturing the change of
scales close to walls without using a dynamic approach, such as the one proposed by
Germano [222], therefore reducing the computational cost. Contrary to the simple
Smagorinsky model, WALE model disappears in cases where there is pure shear.

⌫⌧ = (Cw�)2
(sdijs

d
ij)

3/2

(S̃ijS̃ij)5/2 + (sdijs
d
ij)

5/4
(A.24)
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with sdij being:

sdij =
1

2
(g̃2ij + g̃2ji) � 1

3
g̃2kk�ij with g̃ij =

@ũi

@xj

, (A.25)

• � model [168]

The � model, developed by Nicoud et al [168], attempts to satisfy all the above
mentioned properties P1-P3. Instead of being based on the strain rate tensor,
its operator is formulated based on the singular values (�

1

, �
2

, �
3

) of the velocity
gradient tensor:

⌫⌧ = (C��)2D� with D� =
�
3

(�
1

� �
2

)(�
2

� �
3

)

�2

1

, (A.26)

where C� = 1.5. It is the most recently developed of all the models employed, hence
its capacity in handling more complex configurations has not been tested.

As with RANS models, SGS models are not perfect and might not follow certain uni-
versal flow properties and erroneously introduce additional turbulent viscosity. Besides
modeling the sub-grid scales, all SGS models should be able to follow three universal prop-
erties. A primary property is that turbulence stresses are damped near the walls (they
scale with y3, where y is the distance from the wall [167]), thus turbulent viscosity should
follow the same behavior (named property P1). Additionally, two other desired proper-
ties are that turbulent viscosity should be zero in case of pure shear and pure rotation
(property P2) as well as when there is isotropic or axisymmetric contraction/expansion
(property P3) [168].

Table A.1 summarizes which of the desired properties are satisfied by the formulation
of the three SGS models.

Smagorinsky WALE �
P1 NO YES YES
P2 NO NO YES
P3 NO NO YES

Table A.1: Summary of the three sub-grid scale models, their constants and whether they
satisfy the desired properties

The SGS contribution to the heat flux is modeled simply as:

qri = �t @T̃

@xi

+
NX

k=1

Jr
i,khs,k (A.27)

In Eq. (A.27) �t is a modified heat conduction coe�cient, calculated based on a constant
turbulent Prandtl number, here assumed constant and equal to Prt = 0.6, and the
turbulent viscosity as:
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�t =
⌫tCp

Prt
(A.28)

Similarly, the SGS di↵usive species flux vector is computed as:

Jr
i,k = �⇢
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where Dt
k =

⌫
t

St

c,k

, with St
c,k being the turbulent Schmidt number, here equal to 0.6 for all

species.
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Appendix B

Combustion modeling

A di�cult problem is encountered in Large Eddy Simulations of premixed flames: the
thickness �0L of a premixed flame is generally smaller than the standard mesh size �x used
for LES. For this reason, the Dynamic Thickened Flame (TF) model has been developed
to facilitate the resolution of flame fronts on a LES mesh. To achieve that, the flame
is thickened by multiplying the di↵usive fluxes by a thickening factor F . This flame
thickening factor is dynamically determined to have a maximum value in the flame zone
and decrease to unity in non-reactive zones as:

F = 1 + (Fmax � 1)S (B.1)

where S is a sensor to determine the flame position depending on the local temperature
and mass fractions and Fmax = N

c

�

x

�0L with Nc being the number of cells used to resolve
the flame front. The necessity for a sensor becomes evident if one considers that in non
reactive zones, where only mixing takes place, the molecular and thermal di↵usions will
be overestimated by a factor F if a non-dynamic approach is employed. In these zones,
the thickening factor should be corrected to go to unity.

Figure B.1: Direct Numerical Simulation of flame/turbulence interactions by Angelberger
et al. [24] and Poinsot and Veynante [25]. (a) non-thickened flame and, (b) thickened flame
(F = 5)
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In turbulent flows, simply thickening the flame front is not enough as the interaction
between turbulence and chemistry is altered: eddies smaller than �0L do not interact with
the flame any longer. As a result, the thickening of the flame reduces the ability of the
vortices to wrinkle the flame front. As the flame surface is decreased, the reaction rate
is underestimated (Fig. B.1). In order to correct this e↵ect, an e�ciency function E
has been developed from DNS results and implemented into AVBP. The formula for the
e�ciency function is defined as the wrinkling ratio between the non-thickened reference
flame and the thickened flame and it reads:

E =
⌅(�0L)

⌅(�1L)
=

1 + ↵�
⇣
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e
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,
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e
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e

�1
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,
u0
�
e

S0
L

⌘
u0
�
e

S0
L

(B.2)

In Eq. (B.2), � corresponds to the integration of the e↵ective strain rate induced by
the turbulent scales between the Kolmogorov dissipative scales ⌘K and the filter width
�e, i.e the scales a↵ected by the flame thickening. It is formulated as:
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(B.3)

where S0

L and �0L are the laminar flame speed and thickness when no thickening takes
place and �1L = F�0L. The variable ↵ is a constant of the model and u0

�

e

is the SGS
turbulent velocity that is computed using a Laplacian operator described in [219]:
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(B.4)

The energy and species conservations equations with the combustion modeling be-
come:
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j + Ṽ c,t

j )

!
h̃s,k

#

+
EQ
F

@⇢Ỹk
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Appendix C

Theory of Dynamic Mode
Decomposition

The output of a typical numerical solver is a series of M instantaneous solutions (snap-
shots), saved every user-specified timestep �t (significantly larger than the timestep of
the simulation). In DMD, each snapshot is treated as a vector of length N (usually the
number of grid points times the flow variables to be analyzed). Memory constraints nor-
mally dictate that N >> M . The data from the solutions can hence be represented by
the following set of vectors:

VN
1

= {v
1

,v
2

,v
3

, ...,vN} (C.1)

In Eq. (C.1). VN
1

has a size of N ⇥ M and can be split into two sets, each of size
N ⇥ (M � 1):

VN�1

1

= {v
1

,v
2

,v
3

, ...,vN�1

} (C.2a)

VN
2

= {v
2

,v
3

,v
4

, ...,vN} (C.2b)

An unknown matrix A is introduced that transforms any snapshot vi in the data
sequence over one time step �t:

Avi = vi+1

(C.3)

where A is a linear operator that can be considered an approximation to the Navier-Stokes
equations. Applying the propagation matrix to the entire dataset VN�1

1

gives:

AVN�1

1

= VN
2

(C.4)

The characteristics of the operator A can be studied through its eigenvectors �n and
eigenvalues �n, which provide mode structures and frequencies respectively. However, the
matrix A is either unknown or too large and a lower dimension approximation is usually
looked for.

To do so, ↵ the number of snapshots M is large enough, the solution vectors become
linearly dependent leading to:
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vN =
X

i<M

↵ivi + eN (C.5)

where eN is the residual that tends to 0 as the number of snapshots M is increasing.
Using Eq. (C.5) and introducing a companion matrix S of size (M � 1) ⇥ (M � 1)

and of the form:

S =

0

BBBBB@

0 0 · · · 0 ↵
1

1 0 · · · 0 ↵
2

0 1 · · · 0 ↵
3

...
...

. . .
...

1 0 · · · 1 ↵M�1

1

CCCCCA
(C.6)

we can write:
AVN�1

1

= VN
2

= VN�1

1

S (C.7)

Equation (C.7) indicates that the modes of A, of size (N �1)⇥ (N �1), can be looked
for in the reduced matrix S. There are several formulations for the S matrix in the
literature, for example by expanding VN�1

1

via a Singular Value Decomposition (SVD)
[188] or a QR-decomposition [223]. In this work, the variant proposed by [224] is used.
In this approach, the operator S is reformulated using Eq. (C.7):

S = (VN�1

1

)�1VN
2

(C.8)

First, introducing the SVD, one can write:

VN�1

1

= U⌃WH (C.9)

where U and W are unitary matrices and ⌃ is diagonal. The superscript H indicates the
conjugate transpose of the matrix.

Then, the inverse of VN�1

1

is computed using a Moore-Penrose pseudo inversion [225]
as:

(VN�1

1

)�1 = W⌃�1UH (C.10)

From Eq. (C.9), U can be straightforwardly computed: U = VN�1

1

W⌃�1. Introducing
it in Eq. (C.10) and replacing the whole expression in Eq. (C.8) the companion matrix
can be computes as:

S = W⌃�1⌃�1WH(VN�1

1

)HVN
2

(C.11)

Considering the diagonalization:
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(VN�1

1

)HVN�1

1

= W⌃2WH (C.12)

the matrices W and ⌃ can be also computed from an eigenvalue decomposition of
(VN�1

1

)HVN�1

1

.
The last step is to solve the eigenvalue problem Ssn = µnsn where sn and µn are the

eigenvectors and eigenvalues of S. Note that the eigenvectors �n of the matrix A, which
correspond to the DMD modes, are simply the projection of sn onto the snapshot basis:

�n = VN�1

1

sn (C.13)

The associated complex angular frequency of the modes follows:

!n =
ln(sn)

�t
(C.14)

Finally, the global amplitude of each dynamic mode is defined simply as its L
2

norm,
||�n||L2 =

p
�n · �n, allowing to discriminate energetically significant modes.
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A coupling method based on the overset grid approach has been successfully developed 
to couple multi-copies of a massively-parallel unstructured compressible LES solver AVBP 
for turbomachinery applications. As proper LES predictions require minimizing artificial 
dissipation as well as dispersion of turbulent structures, the numerical treatment of the 
moving interface between stationary and rotating components has been thoroughly tested 
on cases involving acoustical wave propagation, vortex propagation through a translating 
interface and a cylinder wake through a rotating interface. Convergence and stability of the 
coupled schemes show that a minimum number of overlapping points are required for a 
given scheme. The current accuracy limitation is locally given by the interpolation scheme 
at the interface, but with a limited and localized error. For rotor–stator type applications, 
the moving interface only introduces a spurious weak tone at the rotational frequency 
provided the latter is correctly sampled. The approach has then been applied to the QinetiQ 
MT1 high-pressure transonic experimental turbine to illustrate the potential of rotor/stator 
LES in complex, high Reynolds-number industrial turbomachinery configurations. Both 
wave propagation and generation are considered. Mean LES statistics agree well with 
experimental data and bring improvement over previous RANS or URANS results.

 2014 Elsevier Inc. All rights reserved.

1. Introduction

Computational Fluid Dynamics (CFD) has been developed over the past few decades and has been intensively used as 
a design tool of gas turbines for propulsion or power generation systems. Because of increasing market and environmental 
constraints that target high efficiency, high power to weight ratio, low noise and high reliability, current and next generation 
of gas turbine engines will require improved CFD tools. Indeed to contribute efficiently to our understanding and thereby 
produce better engines, unsteady physical and chemical phenomena that take place in these engines need to be better 
apprehended. This in the long term will have to be addressed for each sub-component, but also in a fully integrated way: 
i.e. simulating at once the compressor, the combustor and the turbine [1]. In the specific context of CFD, Large Eddy Sim-
ulation (LES) [2] is a good candidate and has already been used to simulate the combustor of gas turbines [3,4] and some 
specific isolated parts of turbomachinery applications [5–13], but few applications are today available in turbomachinery 
stages [14–17]. In fact, CFD for turbomachinery still remains a challenge because of the high Reynolds and Mach-number 
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flows, the importance of several loss mechanisms that greatly impact the operating condition and efficiency of these com-
ponents as well as mixing effects between hot stream from the combustion chamber and fresh cooling gases, multi-species 
flows, rotation and technological effects. Current industrial turbomachinery simulations usually involve Reynolds-Averaged 
Navier–Stokes (RANS) or Unsteady RANS (URANS) equations, which rely on turbulence models [18,19] to predict the mean 
flow fields in these elements. For the known rotor/stator interactions, URANS is necessary to capture the unsteady determin-
istic interactions that are present in these configurations [20]. Today the computational cost of RANS or URANS is acceptable 
for engineering applications and explain their daily use in real applications. However such tools show limits whenever used 
for testing off-design point computations [14] or even at design conditions when transition to turbulence or secondary flows 
play major roles. The modeling needed with RANS or URANS limits engineers from further efficiently improving the devices 
and expensive test benchings of multiple concepts are still mandatory today.

With the rapid development of High Performance Computing (HPC) [21], recent efforts have been made on the predic-
tion of the complex turbulent flows around isolated parts with high-fidelity fully unsteady LES (see review by Tucker [22]). 
Although much more computationally intensive than RANS, LES can alleviate the modeling efforts by explicitly resolving 
the temporal and spatial evolutions of the large flow structures while filtering out the smaller ones [23,24]. Preliminary 
demonstrations show that LES can resolve flows with transitions, separations [5,6,13] and thereby improve heat transfer 
predictions on structured or unstructured meshes [8,10,12]. Tip-clearance flow predictions [7] have also been addressed 
successfully with LES. McMullan and Page [14] have demonstrated that LES can predict surface pressure on the Monterey 
cascade with a sufficiently refined mesh. Algorithmic developments complemented by high performance massively parallel 
machines allow today to have LES solvers capable of handling 21 billions unstructured tetrahedral cells with a very rea-
sonable speed-up [25] making use of up to one million cores at once [26,27]. Following the analysis of Tucker [28], this 
capability seems to be approaching LES requirements of most gas turbines in aircraft applications. The application to real 
machines is currently being investigated and three configurations of compressor stages [14,16,17] and one transonic turbine 
stage [15,29] have already been reported: a scaled last stage of the Cranfield BBR compressor with a Reynolds number based 
on the stator midspan chord of Re = 180,000, the Cambridge axial compressor (Re = 350,000), the CME2 axial compressor 
(Re = 500,000) and the MT1 axial turbine (Re = 2,600,000). Even in these first LES predictions of compressor or turbine 
stages, numerical challenges are still present. First, the high computational costs relate to the complexity of these flows 
with high Reynolds numbers Re ∼ O (105−7), which impose large grids. Secondly, the modeling difficulty comes from an 
adequate resolution or modeling of the wall flow physics since it may have a dramatic impact on the main blade-channel 
flow and vice-versa. Thirdly, current LES codes require high spatial and temporal accuracy [30] that may not survive at 
the rotating interfaces to yield adequate and relevant unsteady predictions of component interactions. Indeed the numeri-
cal treatment of a rotating interface will impact the overall discretization-scheme quality and properties. Typically, resolved 
vortical, acoustic and entropy waves should travel with the flow and therefore cross the interface without being significantly 
altered by the numerical treatment to preserve the LES nature of the solver in this region.1

The last point is crucial for turbomachinery stage simulations and is rarely discussed or validated in reported LES [29]. 
In an attempt to provide validation of the interface treatment for LES of turbomachinery, a coupling interface based on 
overset grids is presently proposed and studied with specific emphasis on the resulting scheme properties. The overset grid 
method has been proposed and developed for instance by Volkov [31], Magnus and Yoshihara [32], Starius [33], Atta and 
Vadyak [34], Benek et. al. [35,36], Berger [37], Henshaw and Chesshire [38,39]. It has recently been studied and applied for 
Computational AeroAcoustics (CAA) [40–42], coupling CFD/CAA [43], conjugate heat transfer problems [44], moving body 
applications [45–49] or to handle complex geometries [8,50] with very high accuracy [51,52]. It has also been used in 
RANS of external and turbomachinery flows where it is commonly known as the Chimera method [35] and reported as 
providing an equivalent accuracy as the sliding mesh method [53]. In the specific RANS context where fields are smooth 
and independent of time, conservation is sufficient for the rotor/stator interface since the turbulence is fully modeled or 
described by some extra conservation equations towards the steady state solution of the problem. Numerical requirements 
of RANS are hence limited to the interpolation scheme at the interface meshes that needs to be conservative, which is 
usually obtained by taking first-order area-based interpolation within the sliding mesh [54]. For LES, most of the flow 
structures are resolved so flow fields are time dependent and contain a large range of wave lengths covering all the scales 
from the geometry up to the finest local grid resolution. To preserve the quality of such simulations all this information 
should be transferred through the interface with as less influence as possible to maintain flow coherence, evolution as well 
as the numerical properties of the scheme. The primary objective is thus to avoid dissipating or dispersing the signal within 
the original context of the numerical scheme used away from this boundary. To meet such requirements, the overset grid 
method is of interest as increasing its accuracy is straightforward for structured meshes [8,40,41,43,51,52,55–58], though it 
may lead to some complexity in the generation of these overlapping regions [59]. Overset unstructured meshes have also 
been developed in the past decade [60–64] and are recently being considered for a high-order interface treatment [42,65].

In the following, the overlapping moving interface is implemented based on a domain decomposition approach [66] with 
an unstructured compressible high-performance parallel LES solver. The resulting strategy is hereafter called MISCOG for 
Multi Instance Solver Coupled through Overlapping Grids. The details of the coupling and associated numerical features are 

1 Conventional LES numerical schemes should be high order and centered to minimize dispersion and dissipation. Note that such schemes are by nature 
highly oscillatory and therefore become unstable and strongly modified by inadequate numerical treatment at the interface.
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given in Section 2. Convergence and numerical errors of the proposed method are then checked on canonical cases with 
static or moving coupling interfaces in Section 3. A specific attention is brought to the dispersive and dissipative errors 
introduced by the interface treatment. Propagation of acoustic and vortical waves (an isentropic vortex) are first considered 
and the translating interface is introduced. The rotating interface is then tested on a rotating cylinder. Finally two examples 
of the developed methodology for wave propagation and generation in an actual turbine, involving both translating and 
rotating interfaces, are presented in Section 4. The new LES tool is applied to the QinetiQ MT1 high pressure turbine [67], 
which has both high Reynolds and Mach numbers typical of modern turboengines.

2. Numerical method and implementation

The objective of the present section is to provide a description of the numerical methods retained for the treatment 
of the rotor/stator interface problem using the overset grid method. First, governing equations, numerical schemes and 
formalisms present in the CFD code are exposed followed by the presentation of the numerical approach introduced to deal 
with the exchange of information at the interface belonging to the fixed and rotating domains.

2.1. Governing equations

The filtered LES unsteady compressible Navier–Stokes equations that describe the spatially filtered mass, momentum and 
energy (ρ, ρU, ρE) conservations, can be written in the following conservative form:

∂W
∂t

+ ∇ · F = 0, (1)

where W is the vector containing the conservative variables (ρ, ρU, ρE)T and F = (F, G, H)T is the flux tensor. For conve-
nience, this flux is usually divided into two components:

F = FC (W) + F V (W,∇W), (2)

where FC is the convective flux depending on W and F V is the viscous flux depending on both W and its gradients ∇W. 
The contributions of Sub-Grid Scale (SGS) turbulence models are included in the viscous flux through the addition of the 
so called turbulent viscosity νt [18,24]. For simplicity, the present work relies on the standard Smagorinsky SGS model for 
which the turbulent viscosity is modeled by

νt = (C S$g)
2
√

2 S̃ i j S̃ i j, (3)

where S̃ i j denotes the resolved rate-of-strain tensor, C S denotes model constant and $g denotes the characteristic filter 
length, usually corresponding to the local mesh cell size [68].

2.2. Numerical schemes

The governing equations are solved by the unstructured compressible LES solver, AVBP in which several numerical 
schemes are available [27,69]. Only two of those are presently considered. First, the Lax–Wendroff scheme (LW) is a 2nd-
order finite volume scheme in time and space, which corresponds to the accuracy of most commercial codes as well as 
most of the turbomachinery CFD tools available today [70]. Secondly, the two-step Taylor–Galerkin finite element scheme 
TTG4A (4th-order in time and 3rd-order in space) provides improved LES quality on unstructured grids [71]. All schemes 
are expressed in the cell-vertex numerical discretization approach, for its compactness and effectiveness on parallel HPC. 
The cell-based residuals, i.e. the spatially dependent terms of the equations on each control volume Ω j , are then calculated 
by integrating the fluxes over the cell as:

RΩ j = 1
VΩ j

∫

∂Ω j

F · n dS, (4)

where VΩ j is the cell volume and ∂Ω j its boundary with normal vector n. Since the integration is obtained around a vertex, 
a distributed version of these cell-based residuals Rk is constructed via distribution matrices. One can hence express Eq. (1)
into the semi-discrete scheme

dWk

dt
= Rk = − 1

Vk

∑

j|k∈Ω j

Dk
Ω j

VΩ j RΩ j , (5)

where Vk is a control volume associated with a node k and Dk
Ω j

is the distribution matrix that weights the cell residual 
from the cell center Ω j to node k [72,73].

In static (with stationary mesh element) parallel computations, the computational domain is divided into several individ-
ual vertices-shared partitioned domains each of which is attributed to one processor using Domain Decomposition Methods 
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Fig. 1. (a) DDM for cell-vertex schemes used in parallel computations and (b) the proposed method for rotor/stator interface. L1,2,3,4 (composed of: solid 
lines – edges and filled symbols for the vertices) and R1,2,3 (composed of: dashed lines – edges and open symbols for vertices) denote the cells on the left 
and right sides of a partitioned domain, respectively. In the case of a moving fluid boundary, points a of domain L and points b, c of domain R are the 
vertices to be coupled at the interface. Points p1,2,3 and L3,4 are additional vertices involved in the coupling when the overlapping method is introduced.

(DDM) [66]. Fig. 1(a) illustrates the conventional DDM static coupling process for a cell-vertex scheme. The cells (L1,2,R1,2) 
are grouped into two domains respectively denoted by L and R and contribute to the common node a cell residual. Indeed 
in cell-vertex schemes, the cell-based residuals are computed locally (i.e. for all individual cells, L1,2,R1,2) and scattered to 
the belonging vertices. Vertex a that is located at the interface therefore needs all the contributions from the neighboring 
partitions for the nodal residual to be evaluated following Eq. (5). In conventional approaches of static massively parallel 
codes, this is simply done through network communications.

2.3. Overset method for rotor/stator computations

The problem for the rotor/stator coupling is similar to the DDM problem described above except that the two domains 
L and R are moving (translating or rotating) relatively to each other. Non-conformal vertices (shown in Fig. 1b) are hence 
present at a given instant and along the interface. Additional evaluations at every iteration are therefore needed if compared 
with static DDM. Numerically, several coupling methods are possible for such problems, all of which introduce the notion of 
interpolation for information reconstruction around or on the interface. In the implementation, Lagrange interpolators can 
be used for exchanging variables following:

L f =
nsh∑

i=1

f (qi)φi, (6)

where f is a function approximated by Lagrange polynomial elements and f (qi) are the function values at the vertices 
qi ; nsh is the number of degrees of freedom of the element and φi are its shape functions. For nodes in an element or 
on a surface, the interpolation coefficients are calculated based on the shape functions using the local coordinates of the 
elements. In the current study, simple linear shape functions, i.e. barycentric interpolation or bilinear interpolations are 
used in agreement with P1 (triangular in 2D and tetrahedral in 3D) and Q1 (quad in 2D and hexahedral in 3D) elements, 
implying an order 2 for these operations.

Rotor/stator interface treatment may be introduced at various steps of the numerical scheme. Coupling fluxes before 
computing the cell-based residuals of Eq. (4) has the benefit of involving only the interface nodes limiting the number of 
unknowns and potential manipulations. Within such a context, the computed fluxes should be interpolated on the 2D cou-
pled interface for a 3D computation as performed in the traditional sliding mesh approach for example [54]. An alternative 
is to couple nodal residuals. In this approach, each nodal residual RL

a , RR
b and RR

c are calculated by counting the contribu-
tions of all sub-domain local cells using Eq. (5) first. The contributions of each missing domain (i.e.: R2 residual contribution 
to node a for example) are then estimated by introducing an additive interpolation L to obtain the vertex a residual at the 
interface for example,

Ra = RL
a + L

(
RR

b ,RR
c
)
. (7)

With this approach, the difficulty comes from the rotation terms added in the transport equations of the moving domain 
that are not compliant with the static part of the configuration. As a result such a scheme was found to be unstable in 
the case of a rotating domain coupled to a static domain if using simple linear interpolation schemes. The last solution, 
retained in the following, consists in reconstructing the residuals using an overset grid method that directly exchanges the 
multi-domain conservative variables by interpolation. As shown in Fig. 1(b), overset grids is introduced relying on extended 
domains L by two L3,4 or more ghost cells in the normal direction of the interface so that the nodal residual of vertex a can 
be computed from available sub-domain cell-based residuals of L1,2,3,4 . Note that L1,2,3,4 is obtained using the interpolated 



G. Wang et al. / Journal of Computational Physics 274 (2014) 333–355 337

Fig. 2. Communication framework of coupling rotor/stator interface.

conservative variables within the overlap region to evaluate the right-hand side of Eq. (4). Note finally that cells L3,4 are 
geometrically overlapped with the domain R with points located in cells R1,2,3 . In the more generic cases, the extent and 
topology of the duplicated cells will not coincide. The unknown conservative variables of the overset vertices p1,2,3 are 
hence approximated through an interpolation from the information of cells R1,2,3 . The same procedure is used to compute 
the nodal residuals of b, c in domain R that is also extended onto mesh L by two or more cells, since it is a two-way 
coupling. This third approach is selected here as it is easily implemented externally from any base CFD code and yields 
high-order accuracy if used in conjunction with high order interpolation [41,43,51,52,58,74].

In terms of methodology and overall strategy, the external code coupling is preferred over an internal implementation 
to extend the available LES solver so that it can deal with rotor/stator simulations. Hence two or more copies of the same 
LES solver (namely AVBP) each with its own computational domain and static DDM algorithm executing a given partitioning 
with a given target number of processes, are coupled through the parallel coupler OpenPALM [75]. The detailed implemen-
tation of such coupling includes: (1) find the enclosed cell; (2) calculate the local coordinates in the cell; (3) calculate the 
interpolation coefficients using a shape function; (4) calculate the interpolated value using Eq. (6). The current implementa-
tion [75] is compatible with the CGNS interpolation tool [76] and is external to the CFD code. Finally, note that a high order 
interpolation is viable for unstructured meshes by introducing high order shape functions [77], but with some significant 
additional efforts in implementing the proper stencils efficiently.

Fig. 2 shows a typical communication framework for a rotor/stator coupling approach using the MISCOG method de-
scribed above. For this case, the whole flow domain should initially be divided into static (AVBP01) and rotating parts 
(AVBP02). For rotating parts, the code uses the moving-mesh approach in the absolute frame of reference while the re-
maining unit simulates the flow in the stationary part in the same coordinate system [78]. The interfaces between the two 
units involving rotating and non-rotating parts are coupled with the overset grids by interpolating and then exchanging 
the conservative variables wherever needed and as described above. To do so, an efficient distributed search algorithm is 
implemented in the coupler OpenPALM to locate the points in parallel partitioned mesh blocks. This coupling algorithm 
will then update at each time step the information and carry the interpolation from one sub-MPI world to the next and 
vice-versa. Issues of numerical stability of the coupled solution and the convergence of this coupled problem are directly 
linked to the size of the overlapped region and the stencil of the numerical schemes selected [79].

3. Numerical analysis of the coupling approach

Prior to the application of the proposed solution to a high fidelity LES of rotor/stator problem, three validation cases 
are conducted focusing on acoustical wave propagation (1D), convection of an inviscid or viscous vortex (2D), and rotating 
boundaries (2D). Each case is computed twice: the first evaluation is used to yield the benchmark solution using one stan-
dard AVBP procedure running on one mesh while the second computation uses two non-conformal overlapping meshes to 
evaluate the MISCOG strategy. The primary objective is to qualify and quantify errors introduced by the coupling approach.

3.1. Acoustics wave traveling in a static coupled simulation

An accurate compressible LES should first transport acoustic waves properly. The first validation case is therefore the sim-
ple problem of a 1D propagating acoustic wave (Euler equation) in a domain whose boundary conditions are non-reflective 
and the acoustic signal covers the entire computational domain. Fig. 3 illustrates the configuration for the reference and 
coupled simulations. In the latter, two overlapping 1D meshes are computationally communicating using MISCOG. In the 
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Fig. 3. 1D acoustic wave propagation simulated by two approaches: (a) the stand-alone solver and (b) the equivalent coupled approach. The total length of 
the computational domain is L and the cell size is $x .

Fig. 4. Inlet wave signal (P0) and signals at the downstream probe for the standard simulation (P1) and the coupled simulation (P2) as a function of time 
t normalized by the period T (mesh resolution of $x/λ = 0.125 and LW scheme). Definitions of the gain factor F and phase-shift τ .

overlapped region, the meshes are non-coincident and the vertices from one mesh are located at the center of the corre-
sponding cell in the other mesh. The conservative variables over several layers of nodes on each side are coupled and will 
be updated based on the interpolated values of the other mesh at each time step.

The incoming acoustic wave is imposed at the left side boundary of the domain (Fig. 3) using the Inlet Wave Modulation 
(IWM) approach [80], which is equivalent to modulating the target velocity at the inlet as:

uinlet = U0 + P A

ρ0c0
sin(2π f t). (8)

The amplitude of the pressure perturbation is P A = 100 Pa. The temporal frequency is f = 1000 Hz. A zero mean flow 
velocity is set (U0 = 0), and the density ρ0 = 1.172 kg/m3 and sound speed c0 = 347.469 m/s of the mean flow correspond 
to atmospheric conditions. Navier–Stokes Characteristic Boundary Conditions (NSCBC) are used at both inlet and outlet 
boundaries to prevent wave reflections [81]. The total length L of the computational domain is chosen to be 10 times the 
selected wave length, λ = c0/ f , which is then discretized by different mesh resolutions, $x ∈ [λ/40, λ/4]. To focus on the 
spatial discretization error, the time steps of all cases are set to a very small physical value $t = 6 ms, which corresponds to 
a Courant–Friedrichs–Lewy (CFL) number of 0.2 for the finest mesh ($x = λ/40) and 0.02 for the coarsest mesh ($x = λ/4). 
The two numerical schemes (LW and TTG4A) presented above are tested here.

Fig. 4 shows the temporal evolutions of this flow solution obtained with LW. The inlet wave signal (P0) is compared 
with the outlet probed signal for the two different approaches (P1 for the standalone computation and P2 for the cou-
pled one). Only two wave periods of the input signals are taken for a mesh resolution $x = λ/8. In the exact solution to 
such a problem the sine wave should be preserved and only a delay of τex = L/c, where c stands for the speed of sound, 
should be present at all frequencies. A gain factor F and a phase-difference τ between inlet and outlet signals are in-
troduced for all simulations to assess the differences with this exact solution. The results of the standalone simulations 
then provide the dissipative and dispersive properties of the selected scheme. When comparing with the results of the 
coupled simulations, the additional contribution of the coupling scheme and particularly the effect of the interpolation can 
be assessed. Fig. 5 quantifies both errors illustrated in Fig. 4. In Fig. 5(a), for large numbers of points per wave-length, all 
schemes show a small level of dissipation: the gain factor approaches unity in all cases as $x/λ decreases confirming the 
convergence of the discretized system (with or without interpolation). It shows that dissipation increases as the number 
of points per wave-length decreases, making F almost vanishing when the mesh resolution is poor: $x/λ = 0.16 for LW 
and $x/λ = 0.25 for TTG4A stressing the superiority of the Taylor–Galerkin schemes for compressible LES [30,72]. Several 
coupled computations with varying numbers of overlapping points No are also shown in Fig. 5(a) (No = 1, 4, 5), to find 
its optimal value for both numerical schemes. Only one overlapped node on each side is required for LW as confirmed by 
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Fig. 5. The gain factor F (a) and phase-shift τ (b) errors for both standard and coupled simulations.

theoretical and numerical analyses [79]. Using one or four overlapped nodes also yields very similar results. For TTG4A, four 
overlapping nodes are needed to cover the full stencil at the interface. As shown in Fig. 5(a) adding a fifth point on either 
side of the overlapped interface does not improve the gain factor curve, since it does not appear in the stencil. Fig. 5(b) 
shows the phase errors for standard and coupled simulations. The curves indicate that interpolation does impact the re-
sults mainly at very poorly resolved scales. All these results are consistent with conventional analysis of numerical schemes 
designed for LES and confirm that the proposed rotor/stator interface treatment meets LES requirements provided that the 
uncoupled discretization scheme is of high order to minimize numerical dispersion and dissipation. This desired result is 
however obtained only if used with a sufficient number of overlapping points. Results also confirm that the interface treat-
ment comes with an increased dissipation at all resolutions. Increased dispersion appears mainly for poorly resolved wave 
lengths.

3.2. Inviscid vortex traveling in a static and moving coupled simulation

Accurate compressible LES also relies on the model and solver ability to resolve and transport vortices within a complex 
geometry. The second validation case is specifically chosen to address the ability of the proposed solution to resolve a 
2D vortex traveling through the overlapped interface using Euler equations. The numerical setups are given in Fig. 6. The 
standard and reference case (Fig. 6(a)) has a single mesh composed of 2Nx × Nx quad cells of size $x = 20Rc/Nx , where 
Rc is the radius of the vortex, covering a rectangular (x,y) domain of dimensions [−20Rc, +20Rc] × [−10Rc, +10Rc]. For 
the coupled cases, two computational domains are provided in Figs. 6(b) and (c), and consist of two rectangular boxes 
with an overlapped region for which No points are present on each side of the interface. The first box covers a domain 
of [−20Rc, No$x] × [−10Rc, +10Rc] and is meshed with (Nx + No) × Nx quad cells (indicated as Mesh A in Fig. 6). The 
second box covers [−No$x + $x/2, +20Rc] × [−10Rc, +10Rc] and has (Nx + No) × (Nx + 1) quad cells (indicated as Mesh 
B in Fig. 6). Similarly to the first test case, the overlapped vertices are located at the center of the quad cells of the other 
mesh. Two types of coupled simulations are conducted: (1) a static coupling; (2) a coupling with a translating interface in 
which the second coupled mesh is periodically translating in the vertical direction in Fig. 6, at a constant speed of 100, 200 
and 300 m/s (typical rotating speeds of relevant turbomachinery applications). NSCBC are used again at both inlet at outlet 
boundaries to avoid wave reflections. To prevent spurious effects from the domain boundaries, all lateral surfaces are also 
set to be periodic.

An initial isotropic vortex [30,81,82] is imposed on a uniform mean flow going from left to right. It is based on the 
stream function

Ψ (x, y) = Γ e−r2/2R2
c , (9)

where Γ is the vortex strength and r =
√

(x − xc)2 + (y − yc)2 the geometric distance to the vortex center (xc, yc), initially 
located at xc = −10Rc and yc = 0. Rc controls the size of the vortex. The resulting velocity and pressure fields simply read

u = U0+
∂Ψ

∂ y
= U0 − Γ

R2
c
(y − yc)e−r2/2R2

c , v = −∂Ψ

∂x
= Γ

R2
c
(x − xc)e−r2/2R2

c , P = P0 − ρΓ 2

2R2
c

e−r2/R2
c , (10)

where P0 and U0 stand for the reference background pressure field and flow velocity respectively. For the present sim-
ulations the different parameters are Rc = 0.01556 m, P0 = 101,300 Pa, ρ = 1.172 kg/m3 and a constant uniform flow 
U0 = 100 m/s. Three levels of vortex strength Γ = 0.036, 0.1 and 0.5 m2/s are chosen leading to velocity fluctuations 
u′

max = v ′
max = 1.4, 3.9 and 19.4 m/s and pressure fluctuations P ′

max = 3.1, 24.1 and 601.8 Pa respectively. The time steps 
are chosen to yield CFL = 0.07 to minimize temporal effects. Additional simulations are obtained for CFL = 0.7 as recom-
mended for TTG4A [73].

Only predictions for CFL = 0.07 are shown in Fig. 6 for the three simulation setups. In Fig. 6(a), the initial vortex evi-
denced by isolines of the transverse velocity component is convected with time by the main flow from left to right in the 
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Fig. 6. Schematic of standard and coupled simulations of vortex traveling: (a) Standard case; (b) Static coupled case; (c) Moving coupled case: similar mesh 
sizes as the previous coupled case, except that mesh B is translating at speed of utrans = 100, 200 or 300 m/s. The mesh size is $x = Rc/4 with Nx = 80
and No = 4 (only one-fourth of grid points are shown). The inviscid vortex (with radius Rc ), shown by isolines of lateral velocity, is initialized at time t = 0
and is traveling from left to right and passing through the interface (t = 0.5). Time t is normalized by the vortex convection time over travel distance, 
20Rc/U0.

standalone setup. In Figs. 6(b) and (c) for the static and moving mesh respectively, the vortex has reached the center of the 
coupling interface. As evidenced by the isolines, the vortex is well preserved in the coupled cases even when it crosses the 
coupling interfaces.

Numerical convergence of the proposed coupled strategy is then addressed on different mesh resolutions (Nx from 20 to 
200), using both the LW and TTG4A schemes, with the quadratic mean errors of the instantaneous pressure field P (most 
sensitive variable)

L2(P ) = ‖εP ‖2 =
[∑

V i(εP ,i)
2
]1/2

(11)

and the maximum error

L∞(P ) = ‖εP ‖∞ = max
[
|εP ,i |

]
, (12)

where εP ,i is the difference between the nodal value of the analytical pressure field and the scheme value, and V i is the area 
of the cell. The analytical fields are given by Eq. (10) with the vortex center advected to the anticipated positions. Figs. 7
and 8 show L2(P ) and L∞(P ) curves as a function of the grid resolution at three dimensionless instants t = 0.25, 0.5 and 1, 
when the vortex is convected from the initial position x = −10 Rc at t = 0, to the positions x = −5 Rc (upstream of the 
interface) at t = 0.25, x = 0 (crossing the interface) at t = 0.5, and x = 10 Rc (downstream of the interface) at t = 1.

In Fig. 7(a), convergence at t = 0.25 is first checked for the small CFL number of 0.07. There are two sets of convergence 
plots with two different slopes, only depending on the numerical schemes. The coupled cases have the same errors as 
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Fig. 7. The quadratic mean errors of instantaneous pressure fields L2(P ) versus mesh resolution Nx for different cases using the LW or TTG4A schemes. 
The pressure profiles are compared with the analytic profiles when the vortex reaches upstream of the interface (t = 0.25), the interface (t = 0.5) and 
the downstream of the interface (t = 1). The computations are using two sets of time steps with CFL = 0.07 (top) and CFL = 0.7 (bottom). The translation 
speeds for the translating coupled cases is Utrans = 200 m/s.

the standard one. As expected, simulations using LW recover the scheme 2nd-order spatial accuracy, while simulations 
using TTG4A reaches a 3rd-order accuracy or slightly above. In Fig. 7(b), convergence results are given at t = 0.5. In the 
coupled cases, all static and translating (Utrans = 200 m/s) have similar error levels and slopes. Since the two domains 
are presently coupled by a 2nd-order linear interpolation scheme, only 2nd-order spatial accuracies are ensured for both 
LW and TTG4A simulations. Higher-order interpolation would be required to achieve higher spatial accuracy. Yet, coupled 
simulations with TTG4A contain almost a decade less errors than the coupled LW for any given grid resolution, as already 
evidenced in the above 1D test case. In Fig. 7(c), at t = 1, all the coupled simulations keep their 2nd-order spatial accuracy, 
even though the vortex has traveled 10Rc downstream the interface. Again, the mesh-translating coupled cases have similar 
error levels as the static ones. Figs. 7(d)–(f) show the same converged results for CFL = 0.7. All coupled cases again exhibit 
2nd-order accuracy because of the 2nd-order interpolation (Figs. 7(e) and (f)). The translating coupled cases also have similar 
convergence rates as the static ones.

Temporal evolution of the above simulations is now considered to assess the spurious errors introduced at every time 
step by the moving coupled domains. The following mesh resolution is chosen: Nx = 80 ($x = Rc/4 = 3.89 mm). Fig. 9
shows the time traces of the pressure signals monitored at the middle point of the overall computational domain for 
different vortex strengths. Fig. 9(a) stresses that all temporal signals agree well with the standard simulation for a CFL of 
0.07. Only high-frequency pressure fluctuations are introduced by the translating interface as evidenced in the zoom of the 
plot. When a standard FFT of the signal is performed in Figs. 9(b) and (c), these spurious oscillations are identified by a 
tone around 51.9 kHz independent of the vortex strengths and the coupling only introduces this additional high-frequency 
noise. When the CFL is increased to 0.7 in Fig. 9(d), the same conclusions can be drawn for all vortex strengths, except that 
additional humps appear around the tone.

The vortex strength is then set to Γ = 0.5 m2/s. The pressure spectra are presented for different translating speeds 
Utrans = 100, 200 and 300 m/s in Fig. 10(a) and for different mesh sizes $x in Fig. 10(b), all cases being summarized in 
Table 1. The frequencies of the spurious oscillations are clearly proportional to the translating speed and inversely propor-
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Fig. 8. The maximum errors of instantaneous pressure fields L∞(P ) versus mesh resolution Nx for different cases using the LW or TTG4A schemes. The 
pressure profiles are compared with the analytic profiles when the vortex reaches upstream of the interface (t = 0.25), the interface (t = 0.5) and the 
downstream of the interface (t = 1). The computations are using two sets of time steps with CFL = 0.07 (top) and CFL = 0.7 (bottom). The translation 
speeds for the translating coupled cases is Utrans = 200 m/s.

Fig. 9. Temporal evolutions of pressure signals at the central position (0, 0) of interface for different vortex intensities (top: Γ = 0.5 m2/s; bottom: Γ =
0.036 m2/s) in standard, static coupled and translating (Utrans = 200 m/s) coupled cases. Time traces (a) and spectra (b)–(c) for CFL = 0.07. (d) Spectra for 
CFL = 0.7.
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Fig. 10. Spectra of pressure signals at the central position (0, 0) of interface in translating coupled cases (CFL = 0.07; vortex intensity Γ = 0.5): (a) with 
different translating speeds, Utrans = 100, 200 and 300 m/s and mesh size $x = Rc/4; (b) with different mesh sizes, $x = Rc/4, Rc/6 and Rc/8 for a 
translating speed Utrans = 200 m/s; (c) at different monitoring positions for a translating speed Utrans = 200 m/s; (d) using different time ratios αt = 38.9,

19.45, 7.78 and 3.89.

Table 1
Frequency ftrans of pressure signal spectra in translating coupled cases with different mesh sizes $x and translating speeds Utrans .

$x [mm] Utrans [m/s] ftrans [kHz] Strans = ftrans$x
Utrans

3.8900 100 25.9 1.0075
3.8900 200 51.9 1.0095
3.8900 300 77.8 1.0088
2.5933 200 77.8 1.0088
1.9450 200 103.8 1.0094

tional to the mesh size, as confirmed by the non-dimensional ratio or equivalent Strouhal number obtained as the ratio 
between these three parameters

Strans = ftransUtrans

$x
= 1.0. (13)

Interpolation error is indeed fluctuating in time as the position of donor cells evolves with time. The level of this numerical 
noise is however two orders of magnitude smaller than the main vortex signal and can be considered negligible as long 
as it does not interfere with LES resolved large-scale motions. Moreover, this high frequency noise decreases rapidly away 
from the middle point as shown in Fig. 10(c) and is higher than the typical frequencies of combustion and turbomachinery 
noise of interest. Finally, Fig. 10(d) clearly shows that the additional humps observed in Fig. 9(d) are related to the ratio of 
the translation period Ttrans to the timestep $t

αt = Ttrans

$t
= $x/Utrans

CFL · $x/(U0 + c0)
. (14)

On the one hand, bigger αt lead to less spurious frequency bands in the pressure spectra, and when Ttrans is well resolved 
by the time step, only the peak translating frequency at 51.9 kHz can be seen. On the other hand, poor sampling of Ttrans
leads to aliasing frequencies [79,83].

3.3. Viscous vortex traveling in a static and moving coupled simulation

The viscous vortex [84] validation case is chosen to qualify the momentum diffusion using full 2D Navier–Stokes equa-
tions. The same setups as in the previous inviscid vortex problem is used here: the static test cases shown in Figs. 6(a) 
and (b), and the moving coupled case consisting of two computational domains coupled with MISCOG as in Fig. 6(c). An 
initial vortex with a core radius Rc = 0.01556 m is imposed using Eq. (10) on a viscous flow with uniform mean convecting 
velocity U0 = 100 m/s. Two Reynolds numbers (Re = U0 Rc/ν) are chosen Re = 102 and Re = 1020. The CFL number is set 
to 0.7 and the two numerical schemes LW and TTG4A are tested for different mesh resolutions. The diffusion operator is 
discretized in AVBP with a second-order centered scheme on a compact stencil.
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Fig. 11. Viscous vortex traveling case: the transverse velocity v convected and diffused with time t in simulations using LW (a) and TTG4A (b) schemes. 
Time t is normalized by 20Rc/U0. Mesh size $x = Rc/4 and Re = 102.

The analytical solution for this temporally evolving velocity field can be obtained through a perturbation analysis of the 
governing equations detailed in [85], and reads:

u(x, y, t) = U0 − Γ

R2
c

(y − yc)

α2 e−r2/2α R2
c (15)

v(x, y, t) = Γ

R2
c

(x − xc)

α2 e−r2/2α R2
c (16)

where the parameter α is defined as

α = 1 + 2νt/R2
c (17)

where the vortex strength is Γ = 0.5 m2/s and the distance r is measured relative to the vortex center (xc , yc) traveling at 
U0. The kinematic viscosity ν equals 1.52 × 10−3 or 1.52 × 10−2 m2/s for the two Reynolds-number cases respectively.

Fig. 11 shows the temporal evolution of the transverse velocity component v along the x-axis. The vortex is initially 
located at x = −10Rc at t = 0, traveling from left to right with the mean convecting flow while decaying due to diffusion. 
The coupled simulation has two computational domains (indicated by two different symbols) coupled at the interface x = 0. 
The vortex core travels through the interface at t = 0.5 and reaches x = 10Rc at t = 1. The results predicted by the cou-
pled simulations fit very well with those of the standard reference simulations. The TTG4A scheme agrees better with the 
analytical solution than the LW scheme, as it has less numerical diffusion and dispersion.

The velocity and its gradient profiles across or along the interface are further checked in Fig. 12 for the two schemes. The 
transverse velocity v is continuous across the interface in Figs. 12(a) and (b). All simulations in all domains yield the same 
results. The same conclusion can be drawn for the longitudinal velocity u along the interface (x = 0) in Figs. 12(c) and (d). 
Figs. 12(e) to (h) show the magnitudes of the gradients of the transverse velocity v . Very similar results are obtained for 
both the coupled and standard cases. However, the coupling interface seems to cause a slight damping of the magnitude of 
the gradients, and the continuity of the derivatives is no longer fulfilled because of the linear interpolation.

In Fig. 13 the numerical convergence is again checked by the L2-error and L∞-error on the transverse velocity 
field versus mesh resolution Nx by comparing with the exact analytical solution (Eq. (16)). For both Reynolds numbers 
Re = 1020 and 102 (Figs. 13(b) and (c) respectively), the TTG4A scheme exhibits 3rd-order spatial accuracy and the LW 
scheme 2nd-order accuracy in a very similar manner as the inviscid case (Fig. 13(a)). Similarly, the order of the coupled 
TTG4A scheme is reduced to 2nd-order because of the 2nd-order interpolation.

3.4. Flow past a rotating cylinder

A compressible LES of a rotor/stator configuration involves wakes crossing rotating boundaries. The final validation case 
therefore involves an overlapping rotating interface, and the flow past a rotating cylinder. It is a well-investigated test-case 
targeting wake dynamics and flow control [86]. Two critical parameters are relevant to this problem: (1) the Reynolds 
number Re = U0 D/ν , based on the free-stream velocity U0 and the cylinder diameter D as well as (2) the dimensionless 
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Fig. 12. The velocity and its gradient profiles when the viscous vortex travels through the interface at t = 0.5; analytical solution (hard lines), standard 
reference simulation (dashed lines) and coupled simulation (lines with symbols). The simulations are using the LW (left) or TTG4A (right) schemes. Mesh 
size $x = Rc/4 and Re = 102.

peripheral velocity ratio α = 0.5Dω/U0, defined as the ratio of the velocity magnitude at the surface of the cylinder ωD/2
to the free-stream velocity. The case retained in the following simulation uses Re = 200 and α = 3.5. For this operating 
condition, a stationary solution is expected with transient effects induced by the initial motion of the cylinder [86].

As shown in Fig. 14, two numerical configurations are again used for the simulation. In Fig. 14(a), a standard stan-
dalone simulation uses a single rectangular domain of dimensions [−50D, 50D] × [50D, 200D] with a cylinder centered at 
(0, 0). The cylinder boundary condition is a rotating isothermal wall with a prescribed rotating wall velocity in the counter 
clockwise direction at a speed of ω = 2αU0/D . The main flow value, U0, is assigned at the upstream boundary while the 
downstream outlet uses a reference static pressure. Inlet and outlet boundaries also use NSCBC. The top and bottom bound-
aries are set to be adiabatic slip wall conditions. A close-up view of the unstructured mesh (made of triangular cells) is 
given in Fig. 14(a), with the smallest cell size equal to D/400 located on the cylinder surface. The coupled simulation has 
the same mesh topology, but consists of two meshes: one rotating mesh around the cylinder and extending radially up to 
r ≤ 2.25D . Its rotation speed is fixed at ω = 2αU0/D and the cylinder wall condition is in this case an isothermal no-slip 
condition. A static mesh represents the outer domain for r ≥ 1.75D . The two meshes overlap on an annulus located at 
r = 2D with an overlapping thickness of 0.5D . The characteristic mesh size is 0.05D in this region in both meshes. The 
numerical scheme of both simulations is TTG4A. As mentioned above, the two computations are impulsively started from a 
uniform free stream field covering the whole domain. The transient is computed for a total dimensionless time of 200 (time 
normalized by the convective time D/U0), until the flow has reached a steady state. The results of the coupled configuration 
are in excellent agreement with the standard method as evidenced by the instantaneous vorticity fields in Fig. 14 or the 
axial velocity U profiles near the coupled region and at different instants in Fig. 15. Transient induced effects are further 
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Fig. 13. Quadratic mean and maximum errors of instantaneous fields of transverse velocity L2(v) (a)–(c) and L∞(v) (d)–(f) versus mesh resolution Nx for 
different cases using the LW or TTG4A schemes. The transverse profiles are compared with the analytic profiles when the vortex reaches the interface 
(t = 0.5) for three different Reynolds numbers: (a), (d) inviscid vortex; (b), (e) Re = 1020; (c), (f) Re = 102.

illustrated in Fig. 16 where the recorded lift and drag coefficients temporal evolutions are shown to fully agree whatever 
the CFD approach retained. At convergence, the lift and drag coefficients are CL = −13.41 and C D = −0.03 which is very 
closed to results obtained by Mittal and Kumar [86] for the same conditions, CL = −13.54 and C D = −0.02.

4. LES applications

As discussed in the introduction, the motivation for accurate and efficient coupling strategies is to provide a controlled 
numerical formalism allowing full LES in rotating machines. The latter should be able to account for all wave mechanisms 
in stages including wave generation and propagation. As evidenced in the previous sections, MISCOG implemented within 
OpenPalm provides an easy to implement extension for existing LES massively parallel solvers as the one developed at 
CERFACS for both translating and rotating interfaces. To illustrate the feasibility of LES in such a context, two applications 
are considered, one dealing with wave propagation in a linear cascade (translating interface), the other coping with wave 
interaction and generation in a realistic turbine stage (rotating interface).

4.1. LES of a rotor linear cascade for indirect noise predictions

The first application is the simulation of the propagation of acoustic and entropy waves in a linear rotor cascade shown 
in Fig. 17. This simpler set-up is preferred here as very long simulation times are required to statistically converge the 
reflected and transmitted waves at low frequencies of interest in combustion noise. The cascade geometry is taken from the 
mid-span profile of the MT1 rotor blade described in the next section [67,87]. The selected inlet and outlet relative Mach 
numbers are 0.653 and 0.366 respectively. The inlet and outlet flow angles are −75.76◦ and −60◦ respectively. The inlet 
and outlet total pressures are 18.464 and 14.239 bars respectively. A translating speed of 500 m/s is imposed to the rotor 
blade. The mean flow is subject to a modulated inflow or outflow condition with either acoustic or entropy plane waves 
in the stationary frame as detailed by Duran and Moreau [88]. As before, these pulsated waves are imposed using NSCBC 
boundary conditions. Periodic boundary conditions are used on the side edges of the computational domain.



G. Wang et al. / Journal of Computational Physics 274 (2014) 333–355 347

Fig. 14. Simulations of a Re = 200 flow past a rotating cylinder: iso-contours of vorticity are predicted by (a) single domain simulation (b) two domain 
coupled simulation and (c) Mittal and Kumar [86] simulation. The ratio of the rotating surface speed and free stream speed α is 3.5. The presented zoom 
near the cylinder [−3.5D, 3.5D] × [−5D, 9D] is extracted from the entire computational domain [−50D, 50D] × [50D, 200D].

Fig. 15. Velocity profiles along a vertical line positioned at x = 2D (shown in Fig. 14) at different instants t = 10, 20 and 200 of the simulations. Continuous 
lines denote the standard stand-alone simulation approach. Symbols refer to the coupled simulation results: static part (!) and rotating part (1).

Three different simulations are performed with AVBP using the TTG4A scheme. First a fixed mesh serves as a reference 
calculation as in the above test cases. A second method involves continuously deforming the mesh in the moving region 
around the blade. More details on the application of this Arbitrary Lagrangian–Eulerian (ALE) method can be found in 
Duran and Moreau [88]. Finally the MISCOG method is applied with translating interfaces. As shown in Fig. 17 an entropy 
wave or equivalently the temperature fluctuation is applied at the fixed inlet location. These waves are then traveling 
from left to right because of the mean inflow velocity field and create two acoustic waves (one reflected and the other 
transmitted) when going through the rotor blade passage. This is the source of indirect combustion noise in the first stage 
of an actual turbine [89,90]. Similar results have been obtained with acoustic waves imposed either at the inlet or the 
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Fig. 16. Time histories of the lift (CL ) and the drag (C D ) coefficients for the two simulations: continuous lines denote the standard stand-alone simulation, 
open circles denote the coupled one and dark triangles refer to the numerical simulation of Mittal and Kumar [86].

Fig. 17. Contours of instantaneous temperature fluctuations with an entropy wave train at the inlet of the MT1 rotor linear cascade.

Fig. 18. Instantaneous profiles of temperature fluctuations along the line in Fig. 17 crossing the coupled interface, during the propagation of entropy wave. 
Solid and dashed lines denote two coupled domains with the interface respectively.

outlet of the cascade [88]. They mimic either direct combustion noise at low frequencies or noise created in the stages 
by wake interaction for instance. Once a steady state is reached for all simulations, the post-processing of the flow field 
shown in Fig. 17 is similarly performed in four steps. All the waves are first computed at each grid point as a function of 
time. Secondly, these waves are averaged in the transverse direction by integration. Thirdly, a Fourier transform of these 
transversally-averaged waves is performed for the discrete frequencies imposed at the inlet. Finally at the outlet some 
averaging along the propagation direction is performed to remove the random components from the rotor wakes. This 
procedure yields the final reflected and transmitted coefficients that can be compared to the analytical compact theory of 
Cumpsty and Marble [91].

As the overlapping method is not fully conservative by construction, the mass flow conservation has been first verified 
throughout the cascade in the third simulation. The mass flow rates are 365.04 kg/s and 365.07 kg/s in the static and 
rotating domains respectively, which yields an inconsistency of less than 0.08!. The proper continuity of the flow properties 
with time is then checked in Fig. 18 by an instantaneous profile of temperature fluctuations taken along the line identified 
in Fig. 17. As indicated by the overlapped solid and dashed line, the profiles in the fixed and rotating domains are fully 
coincident. Both AVBP solvers compute the same information at the coupling interfaces, which in turn insures a correct 
transmission of the entropy waves through the interfaces. Finally the reflected and transmitted waves (due to an incident 
acoustic wave) are computed with the three different methods in Fig. 19. The MISCOG-based simulation yields very similar 
results as the reference case, much closer than the ALE simulation. Moreover and contrarily to the ALE method, no spurious 
spike is observed around 2250 Hz in agreement with the standalone predictions. At low frequencies, the simulation results 
fit well the theoretical value given by the compact theory which is strictly valid at zero frequency. Similar results have been 
obtained for the case where entropy waves are forced at the inlet [88]. Based on these initial results, the method has been 
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Fig. 19. Response of a rotor blade to an acoustic perturbation: (a) at the inlet and (b) the outlet. Compact theory (—), numerical simulation with stationary 
mesh (×), with ALE deforming mesh (!) and with MISCOG method (⌥).

Fig. 20. The simulation configurations for the QinetiQ MT1 turbine: (a) the geometry of one quarter of turbine containing 8 stator vanes and 15 rotor 
blades; (b) the simulation domain of 12◦ with 1 scaled stator and 2 rotors; (c) the associated mesh.

recently extended to a complete turbine stage with the same good conservation properties at the stator–rotor interface, and 
the first numerical reflection and transmission coefficients for both acoustic and entropy waves [92].

4.2. 3D LES of a transonic turbine stage

The second application case involves the transonic MT1 turbine stage in the QinetiQ test facility [67,87] and rotating 
interfaces. A geometrically scaled configuration of 1 stator vane and 2 rotor blades (Fig. 20(b)) is actually computed. Indeed, 
to alleviate computational costs, the stator vane is geometrically scaled by a small factor of 32/30 to establish spatial 
periodicity in a 12◦ sector. The scaled blade count ratio is therefore 30 : 60, which maintains the initial solidity [93]. This 
scaling technique has been proposed and validated by Mayorca et al. [94] and has also recently been used for U-RANS 
simulations of the same configuration [93]. Such scaling techniques are commonly used in unsteady rotor–stator simulations 
using both RANS [93–96] or LES [14] approaches.

The computational domain consists of two overlapped meshes covering the stator and the rotor respectively. The unstruc-
tured hybrid meshes are generated using CENTAUR and include prismatic boundary layer cells around the vane and blade 
surfaces while using tetrahedral cells away from walls. Fig. 20(c) shows some details of the mesh for this 12◦ configuration. 
The height of the prismatic layer is chosen based on a normalized wall distance y+ = 50∼90 around the blades, with an 
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Table 2
Typical parameters used for the two configurations simulated by LES. Note that computational costs are here obtained for one full machine revolution 
(360◦) of the turbine.

Periodicity Stator + Rotor No. cells min y+ Timestep Iterations CPU hours (BULL B510)

12◦ 1 + 2 5M + 8M 50 50 ns 126 K 4 K

Table 3
Setups for the current LES study and two RANS investigations, together with the experimental operating parameters.

Parameters (unit) EXP LES RANS [98] URANS [93]

Rotational speed (rpm) 9500 ± 1% 9500 9500 9500
Inlet: total pressure (bar) 4.6 ± 1% 4.5 4.6 4.615
Inlet: total temperature (K) 444 ± 1% 444 444 444.4
Outlet: static pressure (bar) 1.428 ± 1% 1.428 1.453 1.425
Pressure ratio 3.2 3.15 3.17 3.24
Blade: wall temperature (K) – 288.5 288.5 –
Blade: min y+ – 50 1–2 20
CFD solver – TurboAVBP elsA VolSol

Fig. 21. The evolutions of integrated mass flow rate (ρu) and total energy (ρE) over the coupled middle planes on both stator and rotor sides.

aspect ratio $x+ = $z+ = 4$y+ and a wall-normal stretching ratio of 1.09. A classical logarithmic wall-law boundary con-
dition is imposed on velocity to predict friction on solid walls since the current grid resolution is not adequate for a proper 
integration in the near-wall regions [97]. The resulting mesh then consists of 13 millions hybrid prismatic/tetrahedral cells 
(Table 2). The mesh size in the overlap region shown in Fig. 2 is 0.5 mm. Based on this setup, the characteristic frequency of 
the interpolation noise caused by the rotating domain is evaluated to be greater than 500 kHz and well above any expected 
flow unsteadiness or instability of such a problem.

A total pressure, total temperature and the velocity vector angles are prescribed at the inlet. A mean static pressure 
is targeted at the outlet of the flow passage. Both inlet and outlet NSCBC are again used to prevent waves reflections at 
these boundaries. The rotor mesh is rotated by a conventional moving grid method [78]; the rotor blades as well as the 
hub of this section are hence moving walls that follow the rotating motion. The two lateral surfaces delimiting the sector 
in the azimuthal direction are axi-periodic boundaries. Details of the boundary conditions are given in Table 3. Only LW is 
used here to limit the computational cost. It provides a reference simulation with an accuracy typically achieved in current 
turbomachinery applications. The LES solver being fully explicit in time, the time-step is controlled by the acoustic CFL 
number. According to the mesh refinement strategies for this configuration, the time step is fixed to $t = 0.5 · 10−7 s, 
which results into 126,000 iterations for the simulation to fulfill one full revolution of the machine (Table 2). The resulting 
computational cost is about 4 K CPU hours, which is well within the range of todays HPC computational resources.

The first check has again been the conservative properties of the rotating interfaces. Fig. 21(a) shows the temporal 
evolution of the integrated mass flow rates through the middle plane of the coupled interface located in the stator and 
rotor meshes. Similarly, Fig. 21(b) provides the temporal evolution of the surface integral values of total energy ρE on these 
coupled interfaces. In both cases, the variations in the fixed and rotating grid interfaces are perfectly matching, indicating 
good mass and energy conservation of the coupled simulation. These quantities are evolving with time around their mean 
operating values stressing the unsteady nature of the flow and the strong stator–rotor interaction.

Two flow variables are considered to illustrate the flow topology obtained with the coupled strategy. On the one hand, 
Fig. 22 shows the instantaneous resolved Mach number at three different radii. These profiles on the rotor or stator sides 
fit well at the coupled interfaces, again stressing the reliability of the proposed approach. On the other hand, Fig. 23 shows 
the instantaneous subgrid-scale viscosity νt that is modeled by Eq. (3) with the Smagorinsky model [68] using the resolved 
scalars in the simulation at the same three spanwise locations. The profiles have a good overall match at the interface 
with some local discontinuities mainly in the wake region. This can be traced to the previous discontinuities observed on 
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Fig. 22. Instantaneous profiles of Mach number at different span heights (10% H, 50% H and 90% H) in the coupled middle planes of stator (hard lines) and 
rotor (dashed lines).

Fig. 23. Instantaneous profiles of turbulent viscosity νt at different spanwise heights (90% H, 50% H and 10% H) in the coupled middle plane of stator (hard 
lines) and rotor (dashed lines).

the derivatives of the flow variables present in the subgrid-scale modeling: the interface transfers the primitive variables 
correctly, but not exactly their derivatives. However, the differences remain acceptable with a maximum 20% variation on 
the turbulent viscosity. This error could be further reduced by either increasing the mesh resolution at the interface or 
by developing an interpolation including gradient information. Finally, Fig. 24 features an instantaneous field of vorticity 
magnitude in a radial plane located at mid span. Vortex shedding is generated at the blunt trailing edge of the stator where 
the boundary layers separate from the wall. The resulting von Kármán street is then convected downstream into the rotor 
passage through the interface without significant damping.

To assess the accuracy of the present LES, its predictions are compared with available experimental data and previous 
RANS/U-RANS results [93,98]. The wall-resolved RANS prediction uses a structured mesh with 2.6 M points (y+ ∼ 1–2) for 
one stator passage and one rotor passage using the elsA code [98]. The wall-modeled URANS results are obtained on a 
structured mesh with y+ ranging from 20 to 200, based on the geometrically scaled setup of one stator passage and two 
rotor passages using the VolSol code [93]. All numerical setups are detailed in Table 3. LES data is obtained by simulating 
the flow over two full revolution times. Only part of the second revolution, out of the transient regime, is time-averaged to 
retrieve flow statistics, i.e. 50,000 iterations corresponding to a rotation of about 140◦ . Fig. 25 first shows the mean static 
pressure profiles at mid-span of the rotor blade. LES predictions are clearly better than RANS on the blade pressure side 
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Fig. 24. Instantaneous vorticity magnitude field in the MT1 the rotor/stator stage.

Fig. 25. Mean static pressure profiles at 50% span of the rotor blade: the LES predictions are compared with experimental data [67,87], RANS [98] and 
URANS [93] computations. PS and SS denote pressure and suction sides respectively.

Fig. 26. Azimuthal mean profiles of total pressure (left) and yaw angle (right) near the rotor exit-plane. Total pressure is normalized by P0 = 4.6 · 106 Pa.

(denoted as PS in Fig. 25). On the suction side (denoted as SS), LES and RANS results have similar levels of discrepancy if 
compared with the experimental data. Some important flow structures may still not be well-captured in the LES predictions 
with the present mesh resolution on the suction side walls as evidenced by on-going simulations with finer grid resolution. 
Azimuthally-averaged profiles of total pressure and yaw angle are shown in Fig. 26 near the rotor-exit plane. All simulations 
are qualitatively in good agreement with experimental measurements. Yet the present LES better follows the radial variations 
of these flow parameters with closer values except beyond 90% span. Indeed, the fine RANS simulations are only doing 
better in the tip region where the current LES is clearly under-resolved with only 6∼7 layers of cells across the gap for an 
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effective height of 0.6 mm. The latter should be refined according to the recommendations of You et al. [7] for instance, 
to yield thinner tip vortex structures. Finally it should be stressed that the present LES allows capturing all the typical 
unsteady flow features that develop in a turbine stage as was shown by Wang et al. [15,29]: tip vortex, tip-separation 
vortex, tip-induced vortex, horse-shoe vortex, corner vortex, passage vortex and several shocks at the trailing edges of both 
the stator vane and the rotor blade.

5. Conclusions

LES is often recognized as a promising CFD tool that can improve our understanding while giving access to high qual-
ity fluid flow predictions in complex, high Reynolds industrial configurations. Improvement with such methods not only 
arises through the mean flow fields but also through the fully unsteady description of the large flow scales that evolve 
in such configurations. Limitations with LES essentially stem from its cost and the ability of the codes to efficiently use 
massively parallel super computers. In the context of turbomachinery, additional complexity is introduced which prevents 
full development and application of LES. Indeed, besides the wall physics that still needs to be improved by the LES model-
ing community, the numerical treatment of the moving interface between stationary and rotating components needs to be 
consistent with LES requirements.

Traditional LES numerical schemes are high order and centered to minimize artificial dissipation as well as dispersion of 
turbulent structures fundamental for proper LES predictions. Yet, they are hard to apply for such complex, confined, rotating 
internal flows. To address this specific difficulty, an in-house code (called TurboAVBP) has been successfully developed for 
LES of turbomachinery by coupling multi-copies of a massively parallel unstructured compressible LES solver AVBP with 
the parallel coupler OpenPALM. In the proposed strategy termed MISCOG, the rotor/stator interface is dealt with a coupling 
method based on the overset grid approach. Several numerical test cases with increasing degrees of complexity have been 
proposed to evaluate this solution for both translating and rotating interfaces. The coupling method is proven to handle 
acoustic and vortical wave propagation for both interfaces with an acceptable degree of accuracy for LES, provided that the 
overlapping region contains a sufficiently large number of points dependent on the selected numerical scheme. It almost 
recovers the dispersive and dissipative properties of the schemes in the stand-alone LES code. For the traveling vortex, the 
present implementation is currently limited close to the interface by the interpolation schemes but with a limited error 
for the high-order TTG4A scheme. It shows similar properties as the static cases except a high-frequency tone provided a 
proper sampling of the translation period is used. This tone is however weak (low level) and spatially localized close to the 
interface. Finally for the rotating cylinder, the wakes are properly convected without significant dissipation and distortion 
through the overlapping rotating interface.

Based on these satisfactory results, two turbomachinery cases have been run to illustrate the typical wave generation 
and propagation encountered in such machines and which cannot be captured by stationary RANS simulations. First the 
propagation of entropy and acoustic waves has been considered in a linear rotor cascade extracted from the QinetiQ MT1 
high-pressure transonic experimental turbine. Excellent conservation properties and negligible wave distortion is found at 
the interface of the coupling cases. These yield similar results as the reference static cases. The reflection and transmission 
coefficients from this forced rotor-cascade problem, and more recently in a full cascade stage for both impinging acoustic 
and entropy waves (hot spots) are then correctly predicted. The novel approach is then applied to the full MT1 turbine to 
illustrate the potential of rotor/stator LES. Again good conservation properties of global properties and relevant physical pa-
rameters such as Mach numbers and vorticity are found at the overlapping interfaces along the whole blade span. Mean LES 
statistics prove to be in good agreement with experimental data. The LES predictions also appear to bring some improve-
ment over the previous RANS or URANS results, except in the tip region where the current coarse grid resolution yields 
too large tip vortices. Moreover, the fully unsteady LES allows capturing many flow features otherwise difficult to anticipate. 
Of course computational costs are much larger than conventional steady RANS approaches but algorithmic improvements 
are possible to further take advantage of the ever increasing massively parallel computers. Such tools finally underline the 
need for high-order interpolation algorithms for unstructured meshes; more advanced wall models [99,100] as well as an 
increased mesh resolution should be tested for future turbomachinery simulations.
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prévision du bruit de chambres de combustion aéronautiques. PhD thesis, Institut
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