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Abstract — The rise of climatic hazards, due to the human contribution, has led some
governments and industries of the aeronautical sector to think about solutions to reduce
combustion emissions. To create a less environmentally demanding aviation, electrical
storage does not fill the power criteria and other promising fuels such as hydrogen require
a change of the whole plane engine. Another short-run solution is the use of drop-in
alternative fuel, which, despite some drawbacks, would reduce the emissions of the sector
in the nearer future. The European H2020-JETSCREEN project, that funded this PhD,
falls within this context. Indeed, the development of Large-Eddy Simulations (LES) and
Analytically Reduced Chemistries (ARC) coupled with the rise of computer resources
has enabled precise kinetics to be used in turbulent combustion chambers. The main
topic of this PhD is the development of a methodology to analyse a stabilised turbulent
two-phase flow flame with complex chemistry and heat losses for three multi-component
fuels : one conventional and two alternative fuels. Before the computation, questions on
the chemistry and the evaporation properties of the fuels remain. At first, ARC were
developed and validated against the detailed mechanism, testifying the capability of the
kinetic reduction code ARCANE to retrieve the chemical fuel sensitivities. Fuels were then
analysed on every canonical case concluding that the fuel composition had an influence
on the global combustion but little on the pollutants. Furthermore, the simulation of
1D ARC premixed flame explained why such complex kinetics need very few points in
the flame front in order to give accurate results and underlined the prominent role of the
flame foot and especially the fuel consumption that is monitoring the flame convergence.
Second, evaporation properties comparisons led to results close to the experimental work
of the DLR and retrieving the two-phase fuel sensitivities. Based on those results, a two-
phase premixed flame was computed and the flame characteristic variables were found to
depend on the degree of pre-evaporation. Furthermore, the spray counter-flow diffusion
flame structure was investigated. The polydisperse two-phase flow initiating a change of
the flame regime explained the exotic structure observed. Once those canonical analyses
studied, the real combustion chamber simulation was tackled. Differences in terms of
averaged solutions have then been drawn, showing the capability of the LES code, AVBP,
to globally reproduce the experimental behaviour of those fuels whether for the dynamic
quantities, the thermal fields or the two-phase flow properties. The comparison between
a simple and a complex surrogate for Jet-A1 resulted in a similar stabilisation point, but
a different flame structure, assessing the capability of the Takeno sensor to visualise the
right flame regime. A Lean Blow-Out(LBO) methodology was suggested on the simple
chemistry, starting by the evaluation of the characteristic timescales, key quantities for the
transient flame evolution and followed by the right variable choice for the LBO detection.
The LBO was detected slightly below the experimental value, following a flame stabilisation
by hot gases process. Finally, the flame structure was compared for the three fuels and
depicted differences in terms of flame structure mainly due to the evaporation properties
that are impacting the thermal field and the local flame regime.
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Résumé — L’augmentation des catastrophes climatiques, causée par l’activité humaine, a
conduit certains acteurs du secteur aéronautique à réfléchir à des solutions pour réduire les
émissions liées à la combustion et créer une aviation moins consommatrice. Cependant, le
stockage sous forme de batterie ne remplit pas le critère de puissance et d’autres carburants
prometteurs comme l’hydrogène nécessitent de modifier le moteur de l’avion de manière
conséquente. Une solution à court terme est l’utilisation de carburants alternatifs qui sont
directement utilisables et, qui, malgré certains inconvénients, réduiraient les émissions du
secteur dans un futur proche. Le projet européen H2020 - JETSCREEN, qui a financé cette
thèse, s’inscrit dans ce contexte. En effet, le developement des Simulations aux Grandes
Echelles (SGE) et des Chimies Analytiquement Réduites (ARC) couplés à l’augmentation
des ressources informatiques a permis à de la cinétique précise d’être appliquée à la com-
bustion turbulente dans les foyers aéronautiques. Le principal sujet de cette thèse est le
développement d’une méthodologie pour analyser une flamme diphasique turbulente avec
des pertes thermiques et de la chimie complexe pour trois carburants multi-composants :
un conventionnel et deux alternatifs. Avant de calculer ces flammes, des questions restent
en suspens sur les propriétés chimiques et d’évaporation de ces carburants. Premièrement,
les ARC ont été développés et comparés à des mécanismes détaillés, validant la capacité du
code de réduction cinétique ARCANE à retrouver les sensibilités chimiques des carburants.
Les carburants ont ensuite été analysés sur des cas canoniques concluant que la composition
des carburants a une influence sur la combustion globale mais peu sur les polluants. De
plus, la simulation de flammes 1D prémélangées ARC a expliqué pourquoi des cinétiques
si complexes ont besoin de très peu de points dans le front de flamme pour donner des ré-
sultats précis et a mis en évidence le rôle prépondérant du pied de flamme et en particulier
de la consommation du carburant qui pilote la convergence de la flamme. Deuxièmement,
la comparaison des propriétés d’évaporation a conduit à des résultats proches du travail
experimental du DLR et retrouve la sensibilité des carburants au diphasique. En se basant
sur ces résultats, le calcul de flammes prémélangées diphasiques a montré que les variables
caractéristiques de la flamme sont dépendantes du degré d’évaporation préférentiel. De
plus, la structure d’une flamme diphasique de diffusion à contre-courant a montré que
l’écoulement diphasique polydisperse initie un changement de régime de flamme ce qui ex-
plique la structure exotique observée. Une fois ces deux analyses réalisées, la chambre de
combustion réelle a pu être simulée. Les différences en terme de solutions moyennées ont
été établies, montrant la bonne capacité du code SGE AVBP à reproduire le comportement
expérimental de ces carburants pour les quantités dynamiques, les champs thermiques et
les propriétés diphasiques. La comparaison entre un substitut simple et complexe pour
le kérosène a conduit à un point de stabilisation similaire, mais une structure de flamme
différente, montrant la capacité du senseur Takeno à visualiser globalement le bon régime
de flamme. Une méthodologie pour la détection de l’extinction en limite pauvre a été
suggérée sur la chimie simple, d’abord en évaluant le temps caractéristique de la chambre,
quantité clé pour l’évolution de la flamme transitoire puis en choisissant les variables per-
mettant la détection de l’extinction. L’extinction a été détéctée un peu au-dessous de la
valeur expérimentale, en stabilisant des flammes par un allumage de gaz chauds. Finale-
ment, la structure de flamme a été comparée pour les trois carburants et a montré que les
différences observées sont principalement dues aux propriétés d’évaporation qui impactent
directement le champ thermique et le régime de flamme.
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Roman Symbols

[Si] Concentration of species i mol/m3

A Wall area m2

ξ progress variable toward equilibrium −

A Troe function constant −

a Strain-rate s−1

Aj Pre-exponential factor of reaction Rj mol(1−orderj)/m3(1−orderj)/s

ai NASA coefficient −
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BM Spalding mass number −
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Cp Heat coefficient J/kg/K

Cp,k Heat coefficient of species k J/kg/K

Cv,trans, Cv,rot, Cv,vib Trans, rot and vib motion of a given species −

d Partial derivative −

df Droplet flame diameter m
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dab Characteristics diameters of a droplet m
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x NOMENCLATURE

Dafl Flow Damkhöler number −

Dae Evaporation Damkholer −

E Efficiency factor −

E Energy J
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1.1 Human impact on the environment
Anthropogenic pollution can be defined by the environmental damage caused by any
substances (natural, chemical or radioactive), wastes (household or industrial) or distur-
bances (noise, light, etc. . . ) from the human activity. The aeronautical industry has to
deal with several topics, for instance the noise caused by aeroplanes [212], the wastes gen-
erated by the material of old aircraft or the detrimental emissions generated by combustion
[199].

Those emissions are the reason of the global warming, phenomenon active since the
pre-industrial era and characterised by an increase of the temperature due to the human
activity, as stated in several studies [101], [121], [277]. The temperature increase was eval-
uated at 1◦C since 1817 and tends to strengthen. This temperature rise is partly caused
by fuel combustion, that is adding an anthropogenic component to the Earth thermal bal-
ance. Naturally, Earth receives heat from the sun, which is partly absorbed and heats
the ground and the atmosphere and partly rejected through infra-red lights. Greenhouse
gases that are existing in the atmosphere filter those infra-red lights and trap them so
that the temperature is higher and life is enabled on Earth. The high amount of CO2
in the atmosphere correlated with the quick temperature rise suggests that human world
carbon consumption from oil slicks is increasing the concentration of those gases in the
atmosphere. As a consequence, more heat is retained and the world temperature is ris-
ing. The harmfulness of those gases is measured with the Global Warming Potential
(GWP) [119], a metric introduced to compare the ability of a greenhouse gas to trap
heat with CO2. Generally, carbon dioxide (CO2, GWP=1, the reference), methane (CH4,
GWP=25), nitrous oxide (N2O, GWP=298) and fluorocarbons (CFC, various GWP) are
considered to be the main Green House Gases (GHGs) [291]. Water (H2O) has to
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CHAPTER 1. CONTEXT 3

be taken apart, as the huge quantity already present in the atmosphere suggests that the
human contribution is negligible, but answering this question remains unclear.

The main consequence of these gases soaring in the atmosphere is a global temperature
rise, disturbing the ecosystems and inducing a climate change. This phenomenon has
several aftermaths, most of them being detrimental to the human being:

• the coupling effects of ice cap melting and thermal expansion due to the tempera-
ture increase, especially in the poles, will induce the oceans and seas to rise to 6 to 9
meters [62] in a few decades according to the predictions. Because they are close to
the sea level, several areas are threatened in the world, for instance the Netherlands,
Florida or Sri Lanka. A land surface reduction will induce the movement of popula-
tions in several areas of the world, compelled to leave their countries. Moreover, the
albedo will change, since the ice reflects the sunlight more than water because of its
colour, leading to even hotter temperatures [264], [322].

• Catastrophic events, such as hurricanes and storms, will be more intense
and frequent [314] in terms of rainfall and wind-speed because the sea surface
temperature is rising. Bigger cataclysms on Earth surface will induce more deaths
as well as shrink agricultural resources.

• As the concentration of CO2 is increasing in the oceans [89], seas will become
more acid, completely changing the flora and the fauna. For instance, jellyfish will
be invading the seas whereas coral barriers, which hide an enormous diversity, are
more prone to disappear.

To estimate the impact of the aeronautical sector on the climate change, two different
quantities have to be considered. First, some radiative forcing is created by the aircraft,
that is to say the net radiative flux generated to the Earth system, and is calculated the
impact of combustion on the climate, therefore considering only the level of CO2, and
is estimated at 1.6% of the total world emissions in 2018 [242]. Yet, the aeronautical
sector also contributes with non-CO2 effects, such as the interaction of NOx, hot water
and aerosols (sulphurs and soot particles) [168]. This second effect is measured through
the effective radiative forcing, which is estimated at 3.5% of the total world emissions.
The aeronautical sector contribution to these global emissions seems small in proportion,
but it is expected to rise in the coming years. Although the Covid-19 crisis has dampened
the human transportation, and consequently CO2 emissions1, fluxes are expected to get
back to their normal level with a 2-year shift, as shown in Fig. 1.1.

Several pollutants are released when burning fuel [76], [77], [224]. Carbon monoxide
CO and nitrogen oxides NOx are intermediate products of combustion created with hot
temperatures and recombination of the carbon coming from the fuel and nitrogen coming
from the air. They do not burn totally, still remain at the end of combustion, and are
harmful for the human beings. The interaction of SOx and NOx can cause acid rains,
which is harmful to plants and wildlife and modifies the pH of soils. Photochemical smog
is generated by the radiation of NOx as well as CO interacting with ozone, leading to
respiratory diseases.

As well, the released soot particles are dangerous for the health. They also participate
in contrail formation. Soot particles are solid carbon particles, coming from the changing
of soot precursors such as acetylene (C2H2) into carbon rings which are agglomerated into

1https://www.iea.org/reports/global-energy-review-2021/co2-emissions
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Figure 1.1: Traffic expectation from 2015-2041 (from Airbus technical report 2021).

solid particles and then oxidised. Finally, sulphurs SOx are released by aeronautical
engines because sulphur still remains in the Jet fuels after the refining process.

1.2 Solutions for the aeronautical sector
The reduction of polluting molecules has led instances to create numerous regulations in
the aeronautic sector to prevent the emissions from increasing [78] since 2005. The aim of
aeronautical industries nowadays, because of the regulations on pollutants, is to reduce the
amount of pollution they produce while staying competitive in the transportation market,
which is the concept of sustainability. Of course, challenges are not the same in the
different industrial fields and the issues raised here are presented for the aeronautical field
only. Industry has already started to tackle these problems by optimising the aircraft
structure, but these efforts might be unfavourably compensated by the increase of the
air traffic that, if nothing greater is achieved, will lead to a stagnation or a rise of the
total emissions. Covid-19 crisis which conducted to a strong reduction of the air traffic
has accelerated incentives from the governments and the industries to support research
on future fuels. This underlines the importance of the government role in the conversion
toward zero-carbon energy, which has the capacity to support research and the development
of new technologies to make them as efficient as already existing technologies [101].

Therefore, several solutions are studied for aircraft propulsion to contradict the detri-
mental effects of pollutants release:

• historically, the electrical energy has emerged along with the beginning of the
aeroplane history and is considered nowadays a credible solution thanks to the bat-
tery capacity increase. Indeed, as batteries are charged with ground-based facilities,
the associated emissions might be handled by providing energy through wind tur-
bines, solar panels, nuclear power-plants or Carbon and Capture Storage (CCS)
systems. Nevertheless, while providing a great advantage in terms of emission reduc-
tion, the battery remains economically and environmentally costly [14]. Overall, the
specific power released by electric batteries is not sufficient to give enough energy to
a standard plane for a given weight as seen in Fig. 1.2, but could be a great oppor-
tunity for light aviation [257]. Combustion then remains very interesting, because a
significant amount of energy can be carried out in a small volume, which is crucial for
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a flying engine as the weight/power trade-off is optimised. Today, hybrid solutions
are on the table and might provide part of the response.

• second, drop-in alternative fuels have been used. Either made up of synthesised
matter or biomass like corn for example, these have the advantage to have been
produced from organic matter and not extracted from the soil like fossil fuels, which
reduces the CO2 emissions if the fuel life cycle is considered (i.e., the climate impact
from its production to its use). Furthermore, those alternative fuels can be dropped
in since they are developed to fit the working point of already existing engines (and
then avoid to re-design the complete engine, which would be unsustainable). A main
drawback however is the following: if agricultural resources used for fuel produc-
tion are also used for feeding purposes, the competition between both usages create
an ethical problem. Devoting part of the fields used for growing the matter to the
alternative fuel production, either may lead to less food available (while the Earth
population is constantly increasing) or to forest destruction to enable more agricul-
ture, which has to be taken into account in the total balance for CO2 emissions.
More details on that specific topic are given in the next section.

• More recently, lighter fuels such as methane (CH4) and even hydrogen (H2)
have come into consideration. Indeed, those lighter fuels, already used in the spatial
industry, have the advantage of releasing fewer pollutants than standard kerosene.
This is especially the case for hydrogen which contains no carbon, then erasing carbon
monoxide, carbon dioxide and soot production. Methane which contains only one
carbon produces very little soot, as soot precursors are mainly pyrolysis products
with two carbons or more that contain unsaturated HC bonds (such as C2H4). The
main problem with hydrogen and methane is their small specific energy per unit of
volume, as seen on Fig. 1.2. Indeed, those light molecules produce a lot of energy
but, due to their small size, they both fill a bigger volume than the current kerosene
to produce the same amount of energy. An increase of the size of the reservoir
is then necessary, which induces heavier plane structure and is counter-productive.
To overcome this issue, high pressure and cryogenic storage are both considered.
Other problems remain concerning safety due to the high reactivity of hydrogen, its
volatility and the wide flammability range in equivalence ratio. For this purpose,
blends of hydrogen with other fuels are under investigation. Those mixtures take
advantage of the interesting properties of hydrogen, essentially the capacity to burn
fast and strong, and avoid to increase too much the fuel tank size. For instance,
a CH4/H2 blend leads to a stabilised flame where a pure methane flame would be
unstable [158]. A NH3/H2 blend, even if a pungent odour and a lot of NOx are
released, is also considered for improving the low velocity of ammonia [330]. This
solution has the advantage of remaining carbon free while having almost the same
specific energy as kerosene. A major drawback however is that those technologies
can not be directly used in current aircraft engines and demand to re-design them.

All those ideas are promising, but still require time to be fully developed and opera-
tional. A common agreement in the industrial sector, at the time of this PhD, is to focus
on alternative drop-in fuels to reduce carbon emissions in the short run. Indeed, hydrogen,
methane and blends, which require the engine technology to be sufficiently ready, safe and
certified, are predicted to be used in the horizon 2035.

In this PhD work, alternative drop-in fuels are studied. The next paragraph explains
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Figure 1.2: Volumetric energy vs mass energy storage for electric batteries, liquid fuels
and gaseous fuels taken from [248].

which fuels are used, how they are produced and their differences compared to standard
kerosene.

1.3 Alternative drop-in fuels
Alternative fuel is a term that was first used in the energy literature in the late 1970s
[81], even if Germany and other countries already used it during the second world war
to designate the fuel issued from the Fischer-Tropsch process and used for aeronautical
propulsion. [149]. By definition, alternative fuels refer to any fuel outside the conventional
petroleum fuels, namely gasoline, diesel and kerosene. As written in the previous section,
alternative fuels are drop-in fuels if they can be used with the current engine technology. A
further step toward environmental-friendly fuels is made with the concept of Sustainable
Aviation Fuels (SAF), which have a lower carbon footprint of their production and use
compared to conventional fuels. SAF may be issued from biomass, a renewable source
which consumes CO2, and may also have a low carbon content. The aim of this section
is to describe the methods as well as today’s state-of-the-art of aeronautical drop-in fuels
and SAF.

The petroleum-based industry started research on alternative fuels in the late 1970s, for
security and self-sufficiency reasons, mainly triggered by the 1973 oil world crisis. However,
when oil prices fell down again in the early 1980s, interest was lost for these more expensive
synthetic fuels. In the late 1980s, the question of urban air quality brought back the subject
onto the table. Still, the first flight powered with an alternative fuel took off very much
later, in 2008, and was operated by Virgin Atlantic with a Boeing 747-400 flying from
London to Amsterdam [5]. For this flight, a blend of 20% bio-jet fuel and 80% petroleum-
based fuel was used. Since 2008, global biofuel production has more than doubled [255] but
still represents only about 2% of the world aviation fuel consumption. Only 10 airports in
the world provide continuous biofuel supply.
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Figure 1.3: Current certified SAF pathways, adapted from [132].

One of the difficulty in introducing new aviation fuels is the certification process, which
contains many criteria and is therefore quite long. Figure 1.3 displays the processes of
SAF that have been certified. The detailed scheme is given in the Appendix A.

Three types of alternative fuel production pathways have been set up:

• the thermochemical conversion, based on lignocellulosic feedstock and algae,
leads to the first certified alternative fuels. The Fischer-Tropsch - Synthetic Paraffinic
Kerosene FT-SPK was certified in 2009 [3] and FT-SPK/A with added aromatics
derived by alkylation of light aromatics from non-petroleum sources was certified in
2015. The Hydrotreated Depolymerized Cellulosic to Jet (HDCJ) [140] is a pathway
that has not been approved yet.

• the biochemical conversion, based on sugar feedstock (sugar-bearing plants) and
on starch feedstock is used for Alcohol-To-Jet Synthetic Paraffinic Kerosene ATJ-
SPK, certified in 2016 with the Gevo pathway [140]. An engine can include up to 30
% in volume of ATJ-SPK. Hydroprocessed Fermented Sugars - Synthetic IsoParaffins
HFS - SIP are created by a catalytic conversion and hydrotreatment of hydrocar-
bons. The process was certified in June 2014 and an engine can be fed with up to 10
% in volume of HFS-SIP.

• the lipid conversion, from oil feedstocks, such as oil-bearing plants or used cooking
oil, can lead through hydro-cracking to Hydroprocessed Esters and Fatty Acids -
Synthetic Paraffinic Kerosene HEFA-SPK, certified in 2011 and allowed for a use of
up to 50 % in volume in aeronautical engines. SAF from Catalytic Hydrothermolysis
(CH) [132] is also a pathway that has not been approved yet.

Those fuels are different from conventional kerosenes, as they all contain more isoparaf-
fins [312] and fewer aromatics. The alternative fuels are not expected to differ greatly in
terms of pollutant emissions [244] but they are interesting for their better sustainability.
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The sustainability of a given energy or material is given by evaluating its Life Cycle
Assessment (LCA) [151]. LCA evaluates the environmental impact of a product through
its whole life cycle, from raw production to exploitation and final disposal. Looking at this
overall cycle, alternative fuels are performing well in reducing the pollutant emissions [138],
[139], mainly because the CO2 emitted through the combustion process was captured by
the raw material prior to its exploitation.

One of the main difficulty for the industry to certify and use alternative fuels is that
they have to ensure the security on board, i.e. that the engine still works as for Jet-A1.
Properties for Jet-A1 are give in the Table 1.1 from [171].

Properties Value
Averaged formula C11H21
H/C ratio 1.91
Boiling range 330 K-510 K (165 °C-265 °C)
Freeze point -65 K (-50 °C)
Flash point 127 K (53 °C)
Net heating value 43.140 kJ/kg
Specific gravity, 16 °C (60°K) 0.81
Critical temperature 770 °F (410 °C)
Critical pressure 23 atm
Average composition 18% of aromatics, 35% of naphthalene, 45

% of paraffins, 2% of olefins

Table 1.1: Main properties of Jet-A1.

This implies several statements to be respected, to ensure the security of the airframe,
of the engine fuel system and of the combustion chamber, based on properties that are
similar to what is in Table 1.1 [33]:

• the density should be comprised between 775 and 840 kg/m3.

• the flashpoint should be at 38 °C minimum.

• the heating value should be at 42.8 kJ/kg minimum.

• the kinematics viscosity between 0.8 cSt and 0.88 cSt at -20 °C.

• the mass of H and C atom should be more than 99% of the blend.

The list here is not exhaustive, but should be kept in mind when dealing with alternative
fuels. Other requirements for SAF include the approval that the developed alternative fuel
is fully compatible with the long lifetime cycle of aero-engines.

This PhD project was funded by the JETSCREEN (JET fuel SCREENing and opti-
mization)2 H2020 project. The aim of this project was to screen possible alternative fuels
and to evaluate their mechanical and thermochemical properties as well as their behaviour
in real engines. This led to many developments such as the creation of fuel oxidation chem-
ical schemes and their reduction, the fuel thermal and storage stability, the fuel dissolution
in water and ice accretion, the fire/explosion risks, the seal performances, the fuel prepara-
tion, the flame properties (ignition, lean blow-out, stability, combustion instabilities) and

2https://cordis.europa.eu/project/id/723525
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Figure 1.4: Scheme of an aeronautical gas turbine engine (left) from [2] and the Brayton
ideal thermodynamic P-V diagram (right) at constant pressure.

the pollutants (NOx, SOx). A final result of this project was to create a screening process
for the identification of fuels that can be certified, only using its detailed composition and
thermochemical properties.

This PhD project contributed to JETSCREEN in the characterisation of fuel behaviour
in aeronautical engines, and more specifically the Lean Blow-Out (LBO) limit. To do so,
numerical simulations of a lab-scale burner, the SSB burner from the DLR, were con-
ducted. Indeed, measurements performed in this combustion chamber [107], [109], [110]
gave interesting results about parameters influencing the flame stabilisation and the LBO
limit.

The next section gives details about the design of aeronautical combustion chambers,
as well as the key characteristic phenomena occurring inside.

1.4 Design of combustion chambers
Gas turbines are all based on the same general architecture, with the combustion oc-
curring with air coming from the intake (pressurised and then heated) and fuel injected
in the combustor. The hot gases accelerate through various turbine stages, and their mo-
mentum is either directly used as a propulsive force or transferred to a rotating shaft. To
optimise the thermodynamic cycle, the unburnt mixture is injected at a higher pressure in
the combustor. The ideal thermodynamic Brayton cycle is shown in Fig. 1.4.

The ideal cycle is composed of three parts: an isentropic compression of the fresh gases
(1 −→ 2), a heat addition at constant pressure, i.e., the combustion step (2 −→ 3), and
an isentropic expansion of the burnt gases (3 −→ 4). The efficiency of the cycle depends
on the ratio of the net power (difference between the work gained during the isentropic
compression and the work lost during the isentropic expansion) and the heat received from
combustion. In other words, the area delimited by the cycle lines represents the work
gained by the system. Therefore, the greater the pressure increase between steps 1 and
2, the more efficient the cycle. This increase is however limited by the maximum allowed
temperature T3 at the entry of the turbine at step 3, linked to material thermal resistance.

This PhD mainly focuses on the combustion step (2 −→ 3). The role of a combustor is
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10 1.4. DESIGN OF COMBUSTION CHAMBERS

Primary air

Fuel

Cooling air

Atomizer

Combustion
chamber Burnt gases

Figure 1.5: Sketch of a combustion chamber.

to generate continuous heat to produce thrust. The combustion efficiency ηcomb is defined
as the ratio between the final temperature T3 and the theoretical adiabatic temperature
T theo

3 in comparison to the initial temperature T2:

ηcomb = T3 − T2

T theo
3 − T2

(1.1)

Combustor efficiency can be changed by the wall cooling and more generally heat losses,
as well as incomplete combustion and post-flame chemistry, including pollutant formation.
In addition, the combustor compactness has a direct impact on its weight and therefore its
manufacturing and operational costs. To better represent how the combustion chamber is
integrated in the whole engine, the sketch of a combustion chamber is represented in Fig.
1.5.

The fuel is stored in a liquid state and separately from the air for safety reasons, i.e., to
avoid auto-ignition of the mixture. Aeronautical engines indeed use liquid fuels, as liquid
occupies less volume than gas. Several technologies exist for atomising and vaporising the
liquid fuel into the combustion chamber, which are described later in the PhD (Chapter
5).

The subsonic turbulent flow of the combustor influences the flame shape and stability.
Upstream from the combustion chamber, the injection system has a reduced section with
vanes to increase the velocity and promote a better mixing with the liquid fuel. The section
is then enlarged in the combustion chamber to reduce the velocity and allow the flame to
stabilise. Most combustors inject swirling flows, which creates recirculation zones, leading
to a very stable combustion. Downstream the flame burning area, additional air coming
from the compressor is often injected to protect the walls from the hot burnt gas, and to
lower the temperature. Eventually, at the far end of the combustion chamber, the section
is reduced again to increase the velocity and generate thrust via burnt gases isentropic
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CHAPTER 1. CONTEXT 11

expansion.
To fly in safe and reliable conditions, several key points need to be checked:
• Combustion instabilities may occur in a reacting flow when the heat release cou-

ples with acoustics in a closed loop with sufficient amplification factor. Instabilities
may be systemic from the chamber or intrinsic from the flow [15]. Variables of in-
terest that drive the instability are the fluctuations of heat release rate, velocity
and pressure. Strong instabilities with high levels of fluctuations may lead to flame
quenching or flash-back; they may damage the engine or even lead to explosion [233].
These instabilities are therefore hazardous for the engine and difficult to predict as
strongly non-linear phenomena. In an attempt to control their occurrence, stability
maps are drawn to determine safe operating points. Besides, optimising the geom-
etry of the combustion chamber and the primary combustion zone might tackle the
problem.

• Ignition is a crucial phase for a gas turbine [28]. Although the engine is always light-
ened on the ground, its relight during the flight at high altitude, i.e. in unfavourable
low pressure and temperature conditions, must be guaranteed. Even on the ground,
some bad weather conditions such as heavy rainfalls or extremely low temperatures
may complicate the ignition. The ignition overall process goes through three phases:
first, a hot kernel is created by a spark and produces hot gases by transferring lo-
cally a significant amount of energy to the mixture. Second, a first flame front forms
and grows in the turbulent flow. Finally, the flame front propagates from the spark
location to the injector.

• Extinction or flame-out can happen for several reasons: fuel starvation, cold tem-
peratures, instabilities, etc. . . During the engine design process, the lean blow-off
limit (LBO) is a critical parameter allowing to determine the operational range of the
engine. Only the lean limit is considered, as aeronautical engines are never operated
in globally rich conditions. To ensure that unwanted blow-off will never occur in any
of the possible environmental conditions, margins are then taken to stay away from
the LBO.

The overall design of the combustion chamber goes through a clearly defined process
which involves several steps of design [288]. It includes both testing and numerical sim-
ulation, first to evaluate the feasibility of the initial concept, then to optimise the engine
in terms of performance, noise, pollutant emissions and other technical parameters. Nu-
merical modelling and simulation are then essential to improve and accelerate the design
process. The next section details how the development of numerical methods and compu-
tational power help for a better understanding and prediction of combustion phenomena
in engines.

1.5 The role of numerical simulation
Numerical simulations aim to represent the behaviour of any real and complex physical
phenomenon as accurate as possible. These computations are based on physical laws
integrating various levels of modelling to enable a description of all phenomena. Even
though these models may not be always accurate, the use of simulations brings clear
answers to problems that can not be solved analytically, such as turbulence or most non-
linear processes. The quality of numerical solutions has constantly increased, thanks to

11



12 1.5. THE ROLE OF NUMERICAL SIMULATION

improved modelling but mostly to the computational power increase and the accompanying
programming techniques such as massively parallel computing.

The first numerical resolution of a physical problem was the Fermi-Pasta-Ulam-Tsingou
experiment run in 1953 [88], where the simulation of non-linear oscillating springs con-
nected to two weights highlighted the chaotic behaviour of the system. Since then, nu-
merical simulation has been applied to many, if not all, fields ranging from chemistry,
biochemistry to economy and physics. Among all fields, CFD (Computational Fluid
Dynamics) emerged in the late 50s, in the pioneer work of Francis H. Harlow [117]. First
simulations were only two-dimensional, and the resolution of three-dimensional multi-
species flow equations only arrived in 1967 [122]. When the developed methodologies
reached a sufficient level of robustness, they were implemented in commercial codes, which
are now numerous.

Combustion is a sub-field of CFD, adding chemical reaction source terms to the con-
servation equations to describe the conversion of chemical energy into heat by fuel oxi-
dation. Combustion simulations are particularly useful to better understand the physical
phenomena, as the experiments and measurements in flames are limited due to the hot
environment and presence of combustion chamber walls. Besides, combustion depends on
the combustion chambers design and only simulation allows addressing the vast variety of
configurations (furnaces, power station combustors, engines, etc. . . )

The proper modelling of chemical kinetics and turbulent mixing is one of the main
challenges of combustion simulation. Indeed, timescales associated to the kinetics are
relatively fast and the strong interaction between turbulence, chemistry and fuel spray
adds complexity to the problem. Combustion simulations have benefited of the increasing
computational power in two ways. First, it simply allowed to use more refined meshes,
and therefore a better description of small scale phenomena. But most importantly, it al-
lowed to improve the description of the physics: turbulence, which was initially modelled
with RANS in a statistically-averaged approach, is now more and more computed in DNS
or LES method, able to represent transient events; chemistry could be simplified to a
global mass-balance reaction, which was sufficient to correctly locate the flame front and
give a first evaluation of the combustion efficiency, but not for more complex phenomena
such as pollutant formation of complex fuel effects, is today described with more complex
sets of reactions that form a reduced mechanism and keeps an acceptable computational
cost; finally, two-phase flow phenomena such as atomisation and evaporation have been
introduced.

12



Chapter 2

Modelling of turbulent spray flames
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It was recalled in the previous chapter how important is the numerical simulation of
combustion chambers. Both the chamber design and the fuel composition and state drive
the flame shape, which results from the competition of several phenomena. Turbulence
is another driving process, introducing intermittency and stochasticity, both challenging
features for deterministic calculations.

Therefore, the aim of this second chapter is to introduce the major phenomena associ-
ated with LBO of aeronautical combustors, discussed in this PhD. Section 2.1 recalls the
parameters influencing the combustion of turbulent spray flames. Section 2.2 then focuses
on the modelling of real fuels. Section 2.3 gives the major methods used for the prediction
of LBO. Finally, Section 2.4 introduces the goals of this PhD work and the manuscript
organisation.

2.1 Turbulent spray flames
As depicted in the previous chapter, fuel is stored in aeroplanes in a liquid state in order
to get a high volumetric energy. The resulting flame is then influenced by the turbulent
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14 2.1. TURBULENT SPRAY FLAMES

flow, by the chemical reactions occurring in the mixture and by the two-phase flow. Figure
2.1, adapted from [222], [266], displays how these different features influence each other.

Spray

Combustion

Turbulence

Mixture

Drag forcesDispersion

Stretching
Wrinkling

Radiation
Heat transfers Expansion

Flame structure

Evapora
tion

Mixing

Combustion regime

Figure 2.1: Interaction between spray, turbulence and combustion for a given mixture,
adapted from [222], [266].

The interactions between those individual processes are detailed in the next sections
before introducing the complexity of the resulting flame analysis.

2.1.1 Turbulent spray

Depending on the size and the velocity of the different eddies and of the droplet inertia,
the spray may be spread uniformly or gathered in some areas, as illustrated in Fig. 2.2.
This phenomenon is called preferential segregation or inertial clustering [73] and is
characterised by the Stokes number:

St = τp

τg

(2.1)

where τp is the characteristic droplet time and τg the characteristic flow time. If St ≪ 1,
the particle time is smaller than the flow time and the particle follows the flow as a tracer.
If St≫ 1, the particle has a high inertia and it is influenced only by the biggest eddies. The
characteristic time τp depends on the droplet diameter and the expression will be detailed
in Section 5.1.1.1. In industrial burners, the droplet diameters at injection and inside the
combustion chamber are not uniform, meaning that small and big droplets coexist with a
different response to turbulence.

The spray segregation is important for combustion as it directly influences the mixture
composition via evaporation, leading to possibly strongly stratified fields of gaseous fuel
concentration.

Conversely, droplets may influence the local turbulence with several contradictory phe-
nomena [10]. On the one hand, the friction forces at the droplet surface locally dissipate
the Turbulent Kinetic Energy (TKE), leading to a decrease of TKE. On the other hand,
the surface shear stress and the eddies formed in the droplet wake increase locally the
TKE. The classical turbulent Kolmogorov cascade is then perturbed by the liquid flow,
which may be significant for high liquid loading αl. Typically, for 10−6 < αl < 10−3,
the turbulence/particle interaction is a two-way coupling and for 10−3 < αl, a four-way
coupling is needed as particle-particle interactions become important [272]).

14



CHAPTER 2. MODELLING OF TURBULENT SPRAY FLAMES 15

Figure 2.2: Experimental image of a laser sheet going through a spray at St = 0.6
for isotropic homogeneous turbulence, showing the preferential droplet segregation phe-
nomenon, taken from [320].

2.1.2 Turbulent combustion
When considering a gaseous turbulent reactive flow, the main effect of turbulence on com-
bustion is the increase of the combustion rate. Indeed, the larger vortices tend to wrinkle
and stretch the flame front, increasing its surface area and therefore leading to a higher
turbulent flame speed. This effect is clearly visible in jet flames, which exhibit a shorter
length when subjected to turbulence [235].

On the other hand, the flame also modifies the turbulent flow field. This effect is mainly
due to the temperature increase on one side, which is tantamount to a viscosity rise and
therefore Reynolds number decrease: the flow may even go back to laminar in the hot gas
side. Conversely, pressure and density gradients in the flame front generate small vortices,
which add to the turbulence. This was investigated by [205].

2.1.3 Spray laminar combustion
The interaction between the spray and the combustion depends on the time taken by the
droplets to fully evaporate, to be compared to the travel time between the injection and
the flame front. Indeed, the droplet may fully evaporate before the flame front, within the
flame front or only after the flame front, thus influencing the flame shape and structure.

Three spray/combustion regimes, presented in Fig. 2.3, may be classified:

• in the pre-evaporated case, droplets are fully evaporated before the flame front,
the spray and the combustion zones are separated and the flame is purely gaseous,
only depending on the spray via the gaseous fuel distribution.

• in the homogeneous two-phase combustion case, droplets reach the flame front,
where they complete their evaporation. This leads to a thickened reaction zone, where
combustion occurs similarly as in a purely gaseous mixture.
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Figure 2.3: Scheme of the different interaction levels between spray and combustion
adapted from [31].

• in the heterogeneous two-phase combustion case, droplets reach the flame front,
but they survive and cross the flame front, completing evaporation and burning in
the hot gas. The combustion regime is said to be heterogeneous, as droplets burn in
the individual droplet combustion mode in the hot gas.

When droplets directly interact with the flame zone, i.e., do not fully pre-evaporate,
the combustion and the spray are strongly coupled and the inner flame structure may
significantly differ from a gaseous flame.

In a given flow, the different combustion modes are classified with the group number
[46], which compares the droplet evaporation rate and the diffusion rate of hot gases in the
droplet cloud. Details on this number are presented in Section 5.2.1. A major parameter of
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which the group number depends on is the droplet spacing. The three combustion regimes
defined above may be placed in a droplet-spacing/temperature diagram as shown in Figure
2.4.

Figure 2.4: Inter-droplet flame propagation mode map from [309].

The plot shows the spray combustion regime as a function of the inter-droplet spac-
ing S divided by the flame diameter d, and the gaseous temperature T multiplied by the
perfect gas constant R∞ and divided by the heat vaporisation of the fuel L. For high tem-
peratures, the droplets ignite spontaneously, either individually for higher droplet spacing
or collectively for low droplet spacing. On the contrary, for high droplet spacing and low
gas temperature, no flame appears and the droplet is only vaporising. In between, several
regimes are possible:

• Premixed flame propagation: As the droplet spacing is small, individual flames
around droplets can not form and the high temperature leads to a fast droplet evap-
oration. The resulting vapour-air mixture burns as a gaseous mixture in a premixed
flame. This corresponds to the above pre-evaporated case.

• Mode I: For low inter-droplet spacing, if the gas temperature is not high enough
droplets hardly evaporate and subsist in the reaction zone which behaves like a
premixed flame. Generally, the flame is thicker and the laminar flame speed may
be different from the one of a purely gaseous mixture. This is the homogeneous
two-phase combustion.

• Mode II: As the inter-droplet spacing becomes more important, the droplets may
auto-ignite if the temperature is high enough. In that case, combustion occurs in
the non-premixed regime between the fuel vapour layer around the droplet and the
surrounding air. These diffusion individual droplet flames are close enough to merge,
creating an envelope around the droplets. This is one of the possible combustion
regimes of the heterogeneous two-phase combustion.

• Mode III: Finally, when the inter-droplet spacing is large, the droplets burn individ-
ually in surrounding diffusion flames which do not merge anymore. This is another
possible combustion regime of the heterogeneous two-phase combustion.
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18 2.2. USE OF ALTERNATIVE FUELS

The spray/flame interaction greatly impacts the laminar flame speed, which is essential
for flame stabilisation in a real burner. Studies investigating the relation between the two-
phase flow burning mode and the combustion [13], [175] have shown that the presence
of droplets lead to strong variations of the local equivalence ratio, mainly depending on
the droplets’ diameter and the relative velocity between the liquid and the gaseous phase
[213]. For rich mixtures, it was found that a maximum flame speed exists when the effective
equivalence ratio seen by the flame is close to the stoichiometric value.

2.1.4 Spray turbulent combustion
When the different phenomena are taken into account, the prevalence of one parameter
compared to the others may be evaluated with different timescales [63]:

• the evaporation timescale τev evaluates the time of the droplet to fully evaporate.

• the eddies timescales τT for the biggest and τK for the smallest evaluate the
turbulent motion.

• the chemical timescale τc evaluates the time taken to convert the reactants into
products.

Complex 3D turbulent flows, with possible recirculation zones, may lead to the simul-
taneous presence of different spray combustion regimes, i.e., premixed or diffusion modes,
homogeneous or heterogeneous (with individual droplet burning) modes. Complex flame
structures may then be generated [188] and can be analysed with the Takeno index [323],
taking the following expression:

T = ∇YF .∇YO

|∇YF .∇YO|
(2.2)

with YF the fuel mass fraction, YO the oxidiser mass fraction and ∇ the gradient operator.
Discussion on its interpretation is presented in Section 3.3.3.3.

The Takeno index field presented in Fig. 2.5 for the Mercato configuration [219] depicts
complex structures with reactive fronts detaching from the flame due to the droplet burning
in the burnt gases [116]. Indeed, the droplets released in the hot gases generate a high
amount of fuel with little oxygen, leading to a late diffusion flame. The scatter plot
representing the temperature as a function of the mixture fraction is as well very different
from the equilibrium line calculated for a gaseous mixture.

Most of the standard tools used to analyse flame regimes and structures (see Section
3.3.3.3) have been developed for purely gaseous flames. The question of their adequacy for
two-phase flames will be addressed in this PhD, (see Chapter 9), as well as the need for
additional tools to analyse the specificities of these flames.

2.2 Use of alternative fuels
When used alone, a fuel molecule is said to be a mono-component fuel, which is the case
for hydrogen or methane, often used alone for example in rocket engines or gas turbines.
Other examples are heptane, propane or ethylene, usually taken as good models of more
complex fuels in labscale experiments. On the contrary, Diesel, gasoline or jet-fuel do not
have an exactly known composition. As refinement products of petroleum distillation,
they are guaranteed to meet certification requirements, but their exact composition is not
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(a) Takeno index field conditioned by the heat
release rate, showing premixed (white) and dif-
fusion (black) modes.

(b) Scatter plot of temperature, with premixed
(black) and diffusion (grey) modes. The red
curve is the gaseous equilibrium.

Figure 2.5: Takeno index field (a) and scatter plot of temperature vs mixture fraction (b),
in the Mercato swirled burner [276], taken from [116].

known and may differ depending on the feedstock and the local industrial process. They
contain a number of species that can be classified in four main categories:

• alkanes or paraffins, of which the formula is CnH2n+2, are saturated hydrocar-
bons, that is to say that they only contain C−C and C−H bonds. A few examples
of their structure is given in Fig. 2.6.

(a) iso-octane
(b) n-dodecane

(c) iso-dodecane

Figure 2.6: Example of several alkanes.

Alkanes may be divided in two subfamilies: n-alkane (i.e., linear alkanes) and iso-
alkane (i.e., branched alkanes). Iso-alkanes are said to be more reactive than the
linear alkanes. Other properties remain similar for both sub-categories. Current
aviation fuels contain an average of 60% of paraffin.

• Cycloalkanes or naphthenes are species with the formula CnH2n and are constituted
of one or several rings. Examples are given in Fig. 2.7.

(a) decalin
(b) methyl-cyclohexane

Figure 2.7: Example of several cyclo-alkanes.
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20 2.2. USE OF ALTERNATIVE FUELS

Their chemical properties, such as stability, LHV (Lower Heating Value i.e. the heat
released of a given fuel mass) or pollutants formation, are close to those of alkanes.
Current aviation fuels contain around 25− 35% of cycloalkanes.

• Aromatics are compounds with one or several rings, such as cycloalkanes but with
double bonds. Examples are given in Fig. 2.8.

(a) xylene (b) methyl-naphthalene

Figure 2.8: Example of several aromatics.

Their reactivity is lower than the two previous categories because they are more stable
molecules as they are unsaturated. Their specific energy is also lower because of the
lower hydrogen content. Furthermore, they tend to produce more soot. Current
aviation fuels contain a maximum of 20% aromatics in volume. Although they are
not desirable in an engine, the proportion is too high to remove them at an acceptable
cost. Moreover, they play an important role in lubrication, and are today added to
fuels that do not have naturally aromatics such as Alcohol-to-Jet.

Additionally, engine fuels may contain olefins, which are alkanes with a double link.
Although in trace quantities they are highly undesirable and removed.

Eventually, a real fuel is a blend of all the different families with different carbon
numbers. The composition may be evaluated experimentally with a GCxGC analysis, able
to identify the family and give the mass percentage for each class of carbon atom number in
the mixture. Such a result is given in the form of a mass distribution diagram, illustrated
for Jet-A1 in Figure 2.9.

The graph shows that Jet-A1 components spread from species containing 8 carbons
to species containing 18 carbons, with a peak around 10-11 carbons. Jet-A1 contains n-
alkanes and iso-alkanes in high quantity, fewer cycloalkanes and mono-aromatics and close
to zero di-aromatics.

Section 2.2.1 gives the major conclusions on the use of alternative jet fuels in the liter-
ature. Section 2.2.2 explains the hypotheses made to integrate such fuels in computations.

2.2.1 Alternative fuels in combustors: state-of-the-art
The combustion of alternative fuels is a wide research topic that has been broadly investi-
gated in the past decade. Lefebvre [169] summarised the main properties required for an
alternative fuel to be eligible, as well as the different types of alternative fuels that were
available. Following this work and extending the database of potential alternative fuel
candidates [23], several authors have started to investigate different fuels. The objective of
this review is to recall the main conclusions concerning the key quantities impacting the
flame in a real combustor.
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Figure 2.9: Jet-A1 experimental GCxGC mass percentage as a function of the number of
carbon atoms [91]

As far as their kinetics are concerned, Dagaut [59] investigated the oxidation of kerosene
and bio-kerosene experimentally in a jet-stirred reactor at high pressure and temperature,
leading to the conclusion that, even if the bio-kerosene has a slightly higher reactivity, no
major change in the products’ distribution was observed, also stated in [218] for a wide
range of alternative jet fuels. The main changes come from the oxidation phase, where
every fuel species pyrolyses via its own pathway [142].

Auto-ignition time was experimentally investigated in several papers and can vary as
a function of the fuel used. Kang et al. [141] compared several conventional and synthetic
alternative jet fuels and found that conventional fuels showed a stronger low-temperature
ignition than alternative fuels with a high content of branched alkanes. Cho et al. [47]
compared a jet fuel and a blend fuel with bio-jet fuel in half and also found that the
difference was significant at low temperature, which is a conclusion that was reported by
other authors [327].

The laminar flame speed of several single components was investigated by Ranzi et al.
[251]. This study revealed that the laminar flame speeds of normal alkanes and cycloalka-
nes were nearly identical for molecules containing more than four carbons and branches
species a slightly lower one. Unsaturated species have higher flame speeds with increasing
bond order. Wu et al. [321] compared the laminar flame speed for a conventional fuel
with and without adding oxygenated molecules and concluded that there were significant
differences when adding more than 10% of oxygenated fuel, increasing the flame speed.
Fuel blends may then differ according to their composition and the amount of a fuel class
compared to another one, especially aromatics, which tends to lower the laminar flame
speed [136]. Laminar flame speed of several alternative fuels were compared in [327] for
T = 473 K and P = 1 bar, showing very few differences except for standard kerosene
around stoichiometry.

For pollutants emissions, Braun-Unkhoff et al. [34] reviewed the main effects for alter-
native fuels. CO2 emissions are mostly identical between conventional and synthetic fuels.
The CO/CO2 equilibrium difference for fuels with a higher calorific value might shift
the result to 1 to 2 % lower CO2 emissions for synthetic fuels. A slight decrease of CO
emissions have been observed for the majority of the alternative fuels studied, but results
greatly depends on the amount of aromatic fuel and on the flame structure. For instance,
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22 2.2. USE OF ALTERNATIVE FUELS

Kurzawska et al. [157] have compared conventional kerosene with blends of kerosene with
Alcohol-to-Jet (AtJ) fuel, stating that CO emissions were higher for the blend with AtJ,
depending on the loading. NOx emissions are very dependent on the combustion parame-
ters in the chamber, such as the temperature, the residence time and the oxygen available.
Reduction of NOx with the use of alternative fuels was observed [23]. Soot particles are
as well reduced and mainly depend on the amount of aromatic species as depicted in [23]
where Jet-A1 has the highest smoke number.

Evaporation properties of alternative fuels were investigated, stating that both atom-
isation and vaporisation key quantities may be affected by the fuel taken, impacting the
flame shape and pollutants released [110]. Stöhr et al. [297] compared experimentally
and numerically the diameter of a single droplet evaporating through the time, concluding
to the difference of the fuels depending on the vaporisation enthalpy and the distillation
curve.

Finally, the numerical simulation of real gas turbines was studied to investigate the
flame structure. Chong et al. [48] compared Jet-A1 and rapeseed biodiesel at constant
power output, showing very similar flow field but very different reacting behaviour. The
comparison between Jet-A1 and AtJ fuels has been studied multiple times for different
configurations [196], [221], [249], [285] and reveal fuel effects through experiments and
LES. Indeed, they both stabilise at the same place but show a different spread of spray
properties, heat release rate and intermediate species due to their different chemical and
spray behaviour.

To investigate these different behaviours, modelling is then required.

2.2.2 Modelling alternative fuels
The computation of such a high number of species as presented in Fig. 2.9 in a real
3D burner is not feasible at the moment and a surrogate model, based on a reduced set
of components, is designed to correctly reproduce the mechanical and thermochemical
properties of the real fuel. For fuel blends, the challenge is even higher and the number
of surrogate components representing the real fuel should be chosen with extreme care to
avoid numerical over-costs while keeping sufficient accuracy.

The development of multi-component surrogates enables the description of different
combustion behaviours [74]. The kinetics of the species chosen to build the surrogate must
respect physical and chemical properties of the fuel, as well as be representative of the
main families present in the blend. The surrogate algorithm that has emulated the fuel
used in this PhD is described in Section 4.1.2. The impact of the chosen surrogate on the
flame stabilisation, shape and regime will be investigated in Section 9.

Second, when the multi-component fuel is liquid, the question of evaporation mod-
elling arises. In particular, each component has its own boiling temperature, leading to
preferential evaporation. As the droplet temperature increases, the highest volatile
components, i.e., with the lowest boiling temperature, evaporate first. The droplet compo-
sition then evolves, changing its properties such as molar mass, viscosity and conductivity,
enthalpy, etc. . . The evaporation model must therefore take into account this composition
evolution.

The model used for the multi-component modelling is described in Section 5.1.1. Over-
all, the importance of considering multi-component fuels will be addressed in this PhD.
One complexity is the coupling between evaporation and chemical modelling, which occur
nearly at the same time. Surrogates must ensure both the correct droplet evolution and
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the right flame structure. Being able to identify separately the impact of evaporation and
chemical characteristics is another difficulty, tackled in Chapter 10 where new tools are
proposed to analyse the flame.

2.3 Prediction of the Lean Blow-Out: state-of-the-art
The Lean Blow Out phenomenon (LBO), as explained in the introduction, is a crucial
safety parameter to be taken into account in the design phase of a combustion chamber.
Because of the costs and limits of experiments, the capability to predict numerically LBO
is essential.

No theoretical formula exists to determine the LBO limit, due to the complexity and
non-linearity of chemistry, turbulence, spray and their interactions with the flame in three-
dimensional configurations. Besides, the geometry of the combustion chamber also plays
a key role in the flame behaviour, which adds complexity to the problem.

Therefore, for the past years scientists have been developing models that try to predict
accurately the LBO limit. Methods can be categorised in three types as described in the
next sections, based on [172].

2.3.1 Semi-empirical methods
The semi-empirical models are either based on characteristic time ratios or on Per-
fectly Stirred Reactors behaviours. The most well-known and validated model is the
one of Lefebvre [11], [12].

Characteristic time models

These models are based on the Damköhler number Da, comparing the largest timescale
of the flow τflow to the chemical timescale τc. A critical Damköhler number Da is used to
estimate whether a flame blows off or not.

Zukoski and Marble [332] who studied the flame stabilisation over bluff bodies, estimate
that the LBO limit is reached when:

τflow = τc (2.3)

with
τflow = L

ua

; ua = T

Tin

uref

1−B
(2.4)

and
τc = exp (E/RT )

ϕ
(2.5)

with ua the bulk velocity in the annular around the burner, T the shear layer temperature,
Tin the inlet temperature, uref = uin the reference inlet velocity, B the blockage ratio, L
the length of the bluff body, and E the activation energy of the global chemical process.
Plee and Mellor [232] decided to improve this model by taking into account the presence
of droplets. The condition then becomes, based on the configurations in [64], [173]:

τflow > 1.36(τc + 0.011τev) + 0.36 (2.6)

with τev the timescale of the evaporation of the droplets.
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Perfectly Stirred Reactors (PSR)

Longwell et al. [179] were the first to derive a model based on PSRs, assuming that the
unburned mixture is mixed with the burned mixture that goes through the recirculation
zones. LBO is expected to occur if the amount of heat created by combustion is lower
than the amount of heat needed to ignite the fresh mixture. Starting from the fuel mass
balance equation, the following relation is found:

ṁa

V P n
= f(ϕ, β) (2.7)

with V the volume of the reactor, ṁa the mass flow rate of air, P the pressure in the
recirculation zones and ϕ the global equivalence ratio and β the fraction of fuel burned. n
is equal to 2 in the initial paper of Longwell and extended in the work of Kretschmer and
Odgers [155] at 1.25. The function f(ϕ) is a result of the rewriting, taking into account
the fuel reaction rate, the fuel concentration. From this equation, curves representing ṁ

V P n

as a function of β can be drawn, as shown in Fig. 2.10a for a propane/air mixture.

(a) ṁ
V P n as a function of efficiency β.

(b)
(

ṁ
V P n

)
max

as a function of ϕ.

Figure 2.10: Longwell PSR model illustrations, taken from [12]

For each equivalence ratio, a maximum is reached and represents the highest possible
heat release rate for the operating conditions given. By plotting this maximum as a function
of the logarithm of the equivalence ratio as shown in Fig. 2.10b, a straight line relationship
is shown, which represents the maximum air flow rate tolerated by the combustion area
before extinction.

Lefebvre improved Longwell’s model by considering that the turbulent flame zone was

24



CHAPTER 2. MODELLING OF TURBULENT SPRAY FLAMES 25

also a PSR, yielding the following formula [170]:

ṁLBO =
(

AfP Z

V 1+x
P Z

)(
ṁ1+x

a

P
(1+nx)
3 exp (xT3/b)

)(
d2

0
λeffLHV

)
(2.8)

with ṁLBO the mass flow rate at LBO, fP Z the fraction of air employed in the primary-
zone of the combustor, VP Z the primary zone volume, P3 and T3 the injection pressure and
temperature, ṁa the air mass flow rate, d0 the droplet diameter at injection, and λeff the
effective evaporation constant, defined as:

λeff =
8(k/cp)g ln (1 + BM)(1 + 0.22Re0.5

d0 )
ρF

(2.9)

with k and cp the gaseous heat conductivity and capacity, BM the Spalding mass number,
Red0 the injection droplet Reynolds number, and ρF the liquid fuel density. A is a constant
whose value depends on the geometry and mixing characteristics of the combustion zone
measured experimentally, n is the reaction order, b and x are model constants. The most
simple values that fit the experimental values are x = 1, b = 1 and n = 0.3.

Some works further improves this expression for several conditions, by optimising the
constants n, x and b in the qLBO expression [203] or by modifying the A constant to take
into account temperature-dependency [7].

2.3.2 Numerical models
The numerical models attempt to predict and reproduce the LBO event, but also to
understand the physico-chemical mechanisms responsible for the extinction of the flame.
Such numerical simulations are costly and are realised with extreme care because of the
transient nature of the phenomenon, making it not straightforward to set up.

Thanks to the advent of high computing power, LBO limits are now predicted through
LES and URANS. Nevertheless, it is still not possible to reproduce the exact experimen-
tal procedure which lasts over a very long, not numerically affordable time. Therefore,
assumptions have to be made to set up a numerical methodology giving access to LBO.
Usually, the flame is first stabilised near the lean blow-out limit and the fuel mass flow
rate is then slowly decreased to reach extinction.

Attempts to simulate LBO on bluff bodies and swirled flames are numerous in the
literature. The first real 3D LES simulation of LBO was realised by Smith et al. [289]
for a premixed flame stabilised on a V-gutter in 2007. The impact of the Von Karman
vortex was analysed as expected to be significant, but, at the end, the study concluded the
contrary. LES were also performed close to blow-out, particularly in [79], [80], [200] for
a bluff body, where the use of a linear-eddy mixing was attempted to predict the correct
amount of pollutants. It concludes that eddies larger than the LES grid resolution ∆̄ and
lower than 4− 5∆̄ are important for the local flame quenching.

In the case of swirl-stabilised flames, the correct description of the spray characteristics
is very important for the good prediction of the LBO. Several studies such as Black et al.
[22] and Kim et al. [148] used LES to predict the LBO with more or less accuracy. Those
studies investigated the phenomena that influence the LBO, such as the eddy resolution
and the injected droplet diameter distribution. Esclapez [83], [84] studied the impact of a
conventional fuel and two alternative fuels in a realistic gas turbine combustor and found
a good agreement with the experiment with 14% maximum of error. These results were
confirmed by Piehl et al. [229] and Hasti et al. [120] who analysed the key markers of
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the LBO, such as the oxidation of formaldehyde, and improved the tools for LBO analysis
(temperature vs equivalence ratio scatter plot, LBO marker). Massey et al. [194] showed
that heat loss effects was important for the flame approaching blow-off. However, none
of these works proposed a generic methodology that could be applied to any combustion
chamber. This was done recently by Nassini et al. [211], based on numerical and exper-
imental results on gas turbine LBO. They suggest stabilising a flame near LBO and to
gradually decrease the fuel flow rate in successive steps towards the LBO. This process
however depends greatly on the flame timescale: a too long timescale makes the LBO
computation not affordable.

2.3.3 Hybrid models
Hybrid models are models that combine the numerical and the semi-empirical ap-
proaches. They can be divided into two different classes:

• the numerically-based model, where semi-empirical criteria are applied to small
volumes to see if LBO can occur locally or not. In the first type of hybrid modelling,
the semi-empirical approach was PSR-based. Mongia et al. [202], [260], [261] was the
first to propose such model, but the dependence on experimental works or other data
limits its interest. Sturgess et al. [299], [300] proposed a model that first simulated a
stable operating point, second post-processed the near blowout solution to build the
reactor network and finally estimated the LBO limit with computational combustion
dynamics (CCD) method. The characteristic time model was also used with the
Damköhler number as a criterion for flame stability [67].

• the semi-empirically-based model, where semi-empirical models are used on the
overall combustion chamber thanks to data from 3D numerical simulations. Flame
Volume LBO model of Lefebvre [170] is often employed. In some studies, some
parameters are extracted from non-reacting simulations to give an indication of the
flame volume and then guessing the LBO. [128], [129]

To summarise, hybrid models based on numerical methods are much more costly and
depend on other data, but give a better insight on what happens in the flow. On the con-
trary, hybrid models based on semi-empirical correlations are much more accurate without
too much computational effort, but they give a single value for the whole combustion
chamber and can not be used locally.

The method as well as the key indicators for the correct detection of the LBO of complex
flames will be investigated in this PhD.

2.4 Organisation of the manuscript
Given the overall context, the numerical simulation of flames in aeronautical engines is
important to better understand the key processes monitoring the flame shapes along with
fuel or geometry changes. The flame structures are controlled by the interactions between
the combustion, the turbulent flow as well as the liquid fuel evaporation, which are difficult
to study individually in the experimental works but can be decoupled in the numerical
works. With this in mind, this PhD project focuses on the modelling of alternative fuels in
terms of surrogate fuel and chemical kinetics in order to study their behaviour compared
to conventional kerosene in terms of flame stabilisation and lean blow-out phenomenon.
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The Spray-Stabilised Burner (SSB) from the DLR [110], is used to investigate the impact
of the fuel and the fuel modelling on the flame shape as well as the LBO. This manuscript
is therefore divided into three main parts.

The first part recalls the theoretical basis of numerical combustion, as well as the various
numerical tools that have been developed recently and that will be used. To start with,
Chapter 3 explains the principles of combustion. Introducing ARCANE [40] chemical
reduction code, Chapter 4 then details how chemistry is calculated, reduced and analysed
at CERFACS, before being integrated in 3D combustion chambers. Chapter 5 describes
the liquid phase system of equations and explains the assumption made in the modelling
of some source terms. Theoretical explanations end with the numerical simulation of
turbulent flows, detailed in Chapter 6.

The second part presents analysis tools for the detailed study of simulation results.
At first, in Chapter 7, the kinetic mechanisms needed to represent accurately the simu-
lated conventional and alternative fuels are derived and investigated to explain the flames
behaviour and the pollutants released by the combustion of complex multi-species fuels.
Next, the spatial and temporal integration of chemistry is investigated. Second, Chapter
8 underlines the impacting two-phase flow phenomena as well as the accuracy of the evap-
oration model compared to the experiment. A two-phase 1D premixed flame is computed
for each considered fuel to investigate the effect of the preferential evaporation on the flame
shape and pollutant emissions. Eventually, the impact of the spray on a counter-flow dif-
fusion flame is investigated, to better understand some flame structures appearing in real
burners. This chapter was published in [319],

The third part is dedicated to the computation of the 3D two-phase turbulent Spray-
Stabilised Burner (SSB). Chapter 9 first presents the configuration, the setup of the
computation, from the geometrical information to the fully reactive flow. Results are
compared to the experimental work of Grohmann [108] and validated on non-reacting,
two-phase flow and thermal data. Two surrogate fuels, one with simple chemistry and
the other with complex one, are compared in terms of time-averaged results and flame
structure. As LBO data were available in the DLR experimental work, a strategy for
the LBO is investigated, looking at the behaviour of the flame near extinction and the
important flow variables to consider when looking at extinction. Finally, Chapter 10
displays the kerosene and the two alternative fuels results and flame structure, enabling a
greater understanding of the phenomena involved in the flame stabilisation process.
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Chapter 3

Reactive flows and combustion
canonical cases
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Combustion modelling has started in the 18th century, when Lavoisier discovered in 1772
that burning phosphorus in a cup over water under a bell made water more acid (creation
of phosphorus acid). The reaction consumed 1/5 of the gaseous field [143] and he called this
consumed gas ’oxygen’, meaning ’who creates acid’ in ancient Greek. The remaining part
of the gas, i.e. nitrogen N2, was not able to allow small animals to breath, and therefore not
useful for the combustion process. During the second half of the 18th century, discoveries
on the atom weight as well as the different gases supported the Lavoisier theory, leading
to the beginning of combustion science. Building blocks, namely flame dynamics, particle
movement theory or thermodynamics, enabled the concept of laminar flame speed in the
last half of the 19th century. Flame propagation and explosions were studied because of
dangers occurring in coal mines, followed by the discovery of detonation. Chemical kinetics
as well as turbulence studies appeared in the 20th century, leading to the numerical and
experimental methods that exist today.

The aim of this section is to recall important concepts and modellings which are used
for reactive flows. First, basic definitions of combustion and chemical kinetics are given
in Section 3.1. Then, the 3D compressible Navier-Stokes equations which are the simula-
tion bases of any reactive flow are recalled in Section 3.2. Finally, several helpful simple
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canonical cases directly derived from the system of conservation equations are detailed in
Section 3.3.

3.1 Definitions
This section explains at first what is mathematically defined as a combustion reaction, in
Section 3.1.1. In Section 3.1.2, basics of kinetic modelling are recalled, namely how species
are converted into heat.

3.1.1 The combustion reaction
Combustion is the chemical reaction between a fuel and an oxidant, the two reactants,
that produces heat (or exothermic). For pure hydrocarbons, the following balanced equa-
tion is given:

CxHy +
(

x + y

4

)
O2 −→ xCO2 + y

2H2O (3.1)

In other words, 1 mole of hydrocarbon (CxHy) reacts with x + y
4 moles of oxygen (O2).

Whatever the hydrocarbon used, the two main products are water (H2O) and carbon
dioxide (CO2).

The hydrocarbon and oxidiser are said to be in stoichiometric conditions when their
proportion match exactly the mass balance of Eq. 3.1. In such condition, there is theo-
retically no reactant left at the end of the combustion process. To measure the difference
between the given mixture and the stoichiometric mixture, the equivalence ratio, involv-
ing the oxidant (Ox) and the fuel (F ), is introduced as:

ϕ = (XF /XOx)
(XF /XOx)st

= sX
XF

XOx

(3.2)

with sX = (XOx/XF )st = νOx

νF
= x + y

4 , where νi is the stoichiometric coefficient of species
i and Xi its molar fraction defined by:

Xi = ni/ntot (3.3)

with ni the molar quantity of species i and ntot the total molar quantity. As well, the
equivalence ratio can be defined with mass quantities:

ϕ = (YF /YOx)
(YF /YOx)st

= sY
YF

YOx

(3.4)

with sY = (YOx/YF )st = νOx WOx

νF WF
= (x+ y

4 )WOx

xWC+yWH
, where Wi is the molar mass and Yi the mass

fraction defined by:
Yi = mi/mtot (3.5)

with mi the mass of species i and mtot the total mass. The link between the mass fraction
Yi and the molar fraction Xi is then the following:

Yi = XiWi

W
(3.6)
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with the total molar mass W equal to:

1
W

=
∑

i

Yi

Wi

W =
∑

k

XiWi (3.7)

If the fuel and the oxidiser streams are injected separately, the global equivalence
ratio ϕg [235] is written:

ϕg = sY
ṁF

ṁOx

(3.8)

with ṁOx the mass flow rate of the oxidiser stream and ṁF the fuel mass flow rate. This
global equivalence ratio differs from the local equivalence ratio resulting from the mixing
of both reactants. This local equivalence ratio may be computed from expressions 3.2 or
3.4 with local mole or mass fractions, but these expressions do not hold in the burnt gas.
Instead, the local amounts of carbon, hydrogen and oxygen are used:

ϕloc =
2nC + 1

2nH

nO

(3.9)

with the molar quantity of atom k defined as:

nk = ak,ini (3.10)

with ni the molar quantity of species i and ak,i the number of atom k in species i.
The equivalence ratio is a key parameter in combustion. Indeed, burning lean (the

fuel is in default) or rich (the fuel is in excess) changes the kinetics, which has an impact
on macroscopic quantities. The next section provides the basics to understand chemical
kinetics and their modelling.

3.1.2 Chemical kinetics
Chemical kinetics is the branch of chemistry or biochemistry that describes the chem-
ical conversion pathways and the associated rates of reactions. Reactions are defined
mathematically as:

N ′
s∑

i=1
ν ′

iSi ←→
N ′′

s∑
i=1

ν ′′
i Si (3.11)

with Si a species of the reaction, N
′
s the number of reactants, N

′′
s the number of products,

ν ′
i the stoichiometric coefficients of the reactants and ν ′′

i the stoichiometric coefficients
of the products.

The easiest way to describe a chemical process is to use a single reaction, called the
overall reaction or global reaction, and summarising the main species conversion with
a mass balance. For instance, the overall reaction between methane CH4 and oxygen O2
is the following:

CH4 + 2O2 −→ CO2 + 2H2O (3.12)
However, most of the chemical processes involve up to tens to thousands of reactions,

called elementary reactions, producing intermediate species. All those elementary
reactions together are building a chemical mechanism. An example of such mechanism
is given below for hydrogen [29]. It is a reduced mechanism describing the main steps of
the overall conversion H2 + 1

2O2 −→ H2O:
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H + O2←→ OH + O

H2 + O ←→ OH + H

H2 + OH ←→ H2O + H

H + O2(+M) −→ HO2(+M)
HO2 + H −→ 2OH

HO2 + H ←→ H2 + O2
HO2 + OH −→ H2O + O2

H + OH + M ←→ H2O + M

H + H + M ←→ H2 + M

2HO2 −→ H2O2 + O2
HO2 + H2 −→ H2O2 + H

H2O2(+M) −→ 2OH(+M)

(3.13)

The 4th reaction H + O2(+M) −→ HO2(+M), as well as the overall reaction, are
described with an −→ arrow sign, meaning that the reaction is unidirectional: only the
forward reaction occurs, that is to say the conversion of H and O2 in HO2. On the
contrary, an equilibrium, as in reaction H + O2←→ OH + O, is described with an ←→
arrow sign and the reverse, or backward, reaction can occur. The conversion of the
reactants to products can therefore be incomplete, even if the reactants are inserted in
stoichiometric proportions.

For a forward reaction, the forward reaction rate ωj [mol/m3/s] is defined as:

ωmol
forward,j = kforward,j

N
′
s∏

i=1
[Si]orderi (3.14)

with kforward,j [S.I] the forward rate constant of reaction j, [Si] the concentration of
species i and orderi the order of the species i in the reaction. The unit of kforward,j

depends on orderi, so that the unit of the reaction rate remains consistent. For elementary
reactions, this order is equal to the stoichiometric coefficient of the given species in the
reaction. This is especially the case for elementary reactions. For an equilibrium, the net
reaction rate becomes:

ωmol
net,j = ωmol

forward,j − ωmol
backward,j = kforward,j

N ′
s∏

i=1
[Si]orderi − kbackward,j

N ′′
s∏

i=1
[Si]orderi (3.15)

with kbackward,j representing the backward rate constant, which characterises the reverse
reaction rate. Since the net production rate is expected to be equal to zero at chemical
equilibrium, forward and backward rate constants are linked by the equilibrium constant
Ke,j, defined as:

Ke,j = kforward,j

kbackward,j

=
∏N ′′

i=1[Si]
ν′′

i
eq∏N ′

i=1[Si]
ν′

i
eq

=
(

Patm

RT

)∑
i
(ν′′

i −ν′
i)

exp
(

T∆s0
j −∆h0

j

RT

)
(3.16)

with Patm the atmospheric pressure, R the perfect gas constant, T the temperature, ∆s0
j

and ∆h0
j the molar entropy and enthalpy changes through reaction j.

For simplicity, in the next sections the net reaction rate will be noted ωj = ωmol
net,j.

Different expressions can be taken for the rate constant kj depending on the sensitivity
of the given reaction to composition, temperature and pressure. These are described next.
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Arrhenius and modified Arrhenius reaction rates

Consider an elementary reaction j written as:

S1 + S2
kforward,j−−−−−−→ S3 + S4 (3.17)

The Arrhenius rate constant is defined as:

kforward,j = Aj exp
(
−Ea,j

RT

)
(3.18)

with Aj the pre-exponential factor and Ea,j the activation energy. The pre-exponential
factor can be temperature-dependent, leading to a modified Arrhenius rate [159]:

kforward,j = AjT
bj exp

(
−Ea,j

RT

)
(3.19)

with bj the temperature exponent. This is the simplest way to express the rate con-
stant with only three parameters: A, b and Ea. This rate is only temperature-dependent.
Nevertheless, reaction rates may depend on other parameters, as described in the following
paragraphs.

Three-body reactions

For some reactions, collisions of the reactant molecules with another molecule which
is not modified by the reaction may give enough energy to enhance the conversion. This
inert molecule called a third-body species is included in the reaction rate as:

S1 + S2 + M ←→ S1S2 + M (3.20)

with M being the inert third-body species. A general expression of the concentration of
M writes [M ] = ∑

i ϵi[Si] with ϵi the collision efficiency of each species i, which is equal to
one by default.

Fall-off reactions

A fall-off reaction is a pressure-dependent reaction, where three-body collisions only
occur at low pressure. Two main expressions of the reaction constant are given in the
literature:

• the Lindemann form [177] writes:

kforward,j(T, Pr) = kHP,j

(
Pr

1 + Pr

)
(3.21)

with Pr = kLP,j[M ]/kHP,j and kLP,j and kHP,j defining respectively the low-pressure
limit and high-pressure limit rate constants.

• the Troe form suggested by Gilbert et al. [102] writes:

kforward,j(T, Pr) = k∞

(
Pr

1 + Pr

F (T, Pr)
)

(3.22)
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with
log10 F (T, Pr) = log10 Fcent(T, Pr)

1 + f 2
1

Fcent(T ) = (1− A) exp
(
− T

T3

)
+ A exp

(
− T

T1

)
+ exp

(
−T2

T

)

f1 = (log10 Pr + C)
(N − 0.14 log10 Pr + C)

C = −0.4− 0.67 log10 Fcent

N = 0.75− 1.27 log10 Fcent

with T1, T2 and T3 and A which are fitted for a given molecule and bath gas.

Other expressions for the reaction rate exist, for surface reactions or other types of
pressure-dependent reactions, but those are not considered in this work.

With the above definitions, the net molar production rate of species i ω̇mol
net,i [mol/m3/s]

is defined as:

ω̇mol
net,i = d[Si]

dt
=

NR∑
j=1

νj,iωj (3.23)

with NR the number of reactions and νj,i = ν ′
j,i − ν ′′

j,i the net stoichiometric coefficient of
species i in reaction j. One can then detail the species creation rate and a species
destruction rate defined as:

ω̇mol
net,i = ω̇mol

creation,i − ω̇mol
destruction,i =

NR∑
j=1

ν ′
j,iωj −

NR∑
j=1

ν ′′
j,iωj (3.24)

In species mass conservation equations, the net mass production rate [kg/m3/s] is used:

ω̇i = Wiω̇
mol
net,i (3.25)

From these quantities, the volumetric heat release rate HRR [J/m3/s] which defines
the quantity of energy produced by the chemical conversion of a given mixture, is expressed
as:

HRR = −
NS∑
i=1

ω̇i∆h0
f,i = −

NR∑
j=1

ωmol
j ∆h0,mol

j (3.26)

with ∆h0
f,i [J/kg] the mass enthalpy of formation of species i. The heat of reaction ∆h0,mol

j

is linked to the species enthalpy of formation as:

∆h0
j =

NS∑
i=1

νj,i∆h0
f,i (3.27)

In this work, a modified version of the open-source kinetic solver Cantera [103]1 is used
for computing thermochemistry in simple canonical cases used as reference solutions and
for the analysis of complex chemical mechanisms.

1Explanation on the differences with the initial version are available at https://chemistry.cerfacs.fr
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3.2 3D reactive flow modelling
Fluid mechanics is the branch of physics that analyses the motion of fluids (gases or
liquids). Two sub-fields come from this domain of study:

• fluid statics encompasses studies where the fluid is at equilibrium. This field of
study appeared with Archimede and the concept of buoyancy [82], and is a milestone
for hydrostatics and engineering for understanding fluids.

• fluid dynamics came later as a research field of study, because of its complexity.
Starting from the experiments and observations of Da Vinci [133], several physicians
have analysed the different effects of fluid mechanics, through the theorisation of
inviscid (D’Alembert, Lagrange, Laplace, Poisson) and viscous flows (Poiseuille, Ha-
gen), finally leading to the well-known Navier-Stokes equations in the first half of the
19th century, a fundamental milestone in the current fluid dynamic theory.

The unsteady flow equations are used in this work and discretized for numerical simu-
lations with the CERFACS code AVBP [8]. Section 3.2.1 details the compressible reactive
Navier-Stokes equations, incorporating the kinetics modelling of Section 3.1.2. Section
3.2.2 details the models for transport and thermodynamic properties. Finally, Section
3.2.3 presents the main features of the code AVBP.

3.2.1 Compressible multi-species flow equations
To compute the flow representing the motion of multiple species, macroscopic conservation
equations were historically derived from the continuum mechanics theory, but they can also
be found from Boltzmann equations without knowing the exact distribution functions [123].
Newton indexation is used to express 3D compressible Navier-Stokes equations for reactive
flows: 

∂ρ

∂t
+ ∂ρui

∂xi

= 0

∂ρuj

∂t
+ ∂ρuiuj

∂xi

= − ∂P

∂xj

+ ∂τij

∂xi

∂ρYk

∂t
+ ∂ρuiYk

∂xi

= −∂Jk,i

∂xi

+ ω̇k

∂ρE

∂t
+ ∂ρuiE

∂xi

= − ∂qi

∂xi

− ∂uiPδij

∂xi

+ ∂ujτij

∂xi

+ HRR

(3.28)

with

τij = µ

(
∂ui

∂xj

+ ∂uj

∂xi

)
− 2

3µ

(
∂uk

∂xk

δij

)
(3.29)

Jk,i = ρYk(Vk,i + V c
i ) (3.30)

qi = −λ
∂T

∂xi

+
∑

k

Jk,ihk (3.31)

defining the following variables:

35



36 3.2. 3D REACTIVE FLOW MODELLING

• t the time and xi the spatial coordinate in the ith direction.

• ρ the density, P the pressure, uj is the jth component of the velocity, Yk the mass
fraction of the species k, E the total energy.

• HRR the heat release rate, ω̇k the net mass production rate of the species k, hk the
enthalpy of the species k.

• τij the viscous stress tensor, Jk,i the species diffusion flux, Vk,i the Hirschfelder and
Curtiss approximation of the diffusion velocity, V c

i the correction velocity to keep
the total mass constant and qi the heat flux.

• δi,j the Kronecker symbol (1 if i = j and 0 otherwise).

• λ the heat conduction coefficient, µ the dynamic viscosity.

In the above equations, several terms have been neglected:

• the Dufour effect, representing the diffusive energy flux associated to species gradi-
ents.

• the Soret effect, representing the diffusive species flux associated to temperature
gradient.

• the volume viscosity.

The left-hand side of the equations corresponds to the derivative in time and the con-
vective terms, while diffusive fluxes as well as sinks or sources are written on the right side.
For a 3D flow with NS species, the above system counts 1 + 3 + NS independent equations
for 2 + 3 + NS unknowns (P , E, uj, ρYk). To close the system, the perfect gas equation of
state is then added:

P = ρrT (3.32)

with r = R
W̄

the universal gas constant R = 8.3143 J/mol/K divided by the mean molecular
weight W .

The diffusion velocity Vk,i is computed using the Hirschfelder and Curtiss ap-
proximation [123]:

ρYkVk,i = −ρDk
Wk

W

∂Xk

∂xi

(3.33)

with Dk the molecular diffusion coefficient of species k in the mixture. To ensure mass
conservation, a correction velocity V c

i is added:

V c
i =

NS∑
k=1

Dk
Wk

W

∂Xk

∂xi

(3.34)

The transport properties Dk, µ and λ are detailed in Section 3.2.2.
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3.2.2 Transport and thermodynamic properties
3.2.2.1 Transport coefficients

Three transport coefficients appear in the flow equations written in the previous section:

• the species diffusion coefficient Dk [m2/s]

• the thermal conductivity λ [W/m/K].

• the dynamic viscosity µ [Pa.s].

The derivation of these parameters is directly taken from kinetic theory of gases, leading
to collision integrals. This theory is described in detail in [123].

Species diffusion coefficient Dk

From the most complex to the simplest cases, diffusion coefficients are defined as follows:

• the multi-species or complex transport approach is the most accurate method,
obeying the Stefan-Maxwell equations, but it is also the most time-consuming. The
binary diffusion coefficients Dkj between species k and species j are computed from
collision integrals, and require a matrix inversion. [123] that directly computes the
diffusion fluxes without using the Hirschfelder and Curtiss approximation presented
previously. This method is not used in this study.

• the mix transport, used for Cantera calculations, provides the best cost/accuracy
trade-off as it enables the calculation of the diffusion coefficient of species k in the
mixture Dk,mix with the following approximation:

Dk,mix =
∑

k

1− Yk∑
j ̸=k

Xj

Djk

(3.35)

with

Dkj = 3
16

√
2πk3

BT 3/mjk

Pπσ2
jkΩ(1,1)∗ (3.36)

with kB the Boltzmann constant, mjk = mjmk/(mj + mk) the reduced mass based
on the molecule mass mk and mj, σjk the cross-section of the collision, Ω(1,1)∗ the
collision integral associated to the mode (1,1) and P the pressure.

• the simple transport is based on a constant Schmidt number Sck for each species k,
linked to the diffusion coefficient with the following relation:

Dk = µ

ρSck

(3.37)

In reality, all Schmidt numbers vary through a flame and the question arises of the best
representative values. In practice, they are usually taken in the unburnt gases of a 1D lean
premixed flame. The associated error is monitored by comparison with complex transport
calculations with Cantera.
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38 3.2. 3D REACTIVE FLOW MODELLING

Thermal conductivity λ

Similarly to molecular diffusion, thermal conductivity may be calculated in two ways:

• in the mix transport used by Cantera, the conductivity is approximated from a
mixing formula [123]:

λ = 1
2

∑
k

Xkλk + 1∑
k

Xk

λk

 (3.38)

with
λk = µk

Wk

(ftransCv,trans + frotCv,rot + fvibCv,vib) (3.39)

where the individual species heat conductivities λk are assumed to depend on a
rotational, translational and vibrational pars. The molar heat capacities Cv depend
on the shape of the considered molecule (one or several atoms, linear or non-linear
arrangement, etc. . . ) and f are dimensionless functions quantifying the influence of
the rotational, translational and vibrational degrees of freedom, detailed in [228].

• for the simple transport, the conductivity is based on a constant Prandtl number,
which takes the following expression:

λ = µCp

Pr
(3.40)

with µ the dynamic mixture viscosity, Cp the mixture heat conductivity and Pr the
Prandtl number.

As for the diffusion coefficients, the error of this approximation is small and, in most
cases considered in this work, it is not worth to calculate all λk at all points in the mesh.

Dynamic viscosity µ

Various formulations also exist for the dynamic viscosity:

• for complex transport used in Cantera, the viscosity is approximated via the Wilke
formula [318]:

µ =
∑

k

Xkµk∑
j Xjϕkj

(3.41)

with

µk = 5
16

√
(πmkkBT )
πσ2

kΩ(2,2)∗ (3.42)

and

ϕkj = 1√
8

(
1 + Wk

Wj

)− 1
2
1 +

(
µk

µj

)− 1
2 (Wj

Wk

) 1
4

2

(3.43)

with σk the species collision diameter and Ω(2,2)∗ the collision integral associated to
the mode (2,2).
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• for simple transport, the viscosity coefficient is a function of the temperature, either
via the Sutherland law:

µ = µ0

(
T

T0

) 3
2 T0 + S

T + S
(3.44)

or via a power law:

µ = µ0

(
T

T0

)β

(3.45)

with µ0 the reference viscosity at the reference temperature T0, and β a constant
fitted for each mixture.

In this work, the power law is used, as it is well validated for the considered range of
temperature and requires fewer inputs.

3.2.2.2 Thermodynamics

Thermodynamic parameters are written in the form of NASA-7 polynomials, defined as
follows:

Cp,k

R
= a1 + a2T + a3T

2 + a4T
3 + a5T

4

hk

RT
= a1 + a2

T

2 + a3
T 2

3 + a4
T 3

4 + a5
T 4

5 + a6
1
T

sk

R
= a1 ln (T ) + a2T + a3

T 2

2 + a4
T 3

3 + a5
T 4

4 + a7

with ai the 7 NASA coefficients, given for low (below 1000 K) and high (above 1000 K)
temperature ranges. The data come from NIST-JANAF database [191].

In Cantera, as in most chemistry codes, the temperature at standard conditions is 25◦C,
i.e., 298K. This is different in AVBP, where the reference temperature is at 0K. Indeed,
this makes it easier to compute cold flows below 25 °C, which occur in many applications.
This has a direct consequence on the definition of the formation enthalpy. In Cantera, this
quantity corresponds to the enthalpy at 298K, ∆h0

f,k = hk(298), whereas in AVBP, it is
simply ∆h0

f,k = Ra6.

3.2.3 The AVBP code
The in-house CERFACS code AVBP solves the 3D, fully compressible, multi-species con-
servation equations in the DNS (Direct Numerical Simulation) or LES (Large-Eddy Sim-
ulation, see Chapter 6) modes. The code is massively parallel, using CPU and GPU
architectures, and runs on unstructured meshes. It has been widely used for simulating
combustion chambers and other configurations such as turbo-machinery, but also pollutant
dispersion, explosions, virus exposition in transport, or even atmospheric flows for solar or
wind farms.

3.2.3.1 Numerical schemes

To predict accurately the flow behaviour, accurate temporal and convective modelling need
to be implemented into the solver. More details on the schemes in AVBP are provided in
[160] and are briefly recalled here:
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40 3.2. 3D REACTIVE FLOW MODELLING

• The Lax-Wendroff scheme (LW) [163] is a finite volume centred scheme of order
2 in space and time. The time integration is realised with an explicit single step. It
is the cheapest scheme available in AVBP and thus usually employed when starting
a simulation or when the simulation size is high.

• The Two-step Taylor Galerkin C scheme (TTGC) [51] is a finite element centred
scheme of order 3 in space and time. The time integration is realised in two steps. It
is on average 2.5 times more costly than the LW scheme, but shows better dispersion
and dissipation properties.

The diffusion scheme is a finite element method of order 2. The time-step of each
iteration is determined as the minimum of three different time-steps:

∆t = min (∆ti, ∆tν , ∆tω̇k) (3.46)

with ∆ti the time-step based on the user-defined CFL number, ∆tν the time-step based
on the user-defined Fourier number and ∆tω̇k the time-step based on the local evaluation
of the chemical time-step.

AVBP uses simple transport and thermodynamic properties as defined in the previous
section. It is able to directly compute chemistry with explicit or semi-implicit [24], [134]
time integration.

3.2.3.2 Artificial viscosity

As both numerical schemes LW and TTGC are spatially centred, they are low-diffusive but
wiggles (point-to-point oscillations) may be created when gradients are too stiff. Therefore,
an artificial viscosity model is added to limit spurious fluctuations. Two terms are added:

• A 2nd order viscosity term, preserving linearity in strong gradient zones.

• A 4th order viscosity term, destroying the node-to-node and chequerboard oscilla-
tions.

The terms are applied directly to the residuals of the conservation equations. To avoid
over-dissipation in non-stiff zones, a sensor is applied to detect where artificial viscosity
should be used. In this work, the “Colin” sensor [52] is always used. It is an evolution of
the Jameson sensor to take into account sharp gradients of density and species.

3.2.3.3 Boundary conditions

The NSCBC (Navier-Stokes Characteristic Boundary Conditions) conditions [234] are
applied to control the waves crossing the boundaries.

Several wall conditions exist in AVBP to correctly model on the one hand the heat
losses, which are applied to the energy equation through a source term Qloss and on the
other hand the dynamic fluxes:

• the adiabatic condition: no heat loss at the wall, Qloss = 0.

• the flux condition: a user-defined heat loss Qref is given as an input: Qloss = Qref .

40
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• the relaxation condition: a reference temperature Tref is set at the boundary
condition and the flux takes the following expression:

Qloss = −KρCp(Twall − Tref )
∆t

(3.47)

where the relaxation coefficient K is set between 0 and 1 (0 for an adiabatic wall and
1 for an isothermal wall).

• the resistance condition: a thermal resistance Rw is applied to the wall at a given
temperature and the flux takes the following expression:

Qloss = −Twall − Tref

Rwall

(3.48)

• the wall-law condition: when the discretisation does not enable to resolve the
boundary layer near the wall, a wall-law is used to correctly predict the velocity
profile near the wall. The standard log-law is used, which writes:

u+ = 1
k

ln (Ey+) (3.49)

with k = 0.41 and E = 9.2. In the above equation, quantities are expressed in wall
units: the velocity is non-dimensionalised with utau =

√
τw/ρw and the wall distance

with utau/νw. Other wall laws exist in AVBP, but only the above log-law will be
applied to the flow in this work.

3.3 Combustion canonical cases
Canonical cases are useful to understand combustion basics and validate some parts of the
code. They are 0D or 1D simple laminar cases, steady or unsteady, and allow calculating
important flame characteristics that are useful for the 3D turbulent complex case. The
selected cases presented here are those used later in this manuscript, namely:

• chemical equilibrium, detailed in Section 3.3.1.

• time-evolving 0D reactors, characterised in Section 3.3.2.

• 1D flames, defined in Section 3.3.3: the premixed flame, the non-premixed flame
and methods to distinguish them in a 3D combustor.

The kinetic solver Cantera is able to compute these simple cases with a fast iterative
numerical method. For this reason, Cantera is also used as a pre- and post-processing tool
for AVBP.

3.3.1 Final state: Equilibrium
Like any thermodynamic process, chemical equilibrium corresponds to a minimum of
energy. In thermochemistry, this is expressed with the Gibbs free energy, defined as:

G = H − TS = U + PV − TS (3.50)
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42 3.3. COMBUSTION CANONICAL CASES

with H the total enthalpy of the system and S the total entropy. Taking the total derivative
of G as function of the independent variables P, T, Ni with Ni the mole number of species
i, chemical equilibrium corresponds to:

dG = V dP − SdT +
∑

i

µ̂idNi = 0 (3.51)

with µ̂i the chemical potential of the species i, and defined for perfect gases as:

µ̂i = µ̂0
i + RT ln (Xi) (3.52)

with µ̂0
i the chemical potential at reference pressure P 0 and temperature T 0. Writing

dNi = νidξ, with ξ the progress variable of the chemical evolution, the quantity ∆rG is
introduced as:

∆rGdξ =
∑

i

µ̂idNi so that ∆rG =
∑

i

νiµ̂i (3.53)

Chemical equilibrium may then be calculated in various conditions:

• at constant T and P , chemical equilibrium which corresponds to dG = 0 whatever
the chemical path, i.e, whatever dξ, is expressed as:

∆rG =
∑

i

νiµ̂
0
i + RT

∑
i

νi ln (Xi) = ∆rG
0 + RT ln

(∏
i

(Xi)νi

)
= 0 (3.54)

As a consequence, with an optimisation algorithm (Lagrangian multiplier for Cantera
solver), the molar fractions at equilibrium can be deduced. An example is shown in
Table 3.1, giving the equilibrium composition of a stoichiometric methane-air mixture
at 300K and 1 bar. The chemical system contains the 53 species of the GRI-Mech
3.0 mechanism [106].

State T [K] P [bar] YCH4 YO2 YCO2 YH2O YN2 Others
Initial state 300 1.0 0.055 0.22 0 0 0.725 0
Final state 300 1.0 0 0 0.124 0.151 0.725 0

Table 3.1: Equilibrium at fixed pressure and temperature of a methane -air mixture at
ϕ = 1.0.

The imposed temperature and pressure remain unchanged, and the composition
changes from a pure methane-air mixture to products. Note that due to the fixed
low temperature, no other species than the main products appear. This final compo-
sition corresponds to the lowest Gibbs energy at this temperature and pressure and
the considered set of species.
Chemical equilibrium at fixed temperature and pressure may be used for two pur-
poses:

1. to know if the local composition in a given configuration has reached equilibrium.
2. to calculate the Lower Heating Value (LHV), namely the amount of energy

released by the consumption of one kilogram of fuel, by subtracting the enthalpy
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of the T − P equilibrium mixture to the enthalpy of the initial mixture. The
final temperature of the mixture at equilibrium may be estimated as:

Teq = T0 + LHV YF,0

Cp

= LHV ϕ YO,0

sY Cp

(3.55)

with T0 the initial temperature, Teq the equilibrium temperature, YF,0 the initial
fuel mass fraction, YO,0 the initial oxygen mass fraction. The heat capacity Cp

was considered constant in the above expression, which therefore gives only an
approximate value of Teq.

• at constant enthalpy H and pressure P , the chemical equilibrium reaches the final
burnt gas state of an adiabatic flame. This calculation is very useful to know precisely
the equilibrium temperature and composition of a given mixture after the combustion
process occurs. An example of such calculation is given in Table 3.2.

State T [K] P [bar] YCH4 YO2 YCO2 YH2O YN2 Others
Initial state 300 1.0 0.055 0.22 0 0 0.725 0
Final state 2225 1.0 0 0.005 0.137 0.120 0.724 0.05

Table 3.2: Equilibrium at fixed pressure and enthalpy for a methane-air mixture at ϕ = 1.0.

The temperature, called the adiabatic flame temperature Tad, has increased to
2225 K. The composition is very much different from the previous equilibrium at
fixed T and includes other species (denoted "Others" in the table) such as OH or
NO which remain in the final mixture.
The adiabatic flame temperature is the maximum final temperature that can be
reached from the combustion of a given initial mixture, pressure and temperature.

The chemical equilibrium corresponds to a final state. It does not depend on the
chemical mechanism, but only on the thermodynamics of the considered set of species. To
go further in combustion analysis, a first step is to introduce time evolution via chemical
kinetics.

3.3.2 0D unsteady cases: Reactors
Reactors are defined as homogeneous mixtures in a control volume V . Variables non-
dimensionalised with their maximum absolute values have the superscript *.

The mass flow rate ṁin = ṁout determines the residence time inside the reactor. All
species, i.e., reactants, products and intermediate species are supposed to be well mixed
all times, that is to say that the mixture is the same everywhere.

The total mass m, species mass fraction Yk, volume V and energy (either T the tem-
perature, U the total internal energy or H the total enthalpy, depending on the case
studied) conservation equations represent the evolution of the reactor. The equations for
the ideal batch reactor without heat transfer through the wall are the following [145]:

∂(Yk)
∂t

= ω̇k

ρ

ρcv
∂T
∂t

= −∑NS
i=1 ukω̇k

(3.56)

for constant volume.


∂(Yk)

∂t
= ω̇k

ρ

ρcp
∂T
∂t

= −∑NS
i=1 hkω̇k

(3.57)

for constant pressure.
with:
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Figure 3.1: Dimensionless time-evolution profiles of an ideal gas reactor.

• ω̇k the source term of species k

• ek and hk the specific internal energy and enthalpy of the species k.

The energy equation can be further simplified by considering the use of the perfect gas
law or a constant pressure, for instance. These equations are solved using Cantera with a
time-stepping method.

After sufficient time, the mixture in the reactor ignites, allowing to determine the
auto-ignition delay or auto-ignition time, which is one characteristic parameter of
the chemical behaviour of a mixture. This quantity is arbitrarily defined as the time when
the heat release rate is maximum in the reactor. An example is given on Fig. 3.1(right)
with an auto-ignition time of 1.067 s, corresponding to the peak of HRR. The temperature
increases while the fuel is consumed through the combustion reactions. The HRR profile
might take more complicated shapes at higher initial temperature, but in this work the
initial temperature, chosen in accordance with the target applications, always stays in the
range giving a single HRR peak. The auto-ignition delay should be compared with the
flow timescales in a real combustor, to assess its capability to sustain a stable flame. A
too low injection temperature is tantamount to a long ignition time, which can prevent a
flame from stabilising.

In this manuscript, constant volume reactors are used to analyse and reduce kinetic
mechanisms, allowing to directly compare the results to measurements in shock tubes and
rapid compression machines [226]. Other types of reactors exist such as the Continuously
Stirred Tank Reactor (CSTR) also called Perfectly Stirred Reactors (PSR). Plug Flow
Reactors PFR which may be arranged in a network to represent a complex reactive flow.

Overall, reactors allow characterising the reactivity of a fuel, which is crucial for explain-
ing the observed flame shapes in complex configurations. However, as 0D time-dependent
models, reactors do not describe flames.

3.3.3 1D steady cases: Flames
One-dimensional configurations allow understanding the structure of the flame and help
the analysis of 3D complex calculations. The most simple configurations are the steady
premixed flame and the steady counterflow diffusion flame, detailed in this section. More
complex cases which can still be formulated in a 1D or pseudo-1D problem are for instance
the impinging jet flame or the counterflow premixed flame, but are not studied in this
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work. Premixed flame and the counter-flow diffusion flame designs, are described
because they are used in the following chapters.

3.3.3.1 Premixed flames

In a premixed flame, the oxidiser and the fuel are mixed together before burning. As a
consequence, such a flame is largely driven by chemistry and rates of reactions. Premixed
flames are important for the analysis of the combustion process. First, direct comparisons
are available with the experiments to assess the thermochemical flame structure. Second,
most burners operate majorly in premixed mode because it is optimum for many technical
reasons.

The system of conservation equations for a 1D premixed flame reduce to:

∂ρu

∂x
= 0

ρu
∂u

∂x
= −∂P

∂x
∂ρuYk

∂x
= −∂Jk

∂x
+ ω̇k

ρuCp
∂T

∂xi

= ∂

∂x

(
λ

∂T

∂x

)
− ∂T

∂x
(
∑

k

Cp,kJk) + HRR

(3.58)

An example is given in Fig. 3.2 showing some of the quantities representing the flame
structure.
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Figure 3.2: Dimensionless profiles for a 1D stoichiometric methane-air premixed flame.

A premixed flame can be separated in three zones:
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• the pre-heat zone is characterised by a cold temperature and the absence of chem-
ical reactions.

• the flame front is where the combustion occurs. The heat release rate is highest, the
temperature rises sharply and reactants are transformed into products. Most of the
intermediate species are found here. This zone is defined by the flame thickness,
which can be calculated in three different ways:

– the thermal thickness is the thickness of the temperature profile:

δth
l = T2 − T1

max (|∂T
∂x
|)

(3.59)

with T1 the temperature of the unburnt gases and T2 the temperature of the
burnt gases.

– the Blint thickness is an analytical expression for the thermal thickness, pro-
posed by Blint [26]:

δb
l = 2D1

th

sL

(
T2

T1

)0.7
(3.60)

The Blint thickness is approximate but found very close to the thermal thickness.
– the reaction thickness is the thickness of the reaction zone. It is not easy to

predict exactly, and the following correlation is used:

δr = δth
L

0.5Ze
(3.61)

with Ze the Zeldovich number, calculated as Ze = Ea

R
T2−T1

T 2
2

. The above expres-
sion derives from a one-step chemistry solution.

• the post-flame zone is located after the flame front and is constituted of nearly
non-reactive burnt gases, even though slow reactions are still occurring in this zone.
At the far end, the temperature eventually reaches the equilibrium temperature.

Other definitions of the flame thickness may be useful to analyse accurately some key
variables:

• the HRR thickness, as defined in [266], can be estimated as:

δHRR = 2
√
−2HRR

∂2HRR/∂x2
i

(3.62)

• the forward and backward reaction thicknesses are estimated with a similar
formula:

δωforward
j = 2

√√√√√ −2|ωforward
j |

|∂2ωforward
j /∂x2

i

|, j ∈ [1, Nforward]

δ|ωbackward
j | = 2

√√√√| −2ωbackward
j

∂2ωbackward
j //∂x2

i

|, j ∈ [1, Nbackward]

(3.63)
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The three main zones of the premixed flame explain the mechanisms that maintain the
flame front: the unburnt gas arriving at the front are heated up by the burnt hot gases
through a diffusion process, allowing them to reach the ignition temperature and burn,
producing the heat to maintain the burnt gas temperature.

A key property of the premixed flame is the laminar flame speed sL, defined as the
speed at which the flame is propagating in a fresh gas mixture. If the reactants are injected
at the laminar flame speed at the inlet of the domain, the flame therefore stays stationary
and the problem becomes steady. The laminar flame speed can be calculated as follows:

• from the 1D species equations, the integrated fuel species source term gives the
laminar flame speed:

sL = − 1
ρ1(Y 1

F − Y 2
F )

∫ ∞

−∞
ω̇F dx (3.64)

with ρ1 the fresh gas density, ω̇F the fuel source term and Y 1
F and Y 2

F the fuel mass
fraction in the fresh and burnt gas, respectively.

• as well, from the 1D energy equation, the integrated heat release rate is also linked
to the laminar flame speed:

sL = − 1
ρ1(Cp2T2 − Cp1T1)

∫ ∞

−∞
HRRdx (3.65)

with Cp1 and Cp2 the heat capacity, T1 and T2 the temperature in the fresh and burnt
gas, respectively.

The laminar flame speed calculated through the fuel source term is exact for a complex
chemistry and gives very precise results. On the contrary, the laminar flame speed calcu-
lated with the heat release rate is less accurate because the heat coefficient is varying in
the flame, and therefore some errors might occur.

In Cantera, as the flame is in a steady-state by construction, the value at the entry of
the domain u1 may be used directly to estimate the laminar flame speed:

sL = u1 (3.66)

Those quantities (sL and δ) are important for analysing a real combustor as:

• the mesh is often built with respect to the number of points in the flame front, then
the knowledge of δ is useful.

• the speed at which the reactants are burnt drives the flame shape and the interaction
of the flame with the turbulence.

Note that the laminar flame speed also changes with stretch induced by the flow, either
strain or curvature applied to the flame front.

In a more pragmatic outlook, 1D premixed flames are used to ensure the proper in-
tegration of the chemistry in AVBP, by comparison with reference results from Cantera.
Moreover, some premixed flame properties are input parameters for the thickened flame
model (see Section 6).
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3.3.3.2 Non-premixed flames

Contrary to a premixed flame, in a non-premixed or diffusion flame, the oxidiser and
the fuel are not mixed together before burning. Another difference with premixed flame is
that a diffusion flame does not have a steady structure without a flow, and the canonical
case uses a counterflow configuration to stabilise the diffusion flame. For such flames, both
reactant mixing and chemical reactions occur simultaneously.

In real systems, pure diffusion flames are not common and require very fast combustion
to prevent premixing. This is the case for example in rocket engines, where the oxidiser
is pure oxygen. However, diffusion flames may be locally encountered in 3D burners with
secondary air injection. Spray flames also often lead to local diffusion flame fronts.

Although the counterflow configuration is not 1D, a pseudo-1D solution along the sym-
metry axis x can be derived, where the velocity in the transverse direction is calculated
from the axial velocity through the divergence-free condition. Noting v(x, r) = rV (x),
and assuming temperature and mass fractions r-derivatives to be 0 on the axis, as well
as a constant radial pressure gradient, the pseudo-1D equations, resolved in Cantera for
example, are [145]:

∂ρu

∂x
+ 2ρV = 0

ρu
∂V

∂x
+ ρV 2 = −P + ∂

∂x

(
µ

∂V

∂x

)

ρu
∂Yk

∂x
= −∂Jk

∂x
+ ω̇k

ρuCp
∂T

∂x
= ∂

∂x

(
λ

∂T

∂x

)
− ∂T

∂x
(
∑

k

Cp,kJk) + HRR

(3.67)

If V = 0, the same 1D system than for the premixed flame is recovered. The structure
of such a flame is shown in Fig. 3.3 and comprises three different zones:

• the fuel injection zone.

• the oxidiser injection zone.

• the flame front, located at stoichiometry.

The flame maximum temperature is not obviously the equilibrium temperature, as the
mixing is not perfect.

The stagnation plane, where the velocity is 0, is in general at a different location
than the stoichiometric line, i.e., the flame. According to the global equivalence ratio and
the dilution of both streams, this plane may be shifted toward the oxidiser side or the fuel
side. In the case of Fig. 3.3, the global equivalence ratio is 1, but the diluted oxidiser
in the air stream attracts the flame on the air side. As mixing occurs inside this flame,
the flame thickness is an outcome of the flame solution, depending on the flow, and not
a flame property as in premixed flames. As well, because the diffusion flame front does
not propagate, there is no laminar flame speed. To characterise a diffusion flame, other
quantities may be used:

1. the strain rate is a key element as it drives the diffusion flame thickness. It is
defined as the velocity gradient along the flame front, i.e., along the stoichiometric
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Figure 3.3: Dimensionless profiles for a 1D counterflow diffusion methane-air flame.

line. In the counterflow configuration, it can be approximated as:

a = uO + uF

L
(3.68)

with uO and uF the oxidiser and fuel injection velocities, respectively, and L the
distance between the oxidiser and the fuel injections.
The strain rate quantifies "how hard the fuel and the oxidiser are brought together
to burn". There exists a maximum strain rate at which the flame quenches, when
the reactant fluxes toward the flame are too high to be fully consumed.

2. the mixture fraction represents the amount of fuel and oxidiser that would be
mixed without burning at a specific location. A classical definition of this quantity
is given by:

zbase = sY YF − YO + Y 0
O

sY Y 0
F + Y 0

O

(3.69)

with Y 0
F and Y 0

O the fuel and oxidiser mass fractions in their respective streams. The
mixture fraction is by construction a passive scalar (see [235] for the demonstration)
and is equal to 1 in pure fuel and to 0 in pure oxidiser. The mixture fraction can
also be computed from the atomic balance, as proposed by Bilger [19]. Here, the
formulation is given including C, H and O atoms:

zBilger =
2nC + 1

2nH − nO + n0
O

2n0
C + 1

2n0
H + n0

O

(3.70)
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which can be rewritten as:
zBilger = β − βO

βF − βO

(3.71)

with β = ∑
i,k γiakiYkWi/Wk with aki the number of atoms i in species k, and γi the

coefficient for atom i in the balance equation (2 for atom C, 1/2 for atom H and
-1 for atom O). In this work, the Bilger definition will be used and simply noted
z = zBilger.
The mixture fraction can be interpreted as a local equivalence ratio, as both quanti-
ties are directly related:

ϕloc =
z

1−z
zst

1−zst

(3.72)

with zst the mixture fraction at stoichiometry.

A change of variable (x, t) → (z, t) leads to the flamelet equations, where transport
terms have disappeared (meaning that all quantities are transported like z). The flamelet
equations are therefore much simpler than the conservation equations, and may be pre-
ferred for numerical integration. This was implemented in Cantera, allowing faster and
more robust computations. One advantage of solving the equations in the z-space is a
better discretisation of the flame zone, which spans over the whole domain. For unity
Lewis numbers and constant Cp, the flamelet equations write [231]:

ρχ

2
∂2Yi

∂z2 = ω̇i

ρCp
χ

2
∂2T

∂z2 = HRR

(3.73)

with the scalar dissipation rate [s−1]

χ = 2D

(
∂z

∂x

)2

(3.74)

More complex expressions may be derived for non-unity Lewis numbers and variable
Cp, and may be found in [195]. They remain however simple to integrate.

In a counterflow configuration, the mixture fraction may be analytically formulated
with an error function, leading to the following expression for the scalar dissipation:

χ = a

π
exp (−2erf−1(1− 2z)2) (3.75)

In a real combustion chamber, the mixture fraction field allows evaluating the local
mixing of reactants but also the local equivalence ratio in the burnt gas. The stretch
induced by turbulence is also an important parameter.

In view of the very different features of premixed and diffusion flames, which may co-
exist in 3D turbulent burners, it is necessary to identify the local combustion regime. The
next paragraph draws a brief state-of-the-art about this question.

3.3.3.3 Flame regime detection

In real combustors, because of the chamber geometry or because of the interaction be-
tween turbulence, spray and chemistry, a flame is generally not totally premixed or totally
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diffusive. What is occurring is often a collection of the two structures, with more or less
probability of occurrence.

To recognise the different flame regimes the Takeno Index, first introduced in [323] is
used. It takes the following expression:

T = ∇YF .∇YO

|∇YF .∇YO|
(3.76)

with ∇ the gradient operator.

x

Y

YF

YO

(a) T = 1

x

Y

YF YO

(b) T = −1

Figure 3.4: Takeno Index for the premixed and diffusion flame cases.

This expression compares the slopes of the fuel and the oxidiser profiles and interprets
the result as follows: if both slopes have the same sign, the Takeno Index is positive, and
the flame is premixed, as shown in Fig. 3.4. Conversely, if the slopes have opposite signs,
then the Takeno Index is negative, the two reactants are not mixed and a diffusion flame
structure is identified.

Experimental methods use a similar methodology for recovering the nature of a flame
[267]. Several improvements of the Takeno Index expression have been proposed in the
literature, such as in [90] where different evaluations of the oxidiser gradient are used to
better distinguish between premixed and the diffusion behaviours. In [152], the different
contributions to the progress variable source term are used. In [331], several formulations
for the Takeno Index are compared for premixed and partially-premixed regimes, leading
to the conclusion that the multi-species expression gives better results [90].

When dealing with complex fuels, it is not straightforward to define what is YF . As
pyrolysis generate molecules which can be oxidised and considered as fuels, these pyrolysis
products should be taken into account for a better identification of the flame regime.
Therefore, the expression of the Takeno is rewritten:

Tpyro = ∇∑Npyro

k=1 Yk.∇YO

|∇∑Npyro

k=1 Yk.∇YO)|
(3.77)

with Npyro the number of pyrolysis products that are considered. This new definition is in
fact a generalisation of the first one.

Since the Takeno Index is of interest only in reactive zones, it is usually conditioned by
some reacting variable such as HRR:

T HRR = ∇YF .∇YO

|∇YF .∇YO)| |HRR| (3.78)
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or the fuel source term ω̇F :
T ω̇F = ∇YF .∇YO

|∇YF .∇YO)| |ω̇F | (3.79)

Both quantities should be interpreted slightly differently:

• when weighted by ω̇F , the upfront side of the flame is tested, that is to say the way
the fuel reacts, which might not be sufficient for some cases.

• when weighted by HRR, the whole reactive zone is enlightened, including the burnt
gas side.

Significant difference may be seen between both indicators when the fuel is heavy, i.e.,
decomposes into lighter hydrocarbons before burning, as the heat release rate profile is
often wider and shifted toward the burnt gas compared to the fuel source term profile.

Another difficulty arises for spray flames, where the direct interaction of droplets with
the flame front may lead to erroneous values of the Takeno Index. Indeed, not all the fuel
vapour is seen if it is immediately burnt after release, and the computed gradient of the fuel
mass fraction may be misleading. Similarly, an evaporating droplet in a fuel-air mixture
will generate a positive fuel gradient in decreasing air, indicating a diffusion flame, whereas
it is a stratified premixed flame. The behaviour of the Takeno Index in spray flames will
be investigated in Chapter 9.
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Analysis and reduction of chemical
schemes
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The equations developed in the previous chapter include chemical source terms issued
from a chemical mechanism. The analysis and reduction of chemical mechanisms are key
to obtain a good accuracy and understanding of the combustion process. In Section 4.1,
detailed chemical kinetics are described, as well as reduction methods. In Section 4.2, the
in-house ARCANE reduction code is presented, together with the implemented methods
and algorithms. Finally, analysis methods of chemical kinetics are proposed in Section 4.3,
allowing to better understand mechanisms, their major paths and most important species
for a target application.

4.1 From fuel definition to the reduced mechanism
Including chemical mechanisms in CFD computations is very recent (end of the 20th cen-
tury [25]), and started with very simple global mechanisms, containing only the main
combustion reactants and products. Due to the great increase in computational resource,
it is now possible to use more complex mechanisms, implying a higher number of con-
servation equations, called detailed mechanisms and of which the main characteristics are
introduced in Section 4.1.1. However, including detailed, or even skeletal mechanisms in
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3D CFD calculations is still not feasible and reduced mechanisms must be used. This im-
plies to first define a surrogate fuel model (Section 4.1.2) before deriving a reduced scheme
(Section 4.1.3).

4.1.1 Detailed mechanisms
Detailed mechanisms are the most complete mechanisms that are available today. They
are constructed by chemists, using the following methods:

• determination of the coefficients and rates associated to one single reaction, based
on the study of the electronic structure, ab-initio calculations and statistical theory.

• measurements in homogeneous reactors or more complex cases. The determination
of the rate constants is often done manually; but some automatic codes are emerging
[308].

Similar detailed mechanisms are found in numerous domains, in combustion but also
atmospheric science, biology, chemical processes, etc. . . Combustion do not only require
a good description of the oxidation process, but also a correct prediction of pollutants as
well as of the impact of multi-component fuels envisaged for greener aviation. This has
led chemists to get more into accurate chemical description of the flow. The available
mechanisms show a huge span of different species and reactions as demonstrated in Fig.
4.1.

Figure 4.1: Number of reactions vs number of species for mechanisms throughout the time,
taken from [57].

As could be expected, the number of species and reactions have increased through the
years. One of the first published detailed mechanisms was the models describing ozone
[124] in 1953 and hydrazine decomposition [294] in 1956. Models describing hydrogen
combustion, methane combustion [280], [290] and methanol combustion [32] followed in
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the late 60s and 70s. Several other kinetic developments appeared later [57] and continue
to appear. The GRI-Mech 3.0 [106], the first freely available mechanism including NO
formation, was tested on several targets. Today’s mechanisms have increased in size and
include more species such as butane and propane in the USC Mech II [315] for instance,
or many more molecules in complex fuels with CRECK mechanisms [126] representing
kerosene and oxygenated hydrocarbons.

A well-derived mechanism includes all chemical pathways that are important in the
evolution of a mixture for a given target case (reactors or flames, for instance). It is vali-
dated by computing the target cases with numerical models such as the Reaction Design’s
CHEMKIN suite [127], OPENSMOKE [56], FlameMaster [230] or Cantera [103], which all
have the capacity to integrate detailed, large size chemical schemes in 0D systems (reactors
for instance) and 1D or pseudo-1D systems (flames) as presented in Chapter 3. For the
present PhD, the open-source code Cantera has been used, which provides many features
as well as a python interface that is easy to handle.

Usually in a CFD code, the time spent on chemistry which implies only local compu-
tations, i.e., at each cell or node without using neighbouring values, is short compared
to the transport terms in the resolved conservation equations. Therefore, the impact of
chemistry on the computational cost of a 3D calculation is directly linked to the number
of transported species. In 3D, a CFD code solves 5 conservation equations for non-reactive
flows, and 5+NS equations for reactive flows, at Nx nodes and for Nt time-steps. The most
efficient approach to decrease the computational cost is therefore to reduce the number of
conservation equations, i.e., number of species. Furthermore, a detailed mechanism may
contain very fast species that are very quickly consumed after being produced, leading to
very small timescales and therefore high stiffness.

Detailed mechanisms are designed to represent accurately the combustion of most com-
mon fuels with their associated pathways towards water and carbon dioxide. For instance,
the CRECK mechanism [126] is valid for any hydrocarbon species with 1 to 16 carbon
atoms.

4.1.2 Surrogate fuel model
as stated in Section 2.2. Two main categories exist [75], [165]:

• physical surrogates reproduce the physical properties of a real kerosene (density,
molar mass, distillation curve, etc. . . )

• chemical surrogates reproduce the chemical properties of a real kerosene (cetane
number, H/C ratio, lower heating value, auto-ignition delay time, laminar flame
speed, etc. . . )

Surrogates based on both physical and chemical considerations are called compre-
hensive surrogates and are nowadays the most widely built and used. Automatic codes
able to build surrogate fuels start to emerge based on optimisation to match the different
targeted properties. Depending on their species number, the surrogates are grouped in two
categories:

• mono-component surrogates such as [59], [186] are based on a single species,
usually defined by the general formula of the blend and with properties close to the
properties of the real fuel. These fuels can be either an existing species, as C10H22
for kerosene, or a fictive species, such as in [94]. Mono-component surrogates have
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the advantage of fast computations and simple kinetics. However, when it comes to
depicting properties such as preferential evaporation or different H/C ratios in the
flame, the next category is preferred.

• multi-component surrogates such as [58], [130] are made of several hydrocarbons.
The more components, the better the actual fuel, but also the more CPU time it
costs. These fuels are interesting as they are able to discretise the different pathways,
leading to a better evaluation of pollutants formation as well as flame structure. This
representation will be used in Chapter 7 when dealing with the alternative fuels’
kinetics.

Usually composed of 3 to 10 species [197], these models are constructed from a cho-
sen set of species with a given subset of reactions that are in the detailed mechanism
and are potentially candidates to be surrogates. For the surrogate to be reliable, the
chosen species should have accessible thermochemical properties and their associated re-
actions subset should well reproduce the experimentally measured combustion properties
(i.e. auto-ignition delay time, laminar flame speed, intermediate species, products, etc. . . ).

Once the surrogate species are chosen and their kinetics developed, their composition is
usually determined with the use of an optimisation procedure for some targeted variables.
The properties chosen as well as the mixing law applied varies according to the authors
[198], [210]. The models are validated against experimentally measurable quantities such
as ignition delay time or laminar flame speed if they are available, but the matching of
the targeted properties can be considered as satisfactory when no experimental data are
available.

The paper of Dryer [68] summarises the progress in fuel surrogate development, from
jet fuels [58], [311] to renewable jet fuels [66] through natural gases.

For the fuels selected in JETSCREEN project, the surrogate was built by the method
described in Mehl et al. [198]. Figure 4.2 (left) shows the subset of species chosen as an
input for the optimiser solver. Those species were selected since a reliable kinetic model
exists or could be built. A hybrid approach is applied, where the surrogate candidates
subset is manually chosen before optimising numerically the species proportions. A scheme
showing the optimisation process is shown in Fig. 4.2 (right).

Definition of the target fuel

Formulation of the 
surrogate candidate

Chemical properties Physical properties

Evaluation of the 
weighted error function

Data and relative 
weights of target 

properties

Chemical surrogate

Linear DCN
H/C ratio

Composition
TSI

Distillation 
curve

Viscosity,
density, etc …

Accepted

Rejected

Figure 4.2: Surrogate candidates (left) and methodology (right) for the three fuels [198].

The optimiser, inspired by a previous work of Narayanaswamy et al. [209], is based
on the optimisation package of Matlab algorithms, from which home-made algorithms
are added such as local optimisation or genetic algorithm. The targeted properties are
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the Derived Cetane Number (DCN), the distribution inside the different families, the H/C
ratio, the Threshold Sooting Index (TSI) for chemical properties and the distillation curve,
the density and the liquid viscosity for the thermochemical properties.

At the end of the process, small variations are applied to build a more accurate chem-
ical scheme, adding or deleting small amounts of a given family that could influence the
pollutant creation, for instance.

The development of multi-component surrogates enables the description of different
combustion behaviours [74]. The impact on the flame stabilisation, shape and regime
however was never studied in detail and will be investigated in Section 9.

Knowing the fuel composition, the following section now details the state-of-the-art in
chemistry reduction strategies, with their respective advantages and drawbacks. Finally,
the choices made by CERFACS are highlighted and the methods used for the in-house
reduction code ARCANE [40] are summarised.

4.1.3 Reduction methods
Figure 4.3 summarises the different methods that are used to reduce mechanisms.

Tabulation
methods

From the rate equations 
of the detailed model

Based on geometric 
approaches

Based on fitting

Reduction techniques

Based on the initial set of equations Constructed with detailed mechanism data

Delete some species 
or reactions

Lumping

Timescales analysis

Numerical 
models

Reaction-rate or Jacobian

Redundant reaction steps

Graph-based

Optimisation

Linear

Non-linear

Continuous

QSS

CSP

Based on

Figure 4.3: Summary of the different main categories of mechanism reduction found in the
literature, based on [308].

Two main methodologies are used to build a reduced mechanism. The first family of
methods starts from the detailed set of species and reactions, and reduce it by deleting un-
necessary species or reactions, lumping species or reactions or finding connections between
the species or the reactions through simplifications of the source terms. The second family
of methods builds the reduced mechanism without taking into account the relations in the
detailed mechanism, but as a system that correlates the inputs with the outputs according
to the results given by the detailed mechanism. For this second category, several methods
are classified:
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• very simple mechanisms containing only a few representative species and reactions
that lead to the right equilibrium temperature and species mass fractions are built
by hand and fitted on data. They can be global one-step mechanisms, written as a
mass balance equation, or two-step mechanisms, for instance in [94], which adds to
the global reaction a CO/CO2 equilibrium reaction. The reaction rates are usually
expressed with an Arrhenius formulation, of which coefficients are fitted on the flame
temperature and flame speed curves. Note that these coefficients are not constant,
but must be varied with the equivalence ratio to get the curve shapes back. As well,
four-steps mechanisms also exist, that add H2 in the list of species [137] which plays
an important role in the oxidation of most hydrocarbons [96].

• numerically reduced models are built from the detailed mechanism. A numerical
relationship is then found between the state variables (the input of the model) and
the kinetic variables (the output of the model). Several sub-categories exist, such as:

1. parameters fitting (temporal concentration [70], fitting polynomials [61], [98],
[306], high-dimensional model, artificial neural networks [44], [49], etc. . . ). This
leads to very simple models with low memory requirements, but at the cost of
range of validity and accuracy, which will highly depend on the ability of the
model to achieve an accurate fitting on the chosen domain.

2. low-dimensional manifold (Rate-Controlled Constrained Equilibrium meth-
ods [144], slow manifold methods [268], intrinsic low-dimensional manifolds
(ILDM) methods [190]). By recognising that chemical systems evolve in low-
dimensional manifold in the phase space, these methods identify the correspond-
ing subspace and record the system evolution in this subspace. The disadvan-
tage of such methods is that the recorded subspace may not contain all possible
states encountered in 3D flames.

3. geometric approaches (slow invariant manifolds such as the Invariant Con-
strained Equilibrium edge Pre-Image Curve (ICE-PIC) method [60], minimal
entropy production trajectory method [167], temporal concentration changed
based on the self similarity method [118]).

In the two last cases, the subspace is stored in look-up tables, where the mass frac-
tions, temperature or source terms are written as functions of a reduced number of
variables. This leads to the tabulation methods, where the table is used in 3D
calculations, avoiding the integration of the chemical system, which significantly re-
duces the computing time, although the search and the retrieval of a quantity may
take a certain time if the table is large. The accuracy of the result also depends on
the interpolation scheme between the stored points. Tabulation methods started to
be used in the 90s [302], but at that time suffered from their storage requirements.
To overcome this issue, in-situ tabulation was created [182], enabling the table filling
during the 3D simulation and only with the accessed regions of the composition space
(ISAT (In Situ Adaptative Tabulation [238]). Note that as the chemical system is
not integrated in the 3D simulation, tabulation methods allow the use of detailed
and skeletal mechanisms.

All the above reduction methods are efficient, but the validity of the chemistry outside
the range of derivation and in complex 3D flows with different transport phenomena is not
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guaranteed. Moreover, the information about the chemical pathways is completely lost,
preventing any chemical analysis in the 3D reactive flows.

In order to keep the most important chemical features of the detailed mechanism,
several methods reduce it via a detailed analysis of the kinetics:

• Unnecessary species and reactions may be removed from the mechanism. Lots
of methods are used to identify them, based on reaction rates [97], [207], [305], [307],
on the Jacobian matrix, on sensitivity analysis [310], or on optimisation strategies
and graph-based methods, such as Path Flux Analysis (PFA) [301] and DRG (Direct
Relation Graph) [184], which consider species as the nodes and reactions as the
links. The resulting reduced mechanism is then a subset of the initial group of
species and reactions. In ARCANE, the DRGEP (Direct Relation Graph with Error
Propagation) [225] has been chosen because of its coding simplicity and its quickness.

• Isomers may be then lumped together. Several methods exist such as the linear
[65], [215], [317], non-linear [27], [304] and continuous lumping [6]. In ARCANE, a
simple linear method has been used [225].

• Species may finally be separated on a timescale basis, with a specific treatment
of the very fast species. Indeed, species can be defined in Quasi Steady State
(QSS) when they have a fast destruction timescale. Therefore, as their creation is
quickly balanced by their destruction, the contribution of their net production rate is
negligible and the species source term can be approximated to 0. The concentration of
QSS species can then be expressed as a function of other species concentrations and its
transport equation can be discarded. Not only this decreases the CFD computation
cost, but it also reduces the stiffness of the scheme by taking away the smallest
timescales of the chemical system. To detect these QSS species, two main methods
have been developed: the Computational Singular Perturbation (CSP) [154] and
the Level Of Importance (LOI) [180]. In ARCANE, calculation time considerations
oriented the choice to a modified LOI.

The next section details the three selected reduction methods and their implementation
in ARCANE.

4.2 ARCANE
ARCANE (Another Reduction Code: Automatic, Nice and Efficient) is a reduction code
co-created by Cornell University (by Perrine Pepiot) and CERFACS [40]. The goal of this
section is not to be fully exhaustive in the code description, but to provide a quick overview
on the main code features. For more details, please refer to the PhD of Quentin Cazeres
[39].

Section 4.2.1 details precisely how each of the reduction methods is working. Then,
Section 4.2.2 summarises how the reduction is implemented and optimised. Finally, Section
4.2.3 explains how the reduced mechanisms may be used in CFD codes.

4.2.1 Reduction methods
As explained in the previous section, ARCANE performs three methods of reduction, which
are detailed in the following paragraphs:
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• the Direct Relation Graph with Error Propagation (DRGEP) [225] which is
applied to species (DRGEP-S) and to reactions (DRGEP-R) to generate a subset of
the chemical system.

• the linear lumping method [225] working on isomers to lump them into one single
species

• the Level Of Importance (LOI) [180], to find QSS species and reduce the stiffness
of the final scheme.

4.2.1.1 Direct Relation Graph with Error Propagation (DRGEP)

The initial Direct Relation Graph (DRG) method has been introduced by Lu and Law
[181], [185]. They suggested that looking at chemical mechanisms as graphs is suitable for
observing the coupling between the species (the nodes) through the reactions (the links).

In practice, the graph is used to determine the connection weights, i.e., how strong
each species or reaction is connected to a user-specified target species to be kept in the
reduced mechanism. The original expression of this weight is:

rAB =
∑

j |νA,jωjδ
j
B|∑

j νA,jωj

(4.1)

with νA,j the stoichiometric coefficient of species A in reaction j. The coefficient δj
B is 1 if

B is in reaction j and 0 otherwise. Another definition was proposed by Luo et al. [189] to
better estimate the part of the consumption and of production of the target species:

rAB =
∑

j |νA,jωjδ
j
B|

max(PA, CA) (4.2)

with PA and CA the production and consumption rates of species A, and computed as:

PA =
∑

j=1,nR

max (0, νj,Aωj)

CA =
∑

j=1,nR

max (0,−νj,Aωj)
(4.3)

In the initial DRG method, the coefficient of the path p linking species A and B is then
defined as:

rDRG
AB,p =

n−1
min
i=1

rSiSi+1 (4.4)

where Si, i = 1, n are the species involved in the path, and the final DRG coefficient is:

rDRG
AB = max

all paths p
rDRG

AB,p (4.5)

Several improvements of the DRG method exist, such as the DRG-ASA (Direct Relation
Graph - Aided Sensitivity Analysis) [329] and the method used in ARCANE, the DRG
with Error Propagation (DRGEP) [226]. The main difference with the method of Luo
is that, as stated in the name, errors propagate along the graph and all species are not
considered equally important anymore. As a consequence, the coefficient was defined to
take into account the error propagation:

rDRGEP
AB,p = Πn−1

i=1 rSiSi+1 (4.6)
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which constitutes an important change compared to the original method. This approach is
combined with a scaling of the target species contributions and an integrity check to avoid
truncated chemical pathways. In ARCANE, DRGEP was also coupled with a sensitivity
analysis to build the DRGEP-ASA.

4.2.1.2 Linear lumping

Lumping is another method to be used for reducing the number of species in the mechanism
and consists in:

• finding the isomers that are going to be lumped.

• estimate the kinetic parameters of the new links that are created.
To put it simple, if species A1 and A2 are isomers in the following system of reactions,

they may be both replaced by an equivalent lumped species A′:A1 + C
k1−→ D + E

A2 + F
k2−→ G + H

−→

A′ + C
k′

1−→ D + E

A′ + F
k′

2−→ G + H
(4.7)

Both reaction rates must be changed accordingly, by fitting the Arrhenius coefficients
through the least square method, depending on the composition of the isomers. The
thermodynamic coefficients of A′ are also adapted if those of A1 and A2 are different.

In ARCANE, the method chosen is a simple direct lumping [225], according to the
following algorithm:

1. look for isomers that present the exact same NASA thermodynamic coefficients.
They are all selected together (it could be two species, or three, or four, etc. . . ) and
lumped. The resulting scheme is then tested.

2. look for isomers that do not necessarily present the same NASA coefficients. They are
all selected together (it could be two species, or three, or four, etc. . . ) and lumped.
The resulting scheme is then tested.

3. inside each group of isomers, look for the capability to lump species two by two: if
the error between both Cp and both enthalpy coefficients is below 50%, then both
species are lumped together and species are then tested.

4.2.1.3 Quasi-Steady State Assumption (QSSA)

After the DRGEP and the lumping steps, a skeletal mechanism is obtained which generally
remains too stiff for a use in CFD. The Quasi-Steady State Assumption enables to find
relations between species that are considered as fast reacting species. Let’s consider the
following system:

A
k1−→ B

B
k2−→ C

If k1 << k2, that is to say, that the second reaction is very fast compared to the first
one, the species B is considered in Quasi-Steady State. As a consequence, the following
equation can be written:

∂[B]
∂t

= 0 = −k1[A] + k2[B] (4.8)
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Finally, [B] can be calculated from [A] with the following relation:

[B] = k1

k2
[A] (4.9)

The conservation equation for B is not more useful and can be discarded. Another
consequence is that the stiffness of the system is reduced, since QSS species are the stiffest
ones.

In real complex chemical mechanisms, species may be linked with many reactions and
the calculation of QSS species concentrations may involve a system with more than two
equations. The resolution is then performed with a LU decomposition of the matrix rep-
resenting the system. Two QSS species lying on the same side of a reaction lead to a
non-linear system of equations; in this case, reactions may simply be discarded.

To rank the species that could potentially be QSS species, the Level Of Importance
(LOI) method, is used. It is based on the characteristic lifetime of a species:

τi = 1
Jii

(4.10)

with Jii the diagonal term of the Jacobian matrix of the system:

J =
(

∂ω̇k

∂[Si]

)
(4.11)

and the LOI coefficient then writes:

LOIi = SQ,i[Si]τi (4.12)

with SQ,i the sensitivity coefficient of species i associated to the variable Q (laminar flame
speed, auto-ignition time, etc. . . ). In ARCANE, the sensitivity coefficient is replaced by
the DRGEP coefficient, which has shown to give good results and less calculation time.

4.2.2 Reduction loop
In ARCANE, the organisation of the different reduction steps, from a detailed mecha-
nism to the reduced, so-called Analytically Reduced Chemistry (ARC) mechanism, is fully
automatic. Figure 4.4 displays the complete reduction loop.

As the QSS step requires modifying the relation between the species and do not delete
any of them, the LOI is applied only once at the end of the algorithm, and after all the
species have been removed with the DRGEP or lumped. The general order is then the
following.

1. A DRGEP-S step is applied. When the step is finished, another DRGEP-S is
launched until no further species can be removed.

2. The DRGEP-R is started and continues similarly to the DRGEP-S, i.e. until no
more reaction can be removed.

3. Another DRGEP-S is applied, and this alternation between the DRGEP-S and the
DRGEP-R continues until no further reaction and species can be removed from the
mechanism.

4. A lumping step is applied.
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DRGEP S

DRGEP R

Lumping

DRGEP S

DRGEP R

LOI

➞ : loop until no further species can be deleted
➞ : taken only once

Figure 4.4: Scheme representing the organisation of the different reduction strategies in
ARCANE.

5. DRGEP-S and DRGEP-R are repeated as described at point 3. until no further
reaction and species can be removed from the mechanism. At the end of this step, a
skeletal mechanism is obtained.

6. Finally, the QSSA step is applied and the final ARC mechanism is obtained.

Figure 4.5 represents the general loop which is the same for each reduction method
(DRGEP, lumping or LOI).

The different steps in the loop are the following:

1. User-defined reference values of interest are calculated on the selected 0D and 1D
cases.

2. Coefficients are evaluated according to the given methodology (DRGEP-S, DRGEP-
R, Lumping, QSSA) and ranked. A threshold is calculated based on this ranking,
which prevents the reduction from going through important species (or reactions)
such as the reactants, the products or important intermediate species that should
not be eliminated, lumped or set as QSS species.

3. The loop starts here. The entity, species or reaction, with the lowest coefficient
is either erased from the scheme (DRGEP), lumped with an isomer (lumping) or
calculated via an algebraic assumption (QSSA).

4. The new mechanism with the modifications above is built, and the same values of
interest as in step 1 are calculated.

5. Error is calculated. If the error is weaker than a threshold given by the user, the
mechanism is kept and another species or reaction is removed, lumped or put in QSS
mode. If the error is larger, the mechanism is not valid and the previous one is kept
instead.

6. The loop is repeated until the coefficients of the removed entity is above the threshold
calculated at 1.
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Coefficients (DRGEP, 
Lumping, QSS) calculated

and ranked.
Limit coefficient calculated.

QoI* deleted or 
lumped or set as QSS

Selected cases 
calculated on current 

mechanism.

Calculate the error with 
reference mechanism on 

given variables.

Next QoI* is the next 
coefficient in the ranking list.

Selected cases calculated on 
reference mechanism.

Previous mechanism kept 
(QoI* not deleted, lumped or 

set as QSS).

Current mechanism kept 
(QoI* deleted, lumped or set 

as QSS).

Check if next coefficient is 
superior to limit coefficient.

Go to the next method 
following previous graph.

YES

NO

*QoI = Quantity of Interest (number of species or reactions)

General loop
Loop for 1 strategy (DRGEP S, DRGEP R, Lumping, QSS) 

Figure 4.5: Scheme representing the loop, same for all methods (DRGEP, lumping or LOI)
in ARCANE.

This methodology enables to greatly reduce the mechanism in a reasonable computing
time, which depends on the number of cases and the size of the detailed mechanism.

4.2.3 Implementation of ARC schemes in CFD codes

Due to the QSS species which must be computed from algebraic relations between concen-
trations, the implementation of ARC chemistry in CFD codes such as Cantera or AVBP
require a specific module containing these relations. Therefore, ARCANE has the ca-
pability to create Fortran 90 program files which describe the chemistry, including both
standard reactions and QSS relations.

To assess the right integration of the mechanism into the CFD solver, the following
procedure is applied:

1. the ARC mechanism written in the Fortran program file is compared to the detailed
mechanism using Cantera, all calculations with mix transport.

2. the ARC mechanism with simple transport (implemented in the CERFACS version
of Cantera) is compared with mix transport using Cantera. This step is important
to fit the coefficients of the simple transport model.

3. the ARC mechanism with simple transport is compared in Cantera and in AVBP to
assess the implementation in AVBP.
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4.3 Methods for chemistry analysis
Chemical systems are non-linear and therefore difficult to analyse, in particular when many
species and reactions are involved. In this section, several methods for chemistry analysis
are proposed:

• knowing how the “story of the canonical case” occurs, i.e., knowing the order of
appearance of the different species, their contribution to heat release as well as their
influence on the mechanism is useful to explain the flame structures in 3D cases.
Methods to get this knowledge are explained in Section 4.3.1.

• looking at the characteristic timescales and lengths is interesting to see if the mech-
anism is adapted to CFD constraints (i.e., the mesh and the timestep). Methods to
get characteristic timescales and methods to get the number of points needed for an
ARC flame are presented in Section 4.3.2.

4.3.1 Quantitative and qualitative analyses
Simple processes such as 0D or 1D cases may be further analysed in terms of influence of
species or reactions, qualitatively and quantitatively, to give a better view of the mechanism
itself. This section presents three types of analysis that have been developed in ARCANE:
the heat release rate analysis, the sensitivity analysis and the graph analysis.

4.3.1.1 Heat-release rate analysis

The identification of the species or reaction that reacts the most gives crucial information
on the flame structure. The HRR analysis computes the contribution of all the reactions
or all the species at all locations (spatial or temporal) of a case, and integrate it along the
given axis or not. An example of this method is provided Fig. 4.6a with the location of
the analysis Fig. 4.6b.

250 0 250
rhj j [MW/m3]

CO + OH <=> CO2 + H
H + O2 <=> O + OH

H2 + OH <=> H + H2O
2 OH <=> H2O + O

CH3 + O <=> CH2O + H
H + H2O + O2 <=> H2O + HO2

H + OH + M <=> H2O + M
HO2 + OH <=> H2O + O2
CH3 + O => CO + H + H2

H + HO2 <=> 2 OH

Re
ac

tio
ns

(a) HRR analysis: contributions of reactions.
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(b) Location of the HRR analysis in the 1D
flame.

Figure 4.6: Heat-release rate analysis for methane/air flame at T = 400 K, P = 1 bar and
ϕ = 1.0.
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The graph on the right shows the profiles of flame key quantities non-dimensionalised
with their maximum value. The heat release rate analysis is then realised in the post-flame
zone for this example.

On the graph displayed on the left, the contributions of the reactions are shown in
increasing order from top to bottom. In this example, the reaction releasing the most heat
is CO + OH ←→ CO2 + H, which is expected at this location in the post-flame zone.

4.3.1.2 Sensitivity analysis

A general form of the chemical system can write [308]:

dq

dt
= f(q, x), q(t0) = q0 (4.13)

with q the vector of species concentrations and x a vector containing m elements associated
to the reactions (rate coefficients) which are used to calculate the evolution of the vector
q. A Taylor expansion in x gives the following:

qi(t, x + ∆x) = qi(t, x) +
m∑

j=1

∂qi

∂xj

∆xj + 1
2

m∑
k=1

m∑
j=1

∂2qi

∂xk∂xj

∆xk∆xj + ... (4.14)

The partial derivative ∂qi/∂xj is called the first-order local sensitivity coefficient. All
coefficients are normalised to be comparable to each other, which give the normalised
sensitivity coefficients definition:

si = xj

qi

∂qi

∂xj

(4.15)

These coefficients may be calculated with a brute force method, but other methods are
available such as the Green function method [247], the decoupled direct method [69], the
automatic differentiation [21], etc ... In this work, only the brute force method is used:
the same perturbation ∆xj is applied to all Aj the pre-exponential Arrhenius coefficients,
and the resulting absolute error between the reference and the perturbed solutions ∆qi is
calculated.

The only advantage of this method is its simplicity and easy implementation. On the
other side, it requires integrating (m + 1) systems. Furthermore, the result may depend
on the perturbation value ∆xj: too small values may not allow computing the sensitivity
whereas to high values may be out of range of validity of the first order approximation.

A species sensitivity analysis can be conducted by restricting the perturbation to the
reactions involving the targeted species. An example of output, comparing the most im-
portant reactions in GRI-Mech 2.11 and 3.0 [106], is given in Fig. 4.7.

As expected, the most sensitive reactions are nearly the same for GRI-Mech 2.11 and
3.0 for with the same order of magnitude, except for the two most important reactions
which seem to be slightly more sensitive in the GRI-Mech 2.11 than in the 3.0 version.

Sensitivity analysis is useful to know which reaction is driving the system, and for
uncertainty quantification of the system.

4.3.1.3 Graph analysis

The above quantitative analyses do not provide a global view of the mechanism with the
various chemical paths and their interactions. This information is proposed here in the
form of graphs, built to visualise the mechanism structure.
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Figure 4.7: Sensitivity analysis of GRI-Mech 2.11 and 3.0 on τig for methane/air reactor
at T = 1000 K, P = 1 bar and ϕ = 1.0.

The amount of each element contained in the mechanism is a conserved quantity and
is used to build such graphs. The flux of element A from species i to species k via reaction
j may be written:

Aikj = nA,inA,krj

NA,j

(4.16)

with nA,i and nA,k the number of atoms A in species i and k, respectively, rj the reaction
rate of reaction j and NA,j the sum of the number of atoms A. This quantity can be
computed at any location of the flame or at any time of the reactor evolution. By summing
all the contributions at all locations, an integrated graph of the pathways can be drawn.
Finally, only the main paths are shown, based on a given threshold.

This method has been implemented in ARCANE, with an algorithm browsing the
different pathways. First, the child species that are directly linked to a given species are
determined. Second, the algorithm looks at each child species, and starts the analysis
again, until ten generations have been browsed. This enables the drawing of graphs, which
can then be analysed to understand how the molecules are converted. An example for
methane is given in Fig. 4.8, tracking the carbon atom C. Red colour corresponds to
pyrolysis, blue is for the core of the flame (oxidation) with highly reactive species and
green represent the carbon-containing products of the flame: CO and CO2. The size
of the arrow is proportional to the atomic flux. Data were taken from ARCANE and
post-processed with Gephi [16].

As shown on this graph, methane is first pyrolysed into CH3 and then oxidised in
multiple species before creating the final products of combustion, CO and CO2. Another
interest of such graphs is the comparison of the mechanism behaviour of a reactor or a
flame facing different operating conditions [227] targeting low pressure.

This method is used in this work to check the different pathways between the species
present in fuel blends, as described in Chapter 10.
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Figure 4.8: Graph analysis for CH4/air flame at T = 400 K, P = 1 bar and ϕ = 1.0.

4.3.2 Spatial and time scales
The space and time discretisation of the flame must be set in accordance with its space
and time scales, which are determined in the following.

4.3.2.1 Timescale analysis

As defined previously, the chemical timescale of a species i is approximated by the inverse
of the Jacobian matrix diagonal term:

τ ch
i = 1

Jii

= ∂[Si]
∂ω̇i

(4.17)

To evaluate this timescale, the procedure is usually to perturb the concentration of the
species and see the impact on the species source term in a 1D flame. An example is given
for GRI-Mech 3.0 Fig. 4.9.
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Figure 4.9: Timescales for methane/air flame with GRI-Mech 3.0 at T = 400 K, P = 1 bar
and ϕ = 1.0. The dotted line is the typical compressible CFD time-step for explicit time
integration.

In the example, most species have a timescale between 10−9 s and 10−3 s. This timescale
can be compared to other characteristic timescales, such as the evaporation and the con-
vective timescales, to characterise the flame structure. But it is crucial to compare it to
the explicit CFD solver timestep ∆t, to ensure ∆t < τ ch

i . For instance, in the example,
CH2(S) is below the CFD timestep and may lead to numerical instability. Note that the
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CFD timestep used here is for a compressible code, i.e., quite small and therefore close to
the shortest chemical timescale.

In case the ARC scheme still contains too stiff species, several solutions may be used
to overcome the problem:

• try to put the stiff species in QSS mode without increasing the error of the reduced
mechanism.

• make the species semi-implicit [134] or an exponential integration [24] which forces
positive species concentrations.

• sub-cycle the chemical integration to reach an effective timestep compatible with the
chemical timescales.

In practice, simple mechanisms with few species (between 1 and 4) and no intermediate
species usually have large chemical timescales. This is not the case for more detailed
schemes which contain intermediate short-life species, just a few in ARC but significantly
more in skeletal mechanisms and even more in detailed schemes.

4.3.2.2 Space-scale analysis

The flame spatial resolution is driven by the flame thickness. If this quantity is well
known a priori for premixed flames, it depends on the flow for diffusion flames and is
therefore not known a priori. However, the diffusion flame also adapts to the mesh, and its
thickness spontaneously increases on coarse meshes, avoiding numerical resolution issues
[55]. Thus, the simulation of a diffusion flame is very robust whatever the mesh, which does
not however guarantee that an obtained solution is correct. On the contrary, insufficient
spatial resolution of a premixed flame thickness will always lead to numerical instability
or even crash.

The spatial discretisation of a premixed flame may be characterised by the Zeldovich
number [326], expressed for one-step chemistry by:

Ze = T2 − T1

T 2
2

Ea

R
(4.18)

The Ze number is a non-dimensional parameter controlling the flame thickness. Following
[235]), Ze/2 can be interpreted as the multiplication factor of the required resolution
between a non-reactive and a reactive case. Typical values for Ze are in the range between
10 and 20, so that the mesh resolution must be increased by at least 5 to 10 times to
discretise correctly a single step chemistry.

The problem of mesh requirement is addressed in Chapter 7 for more complex kinetic
schemes, for which the intermediate species imply stronger resolution constraints.
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Chapter 5

Liquid phase modeling for reactive
flows
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5.1 Euler-Lagrange formulation and modelling . . . . . . . . . . . 71

5.1.1 Spherical droplet model . . . . . . . . . . . . . . . . . . . . . . . 72

5.1.2 Liquid injection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.1.3 Spray-wall interactions . . . . . . . . . . . . . . . . . . . . . . . . 83
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5.2.2 Single droplet burning: the MustARD model . . . . . . . . . . . 89

Aeronautical engines are fed with liquid fuels, which are preferred to gaseous hydro-
carbons (up to butane, i.e., 4 C atoms) for their higher density. The liquid fuel is then
atomised into small droplets before vaporising. This transformation of the liquid fuel into
a gaseous vapour that mixes and burns with air in the combustion chamber needs to be
accurately modelled because the impact on the flame is very important. The coupling
between the spray and the gas involves mass, momentum and energy exchanges and is
two-way, i.e., exchanges are in both directions between the phases.

To simulate sprays in CFD, three classes of approach have been developed throughout
the years:

• the Locally Homogeneous Flow (LHF) model developed in 1986 [85] is very
simple in its derivation and numerical integration. The exchanges of mass, momen-
tum and energy between the liquid and the gas phases is supposed to be infinitely
fast, which implies thermodynamic and kinematic equilibrium. The two-phase flow
is then represented as one single continuum. A major drawback of this model is the
common velocity and the temperature for both phases, which makes it suitable only
for very tiny droplets.

• the Euler-Euler (EE) approach represents each liquid and gaseous phase as one
continuum, with exchanges between the two. Conservation equations are built for
both phases, which require closure models [258]. Advantages are that this method
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is not computationally costly and easy to implement in a HPC framework. How-
ever, the extension to locally polydispersed sprays, i.e., the possibility of having a
droplet size distribution at each location and each time instead of only a mean size,
is not straightforward. First models have been proposed in the early 2000s [161]
by discretising the droplet size distribution in classes and solving independently a
continuum for each class. Other approaches have been published later [92]. All these
models require complex modelling and significantly increase the computing time.

• the Euler-Lagrange (EL) technique methodology, used in this PhD, tracks each
droplet individually, thus ensuring the complete spray representation. Exchanges
with the gaseous phase then require interpolation operations. The main disadvan-
tages of this method is the computational effort which may greatly increase in some
cases, notably in non-reacting cases, as well as the coding complexity.

In AVBP, both the EE and EL methods are available. However, only the EL method is
used in this work, to allow a polydisperse spray representation. Section 5.1 thus explains
EL equations implemented in AVBP as well as the modelling associated to the two-phase
flow. In Section 5.2, the combustion regimes of spray flames are described.

5.1 Euler-Lagrange formulation and modelling
First, the equations of the EL formulation are recalled in Section 5.1.1. Injection and
wall interaction modellings are then described, respectively, in Section 5.1.2 and in Section
5.1.3. Finally, some flame key quantities are adapted to the presence of the spray, as
explained in Section 5.1.4.

Lagrangian particle tracking obeys simple trajectory equations:
Dxp,i

Dt
= up,i

Dmpup,i

Dt
= F ext

p,i

Dmp

Dt
= ṁp

Dmphs,p

Dt
= Φp

(5.1)

where p is the particle index, i the spatial coordinate, x the position, and F ext
p , ṁp and Φ̇p

are corresponding respectively to external forces acting on the droplet, mass variation and
internal droplet energy.

The coupling with the gas phase is made through a set of source terms that add to the
conservation equations:

mass : Sl−→g
mass = 1

∆V

N∑
n=1

(
dmp

dt

)
n

momentum : Sl−→g
mom = 1

∆V

N∑
n=1

(Fp,i)n = 1
∆V

N∑
n=1

mp
ui − up,i

τp

energy : Sl−→g
E = 1

∆V

N∑
n=1

(ϕcond
g + ϕev

g )

where ∆V is the local control volume where the N droplets are located.
The next section explains the formulation of these exchange terms with the gas.
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5.1.1 Spherical droplet model
The system of equations derived for the liquid phase is constructed for the simple problem
of an individual droplet moving in a hot flow, and represented by its time-dependent size,
velocity and temperature as represented in Fig. 5.1.

Figure 5.1: Scheme of the spherical droplet problem, taken from [134]

The quantities associated to the surface of the droplet are denoted with ζ index, and
the quantities associated to the gaseous far-field with ∞ index. As the droplet is small
(droplet radii range from µm to mm), gravity is not taken into account. The droplet is
therefore submitted to dynamic forces, heating and evaporation as described in the next
paragraphs.

5.1.1.1 Dynamic forces

Different dynamic forces act on a spherical droplet, as expressed by the generalised Basset-
Boussinesq-Oseen equation:

• the drag force is a stationary force coming from the momentum difference between
the phases and writes:

FD,i = mp

τp

(ui − up,i) (5.2)

with the relaxation time of the particle:

τp =
ρld

2
p

18µ(1 + 0.15Re0.687
p ) (5.3)

and Rep the particle Reynolds number:

Rep = |u− up|dp

ν
(5.4)
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This relaxation time is an empirical correlation from Schiller and Naumann [279] and
the drag coefficient takes the following expression:

CD = 24
Rep

(1 + 0.15Re0.687
p ) (5.5)

• the stationary pressure force, which represents a local hydrostatic pressure gradient,
can be neglected because the density of the droplet is much higher than the gas
density.

• the virtual mass, and Basset forces are also neglected as the difference in density is.

Stokes number
The droplet motion in the flow under the action of the drag force is characterised by the

Stokes number [298] which compares the characteristic motion time of the droplet to the
characteristic motion time of the flow:

St = τp

τflow

(5.6)

• if St < 1, the droplet characteristic time is small compared to the flow and the
droplet velocity rapidly equilibrates with the flow velocity. The droplet behaves then
as a tracer.

• if St > 1, the characteristic time of the droplet is high compared to the flow, and
the droplet tends to keep its trajectory independent of the flow.

• if St 1, both time scales are comparable and the phenomenon of droplet segregation
appears, i.e., preferential concentrations in low-vorticity regions.

5.1.1.2 Evaporation

The spherical model developed by Spalding [292] requires three main assumptions:
1. the spherical droplet is supposed to be isolated, therefore no interaction exists be-

tween the droplets.

2. the temperature is uniform inside the droplet, which means that the liquid con-
ductivity is infinite.

3. the droplet is considered in quasi-steady state, that is to say that the liquid phase
is always at equilibrium with the gaseous phase.

The third hypothesis implies that the system of equations describing the evolution of the
gas around an evaporating droplet, the Spalding system of equations, is independent
of time and writes in spherical coordinates:

ρur2 = constant = ρζuζr2
p = ṁF

4π

ρur2 dYF

dr
= d

dr

(
r2ρDF

dYF

dr

)

ρur2Cp
dT

dr
= d

dr

(
r2λ

dT

dr

) (5.7)

with r the radial coordinate, DF the fuel diffusion coefficient and ṁF the fuel vapour mass
flow rate.
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Mass transfer

By integrating between the droplet surface and the far-field the second equation of the
system 5.7, and using the equality of the mass flux between the liquid and the gas side, an
expression for the fuel mass transfer ṁF = −ṁp is found:

ṁp = −4πrpρDF ln (BM + 1) (5.8)

with BM the Spalding mass number:

BM = YF,ζ − YF,∞

1− YF,ζ

(5.9)

The fuel mass fraction at the interface YF,ζ is calculated thanks to the equilibrium hy-
pothesis, considering that the interface is thermodynamically stable and using the Clausius-
Clapeyron relation:

PF,ζ = Pcc exp
(

WF Lv(Tref )
R

)(
1

Tcc

− 1
Tζ

)
(5.10)

with Tcc and Pcc values of temperature and pressure on the saturation curve. Due to infinite
liquid conductivity, the droplet surface temperature Tζ is equal to the droplet temperature
Tp. Lv the latent heat of evaporation, defined by:

Lv = hs,F (Tcc)− hs,p(Tcc) (5.11)

with hs,F (T ) the sensible enthalpy of the gaseous fuel species and hs,p(T ) the particle
sensible enthalpy. Finally, the molar fraction is written:

XF,ζ = PF,ζ

P
(5.12)

leading to the mass fraction expression:

YF,ζ = XF,ζWF

XF,ζWF + (1−XF,ζ)WnF,ζ

(5.13)

with WnF,ζ the mean molar mass of the mixture without the fuel at the interface. As the
molar mass is supposed to be the same at the far-field, it gives:

WnF,ζ = WnF,∞ = 1− YF,∞

1− YF,∞
W

WF

W̄ (5.14)

A more advanced model, from Abramzon and Sirignano [1], is used here with:

ṁp = −ShπdpρDF ln (BM + 1) (5.15)

with Sh the modified Sherwood number:

Sh = 2 + (Sh0 − 2)/FM (5.16)

with
FM = (1 + BM)0.7 ln (1 + BM)

BM

(5.17)
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and
Sh0 = 2 + 0.55Re1/2

p Sc
1/3
F (5.18)

The Sherwood number Sh0 expression is the Ranz and Marshall approximation [250]. It
represents the ratio between convective and diffusive mass transfer. This model includes a
correlation to correctly represent the heat due to the convective layer that is developing at
the surface of the droplet, which increases the temperature and therefore the mass transfer.

Droplets are known to follow a d2 law when evaporating. From the expression for ṁp

[292] obtained in the previous paragraph, and expressing the mass flux as:

ṁp = 4
3πρl

∂r3

∂t
(5.19)

the evolution of the diameter of the droplet is obtained:

d2
p = d2

p,0 −
8ρDF

ρl

ln (1 + BM) t (5.20)

with dp,0 the initial droplet diameter, and ρl the liquid density.
A characteristic number can be given from this definition, namely:

τev =
ρld

2
p,0

8ρDF ln (1 + BM) (5.21)

Vaporisation number

The vaporisation number is given in equation 5.22:

Ψ = τev

τflow

(5.22)

where τflow is here the travel time between the injection and the flame.

• if Ψ < 1, the evaporation time of the droplet is less than the flow time: the droplet
fully evaporates before reaching the flame front.

• if Ψ > 1, the evaporation time of the droplet is more than the flow time: the droplet
reaches the flame front and evaporates while burning.

Heat transfer

Similarly to the mass transfer, integrating between the droplet surface and the far-field
the third equation of the system 5.7 a first time leads to:

ṁF Cp(T − Tζ) = 4πλr2 dT

dr
− 4πλ

(
r2 dT

dr

)
ζ

(5.23)

Using the boundary condition at the droplet surface for the temperature and its gra-
dient, and integrating a second time, another expression for the fuel mass transfer may be
found:

ṁF = 4πrp
λ

CP

ln (BT + 1) (5.24)
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with the thermal Spalding number:

BT = Cp(T∞ − Tζ)
Lv

(5.25)

Comparing with the expression of ṁF with BM gives:

1 + BT = (1 + BM)
DF Cp

λ (5.26)

The boundary condition at the droplet surface may be written:

ṁpLv(Tζ) = λ

(
dT

dr

)
ζ

= Nu
λ

dp

(Tζ − T∞) (5.27)

Finally, an expression for ϕcond
g may be found:

ϕcond
g = 4πrpλNu(Tζ − T∞) ln (BT + 1)

BT

(5.28)

introducing Nu the modified Nusselt number:

Nu = 2 + (Nu0 − 2)/FT (5.29)

with
FT = (1 + BT )0.7 ln (1 + BT )

BT

(5.30)

and
Nu0 = 2 + 0.55Re1/2

p Sc
1/3
F (5.31)

the Nusselt number from the Ranz and Marshall approximation [250]. Similarly to the
Sherwood number, the Nusselt number represents the ratio between the convection and
the heat conduction and is introduced to correct the original expression.

The heat exchange terms may then be computed as:

• gaseous evaporation flux ϕev
g :

ϕev
g = ṁF hs,F (Tζ) (5.32)

• liquid evaporation flux ϕev
l :

ϕev
l = ṁphs,p(Tζ) = −ϕev

g − ṁpLv(Tp) (5.33)

• gaseous conductive flux ϕcond
g :

ϕcond
g = 4πrpλNu(Tζ − T∞) ln (BT + 1)

BT

(5.34)

• liquid gaseous conductive flux ϕcond
l :

ϕcond
l =

(
4πr2λ

dTp

dr

)
ζ−

= −ϕev
l − ϕev

g − ϕcond
g = +ṁF Lv − ϕcond

g (5.35)

using the enthalpy balance:

ϕev
l + ϕcond

l + ϕev
g + ϕcond

g = 0 (5.36)
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The temperature evolution of the droplet given with an enthalpy balance:

d

dt
(mphs,p(Tp)) = ϕev

l + ϕcond
l (5.37)

then takes the following form:

mpCp,p
dTp

dt
= ṁpLv(Tp)− πdpNuλ(Tp − T∞) ln (BT + 1)

BT

(5.38)

Multi-component modelling

Multi-component evaporation models can be divided into two categories.
At first, based on the distillation curves, one approach is to adjust the droplet compo-

sition to reproduce the evolution of droplet properties when looking at the fuel surrogate.
The liquid fuel components are then tracked through the droplet lifetime while evaporating
each species differently. This model is called the Discrete Multi-Component model
(DCM) [246], [273], which is easy to implement, but would be costly when considering all
the species (several hydrocarbon families and carbon numbers) that are represented for a
given blend.

Another approach is then the Continuous Multi-Component model (CMC) sug-
gested by [303] and improved by others [243]. The principle of continuous models is to
determine the droplet properties by considering the mixture to depend on a probability
density function of the molar weight. The preferential evaporation is then recovered and
the coding more efficient, as it does not require an equation per species. However, such
model was at first restricted to one family of compound before Yang [324] introduced the
discrete continuous multi-component model [164]. This model represents each fam-
ily by a distribution function. An issue with the continuous multi-component models is
the link with the gaseous phase, which is not straightforward. Indeed, even if for DNS
of droplets, a wide range of species may be considered, the calculation of a 3D turbulent
burner is limited in terms of species and therefore the species class represented in the liquid
phase has to be limited to one species representing the whole class in the gaseous phase,
such as in [74]. Furthermore, the continuous model might not be adapted for every fuel
blend, as some of them contain only some given species and thus cannot be approximated
as a PDF function.

In this work, multi-component fuels are studied, represented with a simple discrete
multi-component model [286]. The associated multi-component evaporation model is de-
tailed in [282] and is similar to the mono-component liquid-phase model. Each fuel com-
ponent in the droplet is defined by its mass fraction Y liq

i . The diffusivity of the species
inside the liquid phase is supposed to be infinite, meaning a uniform droplet composition.

The Spalding mass number is the same for the entire fuel and for each fuel species, and
it takes the following expression:

Bmulti
M =

∑Ns,F

i=1 Y i
ζ −

∑Ns,F

i=1 Y i
∞

1−∑Ns,F

i=1 Y i
ζ

=
Y i

ζ − Y i
∞

ϵi − Y i
ζ

(5.39)

with ϵi the fraction of vapour of component i and Ns,F the number of species in the fuel.
The vapour pressure is calculated from the component molar fractions:

Xi,ζP = Xi,liqPi,ζ (5.40)
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with Xi,ζ the molar fraction of fuel component i at the droplet surface, P the pressure of
the gaseous phase, Xi,liq the liquid molar fraction of fuel component i and Pi,ζ its vapour
pressure. This relation is valid for atmospheric pressure cases as, when going to higher
pressure cases, a fugacity coefficient is appearing.

The total evaporation rate of the droplet ṁp and the fraction of vapour created ϵi are
used to calculate the evaporation rate of each component ṁi

p:

ṁi
p = ϵiṁp (5.41)

Transport properties

The transport properties in the gas layer around the droplet may significantly differ
from the values in the combustion chamber, with a non-negligible impact on the evapora-
tion rate.

First, the temperature and composition of the gas in this thin film must be determined.
This is often calculated with the third rule, which states that approximately all quantities
are a mix of far-field and droplet surface values, at a rate of 1/3 and 2/3 respectively:

Tfilm = Tζ + 1
3(T∞ − Tζ)

Yk,film = Yk,ζ + 1
3(Yk,∞ − Yk,ζ)

(5.42)

These values are taken as inputs to calculate transport properties around the droplet:

• a first methodology consists in taking the constant Schmidt and Prandtl numbers de-
fined for the mixture. This may lead to important errors in the predicted evaporation
droplet time, as shown in [274].

• a second methodology consists in calculating second values of the Schmidt and
Prandtl numbers, more representative of the film mixture. These calculations may be
performed with Cantera or any other equivalent code, using the complex transport
model. These optimised Schmidt and Prandtl values give more accurate results of
evaporation [274] and this method is used in this work for mono-component fuels.

• for multi-component fuels, polynomials taken from [325] are used. They write:

DF = ADF
+ BDF

T + CDF
T 2

µ = Aµ + BµT + CµT 2 + DµT 3

λ = Aλ + BλT + CλT 2 + DλT 3
(5.43)

where A, B, C and D are coefficients specific to each fuel. To estimate the coefficient
of the multi-component fuel, standard mixing laws are finally applied.

5.1.1.3 Point-source approximation

As in most EL models, one main principle of the Lagrangian methodology implemented in
AVBP is to represent the droplet as a point and to consider the surrounding gas as the far-
field. This avoids describing the volume of each droplet, which would be unfeasible in 3D
cases, and is a reasonable approximation for dilute sprays with small droplets. However, if
the mesh cell size is comparable or smaller than the droplet size, this approximation may
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not be valid anymore. In addition, as the exchange terms in the gas phase are inversely
proportional to the cell volume, too small cells may lead to numerical stiffness.

The point-source error increases with smaller mesh size, but effects are already visible
for a droplet only ten times smaller than the mesh size, as shown in [222]. Two different
methods exist to limit this error:

• the global method applies a global filter on the source terms everywhere in the
computational domain. It will not be used here, since it may deteriorate the solution
at locations without droplets.

• the local method spreads the source terms over several surrounding cells to limit
the local perturbation induced by the source terms. From 0D isolated droplet evapo-
ration cases, the optimum number of neighbours to be used for spreading the source
term corresponds to a volume that is 17 times larger than the droplet [222]. This
methodology is more costly than the previous one as cell neighbours need to be found,
but it is applied only when necessary.

5.1.2 Liquid injection
Injection controls the spray, which in turn influences the combustion through droplets
velocity and diameters. Generally, liquid fuel is going out of the feeding line through the
nozzle of the injector. Droplets are formed and enter the combustion chamber through
the atomiser, represented in Fig. 5.2. Three physical principles are mainly used to atomise
the liquid [171]:

• pressure atomisers work on the principle that pressure in the small aperture is
converted into velocity when the liquid is thrown into the combustion chamber. As
a consequence, the droplets are atomised.

• in air-assisted or airblast atomisers, the air flow applies shear forces to the liquid
flow which atomises the droplets.

• in rotary atomisers the liquid fuel is thrown from a rotating disk with holes at the
edges.

The spray coming out of the injector can prefilm on the surrounding walls to re-atomise
at the tip in smaller droplets. The air flow can also be divided to increase the number of
shear flows and better atomise the fuel. This description is not exhaustive and for more
information, please refer to [171].

5.1.2.1 Atomisation

The modelling of liquid injection and atomisation is a field of study on its own, and
remains currently a challenge in combustion applications. The complete transformation of
a continuous liquid phase to an atomised spray is known to go through two distinct phases:

• the primary atomisation [171], [193], [296] (or liquid breakup) appears when
the liquid sheet or jet is submitted to instabilities such as Rayleigh-Taylor [259],
leading eventually to detachment of liquid pockets and breakup. The numerical
simulation of this phenomenon is complex [166] and computationally costly since it
requires very fine meshes capturing the interface between the liquid and the gas.
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(a) Pressure atomisers.

(b) Rotary atomiser.

(c) Airblast atomiser.

Figure 5.2: Sketches of different atomiser types from [171].

Numerical methods for such computations include interface tracking with the Level-
Set method [217] and the Volume of Fluid (VoF) [125] method, but their cost limits
their application to low Reynolds numbers and simple geometries. Therefore, primary
atomisation is usually not simulated in large 3D calculations but approximated with
phenomenological modelling.

The phenomenological model used in AVBP is called FIM-UR (Fuel Injection
Method by Upstream Reconstruction) [275] and defines injection profiles for a spray
produced by the various types of atomisers. A sketch of the model is represented in
Fig. 5.3 for a pressure-swirl atomiser, mostly used in aeronautical engines.

Figure 5.3: Sketch of the FIM-UR modelling for primary
atomisation taken from [275].

This scheme illustrates the internal geometry of a simplex atomiser [17]. The liquid
comes out in a hollow cone thin liquid sheet of half angle θS and radius R0. The
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following expression [262] relates the half angle to the contraction factor X:

X = Aair

Aexit

=
(

Ra

R0

)2
= sin2 θS

1 + cos2 θS

(5.44)

From this contraction factor, the velocity of the droplets is expressed at the injector
nozzle:

u0
l,r(θ, r0) = 0

u0
l,θ(θ, r0) = ṁl

ρlAp

r0

R0
S

u0
l,x(θ, r0) = ṁl

ρlπR2
0(1−X)

with Ap = 20.73C2
dA0 and CD = 1.17

√
(1−X)2

(1+X) thanks to the correlation of Lefebvre
[171]. This model provides an approximate spray injection velocity with on only
two user-input parameters: the half-angle of the spray and the radius of the injector
tube. It must be achieved by a droplet size distribution, which is described in the
next section.

• the secondary atomisation (or secondary breakup) occurs when the droplets
issued from the primary breakup are subjected to outside forces that are greater than
their inside forces, mainly the surface tension. The droplets then further fragment
into smaller droplets, reducing the mean spray diameter. This breakup is much more
characterised than the primary breakup and easier to model. The secondary breakup
model of Gorokhovski et al. [104] is implemented in AVBP [281] but it is not used
in this work and is not further detailed.

5.1.2.2 Injection size distribution

Knowing the liquid density, the mass flow rate and the droplet velocity, the droplet size
distribution must now be determined. It is described with Probability Density Functions
(PDF), which can be defined by either targeting the number of droplets (numerical in-
jection) or the volume of droplets (volume injection). Examples of both distributions are
shown on Fig. 5.4 (left). The various moments of the PDF give characteristic diameters,
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Figure 5.4: Number and volume Probability Density Functions (PDF) with their charac-
teristic diameters.
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defined as:

dab =
∫ dp,max

dp,min
da

p
dN
ddp

ddp∫ dmax
dmin

db
p

dN
ddp

ddp


1

a−b

=
[∑

i da
p,iNi∑

i db
p,iNi

] 1
a−b

(5.45)

with dN/dD the particle numerical distribution and Ni the number of particles within the
class diameter dp,i. Several mean diameters can thus be defined with varying a and b.
Figure 5.4 (right) represents various characteristic diameters. The mean diameters that
are mainly used are:

• d10, the mean droplet diameter, which represents a simple arithmetic mean.

• d30, the mean droplet diameter, which represents the arithmetic mean of the diameter
weighted by the volume.

• d32, the Sauter Mean droplet Diameter (SMD) [278], which represents the mean
of the ratio between the volume over the surface of the droplet. The SMD is usually
interpreted as the capability of the droplet to evaporate fast or not.

Diameters representing the volume of the liquid injected are measured with d0N , with N
an integer, which defines the diameter below which the cumulative PDF represents N0% of
the volume of the spray. The D05, called the Mass Median Diameter (MMD), defines
the area containing 50% of the total volume.

Because the droplet size distribution is not always measured, several assumed-shape
PDFs exist in the literature (logarithmic distribution, Rosin-Rammler, Chi, etc. . . ) to
model it with only a few parameters. In this case, all assumed PDFs are Rosin-Rammler
PDFs, detailed next.

The Rosin-Rammler distribution is specified through the SMD d32 parameter and
a spread parameter q. It takes the following expressions:

• if the Rosin-Rammler distribution is volume-based:

1−Q(dp) = exp (−
(

dp

X

)q

) (5.46)

with X the characteristic diameter:

X = d32Γ(1− 1
q

) (5.47)

Q(dp) represents the total volume fraction of the liquid phase contained in a volume
for diameters less than dp.

• if the Rosin-Rammler distribution is number-based:

1− n(dp) = exp (−(dp

X
)q) (5.48)

with X the characteristic diameter:

X = d32
Γ(1 + 2

q
)

Γ(1 + 3
q
) (5.49)

n(dp) is the total numerical fraction of the liquid phase contained in a volume for
diameters less than dp.
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Figure 5.5: Numerical Rosin-Rammler PDF varying the SMD (left) and the spread pa-
rameter q (right).

The Rosin-Rammler is the most common distribution representative of industrial cases.
Figure 5.5 represents the sensitivity of the Rosin-Rammler distribution shape to the SMD
and the spread parameter q.

The higher the SMD d32, the higher the mean diameter d10 of the distribution. The
higher the spread parameter q, the higher the distribution shifted to the right. Typically,
d32 ∈ [1, 100], d10 ∈ [1, 100] and q ∈ [1, 3].

The numerical injection procedure is then to determine how many droplets should be
injected at each time-step in order to reach the targeted mass flow rate.

5.1.3 Spray-wall interactions

The interaction between the walls and the droplets should not be neglected, especially
inside the atomisers. Different droplet/wall interaction modes have been observed experi-
mentally [254], that were simplified by [99], namely a droplet can either rebound, film or
splash on a wall. The interaction depends on the energy of the droplet when impacting,
the wall temperature, the wall roughness and the presence of a liquid film.

In AVBP several options are available:

• the particle can rebound on the wall without any loss of energy.

• the particle can slip on the wall, that is to say, move along the wall without detaching
from it.

• the particle can film on the wall, which is detailed in the next paragraph. The main
difference between slipping and filming is that in the latter case, the particle motion
is the one of the liquid film.

• the particle can splash on the wall, that is to say that it is fragmented into particles
with lower diameter when hitting the wall.

The two following paragraphs detail the film modelling implementation in AVBP and
the model used to handle wall interactions, developed initially by [42] and validated by
[131]. These models have been used in the SSB combustion chamber of Chapter 9 and
Chapter 10.
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Liquid film modelling

When droplets enter the liquid film, i.e., cross the film height, their behaviour is changed
to describe the behaviour of a liquid film. In particular, they take the liquid film velocity.

Figure 5.6: Velocity profiles associated to the liquid modelling from [42]

As shown in Fig. 5.6, the thin film hypothesis allows keeping the velocity of the gaseous
phase unchanged. The velocity of the liquid film, i.e., of the droplets that are trapped inside
the film, writes:

ufg = τfg
h

µ
+
(

(ρg sin γ − dP

dx

)
h2

µ
(5.50)

with τfg the shear stress at the film/gas interface, ufg the axial velocity, γ the angle of the
wall, h the height of the film and µ the viscosity.

Figure 5.7: Calculation method of the film height.

Finally, the height of the film is calculated by an Eulerian projection of the total liquid
volume at the cell nodes located on the wall. Figure 5.7 explains the methodology. The
droplets located at a wall distance lower than h form a certain volume of liquid. This
volume is then scattered among the nodes of the wall and used to evaluate the film height
at each node.

Complex interaction model
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Different interaction regimes can be found depending on the wall and the droplet con-
ditions [115]. As shown in Fig. 5.8, the different regimes are simplified in three main
regimes, depending on the Weber number and the wall temperature. The Weber number
is introduced as:

We = ρl|u− up|2dp

σ
(5.51)

with up the droplet velocity and σ the surface tension. This number characterises the ratio
of the droplet drag force over the droplet surface force. Large Weber numbers correspond
to low surface tension and small droplets. In cold conditions, if the impact energy of the
droplet is large enough, the droplet splashes, i.e., the spray is fragmented into finer droplets
and a part of the liquid is filming on the wall. Otherwise, the droplet completely films
on the wall. For hot conditions, if the impact energy of the droplet is large enough, the
droplet splashes, otherwise it rebounds.

Wall temperature

Impact energy

𝑇"

𝐶$%&,()*+

ReboundFilm

Splash

Figure 5.8: Complex wall/particle interaction, adapted from [42].

The transition temperature between the hot and the cold regime is defined as [115]:

TN = Tsat + Tp

2 with Tp = 27
32Tc (5.52)

with Tsat the saturation temperature and Tc the critical temperature of the liquid species.
For hot conditions, the threshold Weber number is defined from experimental observations
[206], [313] as:

Wec,dry = 30 (5.53)
In cold conditions, the critical Weber number depends on the roughness of the wall and

the droplet Reynolds number. When taking into account the film thickness, it leads to the
following formula:

Wec,wet = Cspray√
Reimp

(1500 + 650( dp

Ra

)0.42) (5.54)

with Cspray a constant calibrated in [113], Ra the surface roughness and Rep the Reynolds
number at the droplet impact. To determine if the particle films or splashes, a correlation
has been found [114] between the mass of liquid that is ejected msplash and the total mass
of liquid impacting the walls mimpact:

msplash

mimpact

= min (2.910.10−4
√

Reimp(Weimp −Wec,f ), 0.75) (5.55)
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This ratio is then compared to a random number that is comprised between 0 and 1 to
determine if the droplet splashes or films. The expression of the diameter of the splashed
droplet as well as the velocity after the impact can be found in [131].

5.1.4 Combustion variables in spray flames
In spray flames, a part of the fuel may be hidden from the calculation due to fast combustion
after evaporation. This has direct consequences on the combustion variables, such as the
mixture fraction, for example. Therefore, these variables must be redefined to take into
account the liquid part. It should be noted that gaseous variables still hold in two-phase
flames and can still be used, but with special care for interpretation.

Liquid loading

The liquid phase represents a reservoir of fuel which can react after evaporation. This
fuel quantity is measured with the liquid loading, αl, which takes the following expression:

αl = Vliq

Vliq + Vgas

(5.56)

where Vliq and Vgas are respectively the liquid and gaseous volumes. The liquid loading
can also be defined as a mass ratio, introducing the liquid mass fraction:

YF,l = ml
F

mtot

≈ ρlαl

ρ
(5.57)

This relation is valid for Vliq << Vgas.

Liquid equivalence ratio
As a consequence, the equivalence ratio can be redefined to take into account the liquid
fuel loading. The resulting equivalence ratio is called ϕtot and is defined as:

ϕtot = ϕg + ϕl = sY
YF

YO

+ sY
1

YO

ρlαl

ρ
(5.58)

As in Chapter 3, a local equivalence ratio is defined, as stated in [39]:

ϕloc,tot = ϕg + ϕl =
2n(C) + 1

2n(H)
n(O) +

2nl(C) + 1
2nl(H)

n(O) (5.59)

Liquid mixture fraction

The liquid mixture fraction has been introduced by Bilger [20] and takes the following
form:

zBilger,liq = β − βO

βF − βO

+ YF,l (5.60)

with β = ∑
i γi

∑
k aki

Wi

Wk
Yk and YF,l the liquid mass fraction of fuel. As well, the liquid

mixture fraction may be defined as a function of the different molar quantities:

zBilger,liq =
2nc + 1

2nH − nO + n0
O

2n0
C + 1

2n0
H + n0

O

+ YF,l (5.61)
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For multi-component fuels, the relation above is not valid because the initial quantities
(n0

C , n0
O and n0

H) may not represent the local blend. To overcome this issue, it is possible
to determine the local hydrogen/carbon ratio for the different fuels and deduce the local
mixture fraction. Indeed, at first, a relation between sY and the molar ratio H/C = nH

nC
is:

sY = sX
WO2

WF

= (x + y

4) 2WO

xWC + yWH

= 2WO

1 + H/C
4

WC + H/CWH

(5.62)

Then, the stoichiometric mixture fraction is considered, and the local H/C ratio is supposed
to be the same as in the initial blend, that is to say at Y 0

F = 1 and Y 0
O2 = 0.233, the air

composition. As a result, zst can be written:

zst,loc = 1
1 + sY

Y 0
F

Y 0
O2

= −βO

βF − βO

(5.63)

By simplifying this expression, the initial fuel of β takes the following expression:

βF = −sY
Y 0

F

Y 0
O2

βO (5.64)

Therefore, by knowing locally the coefficient sY , the proportion of hydrogen and carbon
that are burning are known, enabling to construct the local mixture fraction.

As this expression gives the same analysis as the local equivalence ratio, ϕloc is pre-
ferred in this work. However, this mixture fraction could be an interesting parameter for
tabulation methods, allowing to give one table instead of three in the multi-component
case [328].

5.2 Two-phase combustion regimes
As stated in Section 2.1.3, the combustion mode of the droplets is characterised by the
non-dimensional number called the group number G and detailed in Section 5.2.1. In
Section 5.2.2, the focus will be made on the isolated droplet combustion model.

5.2.1 Group number
Chiu et al. [45], [46] have been the first to classify combustion modes by analysing the
evolution of a flame propagating in a droplets cloud in a hot environment. They introduced
the group number G, which compares the evaporation characteristic time to the molecular
diffusion characteristic time. In Chiu et al. [45], the group number takes the following
definition:

Gchiu = (1 + 0.276Re1/2Sc
1/3
F )LeF N2/3(df/S) (5.65)

where Rep is the particle Reynolds number, N the total number of droplets in the cloud,
df the averaged radius of the droplet flame diameter and S the average spacing between
the centres of the droplets. The different combustion regimes associated to the different
group numbers are represented in Fig. 5.9 in a S-N diagram.

The different flame types are characterised in the following:

• in the isolated droplet combustion, a flame stabilises around each single droplet.
The group number is less than 0.01.
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Figure 5.9: Group combustion according to
[45].

Figure 5.10: Combustion regime diagrams
according to [208].

• the internal group combustion represents a kernel within the droplet cloud where
the droplets are vaporised. The group number is between 0.01 and 1.

• the external group combustion corresponds to a flame that encloses the droplets.
This is the most common combustion regime in many industrial applications. The
group combustion number is found to be between 1 and 100.

• the external sheath combustion corresponds to the cloud of droplets burning in
a thin sheet of fuel vapour. The group number here is over 100.

Candel [37] showed that in most cases for large Peclet number (i.e. convective charac-
teristic time larger than diffusion characteristic time), the group number can be expressed
as:

Gcandel = 5N2/3df/S (5.66)

Finally, to check the group number in flames, a macroscopic approach [4] has led to
the following expression:

Gannamalai ≃ αL
d2

cloud

d2
p

(5.67)

with dcloud evaluated as the mean thickness of the flame spray sheet. This expression was
used in [222].

Single droplet combustion and group combustion are very different in terms of local
intensity and flame structure. In principle, the flame around a droplet is non-premixed.
However, the point source approximation does not allow describing this diffusion flame
and in practice the fuel vapour issued from the droplet mixes with the gas and burns in
the cell in premixed mode. The evaporation rate and heat release rate are then erroneous
and may lead to a wrong shape of the flame. Therefore, a specific model must be used for
single droplet burning, presented in the next section.
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5.2.2 Single droplet burning: the MustARD model
The MustARD (Multi-state Algorithm for Reactive Droplets) model, which was devel-
oped by Pauilhac [222], describes the various single droplet combustion regimes and is
summarised here. The model is illustrated in Fig. 5.11.

Figure 5.11: MustARD model as shown in [222].

First, at every iteration, a number density criterion is applied to see if the droplets
are far enough to burn individually. On the one hand, if this criterion is verified, the
occurrence of extinction is tested. If the droplet is quenched, and not able to auto-ignite,
the normal vaporising model applies, otherwise an envelope combustion model is used. On
the other hand, if the density criterion is not verified, the vaporising mode is activated. The
three criteria: number density, auto-ignition and extinction are detailed in the following
paragraphs as well as the equations for single droplet combustion.

Number density criterion

First, if the spray is too dense, the droplets cannot burn individually. Therefore, a
criterion can be derived to estimate the inter-droplet distance:

S =
(

π

6αl

) 1
3

dp (5.68)

This distance is then compared to the flame diameter df , of which the expression will be
given later:
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• if df < S, the flame diameter is below the inter-droplet distance and if the conditions
allow it, the droplet burns individually (E).

• on the contrary, if df > S, the space between the droplets is too small to enable the
flame to sustain, thus the droplet burns in a group mode and the individual droplet
only evaporates (V).

Equations for the envelope mode

The model derived here uses the same assumptions as for the Spalding evaporation
model:

• Droplets are supposed to be spherical and isolated.

• The liquid thermal conductivity is supposed to be infinite.

• The droplet is considered to be in a quasi-steady state with the gaseous flame.

The new system of equations, taking into account the chemical reactions, is then the
following: 

ρur2 = ṁF

4π

ρur2 dYk

dr
= d

dr

(
r2ρDk

dYk

dr

)
+ ω̇k

ρur2Cp
dT

dr
= d

dr

(
r2λ

dT

dr

)
+ ω̇T

(5.69)

The only difference here is that the combustion occurring at the vicinity of the droplet
needs to be taken into account. The chemistry is supposed to be a global one-step reaction,
so that:

ω̇F = sY ω̇Oω̇T = Qω̇F (5.70)
with Q the heat of combustion.

Kuo [156] defines two parameters:

bY = YF − YO/sY

(YF,ζ − 1)− YO,ζ/sY

bT = QYOx/s + Cp(T )T
Lv + QYOx,ζ/sY

and by combining the species conservation equations for the two reactants, the following
equation is obtained:

r2ρu
dbY

dr
= d

dr

(
r2ρD

dbY

dr

)
(5.71)

As well, a similar equation can be obtained for bT and by integrating twice these equations,
the same evaporation terms as for the Spalding model are obtained:

• the mass transfer is:
ṁp = −4πrζρD ln (1 + Bcomb

M ) (5.72)
with

Bcomb
M = YF,ζ + YO,∞/sY

1− YF,ζ

(5.73)
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These expressions are very similar to those obtained for the non-reactive droplet,
except that −YF,∞ is replaced here by YO,∞/sY . The spherical flame radius can then
be approximated by equating the mass flow rates at the droplet and at the flame
locations:

rf = rζ
ln (1 + Bcomb

M )
ln (1 + Y ∞

O /sY ) (5.74)

• the heat transfer equations are re-written as well. The time evolution of the droplet
temperature writes:

dTp

dt
= 1

mpCp,p

(−ϕcond
g + ṁpLv(Tp)) (5.75)

and by applying the same balance between the conductive and evaporation fluxes
going in and out of the droplet, the expression of ϕcond

g may be approximated:

ϕcond
g = 4πλrζ ln (1 + BT ) Tf − Tζ

1+BT

(1+Y ∞
O )1/LeF

− 1 (5.76)

with
Bcomb

T = (1 + Bcomb
M )1/LeF − 1 (5.77)

When using MustARD, all the evaporated fuel should burn completely because the
chemistry is supposed to be infinitely fast and the relation ṁp = ω̇F is then correct
for steady configurations.

V mode: Auto-ignition ?

If the inter-droplet distance S is large enough compared to the flame diameter to enable
individual burning, a criterion needs to be set to assess that the flame effectively ignites.
By integrating the energy equation of system 5.69 between the droplet surface and the
stoichiometry, a chemical timescale may be estimated. Then, to estimate the ignition of a
droplet, the Livengood-Wu index [178] is used:

ILW =
∫ t

0

1
τchem(Tst(t))

dt (5.78)

with τchem the chemical time used in MustARD and Tst the stoichiometric temperature.
The integral form of the Livengood-Wu index enables to take into account the unsteady ef-
fects during ignition, by accumulating the contributions to the ignition through the droplet
lifetime. The ignition and the mode (E) are activated when ILW = 1. The model was val-
idated in [222] with some heptane and iso-octane measurements.

E mode: Extinction ?

Extinction of a droplet can occur either by radiative heat loss, by large relative velocity
or for too small droplet diameter. The first mechanism is not considered in this study, as
droplets are small enough. Thus, both last mechanisms are explained and modelled:

• for diameter extinction, the extinction diameter of a burning droplet is evaluated
[162]:

d2
ext = 2τ ext

chem,linanDM
ln4 (1 + Y ∞

O /s)
ln2 (1 + BT )

(5.79)
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with τ ext,linan
chem the chemical timescale valid near extinction and estimated with Linan’s

asymptotic theory [176]:

τ ext,linan
chem = WF

AρM(Cp,M T 2
f

Ta
)3

Lv

Q

1 + BT

1 + Y ∞
O /sY

e1+Ta/Tf (5.80)

and
BT = QY ∞

x /s + Cp(T − Tp)
Lv

(5.81)

The index M denotes values evaluated at TM = Tf +T

2 .

• for velocity extinction, a convective time-step τMustARD
conv can be calculated based

on potential flow theory around a sphere:

τMustARD
conv = dp

6||up − u||
(5.82)

as well as a chemical time-step;

τ ext
chem = A−1(ρY ∞

O )1−νO−νF (sY WF )νF −1(WO)νOe
−Ea
RT (5.83)

An extinction velocity, relative to this chemical timescale, can then be defined:

uext = dp

6τ ext
chem

(5.84)

Therefore, the conditions of the extinction of a droplet are the following:{
||up − u|| > uext

dp < dext

(5.85)

If one of the condition is verified, the droplet is quenched. The model is tested in
Paulhiac’s thesis [222] and results agree well with DNS on n-heptane extinction but differ
by one order of magnitude on the droplet extinction velocity, meaning that the auto-igniting
droplet extinguishes faster than expected.

Model validations

This single droplet model was validated with several experimental results and applied to
a spray counter-flow diffusion flame and to a real burner in Paulhiac’s thesis [222]. Good
comparisons with experiments were achieved using single droplets combustion. In the
counter-flow diffusion flame case, results exhibit a significant part of the droplets burning
in single droplet mode, leading to a slightly different flame shape. The combustion chamber
analysed that 17.2% of the flame power was given by the single droplet regime. Thermal
profiles were not analysed.

This model is used in this PhD to further see its applicability to the SSB combustion
chamber, where single droplet burning was found.
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Chapter 6

Modelling turbulence in reactive
flows
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Turbulence is defined as an unsteady chaotic motion of a fluid and is characterised by
a wide range of time and space scales. It may be seen as a collection of vortices which
enhance mixing and induce strong local shear and vorticity.

In Section 6.1, mathematical tools are introduced to characterise the flow and the
different numerical methods to take this phenomenon into account are listed. Equations
for modelling are then presented in Section 6.2. Finally, the physical interactions between
turbulence and combustion as well as their numerical modelling are explained in Section
6.3.

6.1 Turbulence
Turbulence when inertial forces take over viscous forces, as expressed by the Reynolds
number:

Re = ρuL

µ
= uL

ν
(6.1)

with u the characteristic velocity of the flow, L the characteristic length, ρ the density, µ
the dynamic viscosity and ν the cinematic viscosity. The flow transitions from a laminar
flow to a turbulent flow for a Reynolds number between 103 and 104. When a flow is
considered turbulent, the eddies are characterised by two limit sizes:

• the largest eddies are of the order of the integral length scale lT .

• the smallest eddies are of the order of the Kolmogorov length scale ηK .

The ratio between both length scales, when considering homogeneous isotropic turbu-
lence, can be related to the turbulent Reynolds number:
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Figure 6.1: Kolmogorov cascade [153] in the kinetic energy spectrum, from [87].

lT
ηK

= (ReT ) 3
4 =

(
ρuT lT

µ

) 3
4

(6.2)

with uT the turbulent velocity. This expression is related to the Kolmogorov cascade [153],
which states that in-between the two limit length scales, multiple vortex sizes exist and
energy is going down from the bigger eddies to the smaller ones before being dissipated in
thermal energy by viscous friction.

The multiscale turbulent kinetic energy can be described with a frequency spectrum,
which clearly illustrates the Kolmogorov cascade in Fig. 6.1. In the inertial range, the
kinetic energy scales like:

E(k) ∝ k−5/3 (6.3)
with k the wave number. As explained in the introduction, solving directly the Navier-

Stokes equations fails if the grid is not sufficiently refined to take into account the smallest
size of the turbulent eddies. Solving the Navier-Stokes equations without any modelling is
called a Direct Numerical Simulation (DNS) approach.

When the use of refined meshes is not affordable, the Reynolds Averaged Navier-
Stokes (RANS) approach may be applied, where only the flow statistical moments, and
majorly mean quantities Ūi and RMS quantities u′

i, are computed:

ui = Ūi + u′
i

ū′
i = 0

(6.4)

The mean velocity is resolved as the solution of a transport equation, while the RMS
quantity is approximated with a model. In most cases, the statistical mean is computed
as a time-average.

Because the averaging erases the fluctuations, the spatial scales disappear allowing to
use coarse meshes, making RANS methodology a very fast method. However, the non-
linear unsteady phenomena can not be well reproduced, in particular the energy production
processes, which strongly limits the prediction capability of RANS.
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In order to reproduce the main features of turbulence at a reasonable computational
cost, the Large Eddy Simulation (LES) method discussed here is an in-between solution
where the largest scales are directly computed while the smallest scales are modelled. This
methodology is used for all 3D computations in this work, and equations are detailed in
the next section.

6.2 LES concept and equations
The derivation and the formalism described here come from [235]. The idea of Large-Eddy
Simulations is to apply a spatial filter (6.5) on the flow variables to separate larger scales
from small ones, such as defined below:

f(x) =
∫

f(y)F∆(x− y)dy (6.5)

where F∆ is the filter kernel and ∆ the filter width. For variable density flows, a mass-
weighted Favre filter [86] is introduced:

ρf̃ =
∫

ρf(y)F∆(x− y)dy (6.6)

With these assumptions, the filtered reactive flow equations are then the following (6.7):

∂ρũj

∂t
+ ∂ρũiũj

∂xi

= − ∂P

∂xj

+ ∂

∂xi

(τ ij − ρ(ũiuj − ũiũj))

∂ρỸk

∂t
+ ∂ρũiỸk

∂xi

= ∂

∂xi

(
Vk,iYk − ρ(ũiYk − ũiỸk)

)
+ ω̇k

∂ρh̃s

∂t
+ ∂ρũih̃s

∂xi

= ∂

∂xi

(
λ

∂T

∂xi

− ρ( ˜uihs − ũih̃s)
)

+ ∂p

∂t
+ ui

∂P

∂xi

+ τij
∂ui

∂xj

− ∂

∂xi

(ρ
N∑

k=1
Vk,iYkhs,k) + HRR

(6.7)

with viscous fluxes approximated by suppressing high-order crossed terms:

τ̄ij = µ

(
∂ui

∂xj

+ ∂uj

∂xi

)
− 2

3µ

(
∂uk

∂xk

δij

)
≃ µ̄

(
∂ūi

∂xj

+ ∂ūj

∂xi

)
− 2

3 µ̄

(
∂ũk

∂xk

δij

)

J̄k,i = ρYk(Vk,i + V c
i ) ≃ −ρ̄D̄k

Wk

W

∂X̄k

∂xi

− ρ̄ȲkV̄ c
i

with V̄ c
i =

N∑
k=1

D̄k
Wk

W

∂X̄k

∂xi

and D̄k ≃
µ̄

ρ̄Sck

q̄i = −λ
∂T

∂xi

+
∑

k

Jk,ihk ≃ −λ̄
∂T̄

∂xi

+
∑

k

J̄k,ih̄k

with λ̄ ≃ µ̄C̄p(T̄ )
Pr

(6.8)

In combustion applications, a major difficulty is the filtered chemical reaction rate
ω̇k which needs to be modelled, as will be described in the next section.
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The following terms are not unknown in the filtered equations above and need to be
modelled with a subgrid-scale turbulence model (SGS):

• Reynolds stresses τT
ij = ũiuj − ũiũj. are modelled with a turbulent viscosity:

τ̄ij,T = ρ̄νT

(
∂ūi

∂xj

+ ∂ūj

∂xi

)
− 2

3 ρ̄νT

(
∂ūk

∂xk

δij

)
(6.9)

with νT , the SGS viscosity, calculated from a turbulence model.

• species fluxes JT
i,k = ˜uiYk − ũiỸk are approximated as:

J̄k,i ≃ −ρ̄D̄k
Wk

W

∂X̄k

∂xi

− Ȳk
¯V c
i,T (6.10)

with ¯V c
i,T =

N∑
k=1

¯Dk,T
Wk

W

∂X̄k

∂xi

and ¯Dk,T = µ̄

ρ̄ScT

(6.11)

with ScT the turbulent Schmidt number, fixed at 0.6.

• enthalpy fluxes qi,T = ˜uihs − ũih̃s are similarly approximated as:

q̄i ≃ −λ̄T
∂T̄

∂xi

+
∑

k

J̄k,ih̄k (6.12)

with λ̄T = µ̄C̄p(T̄ )
PrT

(6.13)

with PrT the turbulent Prandtl number being fixed at 0.6.
To calculate the SGS viscosity, two models are described here:
• the Smagorinsky model [287] defines the turbulent viscosity as:

νT = (CS∆)2
√

2S̃ijS̃ij (6.14)

where CS is a model constant varying between 0.1 and 0.18. This model has been
developed in the sixties and has been used for a wide variety of configurations. One
drawback is that the Smagorinsky model is known to be very dissipative.

• the WALE model [93] expresses the turbulent viscosity as:

νT = (Cω∆)2 (sd
ijs

d
ij)

3
2

(S̃ijS̃ij)
5
2 +( sd

ijs
d
ij)5

4

(6.15)

with

sd
ij = 1

2(g̃2
ij + g̃2

ji)−
1
3 g̃kkδij (6.16)

where Cω = 0.5 is a model constant and g̃ij the resolved velocity gradient. This
model is of particular interest when dealing with wall bounded flows, since it was
formulated to recover the correct scaling in boundary layers.

The modelling of the chemical source terms is linked to the turbulence modelling. It is
a difficult question and various models have been proposed in the literature, as explained
in the next sections.
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6.3 Combustion/turbulence interaction
As turbulence and chemistry interact with each other at different timescales and length
scales, different combustion regimes may appear and must be identified to apply the correct
modelling.

Section 6.3.1 explains how the combustion/turbulence interaction changes with the
flame type, namely premixed or diffusion flame. Section 6.3.2 then gives a general insight
on the models proposed in the literature for the combustion/turbulence interaction, and
finally describes the implementation in AVBP used in this work.

6.3.1 Turbulent flame regimes
Premixed flames

A typical timescale for the premixed flame is:

τc = δl

s0
l

(6.17)

with δl the laminar flame thickness and s0
L the unstretched laminar flame speed. To

compare the time of the turbulent eddies that were defined in Section 6.1 and the chemical
characteristic time, two non-dimensional numbers are used:

• the Damkhöler number expressed as:

Da = τT

τc

= lT
uT

s0
l

δl

(6.18)

represents the ratio between the time taken by the biggest eddies associated to the
integral scale and the chemical time.

• the Karlovitz number, expressed as:

Ka = τc

τK

= δl

s0
l

uK

ηK

(6.19)

represents the ratio between the time taken by the chemical time and the smallest
eddies associated to the Kolmogorov scale.

These numbers allow determining the turbulent combustion regimes, which can be
placed in the Borghi diagram [30] in Fig. 6.2 (left) in terms of length and velocity ratios.

• When ReT < 1, the flame is considered as laminar.

• For small Damkhöler numbers, Da << 1, the chemical time is larger than the biggest
eddies. Therefore, the flow has enough time to mix before the chemistry comes into
play, leading to a well-stirred reactor.

• For higher Damkhöler numbers, Da >> 1, the chemical time is smaller than the
biggest eddies. The reactants mixing is much slower than their consumption. Then,
the combustion regime depends on the Karlovitz number:
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(a) Premixed (b) Diffusion

Figure 6.2: Borghi diagram [30] from [87].

– If the Karlovitz number is small Ka << 1 (and Da >> 1), the time associated
to the smallest eddies is also larger than the time associated to the chemistry.
Chemistry is then faster than all flow timescales and therefore a thin wrinkled
flame regime is found. If the velocity ratio uT /s0

l is high, the flame front is said
to be corrugated (eddies have a stronger impact on the flame front).

– if the Karlovitz number is large Ka >> 1 (and Da >> 1), that is to say
τK < τc < τT , only the small eddies are faster than the chemical timescale. The
flame front is consequently internally stirred, and the flame becomes thick.
When Ka >> 100, the Kolmogorov scale is much smaller than the chemical
scale, and the flame tends to behave as a perfectly stirred reactor.

Diffusion flames

As diffusion flames are driven by the flow strain-rate, the Damkhöler number is modified
as:

Dafl = τf

τc

(6.20)

with τf = 1/χst the characteristic flow timescale at the flame front, expressed as the inverse
of the scalar dissipation rate. Figure 6.2 (right) shows the different regimes for a turbulent
diffusion flame:

• for ReT < 1, as for premixed flames, the flame is laminar.

• for Dafl > DaLF A, with DaLF A a critical Damkhöler number depending on the flame
chemistry, the steady Laminar Flame Assumption (LFA) applies, i.e., the turbulent
flame front behaves locally like a laminar flame.

• for Daext < Dafl < DaLF A, where Daext is the extinction Damkhöler number, the
chemical time is non-negligible compared to the flow time and the flame is subject
to unsteady chemical effects.

• finally, for Dafl < Daext, the chemistry is too slow compared to the flow timescale
and can not sustain a flame anymore.

98



CHAPTER 6. MODELLING TURBULENCE IN REACTIVE FLOWS 99

6.3.2 Turbulent combustion models
It has been seen in the previous section that, depending on the Damkhöler number Da and
the Karlovitz number Ka, the flame front may interact with the subgrid-scale turbulence.
Moreover, as the reaction thickness is between 0.1 mm and 1 mm for usual fuels, the LES
mesh size is generally too coarse to resolve the flame front. As a consequence, a turbulent
combustion model must be used to address both issues of subgrid-scale flame-turbulence
interactions and flame resolution on the LES grid. A brief overview of today’s available
methodologies is provided in Section 6.3.2.1 and methods implemented in AVBP are then
detailed in Section 6.3.2.2.

6.3.2.1 General overview

The development of turbulent combustion models started in the context of RANS with
the work of Spalding and its Eddy Break Up (EBU) model [293] which states, by assum-
ing high Reynolds and Damköhler numbers, that vortices control the reaction rate and
that the reaction zone is made of fresh and burnt gaseous pockets transported by those
eddies. Other RANS approaches include PDF-based models with either assumed-shape
PDFs or computed PDFs (from a transport equation with modelled closure terms) [187],
flame front-tracking methods with the transport equation for the flame surface density
or with a level-set method [192], [237], and Conditional-Moment-Closure (CMC) methods
where equations for the moments of the flame variables, conditioned on mixture fraction
or progress variables, are written and solved [18], [150].

The RANS models were later adapted to LES, with more or less success. The EBU
model for example was not successful with LES, which increased some problems already
present in RANS [236]. PDF-based methods have given good results ([204], [223]), intro-
ducing the concept of filtered PDF [53], [54]. Flame front tracking was also successfully
applied, in particular with the level-set approach (G-equation model) [35], [146] the Gaus-
sian filtering of the flame, with a filter size larger than the mesh size.

One method specifically designed for LES is the artificial thickening of the flame [36]
(TFLES model). From the expressions of the laminar flame speed s0

l and reaction thickness
δ0

l as functions of the thermal diffusivity Dth and reaction rate coefficients A [235]:

s0
l ∝

√
DthA

δ0
l ∝

√
Dth

A

(6.21)

dividing the reaction rate by a factor F the thickening factor and multiplying the dif-
fusion coefficients by the same factor F , the flame thickness is multiplied by F while the
flame speed is conserved. With this operation and a sufficiently high F , the flame be-
comes resolvable on the LES grid and may be directly computed. The introduction of the
thickening factor has multiple consequences:

• as HRR = ∑
hkω̇k, HRR −→ HRR

F
.

• as the chemical time τc = δth
L

sL
remains unchanged, δth

L −→ δth
L F .

However, this operation also divides the Damköhler number by F , making the flame
less sensitive to turbulence. To recover the correct flame speed, an efficiency function is
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applied, which depends on the velocity ratio uT /s0
l and the length scale ratio ∆/Fδ0

l with
∆ the filter size.

The most popular approaches for LES turbulent combustion modelling found in the
literature are the PDF-based models and the CMC approach, followed by the TFLES
model. They all have their advantages or drawbacks in terms of accuracy, computing
cost, complexity and range of validity. Because the TFLES model is the most simple and
versatile approach, adapting automatically to any flow and configuration complexities, and
because it proved to be accurate in many 3D cases, it is chosen for the present work and
further detailed in the next section.

6.3.2.2 The TFLES model in AVBP

The concept of flame thickening is simple, but its implementation raises a number of
questions that are addressed here. The first question is the determination of F . To
make the flame resolvable on the LES mesh, the cell size is compared to the flame thermal
thickness to calculate the number of cells that are located in this zone. If this number is
too small, the thickening factor F should be increased until the thickened flame spans over
the minimum required number of cells Nc. This minimum number of course depends on
the numerical integration scheme and is higher for lower numerical order, but is usually
between 5 and 10 as stated earlier. This can be expressed as:

F = Nc
∆x

δth
l

(6.22)

with ∆x the cell size.
Another issue is the extension of TFLES to non perfectly premixed cases, which are

the vast majority of applications. In such case, applying a constant thickening factor
over the entire domain results in over-diffusion in non-reactive zones, i.e., a wrong mixing
prediction. Therefore, F must be applied only in the flame zone, using a flame sensor, so
that:

F = 1 + (Fmax − 1)S (6.23)

where S is a flame sensor: F = Fmax where S = 1 and F = 1 where S = 0 [220]. Two
possibilities exist for calculating S in AVBP, detailed below.

Relaxation sensor

The relaxation sensor writes:

S = tanh
(

β′ Ωirr

Ω1D,irr

)
(6.24)

with

Ωirr = Y νF
F Y νO

O exp
(
−Γ Ea

RT

)
(6.25)

where Γ and β′ are constant. The quantity Ωirr is evaluated and compared to its value
in premixed flames Ω1D,irr to trigger the thickening. It can theoretically be based on the
heat release rate or on the fuel source term, as in previous works where it yielded better
results [134].
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Generic sensor

The relaxation sensor suffers from three weaknesses:

• it requires properties of a reference flame, in the form of a table.

• the reference flame may not be representative of the whole 3D turbulent flame, in
particular in the case of spray flames.

• thickening may occur even in zones where there is no need to, for instance in the
post-flame zone, as chemical activity is still present there.

To overcome these issues, a generic thickening approach [266] which detects the flame
front and automatically determines F without any reference flame has been developed.
The general methodology is described in [266] and only the main steps are recalled here:

1. The front is detected. The function f(−→x ) chosen for the detection of the flame
front is the heat release rate. Note f ′(−→x ) = ∂f/∂xi the gradient vector of f and
f ′′(−→x ) = ∂2f/∂x2

i,j the hessian matrix of f . If f ′′ is symmetric and real, then it is
diagonalisable with eigenvalues λi(−→x ) (Schwartz theorem):

• if the eigenvalues are all positive, f is strictly convex and has a local minimum.
• if the eigenvalues are all negative, f is strictly concave and has a local maximum.
• if both positive and negative eigenvalues exist, a saddle point exists with a

change of curvature.

The heat release rate peak having a concave shape, the front is detected at the highest
negative eigenvalues and the ridge line is stored in −→x line.

2. The flame thickness is estimated. Following the coordinate perpendicular to the
ridge line:

y = −→n line.(−→x −−→x line) (6.26)
with −→n line the normal vector to the ridge line, the function f may be approximated
the following way:

f(y) = f(−→x line) + f ′(−→x line)−→x line + f ′′(−→x line)
2

−→x 2
line (6.27)

This expression is equal to zero when the coordinate is equal to:

y± =
−f ′(−→x line)±

√
f ′(−→x line)2 − 2f ′′(−→x line)f(−→x line)

f ′′(−→x line)
(6.28)

The estimated thickness is then equal to:

δ = y+ − y− (6.29)

This thickness is the thickness of the thickened flame with the current F . Its ratio
with ∆x is compared to a user-given value of required numbers of cells in the flame
front, and modified accordingly to reach this value.
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3. The front is thickened. To apply F over the whole flame thickness, the neighbour-
ing cells of the ridge line must be identified. With unstructured meshes, an efficient
method is to use virtual Lagrangian particles that can propagate F along the normal
at each point of the ridge line up to a given distance. The applied thickening function
then writes:

tf(−→x ) = 1− tanh

(
(−→x −−→x line).−→n line

Nc∆x

)
(6.30)

with −→x the coordinate of the particle. As thickening might not be the same on
both sides of the flame front, a parameter α is added on the denominator of the tf
function to introduce a difference: tf is divided by αNc∆x in the fresh gas side and
by (1 − α)Nc∆x in the burnt gas side. The value of α is fixed to 2

3 in the present
work.

TFLES for spray flames: TP-TFLES

In the case where droplets do not fully pre-evaporate, the flame thickness changes
and the thickened flame model must be adapted. The evaporation Damkhöler number is
expressed as:

Daev = τevap

τc

(6.31)

This Daev should be kept constant through the thickening operation, so that mass and
heat transfer values must be also divided by the F factor. In principle, the Stokes number
should also be adapted to maintain the correct drag force through the flame front.

No specific modelling is provided to take into account the missing information due to
the fact that one solves the filtered gaseous set of transport equations.

Diffusion flames

Applying the thickening factor only on reactive area is tantamount to the right detection
of the flame front. The thickening factor is only applied on premixed area, as the impact
on stratified premixed flames is supposed to be low [55]. This topic remains however an
open question and may require modelling for high pressure, oxy-combustion and highly
turbulent cases.

As a consequence, for this study, the Takeno sensor introduced in Section 3.3.3.3 is
used to apply the TFLES model only on premixed area. The Takeno expression applied
for the calculation is discussed in Section 9.2.4.3.

6.3.2.3 The efficiency function

As explained in the previous section, an efficiency function E is used to recover the
subgrid-scale wrinkling of the turbulent flame, so that: ω̇k → Eω̇k/F and D → EFD.
This leads to an enhanced flame speed ES0

l , hopefully close to the subgrid-scale turbulent
flame speed.

E is a function of the local turbulence, of the flame characteristics (flame speed and
thickness) and of the thickening factor. It is defined as the ratio between the wrinkling of
the unthickened flame and that of the thickened flame:

E = Ξ(δl)
Ξ(Fδl)

(6.32)
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In the following, only the models available in AVBP are described.

Static Colin model

The Colin static model [50] expresses wrinkling as:

ΞCo = 1 + αΓ
(

∆
δ0

L

,
u′

∆
s0

L

)
u′

∆
s0

L

(6.33)

with Γ a function taking into account the subgrid-scale strain rate of all length scales
smaller than ∆.

Static Charlette model

The Charlette static model [41] wrinkling is expressed as:

ΞCh
∆ =

(
1 + min

[
∆
δ0

L

, Γ
(

∆
δ0

L

,
u′

∆
s0

L

Re∆

)
,
u′

∆
S0

L

])βCh

(6.34)

with βCh ∼ 0.5. Unlike the Colin model, the Reynolds number based on the filter scale
avoids the calculation of the integral length scale.

The Charlette model also exists in a dynamic formulation, allowing to determine the
exponent β which is not anymore constant but automatically adjusts to the resolved flow
by equating the flame surface densities at filtered and test-filtered levels [100]. As β is not
changing much with location and time for the SSB configuration in Chapter 9 and Chapter
10, the static Charlette efficiency function is used in this work.
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Chemical and two-phase canonical
cases
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Chapter 7

Analysis of gaseous chemical
processes
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The accurate modelling and reduction of alternative fuel kinetics is complex, since their
chemical properties vary according to their composition. On the one hand, the surrogate
model should respect the most accurately the real fuel, for instance the proportion of
alkanes, cyclic and aromatic species may influence the H/C ratio, the molar mass, the
ignition time, the flame speed, the flammability limits or the lower heating value [171]. On
the other hand, the kinetic scheme created should accurately represent the pyrolysis and
the oxidation parts. Both the modelling of the fuel surrogate created, and the chemical
reduction should account for those key parameters.

Surrogates for the SSB were selected within the JETSCREEN project and their de-
scription as well as the mechanism reduction are described in Section 7.1. Section 7.2
employs the different tools presented in Section 3.3 to validate the accuracy of the reduced
mechanism compared to the detailed mechanism and to investigate the impact of the vari-
ation in the composition on key combustion quantities. Pollutant emissions (NOx and
CO) are also investigated. Finally, the flame structure of ARC mechanisms in general is
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analysed in Section 7.3 to exhibit the link between the number of points used to discretise
the flame front and the accuracy of the results.

7.1 Reduced chemical scheme for multi-component
surrogates

In section 7.1.1, Comprehensive Two-Dimensional Gas Chromatography (GCxGC) experi-
mental results, introduced in Section 4.1.2, are presented and the resulted surrogate model
is shown. This results in the mechanism reduction Section 7.1.2 of the three fuels.

7.1.1 Blend composition
First, as the multi-component evaporation model used in this work is discrete, a surrogate
model needs to be defined for the different fuels. In JETSCREEN, POLIMI was in charge
of modelling the surrogate fuels based on the work of [209], with the GCxGC data shown
Fig. 7.1. These bar plots represent the quantity of the five main families of hydrocarbon
fuels: n-alkanes, iso-alkanes, cycloalkanes, mono-aromatics and di-aromatics versus the
molecule carbon number for the three fuels studied: Jet-A1 (named A1), AtJ (named B1)
and a high aromatic fuel (named C1).
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Figure 7.1: Results of the GCxGC experiment for A1, B1 and C1 fuels [91].

On the one hand, B1 mainly contains IC12H26 and IC16H34 and is therefore the easiest
surrogate to model. On the other hand, A1 and C1 fuels show a much more diverse spread
in terms of family and carbon number. C1 carbon number range extends from 9 to 17
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with a higher di-aromatic contents around 11-12 carbons and alkanes (linear, branched
and mostly cycled) around 13 to 15 carbons.

Given these experimental GCxGC results, surrogates were formulated by POLIMI,
using the methodology introduced in Section 4.1.2. Table 7.1 first shows the H/C ratio,
molar mass W and liquid density ρl for the real fuel [197] and surrogates created.

Quantity A1 B1 C1

ρl [kg/m3] Real fuel 786.8 756.4 858.1
Surrogate 775 749 882

W [kg/kmol] Real fuel 150 180 182
Surrogate 151 173 147

H/C [−] Real fuel 1.94 2.152 1.718
Surrogate 2.0 2.17 1.7

Table 7.1: Resulting liquid density, molar mass and H/C for the three fuels.

As the priority was given to H/C ratio during the surrogate formulation, the sensitivity
of the fuels are well-matched in the surrogate compositions. The same conclusion can be
drawn for the liquid density ρl where, despite some bigger errors compared to the real fuel,
especially for C1, the fuel sensitivities are well captured. For the molar mass, the real fuel
properties are well targeted by the surrogates A1 and B1, but show a larger error when the
C1 surrogate is compared to the real fuel. An error is tolerated for C1 since it exhibits a
different composition as it is mainly made of cyclic compounds and is therefore interesting
for theoretical modelling and combustion.

Figure 7.2 shows the distillation curves (left) and the laminar flame speed (right) for
A1, B1 and C1 compared to the measured data on the real fuel.
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Figure 7.2: Resulting distillation curve (left) and laminar flame speed (right) for the three
fuels [198] compared to the measured values for the real fuel.

For the distillation curve results, the agreement is very good for A1 and B1 but the
difference increases for C1. Kinetics were then validated on flow reactor simulations and
on 1D premixed flames, of which the result is presented in Fig. 7.2 (right) for A1 and B1.
Agreement is good and could depict the small difference between A1 and B1 as well as the
pressure sensitivity. No data existed for C1 to validate the laminar flame speed.

The final fuel species, composition and molecular structures are summarised in Table
7.2.
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Fuel Condensed
formula Full name H/C X [mol/mol] Y [kg/kg] Molecule

A1

C10.2H20.4 Jet-A1 2.00 1 1

C12H26
N-
dodecane 2.17 0.60 0.7143

C7H14
Methyl-
cyclohexane 2.00 0.20 0.1373

C8H10 Xylene 1.25 0.20 0.1484

B1

C12H26 AtJ 2.17 1 1
C8H18 Iso-octane 2.25 0.08 0.0536

C12H26
Iso-
dodecane 2.17 0.84 0.84

C16H34 Iso-cetane 2.13 0.08 0.1064

C1

C10.6H18
High Aro-
matic 1.70 1 1

C10H18 Decalin 1.80 0.60 0.5703

C12H26
Iso-
dodecane 2.17 0.20 0.1955

C11H10
Methyl-
naphthalene 1.10 0.20 0.2342

Table 7.2: Surrogate description for A1, B1 and C1 with condensed formula, full name, H/C
ratio, molar and mass fractions and molecular structures by POLIMI used in JETSCREEN.

• A1 fuel surrogate is composed of a linear alkane, n-dodecane (NC12H26), a cyclic
molecule, methyl-cyclohexane (MCYC6) and an aromatic molecule, xylene (XY-
LENE).

• B1 fuel surrogate is only composed of branched alkane: iso-octane (IC8H18), a ma-
jority of iso-dodecane (IC12H26) and iso-cetane (IC16H34).

• C1 fuel surrogate is mainly composed of cyclic species: mainly decalin (DECALIN), a
branched alkane, iso-dodecane (IC12H26) and a double aromatic methyl-naphthalene
(C10H7CH3).

These surrogates were built using simple targets; it could have been thought of including
some isolated droplet evaporation cases for instance in order to check the accuracy of the
surrogate. Finally, once the surrogate model is built, the detailed mechanism can be
reduced for the three surrogates.

7.1.2 Mechanism reduction
The detailed mechanism is the CRECK_1909_TOT_HT 1 which contains 368 species and
14323 reactions. Only high temperature paths are included and no NOx or soot species

1http://creckmodeling.chem.polimi.it
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pathways are included. This detailed mechanism selected was successfully compared to
experimental data in [251], [252] for each component of surrogate chosen previously and
was therefore chosen as a reference to accurately account for the fuel species combustion.

This detailed mechanism was reduced with ARCANE to obtain ARC mechanisms for
the three fuels. As stated in Section 4.2, the classical methodology is used, meaning that
first a DRGEP and a lumping step are applied to create the skeletal mechanism. Second,
the ARC mechanism is created by applying the LOI step, that is to say to set some species
in QSS and reduce the stiffness of the mechanism. The operating conditions and the
different cases computed are described in Table 7.3. Targets for the DRGEP step were the
heat release rate, and the mass fractions of fuel components, CO and CO2.

Case type Tinit [K] P [bar] ϕ [-] Relative error [%]
0D isochoric reactor 1200 - 1500 1.0 1.0 τig

2: 5
1D premixed
flame 400 1.0 0.6 - 1.0 - 1.4 sL

2: 5
Tend: 1

Table 7.3: Cases and associated errors for ARCANE reduction for ARCANE reduction for
A1, B1 and C1.

At the end of the process, three mechanisms were obtained. Their storage as well as
their full validation is shown here3 and part of it is presented in the next sections. The
nomenclature used for these mechanisms can be summarized through the following pattern:
Fuel_NS_NREAC_NQSS_AUTHOR with Fuel the fuel used, NS the number of
species, NREAC the number of reactions, NQSS the number of QSS species and Author
the author of the mechanism. These mechanisms are the following:

• the Jet-A1 mechanism, called ARC A1 and named A1_36_543_16_QC presented
in [39], contains 36 species, 17 QSS species and 543 irreversible reactions.

• the AtJ mechanism, called ARC B1 and named B1_31_386_24_JW, contains 31
species, 26 QSS species and 349 irreversible reactions.

• the high aromatic fuel mechanism, called ARC C1 and named C1_35_299_29_JW,
contains 35 species, 20 QSS species and 479 irreversible reactions.

Results of the mechanisms can already be analysed when looking at the atom path flux
diagrams following C atom for the skeletal mechanisms are displayed for ARC A1 in Fig.
7.3 with the methods explained in Section 4.3.1.3.

A1, n-dodecane and methyl-cyclohexane are converging towards a similar pathway when
reaching C7H13(L1) while xylene shows a completely different pathway, explaining the
higher number of species.

Pathways for ARC B1 and ARC C1 are shown similarly in Appendix B for the sake
of concision. ARC B1 components (IC8H18, IC12H26 and IC16H34) are taking very big
common pathways (IC8H17 is a common species for every fuel), enabling the skeletal
mechanism to contain fewer species and being much reduced.

Finally, ARC C1 shows three completely different pyrolysis pathways for heavier species,
leading to a bigger skeletal mechanism. Note that to keep this reduced mechanism scheme
usable for CFD, higher targeted errors have been imposed for C1 compared to A1 and B1.

2For C1, the error of τig and sL was doubled, otherwise the expected threshold could not be reached.
3chemistry.cerfacs.fr
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Figure 7.3: Chemical pathways for ARC A1 components at T = 400K, P = 1 bar and
ϕ = 1.0 with the method introduced in Section 4.3.1.3. Red colour represents pyrolysis
products, green colour CO and CO2 and blue colour the other species.

7.2 ARC validation and discussion

Equilibrium calculations, reactors and 1D premixed flames are calculated and compared
to the detailed scheme to assess the validity of the schemes. Furthermore, for each of
these canonical cases, the analysis is extended to understand how the multi-component
fuel behaviour affects each canonical characteristic quantities.

To investigate the link between the initial composition and the results, one may consider
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the H/C ratio, defined as:
H/C = nH

nC

= XH

XC

(7.1)

where ne is the molar quantity of element e and Xe is the molar fraction of element e,
defined as:

Xe =
Nspecies∑

k=1
ae,kXk (7.2)

with Xk the molar fraction of species k and ae,k the number of atoms e in species k as
defined in Section 3.1.1. At first glance, the H/C ratio gives an idea of the molecule
structure:

• if the molecule is linear or branched, the average number of H atoms per carbon is
maximised.

• if the molecule is unsaturated (double or triple C-C bond), the average number of H
atoms per carbon is reduced.

• if the molecule is cyclic, results are the same: the average number of H atoms per
carbon is reduced.

7.2.1 Net heat of combustion
The LHV measures the quantity of energy required to completely transform the fuel and the
oxidiser in stoichiometric proportions into water and carbon dioxide at standard pressure
and temperature. The LHV is directly linked to the laminar flame speed of the fresh gas
mixture, as it is directly proportional to the integral of heat release rate:

LHV = ṁF ∗
∫ V

v=0
HRRdv (7.3)

Experimental vs numerical net heat of combustion

First, the net heat of combustion or lower heating value (LHV) are compared with
the experimental values in Table 7.4.

Blend Reduced [MJ/kg] Experimental [MJ/kg] Relative error [%]
A1 43.869 43.375 1.14
B1 44.411 44.159 0.57
C1 42.621 42.597 0.56

Table 7.4: Lower Heating Value (LHV) for A1, B1 and C1 surrogate fuels.

There are some discrepancies with the experimental measurements, but overall the
agreement is good. B1 mechanism has a higher LHV than A1 and C1 a lower one.

For the simulations in the SSB configuration (Chapter 9 and Chapter 10), the fuel mass
flow rate ṁF has been adapted for the three fuels so that the integral of heat release rate
remains constant and equals 10.2 kW. The correct prediction of the LHV is then essential
to get the right heat of combustion.
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Figure 7.4 presents the effect of surrogate composition on Lower Heating Value (LHV)
depending on the composition, calculated with Cantera. This triangular plot representa-
tion will often be used in this work, as it proposes a clear cartography of the effect of fuel
composition. Indeed, as the three surrogates are composed of three components, only two
components are moving, the third one being calculated from the two others. The three
axis represents the molar fraction of each surrogate component. Every triangular plot is
calculated with a molar fraction step of 0.1.
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Figure 7.4: LHV triangle plots depending on the fuel composition.

Xylene and methyl-naphthalene (C10H7CH3) show a lower LHV than linear alkanes.
Cyclic molecules can be found in-between the aromatic molecules and the branched alkanes,
but closer to alkane reactivity. The LHV of a multi-component mixture is mathematically
equivalent to the sum of the pure LHVs balanced by the fuel mass fractions.

The link between the LHV and the H/C ratio is now investigated. The general formula
for a hydrocarbon fuel can be written CxH2[x−d+1−r−2t] with x the number of carbons, d
the number of double bonds, t the number of triple bonds and r the number of cycles.
Therefore, at reference temperature T0 = 298.15 K, the LHV may be approximated by
(Demonstration is provided in Appendix B):

LHVmol = 407x + 100y + 82d + 205t (7.4)
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and by developing y from the general formula for hydrocarbon fuels:

LHVmol = 607x + 200− 118d− 200r − 195t (7.5)

The mass LHV can be then deduced:

LHVmass = LHVmol

WF

(7.6)

where WF is the molar mass defined as WF = xWC + yWH . Two main conclusions may be
drawn:

• Equation 7.4 shows that the molar LHV is not only dependent on the number of C
and H but also depends on the molecular structure.

• Equation 7.5 shows that a double bond (d) has less impact on the LHV than a cycle
(r) and a triple bond (t).

Table 7.5 compares the approximate LHV value with the real one for different fuels
and estimates the resulting absolute error. Globally it appears that Equations 7.4 and 7.5
approximate well the real LHV, and that LHV is not linear with H/C (error lower than
5%) for all species.

Species Cantera LHV [MJ/kg] Formula LHV [MJ/kg] Absolute error [%]
NC12H26 44.46 43.94 1.18
MCYC6 43.72 43.27 1.03
XYLENE 41.21 42.40 2.91
IC8H18 44.61 44.26 0.785
IC12H26 44.46 43.94 1.18
IC16H34 43.98 43.77 0.472
DECALIN 42.87 42.46 0.954
C10H7CH3 39.75 41.40 4.14

Table 7.5: LHV of the fuel components determined by POLIMI for A1, B1 and C1 compo-
nents. Comparison between the real value and the approximated expression from Equations
7.4 and 7.5.

In details, the approximated formula performs very well for alkanes and cyclic molecules.
However, it over-estimates LHV for aromatic species for instance, which is the limit of the
method. Indeed, a constant value for all the bonds is a strong approximation as the bond
energy also depends on the molecular structure. For instance, aromatic species are a very
stable configuration and such structure then influences the bond value compared to the
tabulated value one can find in the literature.

Final state

Equilibrium calculations with constant pressure and enthalpy have been performed for
T = 323.15 K, P = 1 bar and ϕ = 0.8. The equilibrium temperature and species mass
fractions are compared for the ARC schemes in Table 7.6.

For the equilibrium temperature, A1 has a higher equilibrium temperature than B1 but
a lower one than C1. For the burnt gas composition, B1 shows a higher water content and
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Fuel Tad YH2O YCO YCO2 YO2

A1 2084.54 0.0654 0.00133 0.160 0.0443
B1 2076.34 0.0691 0.00122 0.156 0.0443
C1 2092.96 0.0583 0.00148 0.168 0.0444

Table 7.6: Equilibrium state for the three fuels A1, B1 and C1 at ϕ = 0.8, T = 323.15 K
and P = 1 bar.

a lower carbon mono- and di-oxide content than A1. For C1, the opposite conclusion can
be drawn. The nitrogen and oxygen levels remain approximately the same for the three
fuels.

Figure 7.5 displays the equilibrium temperature lines versus equivalence ratio at T =
323.15 K and P = 1 bar for the three surrogates and their components.
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Figure 7.5: Equilibrium temperatures versus equivalence ratio for the three surrogates and
their components for T = 323.15 K and P = 1 bar

The equilibrium temperature depends on the fuel considered. It is higher for low H/C
ratio species such as xylene and methyl-naphthalene. As a consequence, A1 and C1 have
a slightly higher equilibrium temperature than the main blend component. For B1, every
component has a similar H/C ratio, leading to the same adiabatic temperature.

The link between the H/C ratio and the final state is now investigated. The equilibrium
temperature can be estimated by:

Cp2T2 − Cp1T1 = LHVkg.ϕ.YO2

sY

(7.7)

if LHVmass is known for the given blend. The blend equilibrium temperature is not per-
fectly equal to the sum of the pure species equilibrium temperatures, balanced with their
composition in the blend.

The only unknown parameter in this equation is the mass stoichiometric ratio sY , which
can be linked to the H/C ratio and is defined as:

sY = 32
1 + 1

4H/C

WC + H/CWH

(7.8)

with WC the atomic carbon molar mass and WH the atomic hydrogen molar mass. sY

is generally not linear with respect to H/C, but in the given range of H/C ratio (1.5 <
H/C < 2.5), it can be considered as such.
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From equation 7.8, the final water and carbon dioxide for lean mixtures can be inferred
doing an advancement calculation (Demonstration in Appendix B):

XH2O,lean =
H/C

2
H/C

4 + 4.761+ H/C
4

ϕlean

(7.9)

XCO2,lean = 1
H/C

4 + 4.761+ H/C
4

ϕlean

(7.10)

To understand the relation between Teq ad H/C, scatter plots representing the equilib-
rium temperature as a function of the H/C ratio are displayed in Fig. 7.6 for the surrogate
components for different surrogate composition at T = 323.15 K, P = 1 bar and ϕ = 1.0.
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Figure 7.6: Temperature difference Teq as a function of H/C ratio for different compositions
from A1 (upper left), B1 (upper right) and C1 (lower) fuel species for T = 323.15 K,
P = 1 bar and ϕ = 1.0.

At first glance, there is a rough link between the equilibrium temperature and the
H/C ratio: the equilibrium temperature is higher for fuels with a lower H/C ratio. This
is mainly due to the lower hydrogen amount in the burnt gases, which reduces the heat
capacity and therefore increases the equilibrium temperature. For B1 components, such
a relation is not strictly valid. However, the spread range is very narrow and the global
statement saying that aromatics have a higher adiabatic temperature because of a lower
H/C ratio remains valid.

7.2.2 Auto–ignition delay time
The accuracy of the reduced mechanisms is now evaluated by comparison with the detailed
mechanism. Figure 7.7 shows the auto-ignition time as a function of the initial temperature
for P = 1 bar and ϕ = 1.
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Figure 7.7: Auto-ignition time versus initial temperature for A1, B1 and C1 fuel for P =
1 bar and ϕ = 1. Comparison between detailed mechanism and reduced mechanism.

Results show a good agreement within the whole temperature range and for the three
surrogates, especially at high temperature. For lower temperature, very small discrepancies
can be seen for A1 and C1 between the ARC mechanism and the detailed one.

Differences between the fuels remain below 50% of relative differences. A1 seems to
take more time to ignite for low temperatures than B1 and C1, but shows the opposite
behaviour for higher initial temperatures. B1 and C1 exhibit roughly the same levels of
auto-ignition time, except for temperature between 1200 K and 1600 where B1 mechanism
exhibits a slight change of slope.

0D isochoric reactors have been computed for the ARC schemes for T = 1200 K,
P = 1 bar and ϕ = 1.0 for all the fuel compositions available to have an insight on how
the kinetic mechanism is behaving. Triangle plots with different fuel compositions are
computed showing the ignition delay time (Fig. 7.8) for A1, B1 and C1.

The auto-ignition time represents the time required by a given mixture to ignite at a
certain temperature.

ARC A1 shows a great disparity in terms of auto-ignition times. Pure xylene (aromatic
species) shows an auto-ignition time near 16 ms, pure methyl-cyclohexane (cyclic species)
around 9 ms and pure n-dodecane around 2 ms.

ARC C1 also exhibits great disparity. As for ARC A1, the pure aromatic species
(methyl-naphthalene) shows the largest auto-ignition time (6.5 ms), followed by Decalin
and iso-dodecane.

Auto-ignition timescales for mixtures composed of B1 composition do not vary so much.
Iso-dodecane is the fastest to ignite, followed by iso-octane and iso-cetane. Again, the shape
of the molecule has a strong impact on the key quantity, but the auto-ignition time can
not be directly linked to the H/C ratio of the molecule.

To go deeper into the analysis of the flame structure, an interesting quantity to evaluate
is the non-dimensional effective equivalence ratio, defined as:

ϕeff
k = sY,kYk∑

k sY,kYk

(7.11)

with sY,k the individual mass stoichiometric ratio of the pure species k of the fuel and Yk

the mass fraction of species k. ϕeff
k gives an insight on which species in the fuel is dominant

for the combustion process. The non-dimensional effective equivalence ratio and the heat
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Figure 7.8: Auto-ignition time τig triangle plots for T = 1200 K, P = 1 bar and ϕ = 1
depending on the fuel composition.

release rate (HRR) curves are displayed Fig. 7.9 as function of time for ARC A1, ARC B1
and ARC C1.

For ARC A1, n-dodecane reacts quickly, followed by methyl-cyclohexane. Between the
initial and the reactive time, xylene is largely dominant among the three fuel species. For
ARC C1, iso-dodecane is immediately pyrolysed, followed by decalin and finally methyl-
naphthalene. ARC B1 behaviour differs from the two other fuels. Indeed, the three
branched alkanes are quickly consumed, but the auto-ignition happens later on compared
to ARC A1 and ARC C1. This testifies that other transformations are occurring in the
mixture before the fuel completely burns.

The profiles shown here display mostly the same order of consumption than what the
auto-ignition timescale triangle plots suggest, that is to say that aromatic species take
more time as cyclic species which take more time than alkane species. The negative heat
release rate at the beginning, visible in the three plots, is due to the direct pyrolysis of the
fuel that extracts energy from the mixture and releases it afterwards.

Looking back at A1 triangle plot, when looking at the YMCY C6 = 0 isoline at the
bottom of the triangle, one can notice that the auto-ignition time remains low and sharply
increases around YNC12H26 = 0.5. This limit corresponds to the LBO limit of n-dodecane
(ϕLBO = 0.5 at atmospheric pressure and temperature). Consequently, the amount of
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Figure 7.9: Effective equivalence ratio and HRR as a function of time for A1, B1 and C1
reduced mechanisms for T = 1500 K, P = 1 bar and ϕ = 1.

n-dodecane in the mixture controls the auto-ignition time. In other words, if not enough
n-dodecane is present in the mixture for combustion, the mixture needs to wait for xylene
to be pyrolysed before igniting. The same conclusion can be drawn for the other fuel
species, where the pyrolysis time is the interesting process to explain the differences in
terms of ignition times.

7.2.3 Laminar flame speed accuracy
The accuracy of the reduced mechanisms has then been evaluated in 1D gaseous laminar
premixed flames at fresh gas T = 400 K and atmosphere pressure, for a wide range of
equivalence ratio. Figure 7.10 compares the detailed and ARC mechanisms for the three
surrogates in terms of laminar flame speed.

Good agreements between the detailed and the ARC schemes are found for A1 and
C1. For B1, the ARC mechanism slightly overestimates the laminar flame speed compared
to the detailed scheme, but still remains under the target error limit (5%). This reduces
the difference in laminar flame speed predicted by the ARC schemes between A1 and
B1, especially in the range ϕ ∈ [0.9, 1.3]. ARC A1 exhibits a larger laminar flame speed
on the whole range, compared to ARC B1, and ARC C1 shows the lowest flame speed.
Experiments [271] on laminar flame speed for the three fuels were conducted by the DLR
at T = 473 K, P = 1 bar and ϕ = 0.8. Comparison between ARC prediction and
measurements is provided in Table 7.7.

The discrepancies are small between ARC A1 and ARC B1 and the experimental results,
showing that the over-estimation for ARC B1 shown in Fig. 7.10 is reasonable. On the
contrary, both the detailed and the ARC schemes underestimate the measurements for
ARC C1. This means that the detailed mechanism lacks agreement for C1, as no data of
the high aromatic fuel were available to validate the kinetic mechanism.
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Figure 7.10: Laminar flame speed sL versus equivalence ratio for A1, B1 and C1 surrogates
for T = 400 K and P = 1 bar between detailed POLIMI and ARC mechanisms.

Fuel Experiments Detailed ARC Exp/ARC relative error [%]
A1 0.6200 0.648 0.6361 2.6
B1 0.6041 0.605 0.60139 0.45
C1 0.6095 0.5684 0.54537 10.5

Table 7.7: Experimental versus numerical laminar flame speed predicted by ARC schemes
at T = 473 K, P = 1 bar and ϕ = 0.8.

Triangle plots varying the composition of the blends have been plotted for the three
cases in Fig. 7.11 using the ARC scheme.

The different laminar flame speeds are compared:

• for ARC A1, n-dodecane n-C12H26 shows the largest laminar flame speed. Conversely,
xylene C8H10 exhibits a laminar flame speed which is lower by 0.1 m/s and is the
latest to react. Methyl-cyclohexane C7H14 lies in between the two other components.
This behaviour can be explained by the shape of the three molecules. Indeed, as
xylene is an aromatic, it reacts very badly compared to a linear molecule which can
break more easily, even if the chain length is lower.

• for ARC B1, on the contrary, all the components belong to the same type of molecules,
namely branched alkanes. The difference between the three components is however
not linked to the chain length: i-C12H26 shows the smallest timescale, followed by
i-C8H18 and finally i-C16H34. Varying the fuel composition only slightly affects the
flame speed, with values between 0.55 and 0.6 m/s.

• for ARC C1, methyl-naphthalene C10H7CH3 has the lowest laminar flame speed
because of its double aromatic wing that is difficult to break. Iso-dodecane i-C12H26
shows the quickest reacting behaviour followed by decalin C10H18, which is cyclic.

As for the auto-ignition time, a direct correlation between the laminar flame speed and
the H/C ratio is difficult to draw.

The effective equivalence ratio and the Heat Release Rate are plotted in Fig. 7.12 for
the three fuels and for T = 400 K, P = 1 bar and ϕ = 1.
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Figure 7.11: Laminar flame speed triangle plot T = 400 K, P = 1 bar and ϕ = 1 depending
on the fuel composition.

For the three fuels, the order of the species being consumed is maintained compared to
the 0D case. For B1, the three components seem not to penetrate much in the flame front
compared to A1 or C1 where XYLENE and C10H7CH3 respectively are being consumed
much later than the two others components, due to their unsaturated molecule structure.

The different proportions of the reaction rate νkωk are given for the three fuels in Fig.
7.13 for ARC A1 and in Appendix B for ARC B1 and ARC C1.

The striking positive reaction rate for xylene is a demonstration of the stability of the
double links and of the difficulty to decompose such species into combustion products. For
alkanes, reactions with diffusive intermediate species (O, OH and H) enhance the combus-
tion because of a higher Arrhenius coefficient as shown in [9], and at higher temperature,
the direct fuel species decomposition is taking place.

7.2.4 Pollutants emissions
CO, CO2, NOx have been focused on in this study. The prediction of soot precursors and
soot particles are not of the scope of this work but has been worked on by other groups
within JETSCREEN as it would involve a much more complicated setup and calculation.
Indeed, C2H2 mass fraction was thought at first to evaluate the sooting impact of the three
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Figure 7.12: Spatial profiles of effective equivalence ratio and HRR for A1, B1 and C1
reduced mechanisms for T = 400 K, P = 1 bar and ϕ = 1.

fuels. However, C1 is supposed to release more soot due to the high content of aromatics,
which is not the case here, as other intermediate species are prone to create soot. Indeed,
the idea to check the fuel influence on soot emissions would be to reduce a scheme from
a detailed mechanism that is taking into account the soot creation pathways. Once done,
a 1D premixed flame may be simulated. Finally, the soot volume fraction and particle
density for particles over a given size are obtained by running the Cantera soot solver,
CERFACS modified version of Cantera4.

As CO and CO2 are targeted variables, their concentrations can be directly evaluated
from the reduced mechanisms. NOx pathways are not included in the detailed mechanism,
chosen for this work. The POLIMI mechanism, named CRECK_2003_TOT_HT_NOX,
has been used to evaluate the NOx concentration, presented in Fig. 7.14 with CO and
CO2.

For the three fuels, the global trend for the different pollutants is the following:

• CO2 increases for lean mixtures and decrease for the rich ones. A peak is reached
around stoichiometry. Differences between the three fuels are coherent with the equi-
librium calculations: C1 exhibits a higher level of CO than A1 and B1, in agreement
with the larger equilibrium temperature (see Section 7.2.1).

• CO mass fraction increases as the equivalence ratio increases. C1 shows a slightly
higher maximum level than A1 and B1. The differences between the fuels are less
significant than the effect of operating point changing.

• NOx increase from lean mixtures to stoichiometric ones, then show a plateau and
decreases rapidly around ϕ = 1.4. A1 and B1 depict roughly the same levels of NO

4chemistry.cerfacs.fr
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Figure 7.13: Source term for the A1 components and their reaction contributions for ϕ = 1,
P = 1 bar and T = 400 K.

mass fraction whereas NO from C1 is much higher, except in the rich zone, where
C1 seems to produce slightly less NO than A1 and B1 around ϕ = 1.5.

To further extend the results to the 3D simulations, NOx pathways are investigated.
According to the literature [134], five different routes promote the formation of NOx:

• the thermal route, triggered by O + N2 ⇐⇒ NO + N reaction. This reaction
initiates the Zeldovich mechanism and is mainly dependent on temperature. The
thermal route is significant for temperatures above 1800 K. It is a slow process and
mainly occurs in the post-flame zone.

• the prompt route, triggered by N2 + CH ⇐⇒ NCN + H reaction. This reaction
occurs in the reaction zone and is dominant for rich conditions.
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Figure 7.14: Final CO2, maximum CO and maximum NO mass fractions as a function of
the equivalence ratio for A1, B1 and C1 fuel for T = 400 K and P = 1 bar.

• the N2O route, triggered by N2 + O(+M) ⇐⇒ N2O(+M) reaction. It is usually
found in lean premixed high pressure conditions.

• the NNH pathway, triggered by N2 + H ⇐⇒ NNH reaction. It is promoted for
low temperature kinetic pathways.

• the fuel pathway, activated when the fuel contains nitrogen, which is not the case
here.

To check the dominant pathways, Fig. 7.15 represents the different pathways for P =
1 bar and T = 400 K versus the equivalence ratio. As many reactions occur from NNH to
nitrogen and N2O to nitrogen, they have been summed up and brought together with the
name NNH-N2 and N2O-N2.

For lean stoichiometric mixtures (between 0.6 and 1.2), the thermal route is by far the
predominant pathway. For richer conditions, the prompt route becomes dominant. N2O
and NNH routes remain very negligible. However, the NNH pathway seems to be slightly
less important for A1 than for B1 and C1 and compensates the higher A1 thermal route,
leading to the same NOx level as for B1. Of course, such analysis may also depend on the
operating conditions (higher pressure or temperature) and the flame structure (diffusion
or premixed). This is however a start for further interpretation in more complex flame
structures.

7.2.5 Characteristic species chemical timescales
Characteristic timescales for the three reduced mechanisms have been computed for T =
323.15 K, P = 1 bar and ϕ = 0.8 to ensure that the stiffness is manageable in such a code
as AVBP and are shown in Fig. 7.16. The typical timestep of the non-reacting simulation
in the SSB configuration (∆tnon−reac = 10−8 s) is added for reference.
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Figure 7.15: Integral of reaction rates relative to the NOx creation pathways at P = 1 bar
and T = 400 K.

Results show that B1 reduced mechanism is less stiff than A1 and C1 reduced ones.
Indeed, for AtJ, no species is found to be below the explicit time-step of the computation,
whereas for A1 three intermediate species (n-C10H21, n-C12H25 and CH3O(L1)) are found
to be stiff. For ARC C1, only CH3O(L1) is problematic. To overcome this issue and to
avoid wasting computational time, 3 sub-cycling iterations through the chemical routine
are performed for the ARC A1 and the ARC C1 calculations. In other words, for one
iteration, based on the acoustic CFL, the chemical routine is activated three times and
chemical source terms are successively applied to the Navier-Stokes equations. This avoids
going through every advection/diffusion routines three times and thus spares calculation
time. Chemistry is then ready to get properly integrated into the CFD calculation.

7.2.6 Conclusion
The objective of this section was to determine the fuel dependencies on the chemical
properties in canonical case prior to perform 3D simulations, as well as to provide the
tools to analyse the numerical results.

Chemistry for blends from POLIMI surrogates were reduced with ARCANE, giving
good accuracy on the main characteristic quantities. As well, the blends exhibit different
sensitivities to the different pure species, even if the condition of the fuel chosen for re-
duction is the blend. Linear molecules perform better than cyclic and aromatics ones in
terms of combustion power and reaction speed, as cycles and doubles bonds add stability
to the species, making them more difficult to transform. A relation between the different
properties and the H/C ratio could not be mathematically stated. Pollutants emissions
were also studied (CO, CO2, NOx but not soot for this case), showing a very small impact
on CO and on CO2, but a larger one on NOx for C1 compared to A1 and B1.

Before studying the two-phase flow properties of those fuels, the discretisation of com-
plex kinetics should be ensured. As mentioned in Chapter 4, the temporal stiffness linked
to the development of complex kinetic mechanisms has already been documented [308] and
the problem has been resolved by different methodologies to enable the computation of 1D
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Figure 7.16: Species timescales for A1, B1 and C1 reduced mechanisms at T = 323.15 K,
P = 1 bar and ϕ = 0.8.

premixed flames with complex kinetics [24], [87], [134]. However, the spatial discretisation
of a complex fuel remains an open question for ARC schemes that is investigated in the
next section.
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7.3 Spatial discretisation for complex kinetics
The spatial discretisation of a 1D premixed flame has already been tackled rigorously by
Roache [263], concluding that the convergence of global quantities such as laminar flame
speed is not sufficient to assess if the solution is fully resolved or not. Indeed, some
quantities may be insensitive to the error of others. For example, correctly predicting
the laminar flame speed does not ensure that all the species mass fractions profiles are
correctly reproduced. This is also assessed by [239], that the grid size must be smaller than
the minimal reaction length to fully converge the flow. To resolve a hydrogen/air flame
at Tinit = 800 K and P = 1 bar, Al Katheeb et al. [147] conclude that the micro-metre
scale level is needed. They also found that the length-scales predicted do not depend on
the numerical method used, but on the advection-diffusion mechanism of the flame. And,
as stated by Roache, the mesh cell size should be narrower than what is commonly used
to compute CFD calculations.

However, for CFD applications, refinement at the order of the microscale is most of
the time computationally not affordable, leading to enormous time-resolving calculations.
ARC schemes may be of interest since the reduction methodology enables to set the very
stiff species as QSS when they are not necessary to accurately predict the flame stabili-
sation. This enables to correctly predict reaction intermediates with only a few points in
the flame front. Applying a rule with Zeldovic number (introduced in Section 3.3) valid
for a one-step global chemistry, which states that 5 to 10 points are needed in the flame
front [235], works empirically valid for ARCs. Why does such a rule work for complex
kinetics ? What is the impact of the mesh discretisation on the laminar flame speed and
the convergence of species mass fractions profiles ? What are the main metrics defining if
an error is going to be important or not ?

To answer those questions, 1D premixed flames are performed, varying the fuel and
the operating parameters in Section 7.3.1 to determine if 5 to 10 points in the flame
front are indeed sufficient. Second, key quantity profiles are studied in detail in Section
7.3.2 to understand how the flame adapts to a coarse grid and how the reaction/diffusion
mechanisms takes place.

7.3.1 Impact of the discretisation on laminar flame speed
To verify if 5 to 10 points are sufficient to describe the flame structure, the behaviour of
flame spatial convergence with varying operating conditions is compared to the one of a
reference flame. The reference case and the methodology to assess the errors are described
in Section 7.3.1.1 and results are discussed in Section 7.3.1.2.

7.3.1.1 Reference case and methodology

The reference case chosen for this study is a fuel/air premixed flame taken at fresh gas
temperature T = 400 K, atmospheric pressure and at stoichiometry as shown in Table
7.8. Two fuels are studied, namely methane and n-dodecane, and two ARC schemes are
employed. The 1D domain is 8 cm long.

Simulations are performed with Cantera open-source kinetics solver. Figure 7.17 sum-
marises the Cantera parameters used to compute the refined reference case and displays
the spatial profiles of local grid refinement.

Such parameters result in a domain comprising about 10 000 points, with a local
refinement in the flame front: about 5000 points in the flame front for CH4 and 7000
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Fuel ARC name Oxidiser [-] Fuel com-
position [-]

P [Pa] T [K] ϕ [-]

CH4 CH4_15_256_9_AP, XO2 = 0.21
XF = 1.0 105 400 1.0

C12H26 C12H26_27_260_15_JW XN2 = 0.79

Table 7.8: Operating conditions of the reference case.

Cantera refinement parameters
ratio 2.0
slope 0.001
curve 0.01
prune −0.1
grid_min 1e−10

max_grid_points 10000 0 20 40 60 80
Grid [mm]

10 6

10 4

x [
m]

CH4
C12H26

Figure 7.17: Cantera refinement parameters for the reference cases (left) and spatial profiles
of local grid refinement (right).

for C12H26.
Several parameters have been varied: the mechanism, the fuel, the pressure P, the

initial temperature Tinit and the global equivalence ratio ϕg. The methodology employed
in the following can be summarised as follows:

1. A chosen parameter is varied from the reference case. For instance, the initial tem-
perature is increased to 800 K.

2. For parameter variation, the reference laminar flame speed (s0
L) (calculated with

the source term integral expression introduced in Section 3.3.3.1) and the associated
thermal thickness (δth,0

L ) (of which the expression is given in Section 3.3.3.1) are
evaluated. The 0 index stands for the reference case.

3. For each parameter variation, on a fine grid automatically computed by Cantera,
several coarser simulations are then performed, varying the grid resolution but keep-
ing it uniform. The thermal thickness (δth,1

L ) and the laminar flame speed (s1
L) are

evaluated. Knowing the cell size ∆x, the number of points Nc in the flame front is
evaluated for each case:

Nc = δth,1
L

∆x
(7.12)

As a consequence, the computed number of points in the flame front is not necessarily
an integer but may vary according to the thermal thickness estimation of the coarse
case.

4. Eventually, the relative error ϵsL
between the laminar flame speed of the coarse and

reference cases is evaluated:
ϵsL

= s1
L − s0

L

s0
L

(7.13)

This relative error is then computed as a function of the number of points Nc in the
flame front for each different operating condition.
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This methodology enable to determine the number of points needed in the thermal
flame front to keep an error on laminar flame speed lower than 5%.

7.3.1.2 Analysis of the results

Figure 7.18 displays for the methane case the evolution of the relative error ϵsL
with the

number of points in the flame front Nc varying the chemical scheme, initial temperature,
pressure, equivalence ratio and

The results of this study are shown in Fig. 7.18 and are described afterwards. Each
graph is scaled for a maximum error on sL of 30 % and between 3 and 12 points, except
when the fuel is varied.
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Figure 7.18: Relative error on the laminar flame speed ϵsL
versus number of points in the

flame front Nc for several variations around reference case for methane.

It is observed that a minimum of 3 points in the flame front is required to obtain
a reasonable error (ϵsL

< 15%). On every plot, before a threshold for Nc, the error on
laminar flame speed fluctuates and may even be lower than the targeted error of 5 % for
some cases. This does not mean that convergence is reached, but is a lucky guess, as the
flame structure might be very different from the reference solution in these cases. After
this threshold for Nc, the evolution of the error seems to be monotonous, and the flame
structure remains the same. The reference case for methane in Table 7.8 reaches an error
ϵsL

lower than 5% error for Nc ∼ 5. Each parameter is analysed hereafter.

• Chemical mechanism variation
The ARC_15_138_9_AP mechanism, the ARC Lu 19 from [183] and the detailed
Gri-30 [106] mechanisms are compared to evaluate if the scheme or the level of chem-
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ical reduction influences the convergence. The results are unequivocal: changing the
mechanism or the degree of reduction does not affect much the results, as the reduced
schemes contains by construction the main pathways for the flame stabilisation.

• Pressure variation

Pressure varies between 0.1 bar and 2 bar. The higher the pressure, the fewer number
of points in the flame front are needed for the flame to be converged. This param-
eter is influencing very much when going towards lower pressure, which is rarely
happening for standard aeronautical field operating points.

• Temperature variation

Temperature varies between 400 K and 800 K. This graph shows that the higher
the temperature, the higher the error is for a given number of points in the flame
front. Indeed, for an initial temperature of 400 K, 5 points are needed whereas for
Tinit = 800 K, 9 points in the flame front barely reach this limit. This variation is
strong, and the initial temperature may be considered as an important influencing
parameter.

• Equivalence ratio variation

The equivalence ratio varies from lean to rich mixtures. The leaner the equivalence
ratio, the more points in the flame front it needs (approximately 6 here) to make the
error lower than the ϵsL

= 5% horizontal line, against 5 for the stoichiometric point
and less than 3 for the richer operating point.

Eventually, different fuels are studied. The associated reduced mechanisms used are
listed in Table 7.9. All the reduced mechanisms are available on: https://chemistry.
cerfacs.fr.

Fuel species Associated mechanism Tad [K] s0
L [m/s] δth,0 [mm]

CH4 CH4_15_256_9_AP 2278 0.58411 0.39359
C3H8 C3H8_22_173_12_FC 2363 0.64890 0.31032
C7H16 NC7H16_25_210_27_FC 2396 0.64561 0.31068
C10H22 C10H22_26_255_16_PP 2331 0.59168 0.33404
C12H26 C12H26_27_260_15_JW 2328 0.64236 0.31762

Table 7.9: Fuel, associated reduced mechanisms and key properties for the reference op-
erating points: adiabatic temperature Tad, laminar flame speed s0

L and thermal thickness
δ0

L.

The results displayed Fig. 7.19 show that light hydrocarbons such as methane requires
approximately 5 points in the flame front to reach the ϵsL

= 5% target value, 6 points are
needed for medium fuels such as n-propane and 7 points are required for heavy fuels such
as n-heptane, n-decane and n-dodecane.

To summarise, for all the cases performed, the flame converges for Nc between 5 and
10 points in the flame front. This extends the statement of Zeldovic at ARC schemes. To
understand why so complex kinetics only require 5 to 10 points to correctly reproduce the
laminar flame speed, chemistry needs to be studied more in details.
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Figure 7.19: Relative error on the laminar flame speed ϵsL
versus number of points in the

flame front Nc for several hydrocarbon fuels around the reference case for methane.

7.3.2 Effect of the mesh discretisation on the flame structure
First, spatial profiles of HRR, temperature and species profiles for different grid refinement
levels are compared in Section 7.3.2.1 to analyse the impact of the refinement on such
profiles. The reaction/diffusion mechanism is then introduced 7.3.2.2 before focusing on
the reaction sensitivity 7.3.2.3. Finally, the impact of the different reactions with the fuel
on the laminar flame speed is explained in Section 7.3.2.4.

7.3.2.1 Spatial profiles of global variables and final state

Figure 7.20 displays spatial profiles of heat release rate, temperature, CH4, CO, CO2 and
velocity for a methane-air flame in the reference case of Table 7.8, varying the number of
points with the flame front Nc.

The adiabatic temperature is reached whatever the Nc used, which means that the
power released by the chemical scheme is the same whatever the Nc used. For low Nc

values, the heat release rate profile is thickened than for the refined case. This leads to a
larger flame thickness and therefore slopes in the flame front are smoothed for temperature,
reactants and products profiles. CO shows the same trend. The final composition is very
close in-between every case (less than 0.1 % of error). This means that the final state and
what is happening in the burnt gases’ region is not very important for the stabilisation of
the flame. To investigate that, additional variables are plotted as a function of the number
of points Nc in Fig. 7.21.

The final state, namely the adiabatic temperature and final water and carbon dioxide
mass fractions, converge more quickly than the laminar flame speed, which confirms what
was stated previously, i.e. that the final state is not controlling the flame convergence.
The heat release rate integral follows of course the same trend as the laminar flame speed
sL since they are directly proportional. The same conclusion can be drawn for the fuel
source term, not shown here. The maximum of CO mass fraction converges as quickly as
the laminar flame speed. The maximum of C2H2, an example of pyrolysis product, shows
an error slightly higher than the laminar flame speed one but remains acceptable. The
flame thickness shows the maximum error with the reference case. This is explained by
the dependency of the thermal thickness to the maximum of the temperature gradient,
which is very sensitive to the peak discretisation and is underestimated in coarser meshes
(as shown in Fig. 7.20).
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Figure 7.20: Methane/air flame key quantities spatial profiles for different number of points
Nc in the flame front for the reference case (Table 7.8).

7.3.2.2 The reaction/diffusion mechanism

Mathematically, the overall flame structure depends on the flame source term consumption.
By integrating the Navier-Stokes system of equations applied on the 1D domain of a
premixed flame, the following relations are found [235]:

ρfreshsL(Yburnt,i − Yfresh,i) =
∫ Ldomain

0
ω̇idx

ρfreshsL

∫ Ldomain

0
cpdT =

∫ Ldomain

0
HRRdx

(7.14)

for any species i. Combining the two relations of Eq. 7.14 and applying it to the fuel for
a lean premixed flame leads to:

∫
HRRdx =

∫
cpdT

YF,burnt − YF,fresh

∫
ω̇F dx (7.15)

Thus, the integral of heat release rate depends on the fuel consumption rate, on tempera-
ture and on the final fuel mass fraction.
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Figure 7.21: Relative error of different flame quantities as a function of the number of
points in the thermal thickness Nc for the reference case.

The key reactions for the flame stabilisation are then the fuel reactions. What happens
downstream is then just a consequence of the reaction zone, triggering important interme-
diate species to burn and form the combustion products. Those intermediate species are
interacting with the foot of the flame through a reaction/diffusion mechanism to enhance
the combustion process. To confirm this statement, the error made on the mass fraction
integrals between the coarse mesh and the reference refined case, defined as:

ϵ∫ Yk
=
∫ Ldomain

0 Ykdx−
∫ Ldomain

0 Y ref
k dx∫ Ldomain

0 Y ref
k dx

(7.16)

is plotted as a function of the number of point in the flame front Nc for methane and
n-dodecane at the reference conditions using the two ARCS (CH4_15_138_9_AP and
C12H26_27_260_15_JW) Fig. 7.22. Colours are defining sub-spaces of all the species in
the mechanism, namely:

• green with a cross symbol represents the major reactants and products of combustion.

• grey, red and purple colours with triangle, diamond and square symbols represent
light, medium and heavy pyrolysis products respectively.

• blue with circles represents other species.

The major species (green crosses) show the smallest error because their mass fraction
profile shows a step and not a peak. Intermediate species mass fractions are zero at the
beginning, are zero or very small in the burnt gases, and display a strong peak in the
flame front. The species that display the maximum of error are the pyrolysis products for
both cases. For n-dodecane, pyrolysis products seem to have a higher error compared to
light and medium pyrolysis products. Thus, the hypothesis made previously is reinforced:
the flame is mainly controlled by the direct fuel pyrolysis and that what is happening
afterwards is only a consequence of it.
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Figure 7.22: Error on mass fraction integrals versus Nc for CH4/air (left) and C12H26/air
(right) at P = 1 bar, T = 400 K and ϕ = 1.0 displaying main reactants and products
(green crossed), pyrolysis products (grey triangles, red squared and purple diamonds) and
other species (blue circles).

For both cases, other species seem to fluctuate more than others in terms of conver-
gence. Indeed, as those depend on how pyrolysis occurs, the different contributions might
compensate, giving the right integral but for wrong reasons.

The next step to analyse in more details the influence of the discretisation is to look at
the species source terms. However, species source terms are difficult to analyse, because
they are per definition a composition of reaction rates, which can lead to a very wide
variety of profile types. Moreover, as most of the species are intermediate species, the
energy balance is neutral, making a power analysis useless. On the contrary, the reaction
source terms can be easily analysed, as reaction rate thicknesses are defined for each
peak and show only one peak because backward and forward reaction source terms are
separated, as defined in Section 3.3.3.1. Therefore, a sensitivity analysis is performed in
the next section.

7.3.2.3 Sensitivity analysis

Looking at the width of the reaction rates gives a first insight on the stiffness of the system.
One can wonder if the narrowest reaction rate peaks are creating the highest flame error, as
these peaks might not be fully discretised when the grid is coarse. To answer this question,
a sensitivity analysis (SA) is performed on the two ARCs mechanisms to determine if a
link exists between the error induced by a given reaction and its width for a light fuel
(CH4) and a heavier one (C12H26).

Figure 7.23a compares the relative error of the laminar flame speed compared to the
refined case obtained by the SA as a function of the width of the different reactions for
methane. Each point represents the SA applied on a given reaction, and both axis scales
have been set to a logarithmic scale for better visualisation. The thermal thickness and the
HRR thickness of the reference case have been plotted as well. The same plot is displayed
for n-dodecane in Fig. 7.23.
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Figure 7.23: Sensitivity analysis: error of the laminar flame speed for each perturbed
reaction rate as function of the width of the reaction considered, each point represents a
given reaction.

Several conclusions can be drawn from this graph concerning the influence of the reac-
tions on the laminar flame speed:

• The error of the laminar flame speed induced by the sensitivity analysis and the
width of each reaction rate are not correlated. Therefore, the smallest reaction rates
do not influence much the flame and the flame speed accuracy does not depend on
the spatial discretisation only.

• The HRR thickness shows a very close value compared to the biggest amount of
points on the graph, meaning that it is representative of the width of most of the
reactions occurring in an ARC flame. The thermal thickness is slightly bigger, but
still remains within the same order of magnitude. Moreover, only a few reaction
rates have a width that goes below 1/10 mm.

• Reactions that are very sensitive are found to have a width closer to the thermal
thickness, which would explain why with a few points in the flame front (like 3 or
4), the simulation does not crash even if giving very large error in terms of laminar
flame speed occur.

When comparing both graphs, they look very similar, except that some reaction rates
exhibit an even smaller width. They mainly correspond to direct fuel decomposition steps,
as shown in Table 7.10.

Thus, predicting small reaction rates accurately is not the monitoring parameter for the
1D premixed flame spatial stabilisation, explaining why the laminar flame speed and other
quantities are not incoherent when having between 5 and 10 points in the flame front.

In other words, there exists a ranking in the reactions that influence the flame sta-
bilisation and this ranking is not necessarily depending on the flame width. Besides, the
sensitivity analysis performed here is not the right indicator to show which reactions are
influencing the flame convergence. Indeed, varying one reaction without considering its
impact on other reactions does not enable to rebuild the causal interaction between the
species and thus only answers part of the question. A better suited methodology has been
developed in the following section.
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Reaction Width [µm]
n-C12H26 −→ 0.5C2H5 + 0.5C3H7(L1) + 0.5n-C12H25 + 0.5n-C7H15 46.29
n-C12H26 −→ 0.1n-C12H25 + 0.5n-C5H11 + 0.9n-C7H15 + 0.5p-C4H9 46.29
n-C10H20 −→ 0.5C3H5-A + 0.5C4H7(L1) + 0.25n-C5H11 + 0.75n-C7H15 48.79
n-C5H11 −→ 0.25C2H4 + 0.55C2H5 + 0.55C3H6 + 0.25C3H7(L1) +
0.2C4H8-1 + 0.2CH3

49.05

C4H7(L1) −→ C4H6 + H 58.25
n-C7H14 −→ 0.5C2H5 +0.5C3H7(L1)+0.5C4H6 +0.5C4H7(L1)+0.5CH3 59.25
C4H8-1 + H −→ p-C4H9 60.56
C4H7(L1) −→ C4H6 + H 61.68
C3H6 + H −→ C3H7(L1) 65.73
n-C10H20 + OH −→ H2O + n-C10H19 67.19
n-C10H19 −→ 0.6C2H4 + 0.5C3H5-A + 0.6C3H6 + 0.5C4H7(L1) +
0.5n-C7H14

67.19

C4H8-1 + H −→ p-C4H9 67.87

Table 7.10: Reactions showing the smallest width for C12H26/air flame, less than 70 µm.

7.3.2.4 Reaction analysis

Looking at how the important intermediate species influence the flame front, the relative
error of the laminar flame speed can be linked to the relative error of the reaction rate
integral, by using:

sL = 1
ρfresh(YF,burnt − YF,fresh)

∫
ω̇F (7.17)

the relative error of the laminar flame speed is equal to the error of the fuel source term
(ϵsL

= ϵ∫ ω̇F
) since ρfresh and YF,fresh do not depend on the flame resolution. Furthermore,

by expressing the fuel source term as a function of its reaction source term:

ω̇F =
Nr∑
j=1

νjωj (7.18)

and by introducing the relative error of the reaction j:

ϵ∫ ωj
=
∫

ωj −
∫

ωj,0∫
ωj,0

(7.19)

The error of the reaction rate then becomes:

ϵsL
=

Nr∑
j=1

νj

∫
ωj,0∫
ω̇F,0

ϵ∫ ωj
=

Nr∑
j=1

ϵsL,j
(7.20)

with νk the stoichiometric coefficient in front of the fuel in reaction j,
∫

ωj,0 the exact value
of the reaction rate of reaction j,

∫
ω̇F,0 the exact value of the fuel source term and ϵ∫ ωj

the
relative error of the reaction rate k. sL,j is then defined as the part of the rate of reaction
j that contributes to the laminar flame speed and ϵsL,j

the associated relative error. By
computing the values of νj

∫
ωj,0∫
ω̇F,0

ϵ∫ ωj
for each reaction rate, the reactions that influence

the flame by having the greatest errors can be determined. Figure 7.24 shows the laminar
flame speed relative error and the part of the error coming from reaction j ϵsL,j

.
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Figure 7.24: Relative error of the laminar flame speed ϵsL
and part of the error coming from

reaction j ϵsL,j
versus Nc in the thermal thickness at T = 400 K, ϕ = 1.0 and P = 1 bar.

Those graphs show that the reactions that are more prone to generate some errors on
the laminar flame speed are the one depending on the most diffusive intermediate species
(O, H and OH) because of their small weight. This is coherent with O, OH and H being
the species that are the most sensitive in the scheme (Fig. 2 in Appendix A). This also
shows that the diffusion mechanism influences the flame root, namely the fuel consumption,
which influences the whole flame and determine the laminar flame speed error. Moreover,
the error on the laminar flame speed is not determined by one reaction, but by several
reactions.

Direct n-dodecane decomposition reactions takes a smaller part of the error at the
beginning but become more important at the end in terms of proportion, as shown in
Appendix A. Indeed, their small thickness leads to a high level of error. Those direct fuel
decomposition reactions have the same relative error because their Arrhenius coefficients
are strictly identical.

When equation 7.20 is investigated, the expression may be divided into two sub-terms:

• The first component of equation 7.20,
∫

ωj,0∫
ω̇F,0

, is easy to determine and represents the
influence of the reaction rate j in the fuel source term.

• The second term, ϵ∫ ωj
, is expected to depend on the reaction rate discretisation.

To confirm this, Fig. 7.25 displays the error of the reaction rate compared to refined
case as a function of Nc used.

The reaction rate accuracy clearly depends on the number of points used. The least
discretised equations are then not obviously the one that impacts the most the laminar
flame speed. For instance, reaction CH3+HCO ←→ CH4+CO displays one of the highest
error in terms of integral of reaction rate but is completely invisible in the contributions
to the laminar flame speed final error. Every reaction linked to the fuel then influences
the flame accuracy in the following way:

• the more a reaction takes part in the energetic balance of the fuel source term, the
more this reaction influences the laminar flame speed.
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Figure 7.25: Relative error of the reaction rates ϵωj
as a function of the number of points

at T = 400 K, ϕ = 1.0 and P = 1 bar.

• the thinner a reaction rate is and the fewer number of points it contains, the biggest
error this reaction rate has and the more it influences the laminar flame speed.

A direct consequence of this result is the need for intermediate species to be present in
the mechanism. Indeed, species such as OH, H or O influence the flame because of their
diffusion properties.

7.3.3 Conclusion
The spatial discretisation of 1D premixed flames with ARC schemes has been investigated.
First, the parametric study on the error on the laminar flame speed as a function of the
number of points in the flame front shows that the temperature and the fuel composition
are the parameters that require the higher number of points in the flame front. The
Zeldovich statement, that 5 to 10 points in the flame front are sufficient to accurately
reproduce the laminar flame speed, can be extended to ARC.

Characteristic quantity profiles demonstrate that the final state of the flame does not
change much with the spatial discretisation and that the laminar flame speed is a fairly
good indicator of the overall flame convergence, even though all the species could not be
well-discretised. The flame is controlled by a reaction/diffusion mechanism, depending on
the fuel decomposition. The reaction rate quantity was suggested as the most practical
quantity to be looked at, showing that the reactions influencing the flame were either the
narrowest ones or the most powerful ones.

Now that the convergence of the flame with complex kinetics is ensured temporally and
spatially, the two-phase flow properties of the fuels may be analysed.
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Analysis of laminar spray flames
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As stated in Chapter 5, hydrocarbon fuels are liquid when containing more than four
atoms of carbon, which is the case for JETSCREEN fuels. Thus, the accurate description
of the evaporation properties is needed to characterise properly the different fuels and is
done in Section 8.1. As stated in Section 2.1, the interaction between the spay and the
flame is important for the flame structure, even more when dealing with multi-component
fuels. As a consequence, spray flame structures have to be studied. A 1D spray flame is
then investigated in Section 8.2. Finally, a spray counterflow diffusion flame is introduced
in Section 8.3 and analysed.

8.1 Evaporation properties of the surrogates
The droplet lifetime is monitored by its liquid properties, indicating how the droplet atom-
ises and evaporates before being consumed by the flame. First, fuel liquid properties are
compared in Section 8.1.1 for the three fuels A1, B1 and C1. Second, the multi-component
evaporation model is evaluated for A1, B1 and C1 by comparison with the DLR measure-
ments in Section 8.1.2 as well as the preferential evaporation behaviour phenomenon.
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8.1.1 Two–phase flow properties

As no atomisation model is used in AVBP, only the properties concerning the vaporisation
processes are compared.

First, the liquid density remains constant in AVBP because the conductivity is sup-
posed to be infinite, which is equivalent to no diffusion inside the droplet. The density
is considerably higher for C1 (ρL = 882 kg/m3) than for A1 (ρL = 756 kg/m3) and for
B1 (ρL = 751 kg/m3). The density impacts the number of droplets generate during the
atomisation process, namely C1 gives a lower droplet number than A1 and B1. Neverthe-
less, density is known to have a lower impact on the atomisation process than the other
parameters [109].

Figure 8.1 compares the vapour pressure and the specific enthalpy of vaporisation as a
function of the droplet temperature for the three fuels.
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Figure 8.1: Comparison of vaporisation properties between A1, B1 and C1.

The vapour pressure Psat,i represents the pressure at which the species i in the droplet
is supposed to be vaporised. Using the Raoult’s law [253], if Xi,liqPsat,i > XiP , with P
the pressure around the droplet, Xi,liq the liquid molar fraction and Xi the gaseous molar
fraction then the fuel remains liquid. On the contrary, if Xi,liqPsat,i < XiP , the droplet
changes of state and evaporates. For a multi-component fuel, the saturation pressure is
calculated through:

Psat =
∑

i

Xi,liqPsat,i (8.1)

Figure 8.1 shows that the saturation pressure is higher for A1 and B1 than for C1 for a
given liquid temperature. Therefore, the droplets are evaporating at a higher temperature
for C1 than for B1 and A1.

The vaporisation enthalpy represents the energy needed for a fuel to switch from the
liquid state to the gaseous state. Vaporisation enthalpy is considerably lower for B1 than
for A1 and C1, which indicates that B1 should evaporate faster than A1 and C1, when
considering only this parameter.

To conclude, after the vaporisation step, A1 and C1 are expected to produce larger
droplets than B1 because the vapour pressure of the three fuels is similar, but its vapori-
sation enthalpy is much smaller. C1 droplets are expected to sustain longer in the flame
because of the higher boiling temperature. The differences in evaporation are studied in
8.1.2.
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8.1.2 Evaporation properties
The multi-component evaporation Spalding model described in Chapter 5.1.1 can be eval-
uated for A1, B1 and C1 by comparison with measurements conducted at DLR [297]. The
aim of this paper was to compare numerical and experimental simulations of the droplet
diameter evolution for some fuels. The experimental setup is shown Fig. 8.2.

Figure 8.2: Experimental setup from DLR measuring
droplet diameter temporal evolution from [297].

A methane flat flame is stabilised in the domain. A duct is then introduced in the hot
gases, and the cold droplets are injected through this duct with gaseous nitrogen. The
droplet diameter is followed using microscopic double-pulse shadowgraphy technique. Gas
temperature profiles could not be measured, but DLR computed, with their in-house code
THETA, the configuration numerically, to provide both the gaseous temperature and the
gaseous mass fraction fields encountered by the droplets, see Fig. 8.3. The numerical
results from DLR in terms of evaporation were in good agreement with the measurements
for the 3 fuels considered in this work.

To assess the evaporation capability of AVBP for A1, B1 and C1, the DLR numerical
gaseous temperature and species profiles (show in Fig. 8.3 (left)), were used to compute the
evaporation of a single droplet of diameter size d0 = 80 µm. Note that measurements are
available for A1 and B1 only. Results for C1 are added to Fig. 8.3 (right) for comparison.

Figure 8.3 represents the temporal evolution of the non-dimensional diameter squared
divided by the initial diameter d0 squared for better comparison between the fuels. The
multi-component evaporation model is capable to reproduce the differences between the
fuel droplet evaporation time. However, the behaviour at low gaseous temperature is not
correctly reproduced for two main reasons:

• the Spalding model does not include liquid density variation inside the droplet as
the droplet is considered to be in a quasi-equilibrium mode. Therefore, the droplet
cannot become larger than the initial diameter, which is seen experimentally.
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Figure 8.3: Numerical gaseous profiles from DLR for gaseous temperature and mass frac-
tions (a) and comparison of the experimental and numerical diameter temporal evolution
for A1, B1 and C1 (b).

• the temperature and species mass fraction profiles that have been taken from the
DLR numerical simulation have not been compared to experimental measurements.
Thus, assessing the accuracy of the droplet environment is not entirely possible.

As expected in Section 8.1.1, B1 evaporates quicker than A1 and C1. The next step
is to study the impact of preferential evaporation due to the multi-component surrogates
considered. Figure 8.4 shows the temporal evolution of the liquid mass fractions of the
three components for A1, B1 and C1.
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Figure 8.4: Temporal evolution of liquid mass fractions in the droplets for A1, B1 and C1.

Preferential evaporation is observed for the three fuels:
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• for A1, methyl-cyclohexane is found to evaporate first, followed by xylene and n-
dodecane.

• for B1, iso-octane evaporates faster than iso-dodecane and iso-cetane.

• for the high aromatic fuel C1, iso-dodecane evaporates the fastest, followed by decalin
and methyl-naphthalene.

Such preferential evaporation may notably affect the 1D flame structure, as shown in
Section 8.2.

8.2 Multi-component spray flame structure
Evaporation affects key quantities of the flame, such as the laminar flame speed and the
final temperature, as shown in [265]. Therefore, two-phase multi-component flames need
to be studied in terms of structure. This work at CERFACS started in the PhD of Cazeres
[39] and Shastry [283]. Three main topics need to be pushed forward:

1. the comparison of the 1D two-phase flame with the corresponding 1D
gaseous flame was not performed, especially in terms of effective equivalence ratio
and predominant reactions.

2. when the fuel has slightly pre-evaporated before entering the flame front, as
it is the case in the SSB configuration, the pre-evaporation should not be considered
as uniform for every component., This influences the flame structure depending on
which species evaporates the first.

3. the two-phase flow structure impacts the pollutant productions, which was not
analysed in the previous works.

To investigate those complex spray flame structures, the setup of two-phase premixed
flame structure is necessary, as described in Section 8.2.1. In Section 8.2.2, the spray flame
dynamics are analysed. Finally, in Section 8.2.3, the influence of the liquid fuel on the
pollutant production is investigated.

8.2.1 Setup for a 1D spray flame
The setup of the 1D spray flames are displayed in Fig. 8.5.

Fresh gases Burnt gases

L = 2 cm
T = 323.15 K

P = 1 bar

Liquid injection
𝜙" , 𝑑$ = 20	𝜇𝑚

Flame frontGaseous injection
𝜙+ + air

Figure 8.5: Sketch of the 1D spray flame configuration.
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A gaseous premixed flame with equivalence ratio ϕg is first set up at atmospheric
pressure and ambient temperature. Then droplets are injected just before the flame front
in order to avoid any evaporation prior to the flame front and control the droplet state
before evaporation and combustion. The diameter is constant (dp = 20 µm). Three cases
are compared, all shows the same total equivalence ratio ϕtot = ϕG + ϕL = 0.8:

• the gaseous premixed flame (ϕG = 0.8, ϕL = 0.0).

• the semi-gaseous flame (0 < ϕG < 0.8, 0 < ϕL < 0.8).

• the fully liquid flame (ϕG = 0.0, ϕL = 0.8).

For the semi-gaseous case, preferential evaporation must be evaluated to determine the
fuel gaseous and liquid compositions. As the fuel is composed of three different species,
the mass fraction of one component over the total mass of interest:

Y eff
Fk

= mFk

mF

= YFk

YF

(8.2)

with mF,k the mass of the component k and mF the total liquid mass defines as

mF =
∑
Fi

mFi

YF =
∑
Fi

YFi

(8.3)

To evaluate the pre-evaporated fuel quantities, the setup of the single droplet evapora-
tion case in Section 8.1.2 is used. Figure 8.6 displays the gaseous and liquid equivalence
ratios (left) and the given composition of the single components (right) as a function of
the time divided by the squared diameter for the three fuels A1, B1 and C1.
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Figure 8.6: Equivalence ratios (left) and fuel gaseous mass fractions (right) as a function
of the time divided by the initial diameter squared for A1 (top), B1 (middle) and C1
(bottom).

As expected, the gaseous equivalence ratio is increasing and the liquid one decreasing
through time. For the species mass fractions, the gaseous mass fractions at the end of the
computation are the same as the initial liquid ones, since the whole liquid fuel was turned
into vapour. However, before totally pre-evaporating, they face preferential evaporation
which will affect the flame structure. Values corresponding to the vertical line at t/d0 =
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Fuel Liquid phase Gaseous phase Reference value
A1 ϕ ϕL = 0.3 ϕG = 0.5 ϕG = 0.8

Y eff
NC12H26 [%] 95.23 31.9 71.4

Y eff
MCY C6 [%] 0.13 36.3 13.75

Y eff
XY LENE [%] 4.64 31.8 14.85

B1 ϕ ϕL = 0.34 ϕG = 0.46
Y eff

IC8H18 [%] 0.16 12.5 5.5
Y eff

IC12H26 [%] 82.81 85.6 84
Y eff

IC16H34 [%] 17.03 1.9 10.5
C1 ϕ ϕL = 0.275 ϕG = 0.525

Y eff
DECALIN [%] 55.86 59.3 57

Y eff
IC12H26 [%] 17.94 33.9 19.5

Y eff
C10H7CH3 [%] 26.2 6.8 23.5

Table 8.1: Mass composition of the three components for the semi-gaseous and the reference
cases for A1, B1 and C1.

20 s.mm−1 are summarised in Table 8.1 for the liquid and gaseous equivalence ratios,
as well as for the mass fractions in the different phases. The reference value of the fuel
compositions in the pure gaseous case are also given.

Two differences of this setup with the experimental work can be highlighted:
• the experiment was realised with dp = 80 µm and the 1D flame is simulated with

dp = 20 µm.

• the resulted simulation was made up with temperature and species profiles that are
not the same as the ones in the 1D premixed flame.

Preferential evaporation does not depend on the initial diameter because of the infinite
diffusion of the fuels inside the droplet.

However, preferential evaporation depends on the gaseous temperature, since the es-
timated molar fraction at the droplet interface Xi,ζ depends on the saturation pressure,
which is dependent on the temperature. When the droplet temperature is reaching its
maximum temperature, the saturation pressure ratio is fixed and therefore the preferential
evaporation does not depend on the temperature anymore.

Finally, these values have been set as inputs of the gaseous and liquid inlets of the
spray flames. The speed at the inlet of the domain is set to the gaseous flame speed and
is evaluated afterwards through the species source term for post-processing. The multi-
component model presented in Section 5.1.1.2 is used.

8.2.2 Flame dynamics
To compare the fuel consumption structure with the 1D gaseous flame, the total effective
equivalence ratio presented in Section 7.2.2 of the different species for the three fuels is
represented in Fig. 8.7.
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Figure 8.7: Effective equivalence ratio of the gaseous, semi-gaseous and liquid cases for
A1, B1 and C1.

The conclusions are very different for the three fuels:

• for A1, the effective equivalence ratio shows that the reacting species order is very
different for a 1D flame and a 1D two-phase flame. Indeed, for the gaseous flame,
NC12H26 is the first species to react, followed by MCYC6 and XYLENE. In the
two other cases, NC12H26 is the last species remaining in the medium because it is
the last species to evaporate. Furthermore, the relative importance of the different
species is slightly different for the semi-gaseous and liquid case. Indeed, methyl-
cyclohexane in A1 and xylene in C1 seem to be present in higher proportion than in
the initial blend for the semi-gaseous case.

• for B1, the order of the species is also very different. In the pure gaseous case,
IC16H34 is the first to react, followed by IC12H26 and IC8H18, the last species
remaining in the domain. For the other cases, this order is inverted because IC8H18
is the first to evaporate, followed by IC12H26 and IC16H34. No difference is clearly
visible between the three cases.

• for C1, the order remains the same between the pure gaseous flame and the liquid
flames. Indeed, the chemical reactivity goes along the evaporation characteristic
timescale for this fuel. For the semi-gaseous case, IC12H26 seems to have a higher
effective equivalence ratio and C10H7CH3 a lower one in comparison to the full liquid
case.
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Of course, preferential evaporation (and thus reactivity) influences the flame structure.
In order to analyse the impact of the pre-evaporation, Fig. 8.8 represents the heat release
rate and the species source terms for the three fuels A1, B1 and C1 and each case: gaseous,
semi-gaseous and liquid.
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Figure 8.8: Heat release rate and species source terms for the three fuels and each liquid
equivalence ratio.

As depicted in [39], increasing the liquid equivalence ratio is tantamount to a lower
maximum heat release rate (or species source term) and an increase of its spread in the
burned gases area.

• in the A1 case, the proportion of fuel reacting as pre-evaporation and the one reacting
in the burnt gases is very different depending on the three cases. For the pure gaseous
case, NC12H26 source term is 10 orders of magnitude above the two other species
source term whereas for the two-other cases, it exhibits roughly the same order of
magnitude. The only fuel that seems to contribute to the heat release rate for the
semi-gaseous and fully liquid cases in the burnt gases area is n-dodecane.

• in the B1 case, as IC12H26 is the greatest in proportion, this fuels species is dominant
in the three simulations compared to the two others. All the fuels do not enter deeply
in the burnt gases area.
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• in the C1 case, DECALIN shows the greatest peak in front of IC12H26 and C10H7CH3.
In the semi-gaseous case, DECALIN becomes low compared to IC12H26. C10H7CH3
for the same case is very reduced and burns mostly in the burnt gases area.

This reveals that every fuel is not giving the same contribution to the total species
source term, which could influence how the laminar flame speed is actually evolving with
the liquid equivalence ratio. For that reason, Fig. 8.9 presents the evolution of the laminar
flame speed. As well, the effective source term integral for the three fuels is shown and
each case as a function of the liquid equivalence ratio, defined as:(∫

ω̇Fk
dx
)eff

=
∫

ω̇Fk
dx∫

ω̇F dx
(8.4)

with ω̇Fk
the source term of species Fk and ω̇F the total fuel source term.
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Figure 8.9: Laminar flame speed and effective source term integral for A1, B1 and C1
versus the liquid equivalence ratio.

For every case, the contribution of the species source terms is the same for the edges,
namely a totally gaseous flame and a totally liquid flame, except for B1 flame. In-between
however, the preferential evaporation has an impact on the value of the laminar flame
speed:

• for A1, as shown on the species source term graph, the contribution of n-dodecane is
lowered for the pre-evaporation part of the species source term, leading to a strong
decrease of the laminar flame speed.

• for B1, the quantities are not evolving much and the contribution of the species is
nearly the same, therefore the laminar flame speed decreases normally.
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• for C1, the laminar flame speed is going up for the semi-gaseous case. Indeed,
as IC12H26 source term increasing and as it has a better efficiency than methyl-
naphthalene, the laminar flame speed is rising.

Concerning the laminar flame speed evolution, as explained in [283] and in [39], the
curves are decreasing because the two-phase flow is reducing the flame dynamic properties.
Moreover, the global equivalence ratio is lean and can not go through a stoichiometric
reaction near the flame front, the only case where the laminar flame speed can increase
with a higher liquid loading [283]. The order between the three curves is not changed with
increasing the liquid equivalence ratio. The three curves are decreasing very differently and
this can be correlated with the amount of fuel component burning through the formula:

sL = − 1
ρ1Ytot,1

Nfuel∑
k=1

∫ L

x=0
ω̇kdx (8.5)

with ρ1 the cold flow density, Ytot,1 the total fuel mass fraction and
∫ L

x=0 ω̇kdx the fuel
source term of the species k. Indeed, the laminar flame speed is evolving with the fuel
source term. When dealing with multi-component, there is then a competition between
the different fuels and their contribution to the laminar flame speed, and the semi-gaseous
case is interesting to highlight the differences between the blends:

• A1 fuel laminar flame speed is decreasing very sharply, i.e. more than if the decrease
was linear between ϕg = 0.0 and ϕl = 0.8. As xylene and methyl-cyclohexane are
contributing more to the overall source term than the extreme cases, the laminar
flame speed is then decreased.

• B1 fuel shows a slightly higher laminar flame speed than the linear curve, due to the
increase of iso-octane compared to iso-cetane.

• C1 fuel is the most interesting case, as the laminar flame speed is increasing for
the semi-gaseous case and then decreases towards the fully liquid fuel. The strong
increase of iso-dodecane combustion in the effective fuel source term is the answer.
Indeed, as methyl-naphthalene is very poorly reactive, the strong reactivity of iso-
dodecane enhances the flame dynamics.

To sum-up, the two-phase flame structure is influencing the combustion in two ways:

• generally, the more liquid the flame is, the lowest the flame burning properties are,
since the flame is lean.

• if a species is likely to be more present in terms of proportion because of the prefer-
ential evaporation, conclusions stated in the previous point may change.

Next section underlines the impact of the flame structure on pollutants’ production.

8.2.3 Influence of the liquid phase on pollutants prediction
The flame structure can explain how quantities of interest evolve with preferential evap-
oration. One can also wonder how the pollutants concentration rises for the fuels and if
their release is drastically different or not for two-phase flow flames. The mechanism that
was developed for this study does not contain any NOx and soot pathways in it. However,
several variables might be evaluated:
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• CO and CO2 concentrations are directly accessible from the species in the mecha-
nism.

• for NOx, as the fuel burning is a heavy hydrocarbon in lean conditions, the pathway
is mostly the thermal one. Therefore, the final temperature of the flame should be
an indicator of the NOx production.

Figure 8.10 represent those different quantities. As well, the maximum equivalence
ratio in the flame was plotted for the three fuels.
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Figure 8.10: Maximum of equivalence ratio, temperature, CO and CO2 mass fractions for
the A1, B1 and C1 fuels and varying the liquid equivalence ratio.

The evolution of the different pollutant species for the three fuels may be analysed:

• first, CO2 mass fraction maximum remains the same when considering the fully
gaseous and the fully liquid cases. However, when looking at the intermediate case,
small differences appear. C1 has a slightly lower CO2 emissions because of iso-
dodecane is more consumed in the premixed mode than the initial composition. For
A1, however, the opposite is happening because xylene is more present in the gaseous
consumption, creating more carbon dioxide. B1 does not show great disparities
compared to the initial case.

• CO mass fraction maximum increases when going towards full liquid fuel for every
fuel. A1 and C1 CO levels seem to be lower at full gaseous fuel, but a shift is occurring
and A1 is higher at full liquid fuel than B1 and C1. Overall, the differences between
the three fuels are very small and optimisation of the system would better performed
by working on the evaporation, the atomisation and on the operating point than on
the fuel itself for CO emissions.

• the maximum temperature graph testifies that the final temperature of C1 remains
a lot higher than the two other temperatures. C1 would then be more prone to
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NOx creation than A1 and B1. However, the maximum temperature is a too simple
criterion to compare the three fuels, as the temperature differences between the three
fuels does not reflect at all the strong difference in terms of NOx production.

Overall, the graph displaying the maximum of equivalence ratio displays the same trend
for the three fuels: if the fuel is less pre-evaporated when reaching the flame front, the
local equivalence ratio tends to be higher and the emissions are rising.

8.2.4 Conclusion
The aim of this section was to list the fuel dependencies on the two-phase flow properties,
to have an idea on the 3D calculation output as well as to give the tools to analyse it.

Evaporation was well-discretised between the fuels due to the two-phase flow properties
that occur during the atomisation and the vaporisation processes. This last process is
influencing the diameter reduction the most as B1 was found to have a lower reactivity
than A1 and C1. Preferential evaporation could be well retrieved, influencing the location
of the fuel combustion, as shown in the last section.

Indeed, the two-phase flow 1D premixed flame setup has shown that flame structure
is completely reshaped when the evaporation is taken into account, especially when the
fuel evaporation is contradictory with the combustion behaviour. Main reacting properties
are found to be decreased when increasing the liquid phase proportion at injection, except
when fuel proportion is changed, leading to enhanced combustion properties (C1 case for
instance). Increasing the liquid loading slightly changed the CO2 mass fraction, but levels
remain slightly the same. CO mass fraction however increased with higher liquid loading.
As the maximal temperature is reduced when burning more liquid fuel, the NOx levels are
expected to decrease along with ϕl.

When the fuel is injected as a two-phase flow in 3D real burner, the flame structure
is very important to detect how the fuel is consumed by the flame. Configurations with
premixed, diffusion, two-phase premixed and two-phase diffusion modes may be found as
well as more stratified fields. Two-phase diffusion flames, especially with polydisperse fields,
exhibit a very complex flame structure and the next chapter analyses it in comparison with
experimental visualisations. This also introduces more complex evaporation analysis and
modelling, used in the 3D configuration Chapter 9.

8.3 Spray counterflow diffusion flame
The Counterflow Diffusion Flame (CDF) is a canonical case for non-premixed combustion
and is the subject of many studies. When fuel is injected in an atomised liquid state in
the counterflow, the resulting spray flame structure is not known a priori. Studies on
counterflows comprising an inert gas and droplets of fuel on one side and an oxidiser on
the other side are flourishing [43], [245]. Objectives are to characterise the response [174]
of the flame to the droplet characteristics, to a perturbation [95] or near extinction [71].
Counterflow spray flames are also useful for flamelet models, which assume a priori a flame
regime and structure [216].

Flames featuring several reaction zones have already been observed in partially pre-
mixed cases [105]. For pure counterflow flames, the structure depends on whether the
droplets pre-evaporate or interact directly with the flame. In the latter case, various com-
bustion regimes may occur, from a single droplet combustion to an external sheath group
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combustion [256]. Spray counterflow flames are therefore very sensitive to the droplet di-
ameter, the global equivalence ratio and the strain rate. Such flames have largely been
characterised in the literature, using monodisperse and bidisperse size-distributions of the
spray [112], stating that the flame temperature increases with the droplet diameter due
to the longer residence time in the flame [72]. The next question is therefore to know
how polydispersion size impacts the flame structure. This is the objective of the present
chapter.

To do so, the experimental configuration of Mikami [201], a polydisperse heptane-
oxygen spray flame, is chosen. The chemistry is modelled with an Analytically Reduced
Chemistry (ARC) for a better cost/accuracy trade-off. The chapter is organised as follows.
In Section 8.3.1, the experimental case, mesh and main parameters of the numerical set-up
are described. Results are presented in Section 8.3.2 for the polydisperse case and analysed
with the help of monodisperse case in Section 8.3.3. Finally, the single droplet modelling
is tackled in Section 8.3.4. Most of the results presented here have been presented at the
38th combustion symposium [319].

8.3.1 Presentation of the configuration and numerical set–up
The aim of this section is to show how the experimental work of Mikami was converted
to a numerical simulation in order to analyse the flame structure. Section 8.3.1.1 sums up
the experimental case and main findings of Mikami. Based on this configuration, Section
8.3.1.2 details the numerical setup built to simulate the counterflow flame. Finally, the
chemical scheme development is explained in Section 8.3.1.3.

8.3.1.1 Experimental case

The configuration is the same as Mikami’s et al. [201], where a complex flame resulting
from the direct interaction of droplets with the flame was observed. A sketch of this
configuration is presented in Fig. 8.11. Two opposed streams, pure oxygen on one side and
fuel droplets with nitrogen on the other side, lead to a counterflow flame. The inner ducts
(diameter din = 23 mm and length 700 mm) containing the oxidiser and fuel streams are
placed inside outer ducts (diameter dout = 40 cm and length 300 mm) containing nitrogen
flow to avoid the shearing of the reactant stream flows by the ambient air. N-heptane is
used as liquid fuel. Both inner gaseous streams are set to qN2 = qO2 = 20 L/min, while the
fuel stream is set to qF = 6 mL/min, leading to a lean configuration of global equivalence
ratio:

ϕg = s
ρF qF ṁ2

ρO2qO2ṁ1
= 0.55 (8.6)

with s being the stoichiometric ratio, ρ the density and m1 (respectively m2 ) the mass
flow rate of the upper (respectively lower) stream. The distance between the two injectors
is h = 10 mm. The global strain rate was maintained at aexp = 320 s−1, defined by the
following formula:

aexp = 2
h

(
v1 + v2

√
ρ1

ρ2

)
= 320 s−1 (8.7)

with v1 (respectively v2) the velocity magnitude and ρ1 (respectively ρ2) the gas density of
the upper (respectively lower) stream. This strain-rate, called the oxidiser side theoretical
strain rate, corresponds to the theoretical gradient of the stagnation point of the plug flow
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[214], i.e. neglecting the viscosity. As many theoretical analyses are given with the strain
rate defined in Chapter 3, the equivalent strain rate used numerically is the following:

anum = |v1|+ |v2|
h

= 160 s−1 (8.8)

As the densities of both incoming fields look similar, the only difference between the
two values is a factor 2 that comes from the derivation of the formula.
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Figure 8.11: Experimental setup (left), flame visualisation (upper right) and numerical
PDF (lower right) from [201] of the studied spray counterflow diffusion flame.

The size distribution of the droplets is shown in Fig. 8.11 and was taken from Mikami
et al.. Mikami presented several cases, among which one was illustrated with a direct
visualisation of the reactive area, showing a large reaction zone with burning droplets
passing through. This case was then chosen for the present study.

8.3.1.2 Numerical setup

The axisymmetric configuration was transformed into an equivalent planar two-dimensional
geometry shown Fig. 8.12. The surrounding nitrogen side flows have been included. The
mesh contains around 500 000 triangles and is refined at the centre of the domain to
reach a cell size of 20 µm, while it is 100 µm at injection. With injection velocities of
v1 = v2 = 0.8 m/s, the Reynolds number is approximately 2.103, which means a fully
laminar flow.

Simulations were performed with the in-house code AVBP1. Convection is computed
with the Lax-Wendroff [163] scheme of order 2 and a finite element of order 2 is used
for diffusion. Droplets are tracked with a Lagrangian methodology and are considered as
source points that interact with the gaseous field via source terms for mass, momentum and
energy transfer. The drag model is Schiller and Naumann’s [279] and the evaporation model

1https://www.cerfacs.fr/avbp7x/
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Figure 8.12: Characteristic cell length field (left) and plot (right) at the central axis.

Numerical models
Convective scheme Lax-Wendroff [163] of order 2
Diffusive scheme Finite element of order 2
Artificial viscosity model Colin based on ρu and ρY
Liquid properties
Modelling Lagrangian
Evaporation model Abramzon & Sirignano [1]
Drag model Schiller & Naumann [279]
Injection type Line
Distribution type User-defined
Walls
Gaseous Adiabatic.
Liquid Elastic rebound.

Table 8.2: Numerical setup of the spray counterflow diffusion flame.

from Abramzon and Sirignano (AS) [1]. The distribution is taken from the experimental
work and injection on a line on the patch representing the nitrogen flow. Walls that are
not inlet or outlet are all adiabatic for the gas and have no influence on the counterflow
diffusion flame structure. Droplets are supposed to elastically rebound on the walls.

For an accurate description of the combustion chemistry, the Analytically Reduced
Chemistry (ARC) methodology was used to develop a reduced mechanism for heptane
oxy-combustion. Such reduced schemes have already shown good results [87], [134] while
being still computationally affordable. Reduction parameters and results are presented in
the next section.

8.3.1.3 Chemical scheme

The reduction code ARCANE [40], based on the methodology of [225] for chemistry reduc-
tion and jointly developed at CERFACS and Cornell University, has been used to reduce
the detailed mechanism of Jerzembeck [135]. Fuel, CO, CO2 and the heat release have
been set as targets for a maximum error below 7% for the heat release rate and 1% for the
maxima of the species mass fractions and temperature. The ARC scheme finally comprises
29 transported species, 90 reactions and 7 QSS species.

Results are provided in Fig. 8.13. As the auto-ignition time was not a major issue in this
work and was found to be a limit in terms of reduction, its error was set high, which lead to
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Case type a [s−1] T [K] P [Pa] ϕ [-] Error [%]
0D isochoric reac-
tor 1000 1e5 1.0 tig: 30

1D diffusion flame 160 400 1e5 0.6 - 1.0 - 1.4
∫

HRR: 7
T: 1

Table 8.3: Reduction cases for C7H16/O2.

an ARC mechanism that reacts faster than the corresponding detailed mechanism. Indeed,
as combustion of the droplet is occurring mainly because of the temperature diffusion, the
ignition of the mixture is not an issue to start combustion.

Second, the premixed laminar flame speed was plotted as a function of the equivalence
ratio. As only diffusive cases were targeted for the reduction, paths can be missing and
lead to a high error around ϕ = 1 (approximately 20%). No premixed cases were targeted
for being able to reach an acceptable number of species for the reduction. For very lean
and rich equivalence ratios, the reduction is performing well, even for cases that were not
targeted.

Finally, for diffusion flames, the quantity of interest is the integral of the heat release
rate [284]. This quantity is performing well on the whole domain and is very close to
the detailed mechanism behaviour. Profiles at ϕg = 0.55 are presented on the right of
Fig. 8.13 and also show a good agreement between the obtained ARC mechanism and the
detailed mechanism for a laminar diffusion flame at ϕg = 0.55. The endothermic peak of
the heat release rate is slightly underpredicted, but the flame structure is captured, even
for intermediate species. The final state as well as the intermediate species profiles are
very well captured.

Chemical timescales of the transported species are shown in Fig. 8.14. The shortest
timescale of approximately 2.10−8 s, which is above the convective time-step, ensuring the
proper integration of the chemistry in the numerical work.

8.3.2 Polydisperse spray flame
Figure 8.15 shows the computed heat release rate field for the polydisperse case along with
examples of computed particle trajectories.

The flame shows two continuous reaction zones, separated by a zone of discrete particle
burning, as observed in the experiment. As expected, the droplet trajectories are much
correlated to their diameter. Small particles evaporate quickly and follow the gas flow,
whereas larger particles persist longer along more straight lines, even crossing the entire
flame front for the largest ones.

Thermal and velocity profiles are shown in Fig. 8.16. The temperature profile is very
wide and encapsulates the heat release rate profile, exhibiting two distinct peaks with a
highly fluctuating area in-between. The velocity profile is very strong in the oxidiser region.

Mass fraction profiles obtained for the reactants (C7H16 and O2), the major products
(CO, CO2 and H2O) and N2 in the centre line of the configuration are given as well Fig.
8.16. The two reaction zones of Fig. 8.15 are linked to the two fuel peaks seen in Fig. 8.16.
The main flame front stabilises on the fuel side, as dictated by the lean global equivalence
ratio of the configuration. Note that oxygen and heptane do not react directly with each
other but first decline in other species which then enter the oxidation process, as described
in the ARC scheme.
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Figure 8.13: Scheme validation (left) on 0D isochoric reactors (top), 1D premixed flames
(middle) and 1D counterflow diffusion flames (bottom) and gaseous diffusion flame struc-
ture accuracy (right) between detailed mechanism (full lines) and ARC mechanism (dashed
lines) for T = 300 K and P = 1 bar.

A secondary flame appears on the oxidiser side, where a second heptane peak is formed.
This results from large droplets which are able to cross the double flame front and still
evaporate in the oxidiser stream. The fuel vapour then mixes with the oxygen, sustaining
a lean secondary premixed flame.

This flame structure is unusual and is being analysed in Section 8.3.3.

8.3.3 Flame structural analysis
To better illustrate the effect of polydispersity on the flame structure, several monodisperse
cases have also been computed, namely with droplet diameters of 5 µm, 25 µm, 75 µm,
175 µm and 123 µm. This latter corresponds to the SMD of the distribution.

155



156 8.3. SPRAY COUNTERFLOW DIFFUSION FLAME

N2 O O2 H2 H OH
H2

O2 H2
O

HO
2

HC
O

CH
2

CO
CH

2O CO
2

CH
3

CH
4

C2
H4

C2
H5

C2
H2

CH
2C

O
C3

H4
XA

C3
H4

XP
C3

H5
XA

C2
H3

C3
H3

C3
H6

C5
H1

0X
1

C7
H1

6
HC

CO

Species [-]

10 8

10 7

10 6

10 5

Ti
me

sca
les

 [s
]

Figure 8.14: Chemical timescales of the reactive species from the ARC mechanism.
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Figure 8.15: Heat release rate field for the polydisperse computation, along with computed
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These different diameter values correspond to cases where pre-evaporation of the droplets
before the flame zone is total (5 µm), partial (25 µm, 75 µm and 123 µm) and nearly non-
existent (175 µm). The droplet motion is controlled by both the Stokes number St and
the vaporisation number Ψ, defined for a counterflow diffusion flame as:

St = τp

τflow

=
ρld

2
pa

18ρgνg

(8.9)

with ρl the liquid density, dp the droplet diameter, ρg the gaseous density and νg the
gaseous kinematic viscosity, and:

Ψ = τevap

τflow

=
d2

pa

K
(8.10)

where K = 8ρgDF /ρl ln(BM + 1) where DF is the fuel diffusivity and BM the Spalding
mass number is the vaporisation rate constant.

The Stokes number compares the relaxation time of the particle τp with the charac-
teristic time of the flow τflow, which is defined as 1/a with a the flame strain rate in this
configuration. Conversely, the vaporisation number compares the evaporation characteris-
tic time τevap with the flow characteristic time. The particle diameter drives both numbers.
This has consequences on the particle motion, as shown in Fig. 8.17.

Figure 8.17: Stokes and vaporisation numbers as a function of the diameter size from [201]

This graph represents both non-dimensional numbers, St and Ψ, for varying droplet
diameters evaluated and with K = 1 mm2/s. The larger particles, the longer time they
stop and evaporate. This explains the strong impact of the droplet diameter on combustion
and the expected new flame structures induced by size polydispersion combining various
droplets’ behaviour.

In the present cases, the relaxation time of the largest droplet is one order of magni-
tude lower than the flow time through the atomiser. Therefore, the injected droplets are
considered mostly in equilibrium with the gas and have mean velocity at injection with
only one percent velocity fluctuation.
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To start with, monodisperse flame profiles are compared polydisperse ones in Section
8.3.3.1. The origin of the second peak of heat release rate is then explained in Section
8.3.3.2. Finally, the flow regime is detailed in Section 8.3.3.3.

8.3.3.1 Comparison with monodisperse cases

The aim is to give more insights about the polydisperse case compared to several monodis-
perse cases. First, time-averaged heat release rate and temperature profiles are compared
in Fig. 8.18.
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Figure 8.18: Time-averaged temperature (a) and heat release rate (b) profiles on the central
line for numerous monodisperse and polydisperse cases.

The more the diameter increases, the more the maximum temperature increases, reach-
ing its maximal value for dp = 75 µm at T = 3035 K (the maximum adiabatic temperature
is 3150 K for ϕ = 1.1). Profiles are also more shifted to the right, showing a larger reaction
zone. Once the maximum temperature is reached, profiles are expanding on the left side,
that is to say the fuel/nitrogen side.

These results are in agreement with the heat release rate profiles. The bigger the
diameter, the further right the heat release rate peak occurs. For the polydisperse case,
no clear single peak is visible, but only two small peaks with the same intensity seem to
appear. The endothermic zone is visible until dp = 123 µm. For dp = 175 µm and the
polydisperse case, the flame exhibits no negative heat release rate peak, which is explained
by smaller pre-evaporation compared to the other cases. Finally, the bigger the diameter
is, the higher a second flame peak appears on the right side of the flame.

To understand better the differences between the temperature profiles, Fig. 8.19 rep-
resents the temperature profiles as a function of the Bilger mixture fraction (defined in
Section 3.3.3.2) for the different monodisperse cases, the polydisperse case and the gaseous
case.

The dp = 5 µm case is very close to the gaseous profile with a bigger difference when
going towards the fuel side (z = 1), since the fuel vaporisation for the dp = 5 µm lowers at
first the temperature (for 0.9 < z < 1.0).

For larger diameters (dp < 75 µm), the flame seems to extend towards the oxidiser side
first„ the temperature increasing and the profiles being shifted to the left. For diameters
dp > 75 µm, the profiles are not shifted anymore towards the left side, but the tempera-
ture on the fuel side increases, as if the profiles inflated. Indeed, as less pre-evaporation
occurs, the droplets are only consumed in the flame front, which increases the temperature

158



CHAPTER 8. ANALYSIS OF LAMINAR SPRAY FLAMES 159

0.0 0.2 0.4 0.6 0.8 1.0
z [-]

1000

2000

3000
T 

[K
]

dp = 5
dp = 25
dp = 75

dp = 123
dp = 175

Polydisperse
gaseous

Figure 8.19: Time-averaged temperature versus Bilger
mixture fraction for various monodisperse, the polydis-
perse case and the gaseous case.

for a fixed mixture fraction on the fuel side when the injected diameter increases. This
also implies that the stoichiometric mixture fraction zst seen by the flame is different for
increasing diameters and stabilises when the droplets are big enough, as the temperature
maxima are shifted to lower mixture fractions.

To investigate the diameter impact on the flame structure, the flame thickness is then
evaluated. As defined by [284], the thickness of a diffusion flame is usually defined as:

δCDF
L = 1

(∂z/∂x)st

=
√πD

2a


st

(8.11)

with D the diffusion supposed to be constant and a the strain rate. However, this definition
cannot be used for this case because the value of stoichiometry changes too much and
cannot be used properly since wiggles perturb the value. To estimate δCDF

L in our case,
the distance between the location of T = 400 K (convenient value to detect the sharp rise
of temperature) on both sides is measured and results are reported in Fig. 8.20.

First, the diffusion flame thickness is of the order of the millimetre whatever the case,
which is much higher than the thickness corresponding gaseous premixed flame. Second,
with the diameter increases, the flame thickness increases due to the longer evaporation
time. Linking the flame thickness to the flow properties was performed in the work of
Rochette et al. [265], where the evaporation thickness δev was estimated to be equal to
δev = ulτev. As shown in Section 3.3.3, the thickness evaluation is very different for the
premixed and diffusion flame cases. Therefore, the application of the formula of [265] (not
shown here) did not lead to satisfactory conclusions.

Eventually, dynamic properties are evaluated for all the cases. Figure 8.21 represents
the time-averaged velocity and strain rate profiles on the vertical line for the different
monodisperse, the polydisperse and the gaseous cases, with the following definition to
evaluate the strain rate:

a = 1
ρg

∂ρv

∂y
(8.12)
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with ρg the gaseous density, y the axial position and v the axial velocity.
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Figure 8.21: Time-averaged velocity (a) and strain-rate (b) versus axial position on the
central line for various monodisperse, the polydisperse and the gaseous cases.

The gaseous velocity profile can be explained by the density profiles (shown Fig. 8.22).
Indeed, as both flows face each other, the velocity should decrease in intensity when getting
closer to x = 0 and grow up again on the other side. However, because of the reaction
zone in the middle of the domain, the density is there reduced, resulting in an increase of
the velocity absolute value on both sides.

For the gaseous case, the profile is almost symmetric on both sides, because the velocity
is almost the same on both sides. As the strain rate proportional to the derivative of this
axial velocity field, the strain rate for the gaseous case is negative on both edges, then
exhibits two positive peaks when getting closer to the reaction zone (corresponding to
the increase of velocity) and is finally negative in the reaction zone. There is a slight
asymmetry between the oxidiser and the fuel strain rate peaks.

For the dp = 5 µm case, the velocity profile is very similar to the gaseous profile on the
oxidiser side, but exhibits a slight drop on the fuel side. This corresponds to the sudden
increase of the fuel mass fraction due to the evaporation of the droplets.
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Figure 8.22: Time-averaged density versus axial position on the central line for various
monodisperse, the polydisperse and the gaseous cases.

When increasing the droplet size, the velocity becomes higher on the oxidiser size and
the peak on the fuel side is less visible. The sudden increase of fuel mass fraction has
almost completely disappeared for a very large diameters and for the polydisperse case.
This impacts the strain rate profiles, with a three-peaks shape for large diameter cases and
the polydisperse case:

• one peak for the fuel entering the burnt gases area as for the gaseous case, almost
constant in terms of higher value.

• one on the oxidiser side that become higher when the diameter increases and stabilises
at a given diameter.

• one in the hot temperature area, representing the sudden variation of fuel associated
to the location where the fuel has almost completely vaporised, which moves to the
right with increasing diameter.

To sum up, the monodisperse cases show that the flame burns more intensively along
when the droplet diameter increases. Indeed, the temperature rises and the burnt gases
area is widened. Moreover, dynamic profiles exhibit higher values, considering either the
velocity or the strain rate profiles.

8.3.3.2 Second flame peak

Figure 8.23 gives a comparison of the heat release rate field between the polydisperse and
the different monodisperse computations.

As shown earlier, only the polydisperse case shows a double flame front with a compa-
rable amount of heat released in both flames. The two small diameter particle cases give
similar flames, having the structure close to a gaseous diffusion flame. However, the late
fuel evaporation leads to locally higher fuel mass fraction, i.e., higher equivalence ratio
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(ϕ = sY 0
F /Y 0

O2 , with Y 0
F and Y 0

O2 respectively the fuel and oxygen mass fractions in the fuel
and oxidiser streams) seen by the flame.

As well, Fig. 8.23 shows the Takeno flame index, defined as the Takeno number mul-
tiplied by the fuel source term, and expressed as in Chapter 3:

T ω̇ = − ∇YF · ∇YO2

|∇YF · ∇YO2 |
ω̇C7H16 (8.13)

4

2

0

2

4

y (
mm

)

5 m 75 m 123 m 175 m Polyd.

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

lo
g 1

0(
H

RR
1G

W
/m

3
) [

-]

(a) Heat release rate

4

2

0

2

4

y (
mm

)

5 m 75 m 123 m 175 m Polyd.

2

1

0

1

2

Tx
lo

g 1
0(

C 7
H

16

1k
g/

m
3 /s

) [
-]

(b) Takeno flame index

Figure 8.23: Gaseous fields for dp = 5 µm, dp = 75 µm, dp = 123 µm, dp = 175 µm and the
polydisperse configuration.

As the fuel source term is always negative, a positive index means a premixed flame
structure and a negative one a diffusion flame structure. The positive Takeno on the fuel
side for the dp = 75 µm case is due to the increasing fuel mass fraction as droplets evaporate
while approaching the main reaction zone, and should not be interpreted as a premixed
flame. The main flame in the fuel side is non-premixed, resulting from the burning of the
fuel vapour with the opposite oxygen stream. When the diameter increases, this diffusion
flame gradually weakens, and a premixed flame zone appears on the oxidiser side. In the
polydisperse case, both the non-premixed and premixed zones are present in relatively
similar proportions. To achieve these plots, the evaporate rate and the source term fields
are also given in Appendix C.

To better understand these flame structures, Fig. 8.24 shows the heat release rate profile
of gaseous flames at different values of ϕg. In globally rich cases, the decomposition of fuel
into smaller molecules, in particular the hydrogen radical enhances secondary reactions
with oxygen in the oxidiser side such as H +O2 → HO2 (see Fig. 8.25) and the subsequent
conversion of intermediates into products of combustion, leading to a secondary peak of
heat release.

The counterflow flames obtained with the two smallest diameters have a structure very
similar to globally rich gaseous flames, with a secondary heat release zone in the oxidiser
side, indicating that they see an effective rich equivalence ratio.

The largest droplet case on the contrary exhibits droplet individual burning prior to
a zone of continuous burning in premixed mode. Some droplets cross the flame front, as
indicated by local spots of heat release rate. In this case, the spray is not sufficiently dense
to sustain a continuous diffusion flame in the fuel side. However, as in the small droplet
cases, the equivalence ratio ϕ is modified by evaporation, and the fuel excess similarly leads
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rate peak.

to a secondary heat release rate zone which adds to the direct burning of the droplets in
the oxidiser side.

Interestingly the increase of the flame thickness in the polydisperse case due to slower
evaporation of larger droplets, is partly compensated by the small droplets leading to a
flame thickness slightly smaller than the largest particle diameter case.

To sum up, three main contributions are leading to the second flame peak:

• the increase of the diameter changes the flame structure, which is similar to a
rich gaseous flame. The strong dissociation of the fuel and the strong reactivity
of pure oxygen enable a secondary reaction peak, monitored by recombinations.

• droplets are not all consumed in the flame front and bigger droplets are crossing
it and evaporating in the oxidiser area, leading to a small amount of fuel
that is being consumed in premixed mode.

• as overall in the high temperature zone, droplets are evaporating individually,
constituting the third contribution of this second heat release rate peak.

The two peaks on the polydisperse flame being of the same order of magnitude is then
unintended and due to the flow polydispersion. To understand why the flame power is
increasing with higher diameter, flame regimes are analysed in the coming section.

8.3.3.3 Flame regime

The consumption speed is proportional to the heat release rate integrated across the flame
front as combustion is complete, so that both quantities are equally used in the following.
The total heat release of the flame is plotted in Fig. 8.26 for gaseous flames as a function of
equivalence ratio, and for two-phase flames at ϕg = 0.55 as a function of particle diameter.
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According to theory and as observed in Fig. 8.26, at fixed strain rate, the gaseous flame
consumption speed increases with the fuel loading up to the maximum reached for a pure
fuel stream, following the expression [235]:

Ω̇F = −ρg
Y 0

F

1− zst

(
anumDF

2π

) 1
2

e−ζf (8.14)

with Ω̇F the integral fuel source term, zst the stoichiometric mixture fraction and ζf the
flame position. This is what is observed in Fig. 8.26, with the maximum reached at ϕg = 11
corresponding to a pure fuel stream.

On the other hand, the consumption speed for two-phase monodisperse cases increases
with the particle diameter. Indeed, as already explained, the overall lean diffusion flame
burns at an effective equivalence ratio closer to stoichiometry under the effect of evapora-
tion and drag, which concentrate the fuel vapour at the flame front. This effect increases
with the droplet size, which leads to straighter trajectories and delayed evaporation, possi-
bly reaching fuel mass fraction in front of the flame far above the equivalent purely gaseous
flame. This effect is maximum at saturation, and in theory a plateau is also reached for
the two-phase flames, at a lower level than the gaseous plateau because the saturation fuel
vapour mass fraction is always less than 1.

However, it is observed in Fig. 8.26 that for droplet diameters above 150 µm approxi-
mately, the two-phase flame total heat release rate exceeds the maximum total heat release
rate of gaseous diffusion flames. In view of the above discussion, this must be related to a
progressive change of combustion regime from pure diffusion to partial premixing.

To highlight this mechanism, Fig. 8.27 presents the contributions to the total integrated
fuel source term (defined in Section 3.3.3.3) of the diffusion (subscripted diff) and the
premixed (subscripted prem) reacting zones for varying droplet sizes (superscripted dp)
and the polydisperse case (superscripted polyD).
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For very small monodisperse particle diameters, the flame is purely non-premixed. As
the diameter increases, the penetration of the droplets in the flame induces an increasing
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premix burning mode. For droplet diameters above 150 µm, the premixed mode is prevail-
ing and the total flame burning rate exceeds the maximum for gaseous diffusion flames.
The polydisperse case also exhibits a total heat release rate higher than the maximum in
diffusion mode. In this case, both the diffusion flame and the premixed flame exist, con-
tributing almost equally to the total source term, and contributing similarly to the flame
consumption speed acceleration, which shows that less premixed burning than the equiv-
alent monodisperse case (dp = d32), because small droplets are able to sustain a stronger
diffusion flame.

8.3.4 Single droplet modelling
As the different fields shown in section 8.3.3.2 are very spotty, droplets may burn indi-
vidually. In Section 8.3.4.1, the group number is pre-evaluated to evaluate the droplet
combustion regime encountered. Second, the MustARD model presented in Chapter 5 is
applied in Section 8.3.4.2 and the observed differences with the simulation without single
droplet model (AS) are analysed.

8.3.4.1 Group number

To identify the droplet combustion regime, the group number G is considered. It compares
the radius of the flame to the inter-droplet distance around an individual burning droplet.
Small values of G indicate a regime of individual burning, while large values of G charac-
terise group burning. The formula of G according to Chiu et al. [45] presented in Chapter
5 is recalled here:

Gchiu = (1 + 0.276Re1/2
p Sc1/3)LeN2/3(df/S) (8.15)

• Rep = |vg−vp|dpρg

µg
is calculated on the axial line.

• Sc = 2.3 and Le = 3.14 are calculated from the Schmidt number estimated with the
ARC scheme development.

• N is defined as the total number of droplets in the cloud and, here, estimated as the
number of droplets in the burning area.

• df = dp
ln (1+BM )

ln (1+YOx/s) as defined in the MustARD algorithm. This definition diverges
in the fuel + nitrogen area and is therefore equal to infinity in this region. As a
conclusion, a threshold was set to avoid numerical errors when G exceeds 1000.

• S = ( π
6αl

) 1
3 dp, as introduced in 5.2.1, the characteristic interdroplet distance which

represents the mean distance on a given group of particles.

Figure 8.28 shows the axial profiles of the mean group number in the polydisperse case.
The Group number gradually decreases from the fuel side to the oxidiser side, indicating

that the droplets are first in a group burning regime, and gradually change to individual
droplet burning as the smallest droplets disappear.

Therefore, and as the evaporation around the droplets might be unresolved because
they enter a single droplet combustion regime, the MustARD model is applied in Section
8.3.4.2.
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Figure 8.28: Axial profile of the mean transversal group
number of the droplets on the central line in the polydis-
perse case.

8.3.4.2 MustARD

The difference between the heat release rate field with and without MustARD model is
displayed in Fig. 8.29. The flame is at the same location in both cases. However, the
second peak (y = 2 mm) exhibits a stronger droplet evaporation in the MustARD case.
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cases.

Moreover, big diameters are crossing the second flame front in the polydisperse case
and bring back a premixed contribution to the flame front. This is not the case any longer
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when looking at the MustARD case, as all the droplets have disappeared after the second
flame front.

Figure 8.31 displays the time-averaged total heat release rate profiles of the non-
MustARD (HRRAS

tot ) and the MustARD case (HRRMustARD
tot ) on the central line. For the

MustARD case, the contributions of the single droplet combustion model (HRRMustARD)
is detailed.
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Figure 8.31: Time-averaged heat release rate profiles on
the central line for AS and MustARD cases. The contri-
bution of the isolated droplet burning mode is added.

The MustARD model activates roughly in the same region as the second heat release
rate peak, showing that the droplets are separated enough and can burn individually. This
result is globally in accordance with the group number behaviour. In the second peak, the
contribution of the isolated droplet combustion mode to the heat release rate is half the
total heat release rate.

Finally, both profiles show the same structure. Indeed, MustARD only impacts the
evaporation of the droplets in the second peak, which do not represent the major con-
tribution to the heat release rate at this location. The use of MustARD however seems
to slightly shift the profiles to the left and decrease the heat release. Indeed, in the AS
case, droplets are accumulating on the other side of the flame, giving a gaseous premixed
contribution to the flame contrary to MustARD case which burns every droplet in the
second peak area. Consequently, the accumulating particles are giving additional fuel to
burn, which displaces the profiles and slightly alters the heat spread along the central line.

8.3.5 Conclusion
Understanding complex two-phase flames associated with complex kinetics mechanisms is
the final goal of this PhD. Two-phase diffusion flames were the last final elementary brick
to understand the overall phenomena happening in the complex burner. To study this
particular flame, the experimental work of Mikami et al. [201] was taken as a starting
point and translated into a numerical configuration. A heptane/oxygen mechanism was
derived, with a satisfactory number of species, and showed a good agreement with respect
to the detailed mechanism.

The two-phase counterflow diffusion flame was then computed, showing a good agree-
ment with the flame visualisation, and exhibiting two distinct almost similar heat re-
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lease rate peaks. After computing the corresponding mono-disperse cases, from full pre-
evaporation (dp = 5 µm) to higher diameter sizes (dp = 175 µm), the second heat release
rate peak could be explained by the higher diameters triggering a second gaseous reaction
zone, by some of the particles crossing the flame front and evaporating on the oxidiser
side and by droplets evaporating in the second heat release rate peak. Eventually, the
higher flame power that is correlated with a higher diameter is a consequence of a change
in the flame regime, where the premixed burning mode takes a higher proportion when the
diameter gets bigger. Besides, MustARD algorithm was tested on this configuration and
slightly changed the location of the evaporation rate, impacting slightly the HRR profiles.

Part 1 of this manuscript was dedicated to the theory used, explaining how combustion,
chemistry, turbulence and two-phase flow are modelled in a CFD code. Part 2 that has
ended here aimed to use the elemental bricks constructed with part 1 to investigate topics
of interest for a two-phase turbulent multi-component burner. This introduces part 3, of
which the goal is to apply all this acquired knowledge to understand the flame structures
of SAF surrogates and extinction in the academical SSB burner.
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Alternative fuels combustion in a
turbulent combustor

169



Chapter 9

Simulation of LBO in a swirl spray
burner
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The Spray-Stabilised Burner (SSB) is an optically accessible combustor built at DLR
Stuttgart to study the impact of the fuel on the stabilised flame and the lean blow-out phe-
nomenon. In this chapter, Section 9.1 presents the burner and the available experimental
data, as well as the process towards the reactive calculation setup. The stabilised flame
simulated is then analysed in Section 9.2 and the differences between a mono-component
and a multi-component surrogate fuel. Finally, Section 9.3 performs lean blow-out calcu-
lations with the mono-component surrogate fuel.
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9.1 From the geometry to the reactive flow numerical
setup

The aim of this section is to present the workflow from the geometry reception towards the
integration set-up in AVBP for reactive simulations. The SSB configuration was experi-
mentally studied at DLR by Grohmann [107]–[111] and Cantu et al. [38] and their results
are detailed in Section 9.1.1. Section 9.1.2 then details the mesh, the numerical setup
and the results obtained for the non-reactive simulation. Finally, Section 9.1.3 explains
the setup for the reactive flow and the methodology employed to determine the injected
diameter PDF.

9.1.1 Presentation of the burner and experimental data
The entire SSB geometry is shown in Fig. 9.1a, as well as a sketch of the atomiser in Fig.
9.1b and the two swirler stages in Fig. 9.1c and Fig. 9.1d.
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Figure 9.1: SSB geometry.

Air is injected in the plenum, while fuel is injected through a duct and directly atomised
in the pressure swirl atomiser. After being mixed with air in the swirler, the atomised fuel
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172 9.1. FROM THE GEOMETRY TO THE REACTIVE FLOW NUMERICAL SETUP

is released in the chamber where it evaporates, mixes with air and starts burning. Exhaust
gases are released through a convergent duct.

The diameters of the inner and outer nozzle are respectively 8 and 11.6 mm. The
combustion chamber has a square cross-section of 85 × 85 mm and a height of 167 mm.
The pressure-swirl atomiser system shown in Fig. 9.1b is composed of two stages:

• a first lower stage containing 8 vanes injecting air at the atomiser exit plane to
fragment the liquid fuel jet into droplets. These droplets then interact with the
diffuser walls, and mostly film on it.

• a second higher stage containing 10 vanes is then used to inject air at the diffuser
exit and further atomise the droplets.

Several operating conditions were experimentally tested with varying air mass flow
rates and temperatures. However, only one condition was computed in this study, detailed
Table 9.1. It was chosen because it is the one with most experimental data.

P [bar] ϕ [-] Pth [kW] Tfuel [K] Tair [K] ṁair [g/s]
1.0 0.8 10.2 303.15 323.15 4.31

Table 9.1: Operation point of the studied case in the SSB burner.

The chamber operates at atmospheric pressure. It is designed to work at a power of
10.2 kW and at an equivalence ratio of 0.8. Air is injected with a mass flow rate of 4.31 g/s
and a temperature of 50◦ C. The fuel mass flow rate corresponds to the equivalence ratio
and is injected at 30◦. The swirl number measured in the experimental work takes the
following definition:

Sw =
∫

S rvuθdS

r̄
∫

S v2dS
(9.1)

with v the axial velocity, uθ the azimuthal velocity, S the integration surface area and r̄
the mean radius:

r̄ = 1
S

∫
S

rdS (9.2)

The experimental swirl number was estimated at Sexp
w = 1.17 in the centre flow and

Sexp
w = 1.22 in the annular flow.

The experiments on this operating point conducted at the DLR Stuttgart are sum-
marised in Table 9.2 for the three fuels studied in this work. Several other mono-component
fuels have also been experimentally tested, which are not detailed in this manuscript but
may be found in Grohmann’s papers [107]–[111].

The different experimental techniques are briefly recalled below. More details on the
experimental techniques and their characteristic values may be found in Grohmann’s pa-
pers.

• Particle Image Velocimetry (PIV), described for example in [240], measures
the three components of the gaseous velocity (ugas, vgas, wgas) on an x-y plane for
the non-reactive and Jet-A1 reactive flows. The reactive flow measurements are not
available on the whole plane due to problems with the hot gases.

• Phase Doppler Anemometry (PDA) measures some characteristic diameters
and velocities of the droplets at y = 15 mm and y = 25 mm for the Jet-A1 reactive
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Experimental
technique

Location Quantity
measured

Non-
reactive

Jet-A1
(A1)

AtJ
(B1)

High
aro-
matic
(C1)

PIV XY plane ugas, vgas,
wgas

✓ ✓ ✗ ✗

PDA y = 15 mm,
y = 25 mm

d10, d32,
d01, d05,
d09, uliq,
vliq, wliq

✗ ✓ ✗ ✗

Mie scattering XY plane
starting at
y = 15 mm

αliq ✗ ✓ ✗ ✗

CARS measure-
ments

y = 15 mm,
y = 25 mm,
x = 0 mm,
x = −20 mm

Tmean,
Tmp, T05,
T95

✗ ✓ ✓ ✗

Phosphoric mea-
surements

Base plate and
chamber walls

Twalls ✗ ✓ ✓ ✗

Chemilumines-
cence fields

Integrated XY
plane

CH∗ fields ✗ ✓ ✗ ✗

Flame visualisa-
tion

Plane Luminosity ✗ ✓ ✓ ✗

LBO measure-
ments

/ LBO limits ✗ ✓ ✓ ✓

Exhaust gas
measurements

8 mm over the
end of the duct

[CO],
[NO], [O2]

✗ ✓ ✗ ✗

Table 9.2: Experiments of the SSB burner made at the DLR

flow. Characteristic diameters measured are the mean diameter d10, the Sauter
Mean Diameter (SMD) d32 and the diameters representing respectively 10% (d01),
50% (d05) and 90% (d09) of the liquid volume. As well, the three components of the
liquid velocities are measured (uliq, vliq and wliq) and classified in diameter categories.

• Mie scattering is used to measure the conditional liquid loading of the droplets αl

for the reactive Jet-A1 flow on a x-y plane. Measurements could be performed for
y > 15 mm only because the spray was too dense below that limit.

• Coherent Anti-stokes Raman Spectroscopy (CARS) measures temperature
distributions on several points on the y = 25 mm line in the radial plane and the
x = 0 mm line in the axial plane for the reactive Jet-A1 and AtJ flows. For Jet-A1
measurements at y = 15 mm and x = −20 mm have been added. The measured
temperatures are the mean gaseous temperature Tgas, the most probable temperature
Tmp i.e. the temperature at which the distribution reaches its peak point, and the
temperatures representing 5% (T05) and 95% (T95) of the local distribution, which
gives an insight of the spread of temperature values.

• Phosphoric measurements are used to get the temperature of the inner walls and
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174 9.1. FROM THE GEOMETRY TO THE REACTIVE FLOW NUMERICAL SETUP

the baseplate for the reactive Jet-A1 flow.

• Chemiluminescence fields, deconvoluted with the Abel transformation [241], vi-
sualise the CH∗ radical fields, which can be related to the averaged heat release rate
field integrated through the line of visualisation.

• Direct flame visualisations have been given for Jet-A1 and AtJ.

• Exhaust gas measurements (CO and NOx) have been made with a probe located
at the end of the exit duct for the reactive Jet-A1 flow.

• LBO measurements have been realised by slowly reducing the fuel mass flow rate
for the Jet-A1, the AtJ and the C1 cases. The methodology used is explained below.

The experimental procedure for Lean Blow-Out measurement is detailed in [107]. Fig-
ure 9.2 (left) summarises the main steps of the LBO procedure, which are detailed below:

1. The experimental procedure starts at the stable operating point ϕg = 0.8. The air
mass flow rate is kept constant during the whole procedure.

2. The fuel mass flow rate is then reduced so that the flame reaches an equivalence ratio
of ϕ = 0.6 where the flame is thermally stabilised. The time necessary to stabilise
the flame is not specified, so that the time displayed in the graph of Fig. 9.2 (left) is
not representative of the experimental procedure.

3. The fuel flow rate is further reduced to 80 g/h above the expected lean blow-out
limit. As well, the time taken to stabilise the flame at this point is not specified.

4. From this operating point, the fuel flow rate is finally reduced at a fixed rate of
0.5 g/h/s, which corresponds to a reduction of ϕg to the order of 0.001 s−1 to
0.0001 s−1, until the flame blows out.

The method was repeated three times per fuel, with overall average deviations from
the mean values of 0.6%. LBO was measured for several mono-component fuels (n-hexane,
iso-octane, n-dodecane) and multi-component fuels (Jet-A1, AtJ, C1, Readijet, HEFA),
for different air mass flow rates and different air temperatures. Two types of blow-out
appeared: either the flame completely blows off directly, or it extinguishes and reignites
intermittently until complete blow-off. In every case, the last extinguishing event was
chosen as the lean blow-out limit. The extinction event was however not described for the
three fuels. The A1, B1 and C1 results on the different operating conditions are shown on
Fig. 9.2 (right).

For the given air temperature, A1 and C1 show a lower equivalence ratio at LBO than
B1. A1 and C1 representing the LBO equivalence ratio versus the air mass flow rate are
similar, while the B1 profile is much higher. At the air mass flow rate of the studied
operating point, ṁair = 4.3 g/s, A1 and C1 have the same LBO limit.

9.1.2 Set-up and cold flow
The mesh and the numerical parameters are described and justified in Section 9.1.2.1 for
the cold flow simulation. Results are presented in Section 9.1.2.2 with a comparison to the
experiments.
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Figure 9.2: Experimental procedure for the LBO detection (left) and LBO limits for A1,
B1 and C1 as a function of the fuel mass flow rate for Tair = 323.15 K (right), given by
the DLR.

9.1.2.1 Numerical set-up

The mesh used to compute the SSB was produced with centaur software and comprises 3.2
million nodes and 18 million tetrahedral elements. The mesh in the combustion chamber
and in the swirler vanes is displayed in Fig. 9.3.
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Figure 9.3: Views of the mesh with fields of cell size ∆x.

The swirler vanes are refined to get approximately 10 points in a given direction. As
well, the vicinity of the flame front is refined to have a cell size of the order of the flame
thickness, which was evaluated beforehand to be equal to 0.4 mm for the considered oper-
ating point.

Table 9.3 summarises the numerical choices used to compute the SSB.
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Numerical models
Convective scheme Lax-Wendroff [163] of order 2
Diffusive scheme Finite element of order 2
Artificial viscosity model Colin [52] based on ρu and ρY
LES closure WALE model [93]

Table 9.3: Numerical set-up for the non-reactive flow in the SSB

The convective scheme is a Lax-Wendroff [163] of order 2. A TTGC scheme which
has a higher order, is available but was not used because of CPU time considerations.
The artificial viscosity model is a Colin-based (see Section 3.2.3.2) on ρu and ρYk, with a
maximum of 0.1 for the second order and 0.05 for the fourth order coefficients. The WALE
[93] subgrid-scale model is used, together with wall-laws applied in the swirler. Other walls
are treated as no slip walls and all walls are adiabatic. The mesh induces a wall cell size
in the combustion chamber in the range 5 < y+ < 7, which is close to a resolved flow at
the wall.

9.1.2.2 Results

This section provides results of the non-reactive simulation and the comparison to the
experimental work of Grohmann [110]. For this simulation, the mixture is air only. The
simulation was converged to a mean steady state and then averaged for approximately
85 ms, corresponding to 17 flow-through times, calculated as:

τchamber = Lchamber

ubulk

= 5 ms (9.3)

with
ubulk =

∫
ρvS∫
ρS

= 33 m/s (9.4)

S being the area of the section between the swirler and the combustion chamber.
Figure 9.4 compares the time-averaged field of the axial velocity with the experimental

PIV.
The flow exhibited is highly turbulent as the air goes out of the swirler with a high

velocity (of the order of 100 m/s). The swirl creates a low pressure area at the centre of
the flow, leading to the formation of an Inner Recirculation Zone (IRZ). Besides, Outer
Recirculation Zones (ORZ) form in the bottom corners of the chamber. The numerical
field shows a very good agreement with the experiment. The flow structures are recovered,
and the different contour lines are very similar. Maximum axial velocity is the same in
both fields. The only differences are a slight upward shift of the centres of the ORZ in the
numerical solution, and a slightly wider low pressure zone at y = 10 mm in the experiment.

The swirl number is found in the LES at 1.11, close to the 1.17 experimental value. The
Reynolds number measured numerically at the outlet diameter gives a value of Re = 25500,
which is close to the experimental value of 25000 [110].

To compare more precisely the LES results with the PIV results, the time-averaged
velocity profiles taken in a x− y plane are displayed in Fig. 9.5 at different heights above
the burner (y = 5 mm, 10 mm, 15 mm and 20 mm).

A very good agreement is obtained for the three velocity components, both in shape
and maxima of the profiles, with a maximum difference much lower than the numerical
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Figure 9.4: Experimental (left) and numerical (right) time-averaged axial velocity fields of
the non-reactive flow in the SSB. The PIV data starts at y = 5 mm

and experimental uncertainties. The inner recirculation zone is perfectly captured, and is
not closed at the height of 20 mm.

Similarly, the time-averaged RMS velocity profiles for the three components are com-
pared to measurements in Fig. 9.6 at the same heights above the burner.

The agreement is here again very good, although showing slightly more difference com-
pared to the mean velocity as a small overprediction is observed.

9.1.3 Reactive two-phase flow
The set-up for the reactive two-phase flow requires additional parameters given in Section
9.1.3.1 and Section 9.1.3.2 details the spray injection.

9.1.3.1 Numerical parameters

The reactive flow computation is started with a two-step chemical scheme (BFER scheme
[94]) containing 6 species and 2 reactions to obtain a fast first converged solution. Then
the intermediate species of the ARC scheme are added to the gaseous mixture, the droplet
composition is changed to introduce several species and the simulation is converged again.
The numerical set-up for the 3D reactive flow is summarised in Table 9.4.

The same numerical parameters of the cold flow are kept. In addition, the combus-
tion/chemistry interaction is modelled by a thickening flame model [266] with a global
Charlette efficiency model [41].

The spray is described with the Euler-Lagrange formulation, using the evaporation
model from Abramzon & Sirignano [1] and the drag model from Schiller & Naumann
[279]. The FIM-UR model [274] is used for injection and enables a spatial size-distribution
of the droplets. The injection diameter and angle are both from the experiment, but the
injection angle was corrected from 30◦ (measured) to 20◦ to numerically avoid accumulation
of particle in the chamber, which would increase the computational time. Indeed, as the
pressure vortex core goes very deep in the swirler, droplets were found to be stuck in the
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Figure 9.5: Time-averaged mean velocity profiles of the non-reactive flow at different
heights above the burner: comparison between LES and PIV.
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Figure 9.6: Time-averaged RMS velocity profiles of the non-reactive flow at different
heights above the burner: comparison of LES with PIV.
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Numerical models
Convective scheme Lax-Wendroff [163] of order 2
Diffusive scheme Finite element of order 2
Artificial viscosity model Colin [52] based on ρu and ρY
LES closure WALE model [93]
Combustion/chemistry interaction TF-LES model [36] with Rochette sensor

[266] with Charlette efficiency model [41]
Liquid properties
Modelling Lagrangian
Evaporation model Abramzon & Sirignano [1]
Drag model Schiller & Naumann [279]
Injection type FI-MUR [274]
Injection diameter 0.35 mm
Injection angle 20
Distribution type Numerical Rosin-Rammler
Walls
Gaseous Experimental temperature profiles for the

combustion chamber and the baseplate
(see after). Every other wall is adiabatic.

Liquid Complex interaction on the swirler walls,
slip on the rest of the walls and exit at the
end of the domain [131]

Table 9.4: Numerical set-up for the reactive flow simulation of the SSB.

swirler vanes and take a long time before going out. Moreover, this slight change of angle
was tested and did not have a significant impact on the flame shape, since the droplets’
motion in the film region is mostly driven by the surrounding gaseous flow and not the
initial velocity. A numerical Rosin-Rammler size distribution is set with d32 = 37 µm and
q = 2.1, determined via an optimisation procedure explained in Section 9.1.3.2.

Gaseous wall temperatures were computed at the baseplate and at the chamber walls
from experimental temperature fields for the given operating point (see Fig. 9.7). The
isothermal boundary condition is then imposed with a heat flux formulated as a relaxation
term, with a relaxation coefficient of 0.9.

Wall conditions for the liquid phase are imposed as slipping particles except on the
swirler walls. Indeed, as already mentioned the spray impacts these walls, forms a film
and re-atomises at the wall tips. A complex interaction model is therefore used, using the
droplet velocity and temperature at impact as explain in Section 5.1.2. The roughness of
the wall is set to 1 µm (typical value for quartz walls).

9.1.3.2 Droplet diameter distribution at injection

Droplet diameters and velocities have been measured in the experiment at y = 15 mm and
y = 25 mm planes in the hot flow, after the flame was stabilised. Therefore, a methodology
must be developed to determine the diameter distribution.

The idea is to optimise the injected spray parameters to recover the observed flame
shape. This optimisation uses a surrogate model, built with a Gaussian process, from a
set of simulations sampling the parameter space. The following paragraphs explain the
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Figure 9.7: Temperature field and profiles at the walls of the SSB combustion chamber.

methodology that was set up and the results obtained that enabled guessing the diameter
distribution at the injection.

The two parameters to be optimised are the Sauter Mean Diameter d32 and the spread
parameters q of the Rosin-Rammler distribution. A Design of Experiment (DoE) is
first built, which samples the parameter space with 20 simulations in the range 10 µm <
d32 < 60 µm and 1 < q < 20. The simulations are run for two flow-through times
(approximately 10 ms). The DOE samples allow then to build a surrogate model for
the error function, which compares the numerical solution to the experiment. The point
of the parameter domain which minimises the error function gives the Rosin-Rammler
distribution parameters to be used in the LES.

The error function was defined as:

Q = R2 = 1−
∑

i(yi − yexp
i )2∑

i(yi − ȳi)2 (9.5)

with yi the numerically calculated quantity, yexp
i the experimental value, and ȳi the mean

of the chosen quantity. In this study, yi and yexp
i are taken along a line at a certain height

above the burner. This expression of Q corresponds to an evaluation of the coefficient of
determination or R2 which assesses if the two sets of data are proportional or uncorre-
lated:

• if R2 = 1, yi and yexp
i are proportional and data are matching.

• if 0 < R2 < 1, the numerical data follow the same trend as the experimental data,
but both are not proportional.

• it can happen that R2 < 0, which means that the two data sets are less correlated
than the auto-correlation of the numerical data set.
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The BATMAN (Bayesian Analysis Tool for Modelling and uncertAinty quaNtification)
code [269], [270] was used to perform this optimisation. This python code, developed by
CERFACS, allows doing statistical analysis (sensitivity analysis, uncertainty quantifica-
tion, moments) of any kind of data.

The quantities yi chosen to build the error function are droplet size and velocity. These
quantities indeed react faster to a change of injection parameters than the thermal gaseous
fields, such as heat release rate or temperature.

Response surfaces are displayed in Fig. 9.8 for characteristic diameters: the mean
diameter d10 at y = 15 mm (9.8a), the q parameter at y = 25 mm (9.8b), and velocities:
axial component (9.8c) and transversal component (9.8d) at y = 15 mm. Black points
represent the DOE sample points on which the surrogate model was built.
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(a) Mean droplet diameter d10 profile at y =
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(c) Mean droplet axial velocity profile vp at
y = 15 mm.
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(d) Mean droplet radial velocity profile wp at
y = 15 mm.

Figure 9.8: Outputs of BATMAN: contour plots showing the DoE (black points) and the
response surfaces (colormap)

Such computations are very costly, as 20 computations of 10 ms of physical time are
required for every operation point. The corresponding computational time is estimated
in Appendix D for one flow-through time (5 ms). As a consequence of the short physical
times, up (not shown here), vp and wp do not reveal significant differences between the
results because the flame did not have sufficient time to adapt to the distribution change.
This confirms that optimising on the spray properties, when available, is more efficient to
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determine the injection spray parameters.
The response surface of d10 at y = 15 mm, shows that injecting small diameters gives

the best results compared to the experiment. Overall, the spread parameter q seems to have
very small influence. On the contrary, for the PDF profile error function at y = 25 mm,
injecting medium diameters gives the best fit with the experimental data. Thus, larger
SMDs at injections are most representative of the liquid volume seen by the flame at
y = 25 mm.

Overall, the chosen set of distribution parameters is the one fitting best the numerical
(d10) and volumetric properties (volume PDF): d32 = 32 µm, q = 2.7. Further change of
the distribution by trial and error around that point have finally shown that the best point
was the following:

d32 = 37 µm, q = 2.7 (9.6)
Overall, two main conclusions can be drawn from the methodology:

• computations made with BATMAN are able to determine the best (d32, q) couple.

• the spread parameter has a small effect on the results, and another parameter might
be more interesting to be more precise on the selected point.

Note that with this methodology, the size distribution is fitted for a single operating
point and may not be valid for another one or for a different fuel. However, in the absence
of more data, the same size distribution will be used for all cases studied in this work.

9.2 Stable spray flame: impact of the chemical mod-
elling for a standard fuel

The SSB configuration is first investigated in stable condition at the selected operating
point. Both the simple 2-step and the ARC scheme for Jet-A1 are compared. First,
the chemical and evaporation properties are presented for both fuel models in Section
9.2.1. Then the time-averaged quantities of the SSB turbulent spray flames are analysed
in Section 9.2.2. Finally, Section 9.2.3 investigates the 2-step flame instantaneous structure,
and is compared to the ARC flame in Section 9.2.4.

9.2.1 Fuel properties
Fuel properties are presented to highlight chemical differences (9.2.1.1) and liquid phase
differences (9.2.1.2) between the two fuel models.

9.2.1.1 Chemical properties

The mono-component surrogate used is the 2-step chemistry (hereafter denoted 2S) based
on a kerosene oxidation followed by a CO−CO2 equilibrium [94] and containing six species:

C10H20 + 10O2 −→ 10CO + 10H2O

CO + 0.5O2 ⇐⇒ CO2
(9.7)

The reaction rates are based on a simple Arrhenius law:

ω1 = kf,1[C10H20]0.55[O2]0.9f1(ϕ)
ω2 = kf,2[CO][O2]0.5f2(ϕ)

(9.8)
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where ωj are the reaction rates of equation j and fj(ϕ) are the Pre-Exponential Adjustment
(PEA) functions [94] used to recover the correct behaviour from lean to rich combustion.
To simplify the results, ARC A1 will be called A1 in the following.

This mechanism (H/C = 2, LHV = 43.822 MJ/kg) has almost the same net heat
of combustion than the multi-component surrogate (hereafter denoted A1) used in the
ARC chemistry (presented in Section 7.1 H/C = 2, LHV = 43.869 MJ/kg). Equilibrium
quantities at ϕ = 0.8, T = 323.15 K and P = 1 bar are compared in Table 9.5:

Fuel Tad YH2O YCO YCO2 YO2

2S 2093.64 0.0663 0.00141 0.160 0.0450
A1 2084.54 0.0654 0.00133 0.160 0.0443

Table 9.5: Equilibrium state of the different mechanisms for A1 at ϕ = 0.8, T = 323.15 K
and P = 1 bar.

For the studied operating point, the adiabatic temperature is 10◦C higher for the 2-step
chemistry. The amount of products is very close, with the ARC case exhibiting slightly
lower oxygen O2, CO and H2O levels, due to the presence of other minor species, not
displayed in the Table but representing a small but non-negligible fraction of the mass at
equilibrium. As the difference between the detailed mechanism and the ARC A1 are small,
only the ARC A1 will be considered as reference here and called A1.

Figure 9.9 displays the auto-ignition delay time at P = 1 bar as a function of the
temperature, and the laminar flame speed at P = 1 bar and T = 323.15 K as a function of
the equivalence ratio. Transport properties follow the simple transport formulation, and
the list of Schmidt and Prandtl numbers is given in Appendix B for both fuel models.
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Figure 9.9: Comparison of chemical properties between the 2S and A1 fuel models of A1.

Overall, the 2S mechanism exhibits a higher reactivity compared to the ARC scheme,
with an auto-ignition delay time one order of magnitude lower for higher temperatures
and two order of magnitude lower for lower temperatures. The laminar flame speed is
very close to A1 mechanism in the lean side and near stoichiometry. Higher differences are
observed in the rich side, where the 2S laminar flame speed is lower than the ARC one.
This is a known error of 2-step schemes [94], usually ignored as engines always operate at
a global lean equivalence ratio (ϕ = 0.8 here). However, spray flames may locally burn at
high equivalence ratio, leading to possible local error with the 2S scheme.
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Pollutant emissions are shown in Fig. 9.10, namely CO maximum mass fractions and
CO2 final mass fraction for P = 1 bar and Tfresh = 323.15 K as functions of the equivalence
ratio.
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Figure 9.10: Comparison of pollutant emissions in a 1D premixed A1 flame at P = 1 bar
and Tfresh = 323.15 K between 2S and ARC schemes: maximum CO and final CO2 mass
fractions as functions of the equivalence ratio.

The 2S scheme strongly under-predicts the production of CO up to ϕ = 1.2, then over-
predicts it. This is the result of a faster CO-CO2 equilibrium in the 2S scheme, which
was design to confine chemical activity in a thin zone [94]. Nevertheless, the final main
products (CO2 and H2O (not shown)) are well retrieved for lean equivalence ratio. In the
rich side, the 2S scheme tends to predict less carbon dioxide than the ARC scheme. This
is consistent with the modified CO-CO2 equilibrium already seen in the left figure of Fig.
9.10.

For the targeted operating point, the ratio of CO between the two schemes is about
5: with such an error, the comparison of CO between the two schemes is meaningless and
will not be analysed.

9.2.1.2 Evaporation properties

First, the density differs slightly between the two fuels, with ρ2S
liq = 780 kg/m3 compared

to ρA1
liq = 775 kg/m3 (the liquid density is constant in AVBP, see Section 8.1).
The liquid properties important for vaporisation are shown for both fuels in Fig. 9.11,

namely the saturation pressure and the vaporisation enthalpy.
The 2S boiling temperature (which is defined as the point where Psat encounters the

ambient pressure value) is slightly higher for 2S than for A1 with the given composition.
Looking at the latent heat of vaporisation, the 2S case misbehaves above the boiling
temperature as it increases, but this part of the diagram is never reached in the simulation
and may be disregarded. Below the boiling temperature, the 2S case is found to require
less energy to evaporate than the A1 case and is therefore expected to have a higher
vaporisation rate. However when looking at Fig. 9.12 where the DLR experimental results
(presented in Section 8.1.2) for A1 are compared to the numerical results for both 2S and
A1, in terms of droplet diameter and liquid enthalpy, the evaporation of the 2S fuel is
surprisingly longer. The reason for it is the liquid enthalpy, displayed on the same figure,
which is higher for 2S than for A1.

Overall, it is found that the 2S mechanism leads to slightly slower evaporation and
exhibits a faster CO-CO2 reaction, leading to a wrong prediction of CO. The flame
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Figure 9.11: Liquid properties as a function of the droplet temperature for both fuels 2S
and A1.
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Figure 9.12: Evolution in time of the droplet diameter (left) for the two fuel models and
experiment of DLR, and liquid enthalpy as a function of liquid temperature (right) for the
two fuel models (right).

characteristic parameters such as the laminar flame speed and the final equilibrium are
however valid on the lean side.

9.2.2 Results: mean solution
This section analyses the mean solutions obtained with both fuel models and their compar-
ison to the experiment. Section 9.2.2.1 details the comparisons in terms of two-phase flow
properties, Section 9.2.2.2 shows the differences related to flow dynamics. Section 9.2.2.3
compares the end state with equilibrium. Section 9.2.2.4 finally presents the thermal fields.

9.2.2.1 Two-phase flow

Figure 9.13 presents the mean diameter and the Sauter mean diameter profiles at y =
25 mm for both fuels. As well, diameters representing 10% (d01), 50% (d05) and 90% (d09)
of the total volume are plotted.

All diameter profiles fit well the experimental curves. This confirms that the injected
droplet size distribution, determined by optimisation with BATMAN (see Section 9.1.3.2)
is correct with the modelling assumptions made for the spray formation (no lip atomisation
and no secondary atomisation).

The three droplet velocity profiles (radial, axial and transverse) are now compared to
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Figure 9.13: Characteristic diameters: d10, d32, d01, d05 and d09 for A1 in the experimental
(o) and in the numerical simulation with 2S (.-) and A1 (-) at y = 25 mm.

the experimental ones on Fig. 9.14.
Overall, all the velocity components are in very good agreement with the experiment.

The axial and radial velocities are slightly underestimated and shifted towards the centre.
The pressure drop is well predicted on the axial velocity profile.

The three droplet velocity profiles (radial, axial and transverse) are now separated in
diameter classes and compared to the experimental ones on Fig. 9.15.

The sensitivity to the different diameters is very small for the experimental work, for
y = 15 mm and for y = 25 mm. This small sensitivity is well retrieved for the axial velocity
vp and the transversal velocity wp. For radial velocity profiles up, small droplets have a
very different behaviour than the experimental velocities, with droplets associated to the
lowest diameters showing a lower velocity.
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Figure 9.14: Experimental and numerical droplet velocity profiles of A1 at y = 15 mm and
at y = 25 mm: radial ul, axial vl and transverse wl.

Overall, the droplets with the lowest velocity have the smallest diameter, with small
Stokes number making them behave like tracers. For the axial velocity profiles, droplets
at the centre exhibit a very small velocity compared to the droplets with the highest
diameters.

Finally, Fig. 9.16 compares the normalised volume fraction αl fields. In the experiment,
it was measured as a probability of presence, counting each detected droplet at a given
location in a control volume. The data is not shown in the region close to the injector exit,
where measurements were not possible due to a too dense spray there.

From these results, it may be concluded that the spray angle is about 10◦ lower in both
numerical simulations. For the 2S computation, the droplet relative levels are in fairly
good agreement with the experiment, with droplets evaporating closer to the flame. For
the A1 case, the droplets evaporate slightly later in the flame but at the same distance
from the side combustor walls.

9.2.2.2 Velocity

Numerical time-averaged gaseous velocity profiles as well as the RMS values are compared
with the experiment in Fig. 9.17 at different heights over the burner (y = 20 mm and
40 mm). No measurement could be realised closer to the swirler exit, where the reactive
flow does not allow PIV measurements.

The LES captures very well the reactive gaseous flow in the three directions. Both
simulations give very similar results. The inner central recirculation zone is slightly under-
estimated, but the flow opening angle and swirl are well retrieved. The RMS quantities
are also well predicted by the LES, which captures the right profiles in shape and level
despite some discrepancies. Axial and radial RMS velocity profiles are overestimated in
the numerical work at y = 20 mm but show good results at y = 40 mm. On the contrary,
the transverse RMS velocity is well-captured at y = 20 mm but vanishes at y = 40 mm
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−40 mm < x < 0 mm of the burner.

42°Exp 2S32° 42°Exp A132°

Figure 9.16: Fields of normalised volume fraction αl: comparison of experiment (left half)
with 2S (left figure) and A1 (right figure).

where measurements still see high level. In fact in the experiment no significant change
is observed between the two heights, whereas RMS velocities decrease with heights in the
simulations. This may the result of the coarser mesh downstream, as the RMS values only
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Figure 9.17: Time-averaged mean and RMS gas velocity profiles of the reactive flow for 2S
and A1 cases at different heights over the burner and compared to the PIV.

report the filtered fluctuations, missing the sub-grid scale contributions.

9.2.2.3 Wall heat losses & equilibrium

Wall heat losses are reported for the 2S and the A1 simulation in Table 9.6, distinguishing
the chamber walls Qwalls and the baseplate Qbaseplate .

Fuel Qwalls [W] Qbaseplate [W] Qtot [W]
2S -2815 -1039 -3854
A1 -2928 -993 -3921

Table 9.6: Wall heat losses for 2S and A1.

Overall, heat losses are very close for the two cases, with slightly higher values in the
A1 case are explained by more droplets burning along the walls. To check the consistence
of the results, a thermal balance calculation is performed, based on the following equation:

CpburntTfinal = CpadTad −Qtot =
∫

HRRdV + CpinitTinit −Qtot −∆Hvap (9.9)

with ∆Hvap the total enthalpy change due to evaporation, estimated at the boiling temper-
ature. The adiabatic temperature Tad is calculated with a constant enthalpy equilibrium
calculation of Cantera. Subtracting the wall losses Qloss obtained in the simulation gives
the final temperature Teq,theo that the system should eventually reach at equilibrium. This
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Fuel Tad [K] Teq,theo [K] Tfinal,num [K]
2S 2093.54 1287 1385
A1 2084.54 1239 1311

Table 9.7: Final temperatures for 2S and A1.

is to be compared to the time-averaged numerical final temperature at the exit plane in
the simulation Tfinal,num. Results are summarised in the Table 9.7:

As expected, the difference in adiabatic temperature for both fuel is small (less than
1 % maximum), as both have very close LHV. As heat losses are slightly higher for the 2S
computation, the difference in terms of theoretical equilibrium accounting for heat losses
is higher (50 K).

The measured final temperature shows roughly the same difference (64 K higher for
2S than for A1). In both cases, the obtained final temperature is significantly higher than
the equilibrium temperature. This indicates that the mixture has not yet reached a steady
homogeneous state at this location, due to both the non-uniform cooling of the burnt gas
and the incomplete reaction process, which must adjust to the decreasing temperature.
Moreover, thermal heat losses are applied all along the combustion chamber, which implies
that the system is submitted to an enthalpy change and needs time to adapt to the final
expected equilibrium.

The distance to equilibrium may be evaluated by comparing the time-averaged main
species mass fractions at the exit plane, as shown in Table 9.8.

Fuel Value YH2O YCO2 YO2

2S Theoretical 0.0663 0.162 0.0441
Numerical 0.0638 0.1559 0.0514

A1 Theoretical 0.0663 0.162 0.0441
Numerical 0.0644 0.1589 0.0477

Table 9.8: Comparison between theoretical equilibrium and numerical final fuel mass frac-
tions for 2S and A1.

The final state is very close to the theoretical equilibrium for both cases, slightly closer
for A1 than for 2S. In both cases, the oxygen mass fraction is higher than the equilibrium
value while the product species values are lower, indicating incomplete combustion with
droplets stuck in the swirler vanes. The average fields of CO, H2O and CO2 are compared
for both cases in Fig. 9.18.

The CO2 mass fraction fields look alike for both cases, featuring a high mass fraction
in the ORZ, close to the value of the equilibrium for ϕ = 1.0. H2O fields on the contrary
seem to be slightly different between both cases: A1 exhibits a higher content in the ORZ.
Finally, CO mass fraction is around 10 times lower with the 2S scheme, as expected from
the faster CO-CO2 reaction.

9.2.2.4 Thermal fields

Figure 9.20 displays HRR fields, namely the direct view of the flame annotated with the
different lines at which the profiles will be compared, the deconvoluted CH∗ field in a
vertical cut, to be compared with the simulated heat release rate integrated along the
line-of-sight.
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Figure 9.18: 2S (black colormap upper plots) vs A1 (blue colormap lower plots) product
species mean fields in a vertical half-plane cut.

Both numerical heat release rate fields exhibit the same levels and the same V-shape.
The 2S flame seems less diffuse than the A1 flame. The integrated profiles show that
the 2S and A1 flames stabilise at the same location, both shifted toward the burnt gases
compared to the experimental flame.

Figure 9.20 represents the cumulative integral of the normalised numerical heat release
rate along the y-axis compared with the normalised experimental CH∗ mass fraction.

2S and A1 flames are comparable to each other in terms of stabilisation location.
However, A1 seems to be less thick and slightly shifted towards the burnt gases.

The above extensive comparison with experiment demonstrates that AVBP is capable
of predicting the behaviour of the two-phase reactive flow in the SSB configuration. The
comparison of two thermochemical models shows an overall similar behaviour but as could
be expected a clear difficulty of simple chemistry to describe complex chemical phenomena
such as CO production.

Figure 9.21 represents the resulting mean temperature profiles for the 2S and the A1
fuels along the axial line at x = −20 mm and at x = 0 mm and along a radial cut at
y = 15 mm, y = 25 mm and y = 35 mm.
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Figure 9.19: Time-averaged experimental profiles showing (a) direct view of the flame; (b)
experimental deconvoluted CH∗ field; (c) integrated heat release rate field, 2S case; (d)
integrated heat release rate field, A1 case.
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Figure 9.20: Average experimental CH∗, average 2S and A1 heat release rate integrated
line along the central axis.

Both mean numerical fields exhibit smaller maximum values than experiment at all
locations. At x = 0 mm, both flames seem to be shifted towards greater y values. The
maximum is obtained around y = 70 mm as in the experiment, but the value is about
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Figure 9.21: Experimental (o) vs numerical (-) 2S and A1 mean temperature profiles in
the axial direction (x = −20 mm and x = 0 mm) and in the radial direction (y = 15 mm,
y = 25 mm and y = 35 mm).

100 K lower. For all the radial plots, the temperature in the ORZ is lower for both fuels
and the temperature variation in the low pressure zone. (−10 mm < x < 10 mm), although
well retrieved, is not as pronounced as in the experiment. These differences in temperature
can be related to the difference in the angle of the spray, which is lower in the simulation
(see Section 9.2.2.1). As a consequence, the flame extends further in the axial direction,
leading to a delayed temperature increase.

When comparing both fuels, the 2S flame appears shorter than the A1 flame. The
temperature starts increasing closer to the injection plane, as shown in the x = 0 mm
plot. Temperature in the ORZ seems to be the same for both fuels, except at y = 35 mm.
This difference might be explained by the faster and stronger reacting behaviour of the 2S
scheme, since the evaporation characteristics are nearly the same for both fuels.

To further investigate why the temperature profiles are different between both fuels, Fig.
9.22 compares the CARS measurements of DLR [38] at y = 25 mm to both simulations.
The mean temperature (continuous line), as well as the Tmp (dotted line) the T05 and T95
(surface colour) introduced in Section 9.1.1 are plotted.

First, both the experimental and the numerical results exhibit a wide range of temper-
ature, whether near the centre of the flow or towards the chamber walls. The temperature
near the centre is found to vary between 1100 K and 1700 K in the experiment, between
900 K and 1520 K in the 2S case and between 850 K and 1350 K in the A1 case. Temper-
atures reached near the walls are lower in the computations than in the experiment.

The transition between the cold gases to the burnt gases seems to occur closer to the
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Figure 9.22: Profiles at y = 25 mm of the experimental and numerical mean temperature
(-), most probable temperature Tmp (- -) and T05 and T95 intervals, for 2S case (left) and
A1 case (right).

centre in the simulations than in the experiment. The measured most probable temperature
is higher than the numerical one in the central zone.

The aim of the next section is double: on the one hand, some of the models used
for combustion and evaporation are described and their relevance for the SSB is debated;
on the other hand, the flame structure is further analysed to understand in detail the
underlying phenomena.

9.2.3 Flame structure analysis
To underline the sensitivity of the flame to combustion and evaporation parameters, the
analysis starts with the flame shape and general features in Section 9.2.3.1. Then the
flame index is applied to determine the combustion regime in Section 9.2.3.2. Finally,
the possible occurrence of single droplet burning mode, and application of the MustARD
model, are tested in Section 9.2.3.3. In all these sections, only the 2S results are analysed.

9.2.3.1 Flame shape

The flame shape is illustrated with the logarithm of an instantaneous heat release rate field,
contoured by the thickening factor F in Fig. 9.23a), and an instantaneous temperature
field contoured by the local gaseous equivalence ratio in Fig. 9.23b.

The heat release rate field exhibits an overall M-shape, with strong reaction zones
between the fresh gases and the ORZs and a weaker central zone. The spotty aspect of
HRR shows a non-negligible interaction between the evaporation of the droplets and the
combustion zone. Intermittent interaction of the flame with the wall occurs, as visible on
the right side of the shown snapshot. The flame base is not attached to the swirler.

The thickening field shows greater values at the top of the flame, which is a direct
consequence of the mesh coarsening. This F field is not uniform and depends on the local
burning of the flame, but it displays values that remain consistent with the target mesh
size, even though they are slightly under the expected F value from gaseous 1D flame
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Figure 9.23: Instantaneous fields in a vertical cut plane for the 2S case.

simulations. This is due to the presence of the spray, which tends to extend the reaction
zone compared to the purely gaseous case, as shown in Section 8.2.2. Droplets that move
along the walls and continue burning there generate a non-unity thickening value.

The temperature is maximum in the ORZs, close to the heat release zone and with
little wall cooling and mixing with colder burnt gas. Both the ORZ and IRZ bring back
part of the hot gas to respectively the foot and the top of the flame, allowing a continuous
igniting of the fresh mixture.

The equivalence ratio contour shows a strongly non-uniform mixture, being a direct
consequence of fuel spray evaporation. The gaseous mixture is lean in the spray zone, and
becomes more rich through the flame, even locally above stoichiometry, as evaporation
accelerates. The ORZs and downstream burnt gases recover the global equivalence ratio
of 0.8. The relation between the temperature and the equivalence ratio is further detailed
in Fig. 9.24, (right) with a scatter plot of temperature vs gaseous equivalence ratio. The
colours refer to several zones inside the burner, presented in Fig. 9.24(left), as was done
in [74]. The solid line reports the equilibrium temperature.

The scatter plot shows again that the temperature does not reach the equilibrium
values, due to thermal losses through the walls. The equilibrium line should be disregarded
for equivalence ratio above 1.5 where the 2S scheme is not able to recover the correct
equilibrium state [94]. Few points of the scatter plot lie in the very rich side, but most of
the mixture is lean.

The particular structure of the scatter plot can be linked to the flame structure. The
unburnt mixture in blue (for T < 1000 K) contains the spray, which heats up and slowly
evaporates. Droplets and fuel vapour then burn in the ORZ and the IRZ, in red, and
stay below the equilibrium line due to thermal losses. The highest temperature for a
given equivalence ratio is reached on the axis, where the losses have the smallest impact.
Some points reach a rich equivalence ratio when fuel vapour is released massively at one
location. Near the baseplate in green, a wide range of temperature can be seen for each
mixture fraction value, with both a lower temperature limit and upper equivalence ratio
limit. Various mix of these two states of course exist, which is why the scatter plot
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Figure 9.24: Temperature vs equivalence ratio scatter plot, associated with different zones
in the burner.

associated to this region has a triangle shape. Near the chamber walls in grey, points
are as well submitted to strong heat losses, making them fluctuate below the equilibrium
curve. Finally, points in the far field in purple are very close around the global equivalence
ratio. However, they show various temperatures because thermal losses are still occurring,
lowering the temperature in the downstream direction.

9.2.3.2 Flame combustion regime

To get information about the flame regime, the Takeno Index (T.I) is used, as defined
in Section 3.3.3.3:

TI = ∇YF · ∇YO2

|∇YF · ∇YO2|
(9.10)

This quantity enables to distinguish between premixed and diffusion zones in the flame,
which is important for understanding the flame behaviour as well as applying the thickening
model only in the premixed area as discussed in Section 6.3.2. As depicted in Section
3.3.3.3, care needs to be taken when analysing flame index fields, in particular in spray
flames [266], [284].

The above Takeno Index field contoured by HRR = 10 MW/m3 is represented in Fig.
9.25. To avoid numerical division by 0, a threshold is applied on the gradient values: if
∇YF < 10−6 or ∇YO < 10−6, TI = 0.
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Figure 9.25: Vertical and horizontal cuts of instantaneous Takeno field at HRR >
10 MW/m3 for the 2S flame. Premixed zones in white, diffusion zones in black and
stoichiometric isocontour in red. The dotted lines represent the location of the cuts.

In this case with 2-step chemistry, premixed and diffusion zones are very well sepa-
rated, showing mostly premixed combustion and a some local diffusion flames. The pre-
evaporated fuel creates a zone, where gases are mostly reacting in a premixed mode, called
the pre-evaporated premixed zone (1). To simplify the explanation, the heat release
rate associated to this area is called the pre-evaporated HRR zone. Then, the heat release
is produced at three other locations:

• directly behind the pre-evaporated flame front, a gaseous diffusion zone (2) can
be found. It is the consequence of several fuel droplets evaporating at the same time,
producing a large amount of fuel in the ORZ which is filled with burned gases, and
therefore has not enough oxygen for premixed burning. The vapour then burns with
the fresh air containing the spray, in a double flame structure as discussed in [188].

• A group of droplets burn in the upper part of the ORZ in a diffusion mode, as in (2),
creating a high local heat release rate amount, that is a droplet diffusion zone
(3). Those droplets burning in the hot field may be related to the averaged diameter
profiles in Section 9.2.2.1, as higher diameters with high Stokes numbers are not
following the flow and entering the ORZ with the same angle as when being released
by the spray. Droplets also slip along the wall, leading to a premixed burning mode.

• The premixed burning area extends toward the flow directions (north-west and north-
east), in a region called the extended premixed area (4).

Statistics over several instantaneous solutions show that the flame burns at 72% in
premixed mode and 28% in diffusion mode, with a standard deviation of 2%.
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9.2.3.3 Single droplet burning

To verify the possible occurrence of isolated droplets combustion, MustARD was applied
with the 2S fuel model. The two criteria for single droplet burning defined in MustARD
(see Section 5.2.2), that is to say the ratio between the inter-droplet distance and the flame
radius and the Livengood-Wu ignition index ILW are looked at. Figure 9.26 shows a scatter
plot representing the distance between the droplets as a function of the flame radius of the
droplets, coloured by Ilw > 1 in red and Ilw < 1 in blue.
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Figure 9.26: Scatter plot of the distance between the droplets as a function of the flame
radius of the droplets, coloured by Ilw > 1 in red and Ilw < 1 in blue.

A red point is capable of auto-igniting, contrary to a point in blue. A point in the
lower right part of the graph shows that the radius of the flame is larger than the distance
between two droplets, which means that the droplets are too close to each other to sustain
individual diffusion flames around them. As a consequence, points that can ignite must be
located in the upper left part of the graph (the droplet is sufficiently far from the others)
and be coloured in red (the droplet is capable to ignite). The graph then demonstrates
that there are no such points in the SSB configuration. This means that individual droplet
burning is not possible in this SSB burner.

When looking at the particle field, most of the droplets that are considered as isolated
(in the upper left part of the plot) are located in the cold flow, where they cannot ignite
because of the too low temperature. On the other hand, droplets in the ORZ face a suffi-
cient temperature to auto-ignite. Their flame radius may be estimated with the following
expression:

rζ = rp
ln (1 + BM)

ln (1 + YOx,∞/s) (9.11)

The very low oxygen mass fraction in the ORZ then leads to a large flame radius, which
can not exist in the small inter-droplet space.

Therefore, and contrary to the spray counterflow diffusion flame case seen in Section
8.3, results show that only very few particles may burn individually, representing a too
small amount to contribute to the total heat release.

As a consequence, no single droplet model is used for the SSB flame.
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9.2.4 Flame structure: effect of the fuel model
The multi-component and reduced kinetics modelling of the Jet-A1 adds complexity to the
flame analysis. As a consequence, both the flame shape and Takeno Index are compared
to the 2S case detailed in the previous paragraph.

9.2.4.1 Pre-evaporation

To evaluate the amount of fuel that has pre-evaporated prior to reach the flame front, the
gaseous local equivalence ratio is plotted in a vertical cut in Fig. 9.27, for T < 1000 K for
both the 2S and A1 cases.
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Figure 9.27: Fields in a vertical cut plane of the instantaneous equivalence ratio conditioned
on T < 1000 K.

In the A1 case, the gaseous equivalence ratio is nearly close to zero, which means that
the spray has almost not evaporated and most fuel is in the liquid phase, contrary to the
2S case showing higher fuel vapour content on the top of the zone.

9.2.4.2 Flame shape

As for the 2S case, both the heat release rate field contoured by the thickening factor (Fig.
9.28a) and the temperature field contoured by the gaseous equivalence ratio (Fig. 9.28b)
are presented.

The heat release rate field looks much more spread towards the ORZ than in the 2S
case. No droplets are burning along the walls as for the 2S case. Dark blue points can
be seen on the left of the plot, corresponding to a negative heat release rate due to the
droplets’ pyrolysis, not visible in the 2S case.

The thickening field is similar to the 2S case, with the same order of magnitude. How-
ever, thickening appears on the right side of the chamber, associated to a gaseous fuel mass
fraction released and burning in the hot gases.

The temperature field is not much different from the 2S case. However, more regions
display a high local equivalence ratio. Scatter plots of temperature as a function of the
equivalence ratio weighted by their occurrence in the combustion chamber are displayed
in Fig. 9.29.
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Figure 9.28: Instantaneous fields in a vertical cut of the A1 case.
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Figure 9.29: Scatter plot of temperature as a function of the equivalence ratio for the 2S
(left) and A1 (right) cases.

Both scatter plots are again very similar. Temperature maxima as well as the slopes
towards the stoichiometry or the behaviour of points next to the baseplate are not different.
However, in the rich region, the A1 case displays more points than the 2S case., indicating
a more stratified mixture.

9.2.4.3 Flame regime

The definition of the Takeno Index is not straightforward for multi-component fuels:

• the Takeno flame index may be technically defined for each component of the fuel
or for the sum of all fuel species. The questions are posed, of which definition is the
most suitable, or what additional information bring the indices defined for each fuel.

• does the flame index, without taking into account some intermediate species, enable
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the correct characterisation of the flame regimes ?

Individual Takeno indices and global Takeno of the sum of all fuels

The individual contributions for each fuel species and of the sum of all fuel species are
displayed in Fig. 9.30 for the right wing of the flame.
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Figure 9.30: Cuts in a vertical plane of instantaneous Takeno Index fields at HRR >
10 MW/m3 for the A1 flame. Premixed zones in white, diffusion zones in dark blue and
no Takeno in light blue.

Zone (5) will be introduced in the next paragraph. For the zone (1), all Takeno defini-
tions are featuring the same result, that is to say a premixed mode. The same conclusion
can be drawn for zone (4).

Differences appear in the zone (2), where the mixture is much more stratified and
combustion is not occurring at the same time for each fuel. The few differences that one
can look at in the stratified area do not overlap, i.e., very few zones depict a diffusion flame
for one fuel species and a premixed flame for another fuel species at the same location. The
Takeno Index based on the sum of the fuels therefore represent well the overall flame regime
and will be used in the following analyses. Note that the conclusion could be different for
blends containing lighter fuels, such as hydrogen.

The question now remains on whether to take into account other species than the fuel,
namely pyrolysis products which oxidise like a fuel.

Takeno Index, including pyrolysis products

A first guess would be that, as the chemistry is complex, a Takeno Index based on
all the species that the fuel contains and all the pyrolysis products could be adequate to
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identify the flow regimes in a 3D combustor. Therefore, the Takeno Index fields contoured
by HRR = 10 MW/m3 are represented for the sum-of-fuel-based Takeno Index and the
pyrolysis-containing Takeno Index for A1 fuel in Fig. 9.31. Pyrolysis products are defined
as species that can react with oxygen to create sub-products and products of combustion.
A threshold on the gradient values has been applied: if ∆YF < 10−6 or ∆YO < 10−6,
TI = 0.

Both Takeno Indices lead to the same combustion regime of the overall flame: the flame
is mainly premixed and diffusion flame zones only arise in the ORZ. However, the ORZ
stratification is better characterised when considering pyrolysis products. Indeed, as the
temperature is high in the ORZ, the fuel species very quickly pyrolyse, i.e., they disappear
and only pyrolysis products remain. This is a direct consequence of the use of complex
chemistry coupled with a polydisperse two-phase flow. Therefore, if the pyrolysis products
are not taken into account in the Takeno Index, part of the analysis is missed, leading to
zones where the Takeno Index is not defined.

Compared to the 2S case, and as shown in the heat release rate field, the diffusion flame
area is much more extended with A1. As a consequence, the (3) combustion mode with
droplets igniting is less often occurring.

For A1, the different zones that were depicted for the 2S calculation can be recovered,
but the Takeno Index field displays differences:

• the gaseous diffusion zones (2) seem to occur more often than in the 2S case.

• a new combustion mode (5) has appeared, consisting in a second diffusion flame
occurring in the ORZ.

Contrary to the 2S case, statistics on the Takeno Index conditioned on the heat release
rate show that the flame burns at 51.5% in premixed mode and 48.5% in diffusion mode.
The fuel mode is then changing the flame regime, which leads to a difference in terms of
flame shape and burning.

9.2.5 Conclusion
In this section, the flame structures of two different fuel models were compared. At first,
in terms of time-averaged results, the two-phase flow properties did not show strong dif-
ferences while reactive velocity fields seemed to be slightly different. Finally, the thermal
profiles are slightly different with smaller values for the ARC model, mainly due to the
complex structure created in the ORZ.

The 2S flame is a M-shape flame stabilised by two high temperature ORZ, bringing
heat to the in-coming flow and evaporating the liquid fuel. The thickening model used for
turbulent combustion works well and correctly acts on the solutions. Individual droplets
were not observed and the MustARD model was not used. Indeed, the oxygen available in
the ORZ was too low to sustain individual droplet flames. The Takeno Index field exhibits
a complex stratified premixed structure, with heat provided mostly in premixed mode and
controlling the flame.

For A1, the flame seems slightly more complex. While featuring the same overall
structure, diffusion flames are more prominent than for the 2S flame, testifying complex
reactions coming from the multi-component fuel evaporating (analyse in more details in
Chapter 10) and burning in the ORZ. For such configuration, the Takeno Index based on
the sum of the fuel species and their pyrolysis product seems to be a good indicator to
understand how the flame behaves.
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(a) Fuel species Takeno Index at x = 0 mm
(b) Fuel species Takeno Index at y = 30 mm
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Figure 9.31: Cuts of instantaneous Takeno field for HRR > 10 MW/m3 for the A1 flame
for the Takeno Index with only fuel species and the Takeno Index including pyrolysis
products. Premixed zones in white, diffusion zones in dark blue, not specified zones in
light blue and stoichiometric isocontour in red.
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9.3 Lean Blow-Out calculations
As mentioned in Section 2.3, the numerical prediction of Lean Blow-Out (LBO) remains
a research field with questions that have not been, or only partly answered yet, especially
for turbulent two-phase flames. Setting the right methodology as well as finding the key
indicators of LBO is the objective of this section. For this reason, the LBO computation
was only set-up for the 2S scheme and not the multi-component surrogate.

To start with, the characteristic timescales are estimated and a first methodology plan
is set up in Section 9.3.1. Afterwards, several computations are performed:

• by changing the stabilisation point, Section 9.3.2 investigates the flame response time
and the quantities indicating that LBO is close to happen.

• in Section 9.3.3, the LBO is detected and the important quantities indicating that
LBO has occurred are depicted.

• Section 9.3.4 highlights the approximations that were done in these tests and con-
cludes with some perspectives to better predict LBO.

9.3.1 Timescales and methodology
As observed in the previous section, droplets strongly interact with the flame front, intro-
ducing new timescales in the flame response to perturbations. Therefore, Section 9.3.1.1
reevaluates the characteristic timescales that are relevant for LBO. Then, Section 9.3.1.2
explains the methodology chosen to evaluate and analyse the flame near and at LBO.

9.3.1.1 Characteristic timescales for LBO

Knowing the complex phenomena occurring in the combustion chamber, timescales are
reevaluated to obtain a finer analysis of the transition between two steady states of the
flame in the SSB. For that purpose, Fig. 9.32 summarises the different timescales in the
SSB burner.

The timescales may be divided into two subcategories: the flow timescales (top half
of Fig. 9.32), and the two-phase reactive timescales (bottom half of Fig. 9.32). The
definitions are given below.

Flow timescales

• τswirl = uradialπ/R = 0.7 ms, is the swirl characteristic time, with uradial the
averaged radial velocity at the injection system boundary and R the radius of the
swirler. This time provides an estimation of the time taken by a particle to do a
complete loop in the swirler. Note that this is just an estimation and that this
timescale can be higher due to the fact that droplets may be stuck in the swirler
and/or do several loops.

• τhalf
conv = Lconv/ubulk = 1.8 ms, is the convective characteristic time, with Lconv

the characteristic convective length (here, half the length of the chamber) and ubulk

the bulk velocity estimated by ubulk =
∫

ρvS/
∫

ρS with v the axial velocity, ρ the
density and S the surface of the swirler section area. This time represents the time
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Figure 9.32: Characteristic flow (top half) and two-phase (bottom half) timescales in the
SSB burner.

taken by the particle to travel from the exit of the swirler to the tip of the Outer
Recirculation Zone.

• τORZ = 15 ms, measured with local velocities of the calculation, is the characteristic
ORZ time, which represents the time taken by a particle to complete an entire loop
in the ORZ. An entire loop means that the gas is going from the tip of the ORZ back
to the foot of the flame.

• τIRZ = 100 ms, measured with local velocities of the calculation, is the character-
istic IRZ time, i.e., the time taken by a particle to complete an entire loop in the
IRZ. A complete loop means going from the tip of the ORZ, to the tip of the IRZ
and back to the tip of the fresh gases.

Two-phase reactive timescales

• τevap = 0.1 − 10 ms the evaporation characteristic time, is estimated via a
0D evaporation solver for a given gaseous environment and liquid state. This time
represents the time taken by the particles to completely evaporate. Of course, this
timescale is small when the gaseous temperature surrounding the droplet is high.

• τig = 0.01− 10 ms, the ignition characteristic time, is estimated via Cantera or
ARCANE and represents the time taken by the premixed mixture to ignite.

• τc = ∂c/∂ċ = 1 ns− 10 µs, the chemical characteristic time, is the time taken by
a single species to react, estimated via Cantera or ARCANE.
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These timescales are used to analyse the flame when converging towards lower equiva-
lence ratio.

The methodology for LBO prediction is now explained.

9.3.1.2 LBO prediction methodology

The experimental ramp presented in Section 9.1.1 is not affordable in a 3D numerical
simulation. Indeed, keeping a constant decreasing rate of 5 g/h/s is tantamount to be able
to simulate 100 s of physical time, which is not affordable today with LES.

Therefore, a methodology has to be found to enable the LBO simulation. A classical
approach is to adapt the experimental flame stabilisation procedure while keeping the same
framework as in the real combustor. This is presented in Fig. 9.33 for conditions presented
in Section 9.1.1, that is to say Jet-A1 at Tair = 323.15 K, Tfuel = 303.15 K and P = 1 bar.
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Figure 9.33: Numerical and experimental classical LBO methodologies for Jet-A1 at Tair =
323.15 K, Tfuel = 303.15 K and P = 1 bar.

The approximations made in the numerical framework are the following:
1. the flame is stabilised slightly above the expected LBO value, at ϕ = 0.55. The

convergence time was expected to be equal to roughly two convective time-steps
estimated in Section 9.2, that is to say 2τconv = 10.0 ms.

2. the continuous ramp is converted into small discrete steps towards extinction. The
time of these steps depends on the flame convergence typical time. Indeed, the quasi-
steady state at each step is necessary to ensure that the right equivalence ratio is
injected into the chamber. The time chosen to converge the flame between each step
is two convergence time-steps as well.

3. the flame blow-off is then detected with a numerical criterion depending on global
or local variables of the chamber. Usually, the heat release rate and the fuel mass
fraction are taken.

However, this methodology could not be applied in the SSB burner because of the long
converging time requiring lots of computational resources, as explained in next section.
Therefore, attempt to find the LBO is first made on steps from ϕ = 0.8 to lower equivalence
ratios. The next section details the results of these steps as well as the tools developed to
analyse the transient calculations.
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9.3.2 Towards LBO
LBO in the 2S case is supposed to be the same as in the A1 case, that is to say ϕ = 0.49.
Numerically, it was found with this method that 0.35 < ϕLBO < 0.45. Therefore, starting
from the stabilised flame at ϕ = 0.8, the first step has been to lower ϕ in the 2S calculation
towards ϕ = 0.55 to observe the near blow-out. Aside from this main calculation, several
other calculations towards other equivalence ratios were realised, from ϕ = 0.8 to ϕ = 0.45,
ϕ = 0.35 and ϕ = 0.10. The aim of these steps is to evaluate the flame response time as
the time needed to stabilise at a new operation point. Besides, they give a first rough idea
of the numerical LBO.

The section is then organised as follows:
• the flame response and convergence to steady state is looked at in Section 9.3.2.1 for

all the cases to check the agreement with the expected converging time.

• the main results of the flame convergence at ϕ = 0.55 are presented in Section 9.3.2.2.

• the behaviour of the different quantities during the transient time is looked at and
the indicator to detect LBO is investigated in Section 9.3.2.3.

9.3.2.1 Flame response

Integrated quantities, the total mass in the domain and the total heat release rate, are
shown in Fig. 9.34.
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Figure 9.34: Time evolution of the total HRR (left) and total mass (right) in the SSB
domain after an abrupt change of equivalence ratio.

The total HRR stabilises again after a time which, based on the LHV, seems to be
very similar for each case, at approximately t = 20 ms. For all the steps, and even for the
cases where the global equivalence ratio is below the expected lean blow-out limit value
ϕ = 0.49, the theoretical heat release is reached. Moreover, the slope taken by the heat
release is very different for all the cases, but they seem to reach the theoretical heat release
at almost the same time, around t = 20 ms. This highlights the dependency of the heat
release in the chamber to the convective time of the droplets, which are monitored by the
convective timescale τhalf

conv and the swirling timescale τswirl, where τhalf
conv + τswirl = 2.5 ms.

The flow then takes around 8 times of these timescales to converge.
The second graph represents the total mass in the domain. It always slightly decreases

at first and then starts growing again, approximately at t = 20 ms. This behaviour is
surprising, because the following scenarios were expected:
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• for a non-quenched case, a first decrease of fuel mass (caused by the decrease of mass
flow rate at injection) and then a flat curve (because the fuel mass does not evolve
anymore in the chamber when the flame is stabilised).

• for a quenched case, a first decrease of fuel mass (caused by the decrease of mass
flow rate at injection) and then an increase due to the accumulation of unburnt fuel.

Table 9.9 shows the final state at ϕ = 0.55 case measured with a probe at y = 80 mm
(in IRZ) compared to the equilibrium values at the same equivalence ratio.

Case O2 [-] CO2 [-] H2O [-]
Theoretical 0.1010 0.113 0.046
Numerical 0.0937 0.119 0.0489

Table 9.9: Comparison of the equilibrium at ϕ = 0.55 and the simulated values measured
with a probe at y = 80 mm in the combustion chamber.

The different species mass fractions are very close to equilibrium, without exactly reach-
ing it. This tells us that the flame has adjusted to the new equivalence ratio. To better see
when, how and which regions of the calculation have made the transition, the temperature
field evolution should be analysed as it has been demonstrated in previous sections that
its response time is larger than the one of the flame. In Fig. 9.35a the graph represents
the mean temperature along the axial height of the burner as a function of time.
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Figure 9.35: Temperature distributions in the ORZ and in the IRZ for different times.
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The flame temperature in the entire domain seems to stabilise around 50 ms. Of
course, as the temperature is fluctuating, a better indicator is to look at a temperature
PDF. Therefore, Fig. 9.35 represents the temperature distribution in the ORZ (left) and in
the IRZ (right) at different times. Comparing both graphs, as expected, the IRZ presents
a lower variation of the temperature as the time taken to fully change the temperature is
very long. On the contrary, the ORZ temperature distribution maximum is evolving more
quickly. Conclusions are then the same as for the previous representation: the flame is
stabilising thermally around t = 50 ms.

This leads to the conclusion that the SSB response time to a mass flow rate step, is
about 20 ms in terms of flame power and 50 ms in terms of temperature field. The far-
field might change, but it has a negligible impact on the reaction zone and is therefore
not considered. This response time of the temperature field is approximately three times
the ORZ timescale provided in Section 9.3.1.1. The combustion scenario of droplets going
through the flame front and evaporating and burning in the ORZ, lead to hot burnt gas
trapped in the ORZ, lengthening the convergence time and explaining the long response
time of the temperature field. As a consequence, going towards LBO with a series of
quasi steady-state steps seems impossible at this time since too many calculations would
be required to apply the methodology, which would be too long.

Before going toward LBO, the ϕ = 0.55 solution is compared to the ϕ = 0.8 flame.

9.3.2.2 Flame near LBO

To understand more precisely the shape of the flame near LBO, the HRR contoured by
the thickening factor are displayed in Fig. 9.36 for both values of the equivalence ratio.
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(b) ϕ = 0.55

Figure 9.36: HRR field in a vertical cut plane, contoured by thickness factor.

At ϕ = 0.55, the flame is not extinguished as in the experiment. The combustion mode
has slightly changed: fewer droplets are burnt directly in the ORZ, but more are converted
to gas before burning. In other words, there is less evaporation/combustion interaction.
The combustion is occurring much closer to the walls than for the ϕ = 0.8 flame. The
flame side branches are weaker near LBO and the branch between the IRZ and the cold
gases is nearly not existing.

The thickening fields of ϕ = 0.8 and ϕ = 0.55 are very different. In the first case, the
thickening factor is perfectly placed around the flame and in the latter case, the thickening
is mainly located around the walls. This flame extension is a direct consequence of the
lower equivalence ratio, leading to lower temperatures in the ORZ and therefore the fuel
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mass fraction occupies a bigger zone in the domain at ϕ = 0.55, as may be seen in Fig.
9.37. Besides, the thickening values seem to be higher for the ϕ = 0.55 case since the mesh
is a lot more coarsen in this region, which could influence the results.
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Figure 9.37: 2S fuel mass fraction fields in a vertical cut plane, displayed for ϕ = 0.8 (left)
and ϕ = 0.55 (right).

The larger cold gas region implies a larger non-evaporating zone, i.e., a larger amount
of droplets in the cold area in the leaner case. This may explain the increase of equivalence
ratio seen in Fig. 9.34: at first, the flame adjusts to the HRR corresponding to the
modified mass flow rate Then in a second step, the decreasing temperature, controlled by
the ORZ timescale (τORZ = 15 ms) enables the expansion of the fuel in the combustion
chamber, leading to an increase of the fuel mass in the domain.

Additional figures showing the other species mass fractions fields and two-phase prop-
erties of the two different operating points are shown in Appendix D. This does not provide
more information than what has been said, except that the flame is nearly converged at
ϕ = 0.55 because it reaches the same values as for the 1D premixed flame at ϕ = 0.55.

Finally, to investigate if the flame structure has changed, the Takeno Index field is
plotted for ϕ = 0.8 and ϕ = 0.55 in Fig. 9.38.

The main difference between both cases is the collapse of the diffusion flames in the
ϕ = 0.55 flame compared to the ϕ = 0.8 flame. Burning of individual droplets is still
occurring on the sides. The Takeno Index conditioned by the HRR field shows that for
ϕ = 0.55, 85% of the combustion is occurring in premixed mode and only 15% in diffusion
mode. The premixed region is extended in the lower equivalence ratio case, testifying that
more evaporation has occurred prior to the flame front.

9.3.2.3 Indicator of LBO

The variables to detect whether the flame is going to quench are looked at. For this
purpose, several variables are plotted in Fig. 9.39:

• Mean and integrated variables plotted versus time give information concerning the
overall behaviour of the system.

• Minimum and maximum variables of interest versus time give information about the
combustion occurring in the middle.

The mean, maximum and minimum values are analysed below y = 60 µm since the
combustion is occurring in this area in the whole burner. An average on the whole solution
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(a) ϕ = 0.8 (b) ϕ = 0.55

Figure 9.38: Takeno Index fields in a vertical cut plane.

would take a lot of time before converging. To save space, the plots not shown here are
given in Appendix E.

LBO is found to be around ϕ = 0.4 according to these plots. The time evolution of the
different variables is explained as followed:

• mean source terms (fuel species and HRR (not shown)) and mean temperature de-
crease as less fuel enters the chamber. For the extinguishing cases, such as ϕ = 0.10
and ϕ = 0.35, the maximum quantities (temperature, CO, HRR) also decrease,
whereas they are maintained close to their initial value in the non-quenched cases.
As well, the maximum fuel species source term absolute value decreases.

• mean product species (CO2 and H2O (not shown)) are expected to fall down because
their amount is directly linked to the amount of fuel. Those values are not reaching a
plateau, even after 60 ms of calculation, meaning that the calculation does not seem
to be fully converged.

The cases that experience blow-off are ϕ = 0.35 and ϕ = 0.10, meaning that the
extinguishing equivalence ratio could be between ϕ = 0.35 and ϕ = 0.45. Mean quantities
are not helpful to guess if an LBO event will soon occur. On the contrary, minimums
and maximums quantities display a step, enabling to detect the moment where LBO was
detected or close to be detected.

The evolution of these different variables is explained by the two-phase characteristic
of the flow burning in the ORZ which create higher temperatures locally in the ORZ and
the heat losses modifying the temperature in the ORZ. The different temperature scatter
plots as a function of the equivalence ratio in the ORZ are then looked at in Fig. 9.40 for
all the steps that have been calculated for t = 30 ms.

Less combustion is occurring in the rich region, that is to say in diffusion mode, as
the equivalence ratio is reduced. For all the cases, the majority of the combustion is
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Figure 9.39: 2S mean species and thermo-chemical variables below y = 60 mm as a function
of the time for the different steps in equivalence ratio.

occurring in premixed mode. The temperature maximum decreases when the equivalence
ratio decreases, meaning that all combustion occurs in premixed mode. The vertical line
representing the baseplate combustion is shifted towards lower equivalence ratios for lower
injection equivalence ratios, testifying the change of composition and temperature in the
ORZ at the vicinity of the baseplate.

The flame blows out, not because of strain or because of high diffusion flame zones,
but because of fuel depletion that is not feeding the ORZ in a sufficient level. Of course,
all plots shown in this section were taken at one instant and fluctuate through the time, as
the heat release rate generated by the droplets in the ORZ is unsteady, modifying strongly
the maximum temperature through the time.

As the flame studied here is not a purely gaseous flame, but a two-phase flame with
heat losses, the equivalence ratio is not the one from the global one but the one that the
flame sees at a given time. The previous analyses then suggest that extinction would occur
at a given equivalence ratio inside the combustion chamber that would be the same for
all cases. To investigate this, the maximum of the absolute value of the fuel source term
as a function of the time-evolving mean equivalence ratio ϕ̄ in a box around the flame
(0 mm < y < 80 mm is plotted in Fig. 9.41. The time-evolving mean equivalence ratio is
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Figure 9.40: Scatter plot of temperature vs equivalence ratio at t = 30 ms for the steps
towards ϕ = 0.1, ϕ = 0.35, ϕ = 0.45 and ϕ = 0.55.

calculated as:
ϕ̄ = z̄/(1− z̄)

zst/(1− zst)
(9.12)

with
z̄ =

∑
domain

zBilger,liq (9.13)

and zBilger,liq the extended mixture fraction for two-phase flows as introduced in Section
5.1.4.

All curves seem to follow the same trend for 0.6 < ϕ̄(t) < 0.8, with a maximum
value stabilising around |ω̇F,max| = 120 kg/m3/s. For 0.6 < ϕ̄(t), both non-extinct cases
(ϕg = 0.45 and ϕg = 0.55) are going on stabilising around the value with a reducing equiv-
alence ratio, while the two other case (ϕg = 0.10 and ϕg = 0.35) have a maximum value
diminishing to reach zero, along with a reduction of their time-evolving mean equivalence
ratio ϕ̄(t). As a consequence, this reinforces the existence of a given equivalence ratio
for which the flame is quenched and that could be used for analysing the extinction of
two-phase turbulent flames.
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⇽ time

Figure 9.41: Maximum of the absolute fuel species source term max (|ω̇F |) vs the time-
evolving mean equivalence ratio ϕ̄(t).

9.3.3 LBO detection

From the previous sections, the long flame response time in the SSB is problematic for the
application of a fuel ramp, or of a succession of steps, due to too small simulation times.
Indeed, the chamber cannot be considered as quasi-steady when the fuel mass flow rate
changes.

As a consequence, another approach has been set up to detect the LBO, based on
the simulation of ignition and stating that a quenched flame is equivalent to a flame that
does not ignite. The ignition is realised by filling the combustion chamber with hot gases
at T = 1660K (highest measured temperature for the experimental Jet-A1 temperature
profile). The composition of the hot gases is: YN2 = 0.7274, YO2 = 0.0449, YCO = 0.0012,
YCO2 = 0.1601 and YH2O = 0.0664. Two operating points are presented: one at ϕ = 0.45
and one at ϕ = 0.40.

As the time taken by the flame to adapt from an equivalence ratio to another one
is long, an ignition of the flame from scratch has been computed to look at the flame
adaptation. Two equivalence ratios were tested: ϕ = 0.45 and ϕ = 0.4, as these are the
points where the numerical blow-out is supposed to occur. Figure 9.42 represents the flame
temperature distributions up to 50 ms.
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Figure 9.42: Temperature distribution for several times with a gas out.
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The flame at ϕ = 0.45 continues to ignite, compared to the ϕ = 0.4 flame, which seems
to quench. This assumption by some indicators, such as the mean kerosene source term
and the fuel mass fraction versus time displayed in Fig. 9.43.
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Figure 9.43: Mean kerosene source term (a) and mass fraction (b) versus time for ϕ = 0.40
and ϕ = 0.45.

For ϕ = 0.45, the mean fuel source term is rising before stabilising around ¯̇
Fω =

−0.15 kg/m3/s. The mean fuel mass fraction ȲF in the domain is rising before stabilising
around ȲF = 0.002.

Conversely, for ϕ = 0.40, the mean fuel source term is rising, stabilising around ¯̇
Fω =

−0.10 kg/m3/s before decreasing around t = 30 ms. The fuel mass fraction is as well
rising, reaching a stabilised value for 20 ms < t < 30 ms and rising for t > 30 ms. This
shows that LBO occurs for ϕ = 0.4 at t = 30 ms. However, the mean fuel source term in
the domain decreases slowly and even seems to reach a stabilised value around t = 50 ms.

To investigate why it might be the case, the heat release fields are displayed for both
equivalence ratios ϕ = 0.45 and ϕ = 0.40 Fig. 9.44.
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Figure 9.44: Heat Release Rate field in a vertical cut plane for ϕ = 0.45 and ϕ = 0.40.
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The heat release rate of ϕ = 0.45 is much stronger than the one at ϕ = 0.40, leading to
an extinction case for the latter case. However, on the ϕ = 0.40, higher heat release rate
can be seen near the walls, especially between 40 mm < y < 60 mm.

This shows that the wall temperature influences the flame, giving heat to the system
and sustaining a high level of heat release while extinguishing the flame. The question is
then raised on the influence of the wall temperatures on retrieving the correct LBO limit.

9.3.4 Discussion
The simulations realised in this section are biased because some elements have been over-
simplified. The goal of this section is to explain the assumptions made and how they could
be overcome.

9.3.4.1 Chemistry

The chemical scheme might induce an error in terms of extinction prediction. Indeed, at
first, the transport parameters are very different for the 2S case (ScF = 0.7) than for the
A1 case (ScF = 2.3) and could induce a different behaviour when facing local extinction.
The chemical behaviour, and in particular some intermediate species, may also play a role.

9.3.4.2 Two-phase flow

The two-phase flow properties of the system have not been modified for the LBO study
compared to the stable case, and might have an impact on the final result. The first
modification of the two-phase flow properties is the diameter distribution. Indeed, as
fewer liquid fuel is injected into the swirler through the atomiser, droplets may be badly
atomised, leading to a different interaction with the swirler boundaries. As well, droplets
being re-injected at the swirler lips may change angle and atomisation due to a reduction
of the pressure loss between the fully-reactive case and the case near LBO.

The evaporation model used, whether mono- or multi-component, might significantly
alter the flame stabilisation near LBO. Indeed, the multi-component fuel is evaporating
at different levels according to the preferential evaporation, which might lead to a better
flame foot stabilisation. Furthermore, the differences in the flame shape induced by the
two-phase flow coupled with the kinetics is also critical, as the proportion of diffusion
structure in the flame regime might change the flame behaviour near extinction.

9.3.4.3 Turbulence

The efficiency model used is a Charlette model [41] with a beta parameter that is constant.
Changing the operating point might create a wide range of structures with a beta parameter
that fluctuates more and thus changes the extinction of the turbulent flame.

9.3.4.4 Thermal environment

The wall temperatures have not been adapted for all the cases and temperatures for the
stabilised flame have been kept for lower equivalence ratios, creating an error in terms of
wall heat loss. The influence of the walls is studied by converging the ϕ = 0.45 case with
an adapted wall temperature. By imagining the burner completely filled with burnt gases
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at final temperatures T 0.8
final for ϕ = 0.8 and T 0.45

final for ϕ = 0.45, the following balance can
be estimated:

C0.8
p,finalT

0.8
final = C0.8

p,adT 0.8
ad −Q0.8

wall

C0.45
p,finalT

0.45
final = C0.45

P,adT 0.45
ad −Q0.45

wall

(9.14)

By introducing Twall the wall temperature, the ratio r = T 0.8
ad /T 0.45

ad can be defined. By
assuming that:

r = T 0.8
ad

T 0.45
ad

=
T 0.8

final

T 0.45
final

(9.15)

as well as C0.8
p,final = C0.45

p,final, the demonstration in Appendix E shows that:

r = T 0.8
wall

T 0.45
wall

(9.16)

Therefore, the new wall temperatures have been adapted, knowing that:

Twall = SbaseplateTbaseplate + SchamberTchamber

Swall

(9.17)

Therefore, the baseplate temperature has been set to Tbaseplate = 400 K and Tchamber =
700 K. Results showing the heat release rate variation and the heat release rate fields are
displayed in Fig. 9.45.

20 30 40 50 60
t [ms]

0

2

4

6

8

10

H
RR

dV
 [k

W
]

T0, 80
wall T0, 45

wall

25 0 25
x [mm]

0

20

40

60

80

100

120

140

y 
[m

m
]

6.0
6.2
6.4
6.6
6.8
7.0
7.2
7.4
7.6
7.8
8.0

lo
g 1

0(
H

RR
1W

/m
3
) [

-]

Figure 9.45: Total HRR vs time (left) and HRR field for the adapted wall temperature
after 60 ms (right) for ϕ = 0.45.

Clearly, for ϕ = 0.45, between the stable case with wall temperatures at ϕ = 0.8 and the
case with the estimated wall temperatures, the first goes on burning whereas the second
does not. This justifies that the wall condition is a key value to estimate correctly the
LBO limit, and is discussed in the next section.
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Figure 9.46: Heat Release Rate and temperature fields for ϕ = 0.45 and ϕ = 0.40.

9.3.4.5 Timescales

The assumption made at first for which the simulation time would depend on the temper-
ature field may be altered. Indeed, Fig. 9.46 shows results when going further into the
computation for ϕ = 0.45:

As can be seen, the case at ϕ = 0.45 exhibits a plateau near 40-50 ms, especially visible
in the mean temperature plot as a function of time. However, the case is then completely
blown-off for a longer simulation time.

This can be explained by the methodology, which surely depends on how the flame is
stabilised and then extinguishes. Or it may be due to physical reasons: the IRZ as well as
the ORZ compositions are slightly influencing the overall flame stabilisation and could be
the reason of such an extinction.

9.3.5 Conclusions
After briefly recalling the main methodologies to simulate LBO, the DLR experimental
work was recalled. The LBO procedure was then set up with the 2S mechanism for time
considerations. Characteristic timescales of the different zones were as well evaluated.

Firstly, different steps from ϕ = 0.8 to lower equivalence ratios were applied and cal-
culations were conducted, finding LBO for 0.35 < ϕg < 0.45. This revealed that the HRR
convergence was reached after approximately 20 ms, the thermal convergence approxi-
mately around 50 ms but not the composition convergence. Markers for the extinction
were detected, showing that the combustion minima and maxima are strongly varying
when extinguishing, suggesting that there exists a global equivalence ratio for which the
extinction occurs in the chamber.

From this finding, the step-like approach was dropped down and two cases (ϕ = 0.45
and ϕ = 0.40) were enlightened from scratch to see if the convergence time could be
reduced and if LBO could be reached. LBO is reached for ϕ = 0.40, not for ϕ = 0.45.
Key parameters to testify that the flame was extinguished are the heat release consumed
by the flame and the gaseous mass fraction released through the time. Finally, several
approximations on the setup were pointed out depicting the complex phenomena, namely
heat losses, ORZ long residence times and spray/combustion interactions, associated to
the simulation of LBO, requiring great precision to account for those effects.

Ending this part on the study of the 2S computation, next chapter will show the main
differences between the three fuels targeted from JETSCREEN project, and explain them.

218



Chapter 10

Effect of fuel on flame structure
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The objective in the SSB configuration was to investigate the effect of fuel on flame
position and flame structure. Thus, the same numerical method as described in Section
9.1.1 for A1 is used here for the alternative fuels B1 and C1 presented in Chapter 7. First,
the time-averaged fuels are analysed in Section 10.1 and compared with the experimental
results available. Second, the flame structures for the three fuels are analysed in Section
10.2 to explain the results of Section 10.1 and this analysis is used to estimate what would
be the most suited SAF for the SSB. In the entire section, ARC A1, ARC B1 and ARC
C1 will respectively be called A1, B1 and C1.

10.1 Time-averaged spray flames
As for A1, LES using B1 was initialised using reactive 2S fields. The LES was performed
during 20 ms and before time-averaging it during 50 ms. For C1, its liquid density is
much larger than the two other surrogates, it was then useless using the BFER, A1 or B1
simulations because the spray is expected to differ notably. Therefore, for the aromatic
C1, only the gaseous field from the BFER case was used to initialise the gaseous field and
the spray was initialised from scratch. The same temperature profiles were applied to the
chamber walls and the baseplate for all the fuels, although the wall temperatures have
been experimentally measured for A1 and B1 only.

Section 10.1.1 compares A1, B1 and C1 in terms of two-phase flow fields. Section 10.1.2
evaluates the impact of fuel on equilibrium temperature. Section 10.1.3 finally compares
the fuel in terms of flame position, temperature and heat release
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This section shows the different outputs obtained and their comparisons to the ex-
perimental work and to the other fuels. Section 10.1.1 details the comparisons in terms
of two-phase flow properties. Section 10.1.2 checks the consistency of the calculations.
Section 10.1.3 finally presents the temperature and heat release rate fields.

10.1.1 Two-phase flow fields
Figure 10.1 displays the mean diameter (d10) and the SMD (d32) profiles at y = 25 mm for
the three fuels A1, B1 and C1 and the measurement for Jet-A1. Note that no experimental
data are available for B1 and C1 for the two-phase flow characteristic quantities.
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Figure 10.1: d10 (left) and d32 (right) for A1, B1 and C1 (-) at y = 25 mm. Measurements
for A1 are added (o) when available.

As expected, B1 evaporates faster than A1 and C1. For every fuel, the pressure loss
region is observed and droplet diameter is much lower for C1 than A1. Indeed, C1 shows
slightly larger diameters on the sides of the spray and smaller ones on the centre, which
could be due to the higher density of C1. Moreover, even though the differences between the
fuels are of the same order than the differences between the experiment and the numerical
results for A1, the LES show results in agreement with the subprocess analysis made in
Section 8.1.2.

Figure 10.1 displays the mean diameter (d10) and the SMD (d32) profiles at y = 25 mm
and the numerical and volumetric PDF of the three fuels A1, B1 and C1 and the mea-
surement for Jet-A1. Note that no experimental data are available for B1 and C1 for the
two-phase flow characteristic quantities.

Looking at the PDF at y = 25 mm, A1 and C1 show a similar shape. The PDF for B1
is shifted to the left, showing fewer large droplets than the two other fuels. Besides, the
largest diameter is much smaller for C1 (50 µm instead of 70 µm). Differences between C1
and A1/B1 are larger than experimental and numerical results for A1.

The two-phase flow dynamics is further studied looking at the three droplet velocity
component profiles at two positions (y = 15 mm and y = 25 mm) is further studied looking
at Fig. 10.3. The experimental results for Jet-A1 are added as well. Differences between
the three fuels are here again lower than the difference between the experimental work and
numerical results for A1. Only B1 exhibits a lower velocity in the central region of the
flow. The axial and the transverse velocity profiles are very similar for the three fuels. One
can only notice a smaller axial velocity and a larger radial velocity in the central region.
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Figure 10.2: PDF for the droplet number (left) and the droplet volume (right) for A1, B1
and C1 (-) at y = 25 mm. Measurements for A1 are added (o) when available.
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Figure 10.3: Numerical droplet velocity profiles for A1, B1 and C1 at y = 15 mm (top)
and at y = 25 mm (bottom): radial up, axial vp and transverse wp. Measurements for A1
are added.

Eventually, in Fig. 10.4, the numerical liquid conditional loading are compared. As
in Chapter 9, a square masking the data for the numerical results has been applied since
measurements have not been performed experimentally as there were too many droplets
in this region. No data were available for B1 and C1.

Results clearly show that A1 and C1 sprays are very similar and penetrate in the flame
more than the B1 spray. The spray angle does not vary with the fuel tested, thus showing
the same error with respect to the measurements.

10.1.2 Adiabatic temperature equilibrium
As in Chapter 9, the theoretical and numerical time-averaged thermal losses are compared
in Table 10.1 for the three surrogates.

A1 and C1 show almost the same enthalpy losses, with the same repartition between
the chamber walls and the baseplate. The thermal losses for B1 are higher on the chamber
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Figure 10.4: Numerical conditional loading for A1, B1 and C1.

Fuel Qwalls [W] Qbaseplate [K] Qtot [K]
A1 -2815 -1039 -3854
B1 -3152 -1035 -4187
C1 -2827 -1068 -3896

Table 10.1: Enthalpy losses for A1, B1 and C1.

walls, increasing its total thermal losses. As in Section 9.2.2.3, and thanks to the constant
enthalpy equilibrium calculation from Cantera, the adiabatic temperature Tad was calcu-
lated. Afterwards, the energetic wall losses Qtot were subtracted to the enthalpy to obtain
the theoretical temperature Teq,theo that the flow should reach at the chamber exit. These
results are compared to the numerical equilibrium temperatures Tfinal,num for the three
fuels. Time-averaged results are summarised in the Table 10.2.

Fuel Tad [K] Teq,theo [K] Tfinal,num [K]
A1 2084.54 1239 1311.23
B1 2076.34 1224 1286.4
C1 2092.96 1263 1346.34

Table 10.2: Final temperatures for A1, B1 and C1.

The higher numerical temperature compared to the theoretical equilibrium is attributed
to the same cause as in Section 9.2.2.3, that is to say, a delay in the system adaptation
towards the enthalpy change due to the heat losses. The theoretical adiabatic temperatures
are very close for the three fuels, with a difference of less than 1%. The theoretical
equilibrium temperatures exhibit some differences, with C1 having a higher temperature
than A1 (a difference of 24 K and especially B1 (a difference of 39 K). This difference is
roughly the same as the one shown in the numerical measured temperature.

10.1.3 Reacting fields
Figure 10.5, the first row presents experimental visualisations of A1 and B1 flames. In the
lower row, the heat release rate integrated in the z-direction for the three fuels is displayed.
No visualisation or data were provided for the C1 flame.

First, the experimental visualisations for A1 and B1 do not show much different in
terms of power location. B1 does not seem to be symmetric, with a left bench more
intense than the right one. Moreover, for A1, the flame is lifted nearer the injection than
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Figure 10.5: (a) Direct view of A1 flame; (b) Direct view of B1 flame; (c) heat release rate
field, A1 case; (d) heat release rate field, B1 case; (d) heat release rate field, C1 case.

for B1. A1 experimental HRR profile also shows the different lines at which the profiles
will be compared.

Looking at the three numerical fields, the V-shape observed for A1, B1 and C1 is
retrieved compared to the measurements. B1 flame lift-off is larger than for A1 and C1
and it shows outer branches more intense than the central zone one. A1 and C1 look
similar, but A1 seems to be more active in the central zone (y = 15 mm).
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Figure 10.6: Average heat release rate integrated line along the central axis for A1, B1 and
C1 fuels.

Finally, the integrated profiles of HRR (displayed in Fig. 10.6) show that B1 and
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A1 flames are comparable to each other in terms of stabilisation location. However, B1
seems to be slightly shifted towards the burnt gases, which reproduces the trend of the
experiments, although the drift is larger experimentally. Compared to numerical curves
for A1 and B1, C1 is shifted towards the injection system with a relatively shorter flame.

Figure 10.7 displays the gaseous temperature profiles at x = −20 mm and at x = 0 mm
and on a radial cut at y = 15 mm, y = 25 mm and y = 35 mm.
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Figure 10.7: Axial temperature files at x = −20 mm and at x = 0 mm for A1, B1 and C1.
Experimental results are added for A1 and B1.

As for A1, LES under-estimates the axial temperature profile compared to measure-
ments. The trend between A1 and B1 is reproduced numerically, theoretical temperature
being lower for B1 than for A1. Nevertheless, the difference is smaller in the LES than in
the experiments. The main difference for C1 (for which no measurements are available) is
a higher temperature in the second half of the chamber (y > 40 mm).
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Figure 10.8: Radial temperature profiles at y = 15 mm, y = 25 mm and y = 35 mm for
A1, B1 and C1. Experimental results are added for A1 and B1.

Concerning the radial profiles (Fig. 10.8), A1 shows a slightly higher temperature than
B1. As for the axial profile, the experimental trend is reproduced, but the differences are
smaller for the LES than for the experiments. C1 (and A1 and y > 35 mm) shows a higher
temperature in the central region and C1 also exhibits a higher temperature in the ORZ.

As a conclusion, AVBP is able to show an impact of fuel on flame position and shape,
and for A1 and B1, the experimental trend is responded, although the differences are
smaller numerically. These differences are due to physical reasons, since the setup used in
the three cases and the averaging time has not changed between the different fuels. The
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aim of next sections is to analyse the complex effects of multi-component fuel on flame
structure.

10.2 Spray flame structures
The goal of this section is to analyse the differences between the fuels, from evaporation
to combustion. Section 10.2.1 analyse the fuel evaporation. Section 10.2.2 explains how
the evaporation field impacts the temperature field. Finally, Section 10.2.3 analyses the
pollutant emissions fields and proposes first conclusions on the "best" alternative fuel in
the SSB configuration.

10.2.1 Fuel evaporation
As explained in Chapter 7, the flame foot is the key region to study the stabilisation mech-
anism in the combustion chamber. Therefore, evaporation characteristics are investigated
for the three fuels to explain how pre-evaporation happens and affects the flame. To start
with, the time-averaged mass fraction fields of each component for the three surrogates are
displayed in Fig. 10.9. Note that the mass fractions are also tangentially-averaged. Solid
black lines representing 10 and 50 percent of the maximum are displayed as well.

Looking at the maximum values, B1 is much more evaporated than A1 and C1, which
is consistent with the faster evaporation of B1 compared to the two other fuels. Second,
when looking at the different components fields for each fuel, it appears that:

• for A1, methyl-cyclohexane evaporates very fast downstream the injection system and
shows a much lower concentration further downstream. Xylene slightly evaporates
close to the injection system as well, but as it is not a very reactive species, it
evaporates on the sides of the flame. Finally, n-dodecane slightly evaporates close to
the injection system, but releases a larger amount of vapour much downstream.

• for B1, iso-octane evaporates directly after the injection system, and the field looks
like the cyclohexane one for A1. Iso-dodecane also evaporates near the injection
system, but also shows a high mass fraction for higher y values (y = 20 mm). Finally,
iso-cetane exhibits a very low mass fraction maximum and is located on the side of
the flame.

• for C1, iso-dodecane evaporates downstream the injection system, but also depicts
high values for higher y values (y = 20 mm). Decalin and methyl-naphthalene
evaporate roughly at the same location.

These vapour distributions are coherent with the 0D analyses in Section 8.1.2. The use
of a multi-component surrogate model coupled to a multi-component evaporation model
shows different component distributions according to the fuel tested. The next point is to
analyse how these fields affect the flame and the burning modes.

To start with, the instantaneous fuel mass fraction is defined:

Y inst
F = YF +

∑
c=cells

ėF,c∆t

mg
c

(10.1)

with ėF,c the evaporation rate evaluated at the cell centre in a given iteration, ∆t the
time-step and mg

c the gaseous mass of the cell. This definition enables to consider the total
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Figure 10.9: Time-averaged mass fraction fields for each component of A1 (top), B1 (mid-
dle) and C1 (bottom) fuel species. Isolines at 10 and 50 percent of the maximum value
are added (solid black lines).

mass of fuel (both gaseous and liquid) available to burn. Such definition enables to build
a contour plot representing the fuel efficiency defined in Section 7.2.2 for A1, B1 and C1
in Fig. 10.10. A threshold has been set Y inst

F > 10−6 to avoid zones where there would not
be any fuel. The colorbar, represented by a Maxwell triangle is in three directions, and
each direction represents a dominant component in the local blend.

The simpler plot to analyse is B1 as the most important component is IC12H26 by far,
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Figure 10.10: Instantaneous fields of Y eff,inst
F for Y inst

F > 10−6 for A1, B1 and C1 fuel.

which is dominant everywhere in the flame. On the edges of the flame shape, tiny red
zones can be seen, which is explained by IC12H26 reacting faster than IC8H18. Droplet
combustion is visible, but here again testifies the presence of iso-dodecane in the droplets.
No clear region of iso-cetane is visible in the graph. The fuel seems to react mostly near
the flame front, even if some droplets are burning in the ORZ.

For A1 fuel, on the contrary, the flame looks interestingly very much stratified in
terms of components. Indeed, at the flame foot, methyl-cyclohexane in green is the domi-
nant species as it has already evaporated in the injection system. Approaching the ORZ,
n-dodecane, the major fuel species in the droplet, slightly becomes the most dominant
species. It is interesting to see that xylene only dominates at the edge of the flame, even
if it evaporates slightly after methyl-cyclohexane. At the central line, on the top of the
flame, methyl-cyclohexane and xylene remain together without any n-dodecane. Indeed,
n-dodecane is the latest to evaporate and is thus mostly present in the form of droplets,
which will continue to release fuel directly in the ORZ and in the far field.

For C1, iso-dodecane is the first species to evaporate and dominates the flame root.
However, it is quickly replaced by the major species, decalin, with a zone where both
components co-exist. Finally, in the upper branches of the flame, a mix of decalin and
methyl-naphthalene is predominant. Contrary to A1, and because there is no strong vari-
ation between evaporation and chemistry of the species, the fuel area does not extend
towards the ORZ.

To quantify the observed effects of differential evaporation, local gaseous equivalence
ratios and the absolute difference between the blend effective composition and the local
composition for the cold flow (T < 1000K) is shown in Fig. 10.11 for A1, B1 and C1. This
definition is useful when looking at the dominant mass fraction at a given location.
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Figure 10.11: Gaseous local equivalence ratio (first row) and absolute difference between
blend and local composition: Y eff−Y ref

liq (last three rows) for A1 (first column), B1 (second
column) and C1 (last column) for T < 1000 K.

First, the gaseous local equivalence ratio is lower than the global equivalence ratio
(ϕg = 0.8). B1 shows a higher local equivalence ratio, due to a higher level of pre-
evaporation, which leads to a greater laminar flame speed and a lower CO mass fraction.

Second, the absolute difference Y eff − Y ref
liq with the reference composition is bounded

between −Y ref
liq and 1−Y ref

liq which shows the difference between the expected composition
if no preferential evaporation occurred and the real case. A strong blue colour means that
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the species is largely below the initial value and a strong red colour that it is largely above,
before combustion. Results mainly confirm what the semi-liquid 1D spray premixed flame
shows (see Section 8.2.2):

• for A1 (left column), methyl-cyclohexane MCYC6 takes a much larger part in the
pre-evaporated fresh gases than it has in the initial blend. As a contrary, n-dodecane
NC12H26 burns the latest and out of the pre-evaporated zones, except for several
droplets that have already been consumed because of their small sizes, visible through
the small points on the graphs. Xylene evaporates slightly more than the reference
value. Therefore, because of the pre-evaporation and the lower efficiency of xy-
lene compared to n-dodecane in terms of burning, the flame is slower with a lower
temperature than the corresponding spray flame with the initial blend composition
everywhere in the domain.

• for B1, iso-octane evaporates faster than the two other components and is therefore
slightly higher than what is expected. Iso-dodecane is slightly below the reference
values and iso-cetane has not started evaporation or very little, as it is the last one
to evaporate. Pre-evaporation here has a relatively small influence on the flame
dynamics because the three components exhibit roughly the same characteristics.

• for C1, iso-dodecane evaporates more than the initial composition, and decalin, the
main species in the fuel, slightly less. Methyl-naphthalene has not evaporated except
at the centre of the flame. Contrary to A1, the higher contribution of iso-dodecane
in the pre-evaporated part leads to a higher flame velocity and temperature than the
corresponding flame with the initial blend composition everywhere.

As a conclusion, starting from the inherent chemistry of the surrogates, 1D calculations
made in previous section help to identify two important aspects influencing the flame. First,
the droplet size influences the spray penetration in the ORZ, i.e a larger diameter leads
to a less pre-evaporated flame, meaning that the final temperature and the laminar flame
speed are lower. Second, the pre-evaporated composition may modulate the influence of
the two-phase flow. According to this analysis, A1, even though having the largest of
the flame speed, shows a higher diameter spray (see Section 10.1.1) with a downgraded
pre-evaporation because of xylene, which would normally lead to lower laminar flame
speeds and lower temperature. On the contrary, B1, with a slightly lower flame speed
and lower final temperature, shows neutral pre-evaporation effects and lower two-phase
characteristics. C1, with a lower laminar flame speed and a higher temperature, finally
shows a higher diameter effect but an efficient pre-evaporation. With this in mind, the
next section investigates the impact of the fuel evaporation on the thermal field.

10.2.2 Combustion regime
Knowing that the pre-evaporated area is weak in terms of fuel released and that quan-
tities are pre-evaporated following the preferential evaporation analysed in Section 8.1,
the influence of the fuel burning in the ORZ and the impact on the related field can be
described. With the previous analysis in mind, the hexbin and temperature scatter plots
of the different fuel compositions can be drawn on the whole domain (Fig. 10.12) to high-
light the link between evaporation and combustion. Purple boxes represent the initial
blend compositions. Here again, a threshold has been set for Y inst

F > 10−6.
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Figure 10.12: Hexbin (left) and temperature scatter (right) plots vs Y inst,eff
F at 0 < y <

10 mm for A1, B1 and C1 components.

For A1, points are spread all around the graph, except for pure methyl-cyclohexane.
Indeed, and even at the flame foot (represented by low temperature on the temperature
scatter plot), methyl-cyclohexane and xylene have already slightly evaporated. Only a few
points burn at the blend composition, testifying that the evaporation is very different for
the fuel species. Yellow areas in the temperature scatter plot represent, for the top of the
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triangle, pure gaseous xylene burning and droplet evaporation for the yellow line going
from methyl-cyclohexane burning to pure n-dodecane burning. The hexbin plot suggests
that a majority of points are located at Y eff

NC12H26 = 0.2, Y eff
MCY C6 = 0.5 and Y eff

XY LENE = 0.3,
which shows the fast evaporating behaviour of methyl-cyclohexane and xylene, even if they
are theoretically not the predominant species in the blend.

For B1, most points are very close to the initial composition, slightly shifted towards a
greater value of iso-octane, and smaller values of iso-cetane and iso-dodecane. The spread
is not important, some values may reach the extrema of pure iso-dodecane and pure iso-
cetane. The droplet burning, in yellow on the temperature scatter plot, lays very close to
the pure iso-dodecane region. The cold zone is not visible here, because too many points
are located in the same area, justifying that the points are not moving in the flame.

For C1, points are also spread all around the graph. Pure iso-dodecane and pure
decalin are however fairly hardly reached. The fuel starts burning with a mix of decalin
and iso-dodecane (black points). When reaching a higher temperature, the part of methyl-
naphthalene becomes more important. Points displayed with the highest temperature also
corresponds to droplets burning fast in the ORZ, which can contain a mix of the three
components, depending on the size of the droplets. Most points are located nearby the
expected composition, with Y eff

DECALIN = 0.5, Y eff
IC12H26 = 0.3 and Y eff

C10H7CH3 = 0.2.
For the three surrogates, points with a higher temperature correspond to the points

burning as two-phase flow. This is a big difference compared to the 1D two-phase premixed
flame. Indeed, droplets burning in the ORZ can induce additional energy and heat to the
flame, which is not the case in the 1D flame because the flame temperature is already the
adiabatic temperature. As a consequence, larger mean diameter size, leading to a longer
spray, influences the flame deeper and could explain why A1 and C1 stabilises at higher
temperature than B1. This can be illustrated with scatter plots of temperature versus
local gaseous equivalence ratio for the three surrogates, displayed in Fig. 10.13.
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Figure 10.13: Scatter plot of temperature versus the local equivalence ratio ϕ for A1 (left),
B1 (middle) and C1 (right). The equilibrium line is drawn in black.

The three plots look very similar at first glance. When comparing A1 and B1 plots,
the highest temperature reached seems lower for B1 than for A1. These statements seem
to assess that higher diameters seem to add another dynamics for the flame, explaining
the thermal behaviour for the fuels. C1 surrogate keeps closer to the equilibrium line with
a higher temperature than the two other fuels, featuring fewer rich regions.

To investigate why some fuels show more rich points than others, Takeno fields with
pyrolysis products contoured by HRR > 10 MW/m3 and for ∇YF > 10−6 and ∇YO2 >
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232 10.2. SPRAY FLAME STRUCTURES

10−6 are displayed Fig. 10.14 for A1, B1 and C1.

(a) A1 (b) B1

(c) C1

Figure 10.14: Vertical and horizontal cuts of instantaneous Takeno field for HRR >
10 MW/m3 for A1, B1 and C1. Premixed zones in white, diffusion zones in dark and
stoichiometric isocontour in red. The dotted lines represent the location of the cuts.

Regimes do not change completely between the fuels: every surrogate exhibits a fully
premixed flame, due to the pre-evaporation, followed by a stratified field due to the two-
phase flow. The stratified area seems to be more extended for A1 and C1 than for B1,
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depicting their higher initial diameter. A small difference in the flame topology is that B1
show fewer diffusion gaseous zone in the burnt gases, contrary to A1 and C1, which is due
to their bigger droplet diameter.

The mean proportion of a given flame regime multiplied by the heat release rate TaHRR,
defined Section 3.3.3.3, is displayed in Fig. 10.15 as well as Taω̇ the flame regime multiplied
by the component source terms with error bars representing the variance of the results.
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Figure 10.15: Flame regime proportion for A1, B1 and C1 and for the individual fuel
components. Premixed in white and diffusion in colour.

Looking at the heat release rate Takeno, B1 seems to be the one burning the most in
premixed mode, followed by C1 and then A1. The three flames exhibit a higher proportion
of premixed mode than diffusion mode.

Looking at the fuel source term Takeno, the total contribution is first looked at, and
results show the same tendency as for the heat release rate field. When analysing which
species produces more premixed or diffusion flame regions, the main fuels (NC12H26 for A1,
IC12H26 for B1 and DECALIN for C1) are found to produce a premixed quantity which
get close to the one accounting for the three fuels. Both IC8H18 for B1 and MCYC6 for
A1, as expected since they are the most volatile species, give a more premixed contribution
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234 10.2. SPRAY FLAME STRUCTURES

to the flame than the total fuel contribution. In the middle, XYLENE for A1, IC16H34
for B1 and XYLENE for C1 are lying in between those volatile fuels and the main fuel.
Finally, C10H7CH3 leads to higher diffusion area because it mainly burns in the burnt
gases area.

Consequences are the following. A1 shows many gaseous diffusion flame regions that
account for a high power of the flame. B1 also shows diffusion areas, but they account
for less flame power. C1 shows fewer diffusion areas than B1, but it seems to account for
more of the power than B1. The reason for this is the pre-evaporation: for B1, droplets
are massively consumed near the flame front generating real diffusion flames, whereas for
C1, droplets are massively consumed in the far field. Looking at A1 and C1 fields, one
may wonder why diffusion flames areas are promoted for A1 compared to C1. Since xylene
and n-dodecane show a reverse order for the evaporation and the chemical phenomena,
xylene is present in the ORZ but not consumed directly which creates areas with higher
fuel loading that is consumed at the moment with n-dodecane, leading to higher local
equivalence ratio.

As a conclusion, the flame structures depicted in Section 10.1 are a direct consequence
of the two-phase flow dynamics and the fuel pre-evaporation impacting the thermal field.
First, the total amount of fuel still to be burnt in the hot gases environment brought
by the droplets modifies the flame structure. Second, the order of release between the
fuel components influence the combustion efficiency. Both parameters induce stratified
premixed flame, with a flame regime that is a result of these two previous parameters,
defined in the SAF.

Of course, real fuels are made up of several different carbon molecules for the different
species classes, as shown in Section 7.1.1. Therefore, results shown here represent extreme
cases where one class is reduced to one carbon molecule. Discretising the different species
as done here has the advantage of highlighting the major class behaviour and was able to
explain the differences shown in the experiments.

10.2.3 Towards optimised SAF
The temperature fields induce several pollutant predictions that can as well be compared
with the 1D flame computations. First Section 10.2.3.1 presents the consequences of the
flame shapes on CO, CO2 with an extension towards NOx. Second, a discussion is made
on the best candidate as SAF in terms of flame stabilisation (Section 10.2.3.2) and LBO
(Section 10.2.3.3).

10.2.3.1 Pollutants

The first consequence of using different fuels is the impact on the overall CO2 production,
shown in Table 10.3 for A1, and extended here for B1 and C1. Theoretical values result
from a Cantera equilibrium calculation, and the numerical values are the time-averaged
values measured on a plane in the exit duct.

A1 B1 C1
Theoretical value 0.162 0.1578 0.1705
Numerical value 0.1588 0.156480 0.165216

Table 10.3: Comparison of theoretical and numerical final fuel mass fractions for A1, B1
and C1.
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Numerical values are very close to the experimental ones, with a relative error less than
2%. Comparing values between the three fuels shows that more carbon dioxide is released
when burning C1 fuel as B1 and A1. This is a direct consequence of the H/C ratio, as
highlighted in Equation 7.10. As shown in Table 7.2, since A1 has a higher H/C ratio
(H/C = 2) compared to C1 (H/C = 1.7), less CO2 is produced. Conversely, A1 has a
lower H/C ratio than B1 (H/C = 2.17) and therefore produces more CO2.

CO mass fraction was measured above the exit duct experimentally. This probe being
placed in the free atmosphere, it prevented us from comparing the measurements to the
computations. Eventually, only CO and NO concentrations for A1 have been provided.
Therefore, to have an idea on the fuel sensitivity to CO production, fields of time-averaged
CO mass fractions are displayed in Fig. 10.16 for the three fuels.
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Figure 10.16: Time-averaged CO mass fraction field for A1 (left), B1 (middle) and C1
(right).

CO production for C1 is slightly lower than for A1 and B1, which themselves show
very similar levels. The two-phase 1D premixed flame gave a higher concentration for A1
and nearly the same for B1 and C1. The local equivalence ratio in the ORZ must then
have an impact on the CO produced. Indeed, the diffusion regions that may be found for
A1 increases the amount of CO compared to C1. B1 was expected to be lower than A1,
because the pre-evaporation is higher and the preferential evaporation is in favour of less
CO, as shown in Section 8.2.3. However, the flame structure leading to numerous diffusion
flame regions leads to a higher CO mass fraction.

As the temperature is higher for those fuels and that the thermal NOx pathway is
dominant, NOx emissions are expected to be higher for A1 and especially in the C1 and
B1 cases. This first guess should be confirmed by rederiving reduced chemistries including
the NOx pathways and re-performing LES for the 3 fuels.

10.2.3.2 Best SAF candidate in terms of flame stabilisation

The flame stabilisation and the amount of pollutant produced, for a given power level
delivered, naturally depends on:

• the fuel liquid distribution, that impacts the evaporation timescale τev.
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• the chemistry of the fuel components that impact the capability of the mixture to
ignite fast (auto-ignition time τig) and to react fast (chemical time τc).

These timescales are valid for any turbulent spray flame with complex kinetics. When
including complex surrogate models, an additional phenomenon appears: the preferential
evaporation of the surrogate components also has to be considered as it redistributes the
local mass fractions temporally, and thus spatially. As a consequence, the local combustion
is modified, leading to different H/C ratios and different combustion regimes.

Rich mixture fraction and high temperature areas should be avoided in the flame,
because they respectively promote CO and NOx production. Those regions are created
because of the late evaporation of some components of the surrogates and are a direct
consequence of the two-phase flow modulated with the pre-evaporation behaviour. The
high temperatures observed in the ORZ are then a coupling between the chemistry, the
flame regime created and the heat losses to be accounted for. As a consequence, and as the
objective is to reduce the creation of emissions, the H/C ratio should be the highest so that
the species would react fast and burn efficiently at low temperature. The spray should not
evaporate too quick to avoid strong diffusion areas. Conversely, if the spray evaporation is
too long, higher temperatures may be reached locally. Therefore, one may build an optimal
blend to limit the pollutant emissions. Finally, preferential evaporation should not lead
to the creation of diffusion areas by inverting the order between the evaporation and the
chemical reaction, as for the A1 flame with XYLENE and NC12H26.

However, other requirements should be fulfilled when employing SAF, namely ignition
and extinction. Therefore, LBO resistance is investigated in the next paragraph.

10.2.3.3 Towards LBO resistance

As far as LBO is concerned, the analysis of [107] on the fuel properties can be carried
out here. Indeed, the parameters that may differ when considering different fuels are the
following:

• Atomisation properties, which were not considered in this study as mentioned in
Section 8.1. B1 is supposed to give finer droplets than A1 and C1.

• Evaporation properties differ for A1 and C1 compared to B1.

• Chemical properties, which are almost the same for the three fuels tested here.

Evaporation properties are supposed to be the most influencing parameter for the
extinction phenomenon, especially with the analyses made in Section 9.3.2, stating that
the flame stabilisation depends mainly on the capability of the droplets to burn in the
ORZ. As a consequence, B1 is expected to resist less to lean blow-out than A1 and C1
because of its lower characteristic diameter.

For pure chemistry, LBO limit is not dependent on the H/C ratio [295] because, even
if it is strongly correlated to the Derived Cetane Number (DCN), the DCN is difficult to
correlate to the H/C ratio [316]. Therefore, LBO limit could be different for the fuels
studied when considering the pure chemistry, even if their combustion dynamics are not
very different.

As a consequence, results are completely reversed for the LBO limit: B1, that was a
good candidate in terms of flame stabilisation as it should produce fewer pollutants, is
found to be the less resisting to the LBO because of its efficient combustion.
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10.3 Conclusion
The SSB using the three multi-component surrogates with complex kinetics (A1, B1 and
C1) were computed. LES was able to capture the differences between A1 and B1 fuels
for which measurements were provided. The differences in terms of temperature profiles
could be explained by the two-phase flow dynamics and the preferential evaporation phe-
nomenon, inducing different stratification fields for the fuels. The resulting pollutants were
estimated, with a CO2 level depending greatly on the equilibrium state. CO emissions were
surprisingly very much the same between A1 and B1 and lower for C1. NO emissions are
expected to be larger for A1 and C1 due to the higher temperatures.

Conclusions on the fuel have been drawn for the stabilised flame and the extinction:

• The H/C ratio must be kept high to maximise the combustion and minimise the
final CO2, then avoiding aromatic species and promoting linear, branched and, to a
certain extent, cyclic alkanes. A trade-off may be found to maximise the H/C and
the DCN for a better flame resistance.

• Diameter should be kept optimum, i.e. low enough to avoid rich diffusion flame zones
and high temperatures that are prone to create CO and NOx, but high enough to
be resistant to the LBO phenomenon.

• Preferential evaporation should conserve the same order between evaporation and
chemical consumption to avoid late release of the fuel in burnt gases area, promoting
diffusion areas.

Therefore, replacing some of the branched alkane with linear alkane species to enable a
slightly bigger diameter while conserving the combustion efficiency of linear and branched
species can be thought of, and is what is done for HEFA alternative fuel, which is one of the
best candidate for SAF at the moment in the industry and already tested in aeroplanes
within VOLCAN project. VOLCAN (VOL avec Carburants Alternatifs Nouveaux) is a
French project in which Airbus, SAFRAN, Dassault Aviation, ONERA, DGAC, France
Relance and the French Ministry of Transport are involved. The objective is to prove the
operability of the current aircraft architecture to fly with 100% of alternative fuels, whereas
the current legislation limits their use to a 50% blend with kerosene. CERFACS develops
the fuel model and the simulation tools for SAFRAN in the project1.

1https://www.safran-group.com/fr/espace-presse/principaux-acteurs-aeronautiques-francais-feront-
voler-monocouloir-100-carburant-alternatif-fin-2021-2021-06-10
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Chapter 11

Conclusion and perspectives

11.1 Conclusion
The aim of this PhD was to study the impact of the fuel modelling in aeronautical burner
and to evaluate numerically the LBO phenomenon. For this purpose, in the context of
JETSCREEN project, the Spray-Stabilised Burner (SSB) from DLR was computed. Before
simulating and analysing the complex 3D chamber, several chemical and spray processes
needed to be analysed.

Firstly, the surrogates were analysed through the chemical spectrum. Three Analyti-
cally Reduced Chemistries (ARCs) were developed and tested, showing a good accuracy
compared to the detailed mechanism. Several canonical cases (0D equilibrium, 0D time
evolving reactor, 1D premixed flame) were computed to validate this mechanism and have
been further analysed in order to investigate the different reactivities of the surrogates.
Especially, the poorer reactivity of the aromatic compared to the other species was recov-
ered. Pollutant productions were estimated, showing no real difference in terms of CO
and CO2 mass fractions unlike NOx which seemed to be higher for C1 than the two other
fuels. Soot could not be evaluated, but a methodology has been proposed. Aside from this
validation, Zeldovich assumption, stating that 5 to 10 points are sufficient to discretise
correctly the flame front of a 1D premixed flame, has been extended to ARC mechanisms.
A further analysis of the reaction rates showed that the flame actually stabilises through a
reaction-diffusion mechanism, where the discretisation of the fuel source term has a leading
role in the flame spatial accuracy.

Second, two-phase flow modelling and properties were compared to the DLR experimen-
tal work and showed good accuracy. 1D spray flames were computed with pre-evaporation
to see the difference with the gaseous flame in terms of overall properties and pollutants.
The pre-evaporation in the gaseous phase has a slight impact on the laminar flame speed
and heat release rate for a given fuel, since it redistributes the power given per species.
Pollutants do not to change much with the liquid phase, but NOx and soot emissions could
not directly be estimated. Besides, a planar spray counterflow diffusion flame with a poly-
disperse distribution was computed and analysed. The flame structure displayed a heat
release rate field with two peaks showing the same intensity. With the help of monodis-
perse case, the second peak could be attributed to three major combustion behaviours:
the gaseous diffusion flame contribution, the droplets vaporising in it and the premixed
contribution of the droplets resisting the temperature field and evaporating after the flame
front in the oxidiser side. A single droplet combustion algorithm was tested and compared
with the previous calculation, showing the same overall flame structure but a different
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behaviour on the oxidiser side as the droplets would evaporate more rapidly. Finally, the
overall flame power led to the conclusion that the combustion regime is changing with the
droplet size and include more premixed contribution with bigger diameters, which is well
captured by the heptane/O2 ARC chemistry that was developed for the study.

The swirl-stabilised spray flame was finally computed. The non-reacting flow showed
a very good agreement with the experimental PIV. Prior to the reacting case, the input
Rosin-Rammler distribution, measured experimentally in hot conditions, was fitted to the
experimental data thanks to an uncertainty analysis. The simple BFER and the complex
Jet-A1 surrogates were compared and showed differences in terms of flame reactivity and
stabilisation. However, the three-component surrogate showed a much more complex field
in the stratified area.

Then, LBO was experimentally tested by the DLR on the three fuels. Before simulating
LBO, the flame was converged towards a lower operating point to evaluate the characteris-
tic timescales and the important quantities near LBO. The ORZ was found to control the
flame stabilisation and took too long to apply a step-like approach correctly. Near LBO,
useful markers to detect the LBO event were identified. To get rid of the long computation
time of adaptation, extinction was tested by igniting the combustion chamber at different
fixed equivalence ratios and see if the flame may stabilise or not. After the characteristic
convergence time-step, the flame seemed to stabilise at ϕ = 0.45 and is extinct at ϕ = 0.40,
showing that LBO is occurring in-between those equivalence ratios. However, those results
may be compromised by a non-adapted atomisation and wrong wall temperatures.

Finally, the SSB flame with multi-component fuel modelling and complex chemistry
was stabilised and converged for three fuels. Spray differences were well captured, and
the flame stabilisation was in accordance with the experimental data for A1 and B1 fuels.
Preferential evaporation is still visible in the flame and gives a stratification of the fuel
species released. The flame shows some stratified areas, because of the multi-component
behaviour and the two-phase flow dynamics. The preferential evaporation, the heat losses
and the flame structures induced by it are the key parameters that concluded on the flame
shapes which were not featuring in the simple 1D two-phase premixed flames. Analysis on
pollutants depicted a higher CO production for A1 and B1 due to the richer combustion
generated in the ORZ. The “best” fuel suggested is then a trade-off for the flame stability
and the LBO, with a high H/C ratio, an optimal diameter and a preferential evaporation
that does not mix evaporation timescales and chemical timescales.

11.2 Perspectives
New questions arise from the work summarised in the previous paragraph, either to improve
it or to clarify some ideas that were tackled but not investigated.

The study on the flame discretisation may lead to two perspectives:

• a flame refinement methodology can be deduced from the findings made previously.
For a light fuel, such as methane, the fuel source term is covering the same area
as the heat release rate, therefore refining the fuel source term means refining the
heat release rate and the flame is well-discretised. For heavier fuels, however, the
pyrolysis area is located much more ahead from the biggest heat release rate zone.
A conclusion of this study would be that refining the source term and slightly less
the rest of the flame front (that is to say, just enough for the intermediate species to
be well discretised) could be a smart manner of refining a flame.
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• as well as refining a canonical flame, choosing the right area where to thicken a flame
front is also a topic of interest, and this study suggests that the right location to
thicken a flame would be the species source term and not the heat release rate.

For evaporation concerns, as depicted in chapter 8, soot and NOx pollutants should be
estimated and especially the link between two-phase flow properties and their production.
Eventually, the surrogate influence should be tested, namely the number of species used
on the accuracy of the results found.

The counterflow diffusion flame configuration is a great start for several developments.
Indeed, parameters playing on the thickness evolution of a two-phase flow diffusion flame
compared to the purely gaseous equivalent were never investigated as done for the pre-
mixed flame in [266] where a correlation was found for the flame thickness and other flow
parameters. Furthermore, this two-phase flame was computed with n-heptane and oxygen,
which are showing a different behaviour from multi-component fuels. The exercise could
then be repeated with complex surrogates to evaluate the impact of the modelling on the
canonical structure.

For the SSB, several perspectives may be highlighted. To start with, data are available
for Readijet and HEFA fuels, but the mechanism was not derived, and they were not tested
in the SSB even if experimental works from the DLR exist. This could provide new lights on
different fuel behaviours and precise the methodologies that this PhD has started to tackle.
Other surrogate models could be applied on other schemes to see the difference in terms of
flame structure. Single fuel data are as well available in Grohmann’s paper [110] and could
be simulated. More precisely, an ARC emulating kerosene could be tested to separate more
accurately the complex kinetics effects from the surrogates one. High pressure cases should
be investigate, especially as far as the evaporation is concerned and the role it has on the
flame shape. For pollutants, NOx and CO were measured by the DLR, but not taken into
account in this work. Setting up a scheme that takes into account the pollutant predictions
accurately would enable the comparison with the experiment and assess for the good
reproduction of the experimental work. Furthermore, even though the thickening value was
not high in the fields presented in chapter 9, the major part of uncertainty in the simulation
must come from the combustion/turbulence modelling, as the thickening methodology is
often not derived for two-phase flow multi-component complex chemistry. Emphasis should
be made on the future on checking if the combustion/turbulence interactions are correctly
modelled by the thickened flame modelling. Atomisation at the end of the swirler lips as
well as a secondary atomisation model were not applied and should be taken into account.
As the flame regimes are concerned, Takeno Index with pyrolysis products has shown good
results in the SSB burner. However, when considering flames that are not only monitored
by a premixed stratified flame but also real diffusion flames, their combustion regime may
not be adequately identified. Therefore, the flame structure must be analysed in more
simple cases.

For LBO, when changing the operating point, fixing the temperature is a very big
assumption and may lead to some errors because the walls influence the thermal quanti-
ties. Second, atomisation properties need to be determined near extinction. Eventually,
LBO limit was found with extinction from scratch but was not compared to a ramp ex-
tinction due to the long characteristic timescales. A work then needs to be done on the
mesh to reduce the number of points. Multi-component LBO calculations could be tested
and compared to the BFER calculation, with the methodology derived here. Indeed, for
such complex surrogates, the converging quickness might not be the same as for simple
surrogates. Besides, the chemistry, such as the importance of formaldehyde or of low tem-
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perature paths for instance, could be investigated. LBO dependency to evaporation and/or
chemistry then could be investigated.
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Appendix Intro : SAF

Figure 1: Detailed SAF pathways from [132].
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Appendix A : Flame spatial
discretisation

Species sensibility analysis
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Figure 2: Sensibility analysis for CH4/air and NC12H26/air flame at T = 400 K, P = 1 bar
and ϕ = 1.0.
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Reaction rate proportion
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Appendix B : Analysis of gaseous
chemical processes

Final products mass fraction
Let’s consider the following combustion equation:

CxHy +
(

x + y

4

)
O2 −→ xCO2 + y

2H2O (1)

Lean case The following advancement table is derived Table 1 for the lean case.

CxHy + (x + y
4)O2 −→ xCO2 + y

2H2O
ninit

F uel ninit
O2 0 0

ninit
F uel − ξ = 0 ninit

O2 − (x + y
4)ξ xξ y

2ξ

Table 1: Advancement table for any hydrocarbon in the lean side.

Therefore:
XH2O = nH2O

nH2O + nCO2 + nO2 + nN2

(2)

By considering that nN2 = 3.76nO2 and as ξ = ninit
F uel:

XH2O = y/2ninit
F uel

y/2ninit
F uel + xninit

F uel + 4.76ninit
O2 − (x + y

4)ninit
F uel

(3)

By dividing the numerator and the denominator by x and ninit
F uel:

XH2O =
y/x

2
y/x

4 + 4.76 ninit
O2

xninit
F uel

(4)

As H/C = y/x and ϕg = (x + y/4)ninit
F uel/ninit

O2 :

XH2O =
H/C

2
H/C

4 + 4.761+ H/C
4

ϕg

(5)

And as nCO2 = xξ = 2
H/C

nH2O:

XCO2 = 1
H/C

4 + 4.761+ H/C
4

ϕg

(6)
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CxHy + (x + y
4)O2 −→ xCO2 + y

2H2O
ninit

F uel ninit
O2 0 0

ninit
F uel − ξ ninit

O2 − (x + y
4)ξ = 0 xξ y

2ξ

Table 2: Advancement table for any hydrocarbon in the rich side.

Rich case The following advancement table is derived Table 2 for the lean case.
Therefore:

XH2O = nH2O

nH2O + nCO2 + nF + nN2

(7)

By considering that nN2 = 3.76nO2 :

XH2O = y/2ξ

y/2ξ + xξ + 3.76ninit
O2 + ninit

F − ξ
(8)

By dividing the numerator and the denominator by ξ and replacing ξ by its value:

XH2O =
y
2

y
2 + x + 3.76(x + y/4) + ϕg − 1 (9)

As H/C = y/x:

XH2O =
H/C

2
H/C

2 + 1 + 3.76(1 + H/C/4)− 1/x
(10)

Leading a dependency on the number of carbon atoms for the water mass fraction.

LHV calculation
At T0 = 298.15 K, it is known that:

hC−H = 413 kJ/mol (11)

hC−C = 348 kJ/mol (12)

hC=C = 614 kJ/mol (13)

hC≡C = 839 kJ/mol (14)

hO2 = hO=O = 495 kJ/mol (15)

hCO2 = 2hC=O = 1598 kJ/mol (16)

hH2O = 2hO−H = 926 kJ/mol (17)

The molar LHV LHVmol can therefore be calculated through the following formula:

LHVmol = xhCO2 + y

2hH2O −
(

x + y

4

)
hO2 − hF (18)

As for x = 1 atom of carbon in a hydrocarbon molecule, the number of hydrogen can
be calculated:

y = 2(x− d + 1− r − 2t) (19)
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with x the number of carbons, d the number of double bond (replacing 2 atoms of
hydrogen), r the number of cycles (replacing 2 atoms of hydrogen as well) and t the
number of triple bonds (replacing 4 atoms of hydrogen). The impact on the fuel enthalpy
is the following:

hF = dhC=C + thC≡C + yhC−H + (x− 1 + r − d− t)hC−C (20)

Indeed, if the number of carbon is fixed, for a linear molecule, the fuel enthalpy should
be equal to the C-H bond enthalpy times the number of C-H bonds (the same as the
number of hydrogen) and the C-C bond enthalpy times the number of carbon minus one
as there is one less link than the total number of carbons. To that, the double and triple
links must be replaced by their equivalent energy hC=C and hC≡C . Finally, a cycle adds a
C − C bond to the molecule.

Eventually, when all the calculations are performed, the following formula is derived :

LHVmol = 407x + 100y + 82d + 205t = 607x + 200− 118d− 200r − 195t (21)
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Chemical pathways for B1 and C1
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Figure 4: Chemical pathways for B1 fuel species at T = 400K, P = 1 bar and ϕ = 1.0.
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Figure 5: Chemical pathways for C1 fuel species at T = 400K, P = 1 bar and ϕ = 1.0.
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Premixed flame reaction rates for B1 and C1
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Figure 6: Source term for the B1 components and their reaction contributions at T =
400 K, P = 1 bar and phi = 1.
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List of Schmidt and Prandtl numbers for the mecha-
nisms

BFER scheme
The Schmidt number for BFER are displayed Table 3. The Prandtl number Pr for BFER
is Pr = 0.7.

Species C10H20 O2 CO CO2 H2O N2
Sc 0.7 0.7 0.7 0.7 0.7 0.7

Table 3: Schmidt numbers Sc for the BFER scheme.

A1 scheme
The Schmidt number for ARC A1 are displayed Table 4. The Prandtl number Pr for ARC
A1 is Pr = 0.67.

Species N2 H2 H O2 O H2O
Sc 0.741 0.206 0.125 0.743 0.485 0.555
Species OH H2O2 HO2 CO CO2 CH4
Sc 0.494 0.753 0.748 0.753 0.949 0.682
Species CH3 CH2O C2H6 C2H5 C2H4 C2H2
Sc 0.679 0.862 0.996 0.988 0.776 0.818
Species C3H6 C3H5 − A C3H3 C4H6 C6H6 NC5H10
Sc 1.034 1.053 1.064 1.27 1.549 1.497
Species CY C6H10 XY LENE MCY C6 NC10H21 NC12H25 NC12H26
Sc 1.559 1.903 1.769 2.484 2.753 2.754
Species NC10H20 C4H7(L1) C3H7(L1) CH3O(L1) C7H7(L1) C4H8(L1)
Sc 2.482 1.25 1.227 0.882 1.753 1.39

Table 4: Schmidt numbers Sc for the ARC A1 scheme.
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B1 scheme
The Schmidt number for ARC B1 are displayed Table 4. The Prandtl number Pr for ARC
B1 is Pr = 0.714.

Species N2 H2 H O2 O H2O
Sc 0.679 0.204 0.122 0.7408 0.477 0.551
Species OH H2O2 HO2 CO CO2 CH4
Sc 0.486 0.744 0.739 0.744 0.936 0.670
Species CH3 CH2O C2H6 C2H5 C2H4 C2H3
Sc 0.667 0.853 0.983 0.975 0.766 0.815
Species C2H2 C2H C3H6 C3H5 − T C3H4 − P C3H4 − A
Sc 0.807 0.799 1.023 1.041 1.057 1.057
Species C2H3CHO IC4H8 IC4H7 IC8H18 IC8H16 IC16H34
Sc 1.363 1.376 1.239 1.978 1.974 3.208
Species IC12H26
Sc 2.735

Table 5: Schmidt numbers Sc for the ARC B1 scheme.

C1 scheme
The Schmidt number for ARC C1 are displayed Table 4. The Prandtl number Pr for ARC
C1 is Pr = 0.708.

Species N2 H2 H O2 O H2O
Sc 0.677 0.202 0.121 0.731 0.474 0.545
Species OH CO CO2 CH4 CH3 CH2O
Sc 0.483 0.739 0.942 0.666 0.663 0.845
Species C2H5 C2H4 C2H2 CH2CO C4H6 C4H2
Sc 0.968 0.761 0.802 1.0 1.247 1.23
Species CY C6H10 IC8H16 C7H8 C6H5O C6H5C2H INDENY L
Sc 1.534 1.959 1.728 1.650 1.772 1.909
Species C10H7CH3 CH3C10H6ODECALIN RDECALINIC12H26 IC12H25
Sc 2.13 2.156 2.047 2.046 2.712 2.711
Species C10H15 C6H9(L1) C4H8O(L1) C4H8(L1) CH3O(L1)
Sc 2.043 1.617 1.555 1.366 0.864

Table 6: Schmidt numbers Sc for the ARC C1 scheme.
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Appendix C : Spray counterflow
diffusion flame

Additional fields of interest
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Figure 8: Evaporation rate (left) and source term (right) fields for dp = 5 µm, dp = 75 µm,
dp = 123 µm, dp = 175 µm and the polydisperse configuration.
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Appendix D : 3D computation

Calculation timescales for the different fuels
To determine the resources demanded to run the computations, the required number cpu
time is calculated with :

nch = nprocnnodestsimu (22)
with nch the number of core per hour of calculation used, nproc the number of processors,
nnodes the number of nodes per processors and tsimu the real time of a simulation, calculated
by:

tsimu = trun

(nite/sec ∗∆t) (23)

with trun the physical time measured, nite/sec the number of iteration by second and ∆t an
approximation of the timestep of the simulation. The following table compares the results
for BFER, A1, B1 and C1 for ∆t = 10−8 s, trun = 5 ms, nproc = 15 and nnodes = 36:

Fuel nite/sec [s−1] tsimu [h] nch [CPUh]
2S 2.68 51.82 27985
A1 1.42 97.81 52817
B1 1.63 85.21 46013
C1 1.45 95.78 51721

Table 7: Required computational resources for 2S, A1, B1 and C1 to simulate 5 ms of
physical time.
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Averaged fields of some mass fractions
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Figure 9: Average mass fraction fields of A1, B1 and C1 CO, CO2 and H2O species coloured
by iso-lines at 10 and 50 percent of the maximum value.
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Figure 10: Average mass fraction fields of A1, B1 and C1 O, H and OH species coloured
by iso-lines at 10 and 50 percent of the maximum value.
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Appendix E : LBO computation

Others fields of stabilized and NBO flames
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Figure 11: Time-averaged diameter PDF for y = 25 mm on 10 ms.
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Figure 12: Instantaneous cuts of conditional liquid loading fields.
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Figure 13: Instantaneous cuts of H2O mass fraction fields
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Figure 14: Instantaneous cuts of CO2 mass fraction fields
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Variable evolution
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Figure 15: 2S mean species and thermochemical variables below y = 60 mm as a function
of the time for the different steps.
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Figure 16: 2S minimum and maximum variables below y = 60 mm as a function of the
time for the different steps.
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Wall temperature demonstration
Let’s imagine a cube completely filled with burnt gases. The following system of equation
is then written:

C0.8
P,finalT

0.8
final = C0.8

P,adT 0.8
ad −Q0.8

wall

C0.45
P,finalT

0.45
final = C0.45

P,adT 0.45
ad −Q0.45

wall

(24)

with Qwall the wall heat losses, Tfinal the final temperature obtained in the burner and
Tad the adiabatic temperature of the operating point. The superscript 0.8 represents
variables associated to the wall temperatures adapted for the stabilised case and 0.45 for
the adapted wall values, that is wanted. The goal of this demonstration is to know Q0.45

wall

by the knowledge of every variable associated to 0.8 superscript and T 0.45
ad from simple

equilibrium calculations.
The expression of Qwall is :

Qwall = kS
Text − Tin

e
(25)

with Text = Twall the external temperature, Tin = Tfinal the internal temperature, e the wall
thickness, S the wall surface and k the wall heat conductivity. As e, S and k are supposed
not to change between the different cases, the preceeding equations can be reformulated:

Q0.45
wall

Q0.8
wall

=
C0.45

P,finalT
0.45
final − C0.45

P,adT 0.45
ad

C0.8
P,finalT

0.8
final − C0.8

P,adT 0.8
ad

=
T 0.45

final − T 0.45
wall

T 0.8
final − T 0.8

wall

(26)

By supposing that:

r =
C0.45

P,finalT
0.45
final

C0.45
P,adT 0.45

ad

=
C0.8

P,finalT
0.8
final

C0.8
P,adT 0.8

ad

(27)

The relation can be rewritten:
Q0.45

wall

Q0.8
wall

= r (28)

and therefore:
T 0.45

final = rT 0.8
final

C0.8
P,final

C0.45
P,final

(29)

Finally, if C0.45
P,final = C0.8

P,final, then:

T 0.45
wall = rT 0.8

wall (30)
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