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## Introduction

Circular Rydberg states are probably the most peculiar atomic levels of single-valence electron elements. In circular Rydberg atoms, the outer electron's wavefunction is shaped like a torus and located extremely far away from the singly-charged ionic core [1]. More formally, circular states are defined by a high principal quantum number $n$ and maximal orbital and magnetic angular momenta: $l=m=n-1$. When excited to these states, atoms are thousands of times larger than a standard, groundstate atomic system. A circular atom, while behaving under the laws of quantum mechanics, can have a diameter of more than 200 nm , which is a lengthscale usually associated with classical physics phenomena. As a comparison, a regular virus - made up of tens of millions of atoms - is approximately 100 nm wide. Another way to put the circular atom's remarkable scales into perspective is to imagine its ionic core having the size of a marble. Then, its valence electron would orbit more than 30 meters away from it. The shape of circular atoms clearly sets them apart from other atomic configurations, which explains their distinctive role in the history of quantum physics.

Because of the huge distance between their outer electron and ionic core, circular states are the most hydrogen-like levels of alkali elements. The specific circular shape of their wavefunction also makes them the most "classical", and altogether simple, atomic states. It is therefore no wonder that they correspond to the levels described by Niels Bohr in his 1913 papers [2], in which he deciphered, for the first time, the hydrogen spectrum and the basic behavior of atoms. His work then allowed Einstein and Planck's theory of quantized light-matter interactions to blossom into modern quantum mechanics. More than a century ago, the notion of circular atoms, albeit at its nascent stage, was therefore essential to the birth of quantum physics.

## 1 From individual quantum objects to quantum technology

Although conceptually simple, circular Rydberg states require a significant amount of effort to be studied in the lab. Seventy years had to go by between Bohr's theoretical work and the first creation of circular atoms, in 1983, by Hulet and Kleppner [3]. Their work provided the technical recipe for the generation of circular states in an experimental setup. It opened the way to their extensive use, by our team, in cavity quantum-electrodynamics experiments, which fully harnessed their distinctive features [4]. Thanks to their unique size and shape, circular states indeed display
singular properties, among which long lifetimes and a high sensitivity to their environment. Taken as individual quantum systems gifted with such assets, circular atoms triggered the investigation of the most basic yet counter-intuitive principles of quantum mechanics: superposition, entanglement, field quantization, etc. Over the following decades, our team manipulated individual circular atoms and single photons to not only explore such features, but to also bring to life several thought experiments devised by the founding fathers of the quantum theory. Among the experiments successfully carried out with circular atoms, we can point out: the direct observation of the quantization of the electromagnetic field [5], the generation of Schrödinger cat states of light and the study of their decoherence [6], the creation of pairs of atoms in entangled states of the Einstein-Podolsky-Rosen (EPR) type [7], the non-destructive measurement of single photons [8], the measurement of quantum jumps of light [9] and the reconstruction of the Wigner function of non-classical states [10].

These experiments were only a small part of a wider global effort to manipulate individual quantum systems and probe the most fundamental laws of quantum mechanics. Besides circular atoms, a wide variety of other elementary quantum objects were devised and studied throughout the end of the last century. In 1976, the Young double-slit experiment was carried out for the first time with massive particles [11], using single electrons. In 1982, Alain Aspect prepared pairs of entangled photons to investigate the EPR paradox and successfully observed the violation Bell's inequalities [12]. Around the same time, Hans Dehmelt's group trapped individual ions and recorded their quantum jumps [13, 14]. David Wineland and his colleagues built upon this technique to implement fundamental quantum gates [15] and generate nonclassical states of motion [16] with single ions. By the end of the 80's, John Martinis and Michel Devoret demonstrated level quantization in Josephson junctions [17, 18], thus creating an artificial individual quantum object at the macroscopic scale. Various other technical implementations of elementary quantum systems soon followed, among which we can cite optically-trapped individual neutral atoms [19] and single-photon emitters such as quantum dots [20,21] or diamond vacancy color centers [22, 23].

By the turn of the century, the control of these individual quantum objects had become advanced enough to envision a new realm for their applications: quantum information processing. Researchers mastered the various technologies mentioned above with such craft that it soon became possible to implement assemblies of individual 2-level systems, or qubits, interacting in tailored ways. Such platforms constitute the basis for modern quantum technologies, whose goal is to tame the laws of quantum physics to outperform classical computers, communication channels and sensors. This new field of research has attracted much attention and funding in the past years - both in the public and private sectors - and can be divided into four different areas: quantum computing, quantum metrology, quantum communications and quantum simulation.

Quantum computing, at the forefront of the field but still far from practical results, aims at exploiting entanglement and state superposition to parallelize complex calculations and tackle problems such as prime factorization exponentially faster than
classical machines [24]. Quantum metrology, whose goal is to implement highly sensitive measurements of physical quantities, is currently at a much more advanced stage. Thanks to single-ions atomic clocks, it is now possible to measure time with a precision of one part in $10^{18}$, which corresponds to a tenth of a second accuracy over the age of the universe [25-27]. Using similar technology, gravimeters have now reached the centimeter resolution in measuring altitudes in earth's gravitational potential [28]. The field of quantum communications deals with quantum-based protocols to transmit data in an intrinsically invulnerable manner [29, 30].

Lastly, quantum simulation is the idea of studying, on a well-controlled system of interacting and measurable qubits - a quantum simulator - problems that are numerically intractable. To understand the principle of a quantum simulator, consider a simple $10 \times 10$ square lattice of interacting qubits. A quantum mechanical description of this system involves a Hilbert space of dimension $2^{100}$. In other words, storing a single generic state of the system requires $2^{100}$ units of memory, each of them having to store two real numbers, which translates into an even larger memory requirement. For comparison, Frontier, the world's most powerful super computer [31], "only" has around $2^{60}$ storage bits, making it unable to work with such a quantum state, let alone simulate the dynamics of this basic lattice. The purpose of an analog quantum simulator is then to mimic these interacting qubits with a synthetic quantum system, in a controlled experimental setting ${ }^{1}$. Recording their behavior and evolution provides direct and immediate insights into the features of the model of interest, which is rarely possible with real-life systems. With direct impact to many areas of physics, quantum simulation has gained a lot of traction over the past decades and offers promising results. This is where circular atoms could, once again, play a significant role.

## 2 Quantum simulations of spin systems

The idea of mimicking complex quantum systems on a controlled and measurable experimental replica was formally introduced for the first time by Richard Feynmann in 1982 [32]. An efficient quantum simulator should be made up of a large number of longlived and measurable qubits, arbitrarily arranged, and interacting in a well-controlled and tunable manner, so as to explore various phenomena in the class of problems being addressed. Such systems would then trigger the investigation of a wide variety of intractable, strongly-correlated many-body models, ranging from fundamental physics to applied technological issues. The promised applications could be significant in high-energy physics (with the simulation of lattice gauge theories), atomic physics (via the Jaynes-Cummings Hamiltonian), quantum chemistry, cosmology and, more importantly, in condensed-matter physics [33].

[^0]Quantum simulation schemes might indeed provide deep insights into two quintessential condensed-matter physics problems: the Hubbard model and spin systems. The Hubbard model, describing interacting fermions on a lattice, is the simplest way to represent the behavior of electrons in solids. However important it may be, the Hubbard Hamiltonian has yet to be completely solved in dimensions greater than one. For instance, it is still unknown if the ground state of the system displays superconductivity when one spin sign outnumbers the other in the electron population. Several quantum simulation platforms have nonetheless already explored some of its features, such as the emergence of quantum degeneracy or the signs of long-range antiferromagnetic ordering [34].

Spins systems, the second important class of condensed-matter problems targeted by quantum simulations, cover an extremely broad variety of specific models. They are typically defined by spin- $1 / 2$ Hamiltonians of the form

$$
\begin{equation*}
\hat{H}_{X Y Z}=\sum_{\langle i, j\rangle} J_{x}^{(i, j)} \hat{\sigma}_{i}^{x} \hat{\sigma}_{j}^{x}+J_{y}^{(i, j)} \hat{\sigma}_{i}^{y} \hat{\sigma}_{j}^{y}+J_{z}^{(i, j)} \hat{\sigma}_{i}^{z} \hat{\sigma}_{j}^{z}, \tag{1}
\end{equation*}
$$

to which external fields can be added and where the summation runs over pairs of spins in the lattice - of arbitrary dimension. This generic Hamiltonian encompasses several well-known systems. When the interactions are uniform and verify $J_{x}=J_{y} \neq J_{z}$, it describes the anisotropic Heisenberg model. If $J_{x}=J_{y}=0$, the system reduces to the famous Ising model. All of these cases lead to a surprising variety of many-body phenomena, which amount to what is called "quantum magnetism" [35].

Embryos of quantum simulators have already started tackling some of these phenomena. One famous example is the observation of the superfluid to Mott insulator transition in the Hubbard model, carried out in several platforms [36, 37]. Among the problems accessible to quantum simulations, there is also the investigation of localization and transport phenomena, through the introduction of controlled disorder [38]. In the same vein, observing spin glasses physics becomes within reach [39]. Yet another topic of interest is the frustration induced by specific geometries of spin systems, which give rise to spin liquids [40]. Topological ordering is also a feature of peculiar geometries and is being investigated [41]. Finally, much attention has recently been brought to the dynamical properties of spin systems, such as relaxation and thermalization, quantum chaos [42], quantum scars [43] and many-body localization [44]. Altogether, spin systems offer a seemingly endless playground of open questions that quantum simulations could hopefully tackle, provided that the appropriate simulators are implemented. Several platforms have already been designed for that purpose, built upon the control of individual quantum objects acquired throughout the end of the $20^{\text {th }}$ century. For the sake of completeness, we provide here a brief review of the current state of spin-system-oriented quantum simulations, before diving into the purpose of this work within that context.

## Trapped ions

In trapped ions quantum simulators [45], the qubits are made up of single ions, captured in radio-frequency Paul traps [46] for 1D chains or Penning traps [47] for 2D lattices. The spin states are encoded onto two long-lived internal electronic levels of the ions. The tunable, long-range interactions exhibited by the ions [45] allow the implementation of various spin systems, such as the Ising and Heisenberg models [48]. The main advantages of these platforms are the long coherence times of individual ions, which can now reach one hour [49], and their high preparation, readout and gate fidelities [50]. Trapped ions experiments have proven that they can successfully implement non-trivial spin systems. For instance, such platforms already investigated entanglement propagation in a 15 -ion chain [51] and many-body localization in a transverse-field Ising system of 10 spins with tunable disorder [52]. The simulation of the Schwinger model is also a significant accomplishment of trapped ions systems $[53]^{2}$. The main drawback of trapped ions simulators is their scalability. As the number of target qubits grows, the optical and electrical techniques used to trap, cool and address individual ions get increasingly harder to deal with.

## Superconducting qubits

A superconducting qubit is a micrometer-sized electrical device behaving as a 2 -level quantum system. It relies on the Josephson effect $[56,57]$ to emulate a spin- $1 / 2$, which can take several forms depending on the qubit design. Flux, phase and charge qubits, along with their various hybridizations, are currently the most advanced qubit architectures [58], and different types of coupling modules allow them to interact. Their manufacture relies on well-established micro-fabrication techniques, which enable the efficient design of qubit assemblies with tailored frequencies and coupling strengths, but at the cost of interaction tunability and geometric flexibility. The impact of superconducting qubits has therefore been more significant in gate-based quantum computations [59] than in analog quantum simulations. Some explorations of quantum many-body effects have nonetheless been carried out on circuit-based analog simulators. Specific architectures were designed to study quantum Ising models and their phase transitions [60-62], the XXZ Hamiltonian [63] and fermionic systems [64]. The emergence of chiral currents in the ground state of a three-qubit system was also observed [65] and a chain of 8 strongly-coupled qubits was stabilized in its Mott insulator phase [66]. Through the introduction of disorder in a 9 -qubit setup, the transition between thermalized and localized phases was probed [67]. However, several facets of superconducting qubits seem to limit, for now, the scope of their applications to quantum simulations. They lack exact identicality (because of unavoidable fabrication imprecision), their connectivity scales poorly with the size of the system, and they need to be operated in a cryogenic setup.

[^1]
## Neutral atoms in optical lattices

A third important toolbox for the implementation of quantum simulations is that of cold atoms trapped in optical lattices, which has already reached a level of maturity allowing for the thorough investigation of complex many-body phenomena [68-70]. In these systems, the interference of several light beams creates large trapping lattices, which are filled with bosonic or fermionic species prepared in the quantum-degenerate regime. The spin states of the target Hamiltonian are cast into the occupation of the lattice sites, while tunneling processes provide the nearest-neighbor interactions. Additional degrees of freedom can be created using the hyperfine levels of the atoms. Through high-resolution imaging, single atoms are detected and site-resolved measurements carried out with good fidelity [71]. The first significant problem tackled by such systems was the Hubbard model, which they replicate in a straightforward manner. The superfluid to Mott insulator transition was directly observed with neutral atoms, first from collective measurements [72] and then at the single-atom level [36]. Atomic lattices also have the capacity to replicate spin models [73], which yielded insights into strongly-correlated systems [74], topological phenomena [75, 76], and artificial gauge fields [77, 78]. The addition of an optical speckle pattern introduces disorder in the lattice and led to the observation of many-body localization [38, 79]. However, cold atoms platforms still face several challenges. The large timescales involved in tunneling exchanges compared to lattice lifetimes prevent the study of long-term dynamics. Such lattices are also subject to many loss and decoherence mechanisms. Finally, single-site addressing is difficult since the lattice period is comparable with the smallest achievable laser focusing widths.

## 3 Rydberg atom quantum simulators

Circular atoms could soon contribute to the field of quantum simulations within a fourth category of platforms: Rydberg qubit experiments [80, 81]. Atoms placed in Rydberg states have a large principal quantum number $n$ [82], which gives rise to properties that are promising for quantum simulation schemes. The Rydberg community currently works with low- $\ell$ states only, we will therefore describe their use for current quantum simulations first, before addressing the relevance of circular atoms in this context.

In Rydberg states, the large distance between ionic core and valence electron generates two important features. First, Rydberg atoms exhibit long lifetimes compared to low-lying states, in the $100 \mu \mathrm{~s}$ range for $n \sim 50$ for instance. Secondly, their large orbitals give rise to strong dipole-dipole interactions between one another, typically of tens of MHz for $n \sim 50$ at distances of around $5 \mu \mathrm{~m}$. These properties naturally make them promising qubit encoders for quantum simulation schemes: their long lifetimes and strong, long-range interactions circumvent some of the bottlenecks inherent to other platforms.

## Defect-free lattices of individual atoms

To make use of these properties, one needs to be able to deterministically position neutral atoms in a precise pattern, which was recently made possible thanks to improvements in optical control techniques. Using either spatial light modulators [83, 84], arrays of micro-lenses [85, 86] or even passive optical designs [87], it is now possible to create arbitrary lattices of tightly-focused beams, which can each trap at most a single atom in its ground state. The inter-atomic spacing in these platforms is within the 2-15 $\mu \mathrm{m}$ range. The loading of these arrays suffers from the random processes governing the atom capture, which prevent the creation of defect-free lattices of atoms. This issue was overcome in 2016 by several groups through different tactics. The teams of Mikhail Lukin at Harvard and Jaewook Ahn in Seoul dynamically moved the loaded tweezers to create 1d chains of evenly-spaced atoms [88] or two- [89] and three-dimensional [90] defect-free lattices. At Institut d'Optique, Antoine Browaeys et al. used an additional tweezer of tunable position to move the atoms one by one on the lattice, after the initial random loading [91]. These sets of techniques now yield near-perfect filling fractions in up to two dimensions, even with large arrays of hundreds of atoms, and offer great geometric flexibility.

## Mapping onto spin Hamiltonians

Two Rydberg atoms interact through the dipole-dipole Hamiltonian $\hat{V}_{d d} \sim \hat{d}_{1} \hat{d}_{2} /\left(4 \pi \varepsilon_{0} r^{3}\right)$, where $r$ is the inter-atomic distance and $\hat{d}_{i}$ the electric dipole moment of atom $i[92-$ 95]. Depending on the specific Rydberg states of the atoms, the interaction gives rise to two different kinds of effects. If the two atoms are prepared in two dipole-coupled Rydberg states, the coupling is of the first order kind, and leads to an interaction energy that goes as $\pm C_{3} / r^{3}$. If the atoms are in the same Rydberg state, the dipoledipole interaction generally acts as a second-order process through other levels, and the interaction behaves as $\pm C_{6} / r^{6}$, in the so-called van der Waals regime. These configurations relate to two different kinds of phenomena, both of which are relevant in the context of quantum simulations.

## First-order interactions

The Hamiltonian of an ensemble of atoms in the dipole-coupled Rydberg states $|\downarrow\rangle=|r\rangle$ and $|\uparrow\rangle=\left|r^{\prime}\right\rangle$ and coherently driven with Rabi frequency $\Omega$ and detuning $\delta$ writes:

$$
\begin{equation*}
\hat{H}=\frac{\hbar \Omega}{2} \sum_{i} \hat{\sigma}_{i}^{x}+\frac{\hbar \delta}{2} \sum_{i} \hat{\sigma}_{i}^{z}+\sum_{i<j} \frac{C_{3}^{(i, j)}}{r_{i j}^{3}}\left(\hat{\sigma}_{i}^{x} \hat{\sigma}_{j}^{x}+\hat{\sigma}_{i}^{y} \hat{\sigma}_{j}^{y}\right) . \tag{2}
\end{equation*}
$$

This amounts to the XY spin model [96] with longitudinal and transverse fields, a sub-class of the generic Hamiltonians of equation (1). This system provides a suitable platform to study quantum magnetism, excitation transport [97] and entanglement propagation, although very few experiments have explored it in atomic lattices as of now. In [98], the team of Antoine Browaeys remarkably demonstrated the emergence of topologically-protected edge states in a chain of 14 Rydberg atoms with alternating
weak and strong couplings. This result is the first realization of a symmetry-protected topological phase in a 1d system of interacting bosons [99]. They later implemented with this configuration the XXZ Hamiltonian, by periodic applications of resonant micro-wave pulses [100].

## Second-order interactions and the Ising model

However, most Rydberg platforms rely on the van der Waals interactions to study spin Hamiltonians. In this case, the qubit is encoded on a ground state and a Rydberg level: $|\downarrow\rangle=|g\rangle,|\uparrow\rangle=|r\rangle$. The two states are coupled via a 2-photon optical transition that, when driven at Rabi frequency $\Omega$ and detuning $\delta$, gives rise to the following Hamiltonian for an ensemble of atoms [101]:

$$
\begin{equation*}
\hat{H}=\frac{\hbar \Omega}{2} \sum_{i} \hat{\sigma}_{i}^{x}-\hbar \delta \sum_{i} \hat{n}_{i}+\sum_{i<j} \frac{C_{6}^{(i, j)}}{r_{i j}^{6}} \hat{n}_{i} \hat{n}_{j} . \tag{3}
\end{equation*}
$$

In this expression $\hat{n}_{i}=\left(1+\hat{\sigma}_{i}^{z}\right) / 2$ is the number of excitations on site $i$. This Hamiltonian has the form of the quantum Ising model, another specific case of spin systems (1). The third term in the Hamiltonian describes the Rydberg blockade mechanism [102, 103], where the excitation of an atom impacts or even prevents that of its neighbors contained within the blockade radius. The effects of this interaction can be tuned via the inter-atomic distance and the driving strength, which leads to a rich variety of phases that have recently been probed in one and two dimensions. The group of Antoine Browaeys opened the way with the first realization of Hamiltonian (3), in a chain of 20 Rydberg qubits with periodic boundary conditions [104], before doing so with a square $7 \times 7$ lattice [105]. They later observed the dynamical growth of correlations in their system [106]. Jaewook Ahn et al. then focused on the thermalization of a chain of 10 such qubits [107] and in simple 2d geometries [108]. At Harvard, the team of Mikhail Lukin first prepared the ground state of the model in various $Z_{n}$ phases via adiabatic sweeps of its parameters [109]. Among other results, they also witnessed the onset of a quantum spin liquid phase [40] in a Kagome lattice of spins frustrated by the Rydberg blockade. Recent efforts in these platforms have been dedicated to increasing their sizes, which now extend to three dimensions [110] and to over two hundred atoms in 2d [111, 112].

Although highly flexible, Rydberg-mediated simulations currently face a serious obstacle: they are severely limited by the achievable system lifetimes. First, Rydberg atoms are not trapped by optical tweezers, which actually repel them. The trapping lattice has to be turned off at the beginning of the simulation, which restricts the evolution time to a few $\mu \mathrm{s}$. After that, the residual atomic motion destroys the chosen initial geometry and prevents any investigation of the longer-term dynamics. To bypass this issue, 2 -valence species could replace alkali atoms, with one electron in the Rydberg state and the other used to keep the atoms still [113, 114]. However, the limited atomic lifetime of low- $\ell$ Rydberg levels (and their photo-ionization [115]) inherently restrict their study to short timescales. With a single-atom lifetime of $\sim 100 \mu s$ for low- $\ell$ Rydberg levels, current platforms working with $N$ atoms can only remain
defect-free for $100 / N \mu \mathrm{~s}$, which enforces a strong restriction on the allowed investigations. This is where circular Rydberg atoms finally come into play. Thanks to their outstanding properties, they indeed offer prospects of overcoming the limitations of current Rydberg platforms.

## 4 Quantum simulations with circular Rydberg atoms

A circular state of principal quantum number $n$, which we write $|n C\rangle$, has very few dipole-allowed transitions. It is mainly coupled to the two circular levels $|(n \pm 1) C\rangle$ of the neighboring manifolds, and these transitions lie in the microwave domain. Thanks to this peculiarity, their natural lifetime is extremely large. However, it dramatically goes down as the temperature increases: at $0 \mathrm{~K},|50 C\rangle$ has a lifetime of 29 ms , which is reduced to 9 ms at 4 K , and to $120 \mathrm{\mu s}$ at room-temperature. Let us therefore stress right away that taking advantage of the lifetime of circular atoms comes at the cost of operating in a cryogenic environment. Moreover, circular atoms interact through the dipole-dipole coupling, in a similar fashion as low- $\ell$ states. Altogether, these promising features led to proposals for their use in quantum computation schemes [116] and as a new platform for quantum simulations. In 2018, our team detailed a proposal for a simulator based on circular states [117], built on our expertise in the manipulation of individual circular atoms.

An ensemble of circular Rydberg atoms can implement the spin-1/2 XXZ Hamiltonian

$$
\begin{equation*}
\hat{H} / \hbar=\frac{\Omega}{2} \sum_{i} \hat{\sigma}_{i}^{x}+\frac{\delta}{2} \sum_{i} \hat{\sigma}_{i}^{z}+\sum_{\langle i, j\rangle} J^{(i, j)}\left(\hat{\sigma}_{i}^{x} \hat{\sigma}_{j}^{x}+\hat{\sigma}_{i}^{y} \hat{\sigma}_{j}^{y}\right)+J_{z}^{(i, j)} \hat{\sigma}_{i}^{z} \hat{\sigma}_{j}^{z}, \tag{4}
\end{equation*}
$$

up to lattice edge terms not written here. The qubit levels are taken to be two circular states $|n C\rangle$ and $|(n+2) C\rangle$, so that they are not dipole-coupled and the resulting van der Waals interaction leads to an $1 / r^{6}$ dependence in all the interaction coefficients. The effective spins are driven by a microwave 2 -photon transition, with Rabi frequency $\Omega$ and detuning $\delta$, which respectively implement the fictitious transverse and longitudinal fields. This configuration covers a wide range of systems, among which the Ising model addressed by low- $\ell$ Rydberg simulators. Furthermore, the circular atoms offer unprecedented flexibility: the $J_{z}$ coefficients can be tuned, via the static electric and magnetic fields, over a wide range of values spanning several quantum phases. However, it must be noted that, at inter-atomic distances in the range of $5-10 \mu \mathrm{~m}$ and for $n \sim 50$, the interaction energies are of the order of 10 kHz i.e., about three times weaker than second-order interactions in low- $\ell$ Rydberg atoms for similar conditions [104]. To compensate for this issue and effectively explore spin dynamics over a large number of interaction cycles, our team proposed in [117] to further increase the lifetime of the atoms through spontaneous emission inhibition. By placing the circular atoms within a plane-parallel capacitor with a spacing lower than the radiated microwave wavelengths, one could reach individual lifetimes of the order of a minute [118], and implement $\sim 10^{5}$ interaction cycles. Naturally, the circular atoms also need to be
trapped throughout their evolution, which adds another difficulty in the project of building a circular-atom quantum simulator. My team decided to take on this challenge, despite its arduous nature. The project was put into motion in the beginning of 2018, following the initial proposal [117]

My PhD work started in 2018, under the supervision of Jean-Michel Raimond and shortly after the inception of the circular-atom simulator project, led by Clément Sayrin. Back then, the experimental setup dedicated to this endeavor had been used to study low- $\ell$ Rydberg states in a cloud of ultra-cold atoms and in the vicinity of a superconducting chip. A colossal upgrade of the setup and the installation of new systems needed to be carried out to meet the requirements of the circular-atom simulator. To spread out the workload and progressively acquire the relevant technical expertise, the project was divided into several initial tasks, which involved multiple people and were achieved throughout the five years of my PhD studies.

Demonstration of spontaneous emission inhibition. A separate experiment was initiated in order to implement, for the first time, the lifetime enhancement of circular atoms in an atomic cloud within a capacitor structure. This was conducted by Haiteng Wu , who designed, built and operated a new room-temperature setup to successfully demonstrate inhibition of black-body radiation-induced transfers. His results are detailed in [119].
Preparation of circular states out of an atomic cloud. Using our old cryogenic setup, a preliminary step of creating circular states of rubidium, from a cloud of ultra-cold atoms, was carried out. Along with Rodrigo Cortiñas and Brice Ravon, former PhD students, we successfully prepared atoms in the $|52 C\rangle$ level with a purity above $80 \%$, measured their lifetime to be 3.7 ms , and characterized their coherence times. These results are presented in [120]. Thanks to this initial stage, we identified some key technical points in the proper free-space manipulation of ultra-cold circular atoms, the main one being a tight control of the electric and magnetic fields to reach satisfying coherence times.
Ponderomotive action on circular atoms. Still using the old version of the experiment, we then moved on to the demonstration of the effect of the ponderomotive force on circular states, with the help of Maxime Favier, a former post-doc of the team, and Yohann Machu, who had just joined us. Using a Laguerre-Gauss hollow beam, we were able to trap ensembles of circular Rydberg states along two dimensions for up to 10 ms , without any impact on their properties [121]. This work underlined the importance of proper aberration correction in shaping the trapping beams and familiarized us with the operation of spatial-light modulators.
Trapping individual circular atoms. At this point, the next step was the implementation of individual circular atom trapping. It required the preparation of arrays of ultra-cold, ground-state atoms trapped in optical tweezers. The technical necessities of these new sets of tools were no longer compatible with the old cryogenic setup, and we undertook the construction of a new experiment. It was decided that this new, intermediate-stage setup would operate at room temperature, so as to not pile up the cryogenic constraints on top of other, newer difficulties. Yohann Machu, Brice

Ravon, Maxime Favier and I built the new atomic environment, installed additional laser systems and modernized the old ones. We were eventually able to implement state-of-the-art lattices of ground-state atoms (with random loading), and to demonstrate the trapping of individual circular atoms in hollow bottle beams [122]. These results constitute the topic of Brice Ravon's dissertation [123], in which this new setup is thoroughly described.
Study of circular-circular interactions. Using the new platform, we then switched to the investigation of the dipole-dipole interactions between individually trapped circular atoms. To do so, we needed to be able to fill our atomic lattices in a deterministic manner. With the help of Andrés Durán-Hernández, a younger PhD student, we added a moving tweezer to the setup, in order to create defect-free geometries of trapped circular atoms. It allowed us to eventually characterize the dipole-dipole coupling within pairs of circular atoms. In doing so, we investigated the interaction-induced atomic motion appearing within the individual traps, and eventually learned how to mitigate these effects. These results make up the heart of my thesis and are presented here.
Future steps. In the near future, the experiment will be switched back, in its current state, to a cryogenic environment. In doing so, it should already allow the exploration of some interesting quantum simulation schemes. The final step will be the addition of the spontaneous-inhibition structure, at which point the circular-atom simulator should reach its full capacity and allow the study of unexplored regimes in many-body spin systems. Hopefully, circular atoms will then once again be at the forefront of modern quantum physics, more than a century after Niels Bohr's first intuition of these fascinating states.

## 5 Outline

This dissertation is split into four chapters. In the first one, we present the formal notions governing the physics of circular atoms. We introduce the appropriate framework for their description and, by doing so, pave the way for a good understanding of their manipulation in our setup. We point out the relevant properties of individual circular atoms but mainly center the discussion on the description of their interactions, specifically in the first-order regime we investigated in our experiments. We also address the expected interplay between motion and interactions in a system of two individually trapped circular atoms. Through analytical models and numerical simulations carried out in collaboration with Guillaume Roux, we exhibit several regimes of spin-motion coupling tailored to various applications.

The second chapter is dedicated to the presentation of our experimental setup and to the description of the preparation of deterministic arrays of ultra-cold atoms, the first cornerstone of our experiments. The technical discussions will be kept short, as the new setup is already detailed in Brice Ravon's thesis [123], to which we refer the reader for more in-depth explanations of the apparatus. We nonetheless take the time to address here the moving tweezer, the newest addition to the setup, designed and optimized to create defect-free arrays of atoms.

The excitation of the atoms to circular states and their individual trapping rely on complex protocols and techniques, which we present in the third chapter. We characterize there the successive steps of the circularization procedure, the second cornerstone of our manipulations. The individual trapping of circular atoms is also explained in this chapter, along with the properties of the trapped atoms. These results rely on the site-resolved, optical detection of circular states, a key element in the future operation of the full-scale simulator.

In the fourth chapter, we tackle the experimental investigation of resonant dipoledipole interactions between circular atoms, our newest results, which make up the core of this work. By focusing on pairs of circular atoms, we thoroughly characterize their interaction energy, that we probe by microwave spectroscopy. In strongly interacting regimes, we witness the emergence of unwanted atomic motion. Through a refined preparation procedure, we show how to inhibit this motion, so as to implement fully controlled, unperturbed circular-circular interactions. We then demonstrate their tunability via the study of their geometric dependence, which perfectly matches the theoretical expectations. We conclude with the observation of spin exchange between two circular atoms, a significant milestone and my last contribution in the long-term project of a circular-atom quantum simulator.

## Chapter I

## Elements of theory

The first chapter focuses on the key concepts and phenomena that underlie the experimental results of this thesis. By going over formal notions and numerical estimates, we provide here the set of tools that are useful to understand and explain the data discussed throughout this work.

We begin by introducing the single-atom framework in which circular atoms are best described. Our experiments are based on the manipulation of rubidium-87, an alkali atom with a single valence electron. As such, when elevated to Rydberg levels, i.e. levels with a large principal quantum number $n$, and in particular to circular Rydberg levels, rubidium can be accurately described by the simple model of the hydrogen atom. Through this analogy, of which the limitations are addressed here, we outline the main properties of individual alkali Rydberg atoms. This discussion leads to the definition of circular Rydberg levels, the center of focus of this thesis. Owing to their large principal quantum number and maximal orbital angular momentum, circular Rydberg atoms exhibit remarkable properties, among which long lifetimes and very large dipole moments. An additional useful feature of Rydberg atoms is their sensitivity to the ponderomotive force, which enables their optical trapping in individual traps. This last point concludes the theoretical description of the single-atom physics relevant to this thesis.

The second part of this chapter tackles the subject of interactions between circular atoms. We restrict the analysis to a pair of interacting atoms, as it is the case in our experimental investigations. Due to their electric polarizability, circular atoms exhibit important dipole-dipole interactions. A perturbative approach distinguishes two interaction regimes: the first-order direct dipole case and the second-order van der Waals interaction. By a formal re-writing of the general dipole-dipole Hamiltonian, we can identify the pair of atoms with two spins that interact via tunable transverse and longitudinal terms. Depending on the specific circular levels involved, two different situations emerge. Either the resonant, first-order spin-exchange term dominates the physics of the system, or all terms are second-order, van der Waals contributions and exhibit the same order of magnitude. We narrow down our focus to the first case, that of the resonant exchange, which we study experimentally in this work. In this regime, where two atoms approximately $10 \mu \mathrm{~m}$ apart evolve between two circular states dis-
tant by a single quantum of angular momentum $(\Delta n=1)$, the interaction is in the MHz range and only depends on the geometry of the system. The case of the van der Waals interactions regime, where $\Delta n=2$, displays richer physics and is the end goal for quantum simulations with circular atoms, but has not been investigated in our experiments as of yet.

To predict the dynamics of a pair of interacting circular atoms as thoroughly as possible, we conclude this theoretical part by discussing the interplay between the spin and motional states of the atoms in their traps. This auxiliary study [124], carried out in collaboration with G. Roux, characterizes the spin-motion coupling in a pair of individually trapped interacting atoms and yields several interesting insights. On the one hand, there are regimes of experimental parameters in which the spin-motion entanglement should not be detrimental to the second-order van der Waals dynamics for quantum simulations. On the other hand and more interestingly, it is possible to take advantage of this interplay in strong coupling regimes: either to indirectly measure the temperature of the circular atoms in their traps, or to create motional Schrödinger cat states. Unfortunately, due to lack of time, this last section on spin-motion entanglement describes purely theoretical results for now, as we lacked the time during my PhD to explore these regimes in real experiments.

## I. 1 Individual Rydberg atoms

## I.1.1 Rydberg states of alkali atoms

Rubidium 87, the atomic species used in our experiments, has a single valence electron. Its atomic energy levels are therefore solutions of Schrödinger's equation [125] for this electron in the potential $V(\mathbf{r})$ created by the atomic core:

$$
\begin{equation*}
\left(-\frac{\hbar^{2}}{2 m_{e}} \Delta+V(\mathbf{r})\right) \psi(\mathbf{r})=E \psi(\mathbf{r}) \tag{I.1}
\end{equation*}
$$

where $\hbar$ is the reduced Planck constant and $m_{e}$ the electron mass. Qualitatively, we expect that when its wavefunction lies far away from the nucleus and other electronic shells, the electron sees the potential $V(\mathbf{r})$ as a point-like, single charge distribution:

$$
\begin{equation*}
V(\mathbf{r}) \underset{r \rightarrow \infty}{\sim}-\frac{e^{2}}{4 \pi \varepsilon_{0}} \frac{1}{r}, \tag{I.2}
\end{equation*}
$$

with $e$ the elementary charge and $\varepsilon_{0}$ the vacuum permittivity. In such a highly-excited state, rubidium can then behave as a hydrogenic atom, in which a single electron orbits a single point charge. The hydrogen model is therefore a good starting point to dive into single-atom Rydberg physics. Going over its solutions provides the right framework for the study of the Rydberg states of rubidium.

The bound states of a single electron in a Coulomb potential are described by the wavefunctions [126]:

$$
\begin{equation*}
\psi_{n \ell m}(r, \theta, \phi)=a_{0}^{-3 / 2} \frac{2}{n^{2}} \sqrt{\frac{(n-\ell-1)!}{(n+\ell)!}} F_{n \ell}\left(\frac{2 r}{n a_{0}}\right) Y_{\ell}^{m}(\theta, \phi), \tag{I.3}
\end{equation*}
$$

where $a_{0}$ is Bohr's radius $a_{0}=4 \pi \varepsilon_{0} \hbar^{2} / m_{e} e^{2}$. These states are labeled by three quantum numbers: $n \in \mathbb{N}^{*}, \ell \in\{0, \ldots, n-1\}$ and $m \in\{-\ell, \ldots, \ell\}$. The principal quantum number $n$ describes the energy of the state via the Rydberg constant $\mathrm{R}_{\mathrm{y}}$ and the fine-structure constant $\alpha$ :

$$
\begin{equation*}
E_{n}=-\frac{\mathrm{R}_{\mathrm{y}}}{n^{2}}, \quad \mathrm{R}_{\mathrm{y}}=\frac{\alpha^{2} m_{e} c^{2}}{2}=\frac{e^{2}}{8 \pi \varepsilon_{0} a_{0}} \tag{I.4}
\end{equation*}
$$

The electron orbital angular momentum is written $\ell$ and its projection along the $z$ axis $m$. The radial and angular parts of the wavefunction, $F_{n \ell}$ and $Y_{\ell}^{m}$, are analytically defined using the Laguerre polynomials and spherical orbitals.

This state classification does not completely account for all the transition frequencies measured in hydrogen. To perfectly describe its energy levels, one must also take into account [126]:

- relativistic corrections,
- the nucleus mass, accounted for by replacing $m_{e}$ with the reduced mass of the 2 -body system, i.e. a $10^{-5}$ correction to $m_{e}$,
- the electron spin $s=1 / 2$ and its projection $m_{s}= \pm 1 / 2$ [127], which interacts with its own orbital angular momentum (fine structure),
- the spin-orbit and spin-spin interactions between the nucleus and the electron (hyperfine structure).

These four contributions lead to various energy shifts in this first simple level structure. To study Rydberg levels, i.e., levels with large principal quantum number, we need to retain only one of these deviations [128], the spin-orbit coupling, which arises from the interaction between the electron's intrinsic magnetic moment and its orbital angular momentum. Indeed, in Rydberg levels the electron lies rather far away from the nucleus and evolves slowly compared to low-lying levels: the relativistic corrections and coupling to the nucleus spin are always negligible. The spin-orbit term in the atomic Hamiltonian writes, for the hydrogen atom [126]:

$$
\begin{equation*}
\hat{H}_{\mathrm{SO}}=\frac{\hbar \alpha g_{S}}{2 m_{e}^{2} c} \frac{(\hat{\mathbf{S}} \cdot \hat{\mathbf{L}})}{r^{3}} \tag{I.5}
\end{equation*}
$$

with $g_{S}$ the electron $g$-factor, $\hat{\mathbf{S}}$ and $\hat{\mathbf{L}}$ its spin and orbital angular momentum observables. To compute quantities associated to this term, the total electron angular momentum $\mathbf{J}=\mathbf{L}+\mathbf{S}$ is introduced, which leads to the definition of new quantum numbers: $j=\ell \pm 1 / 2$ and $m_{j}$ its projection on the quantization axis. The proper
basis in which to consider the hydrogenic energy levels is then $\left(n, j, m_{j}\right)$. This fine structure formalism is relevant for low- $\ell$ states only, independently of the principal quantum number. It arises from relativistic effects and, as such, becomes negligible when $\ell$ grows: the electron evolves further away from the nucleus, in a weaker potential and with reduced momentum [128]. As stated previously, other corrective terms are ignored in our study of Rydberg states, as they lead to insignificant or constant energy shifts [123].

With these notions in mind, we can now properly define Rydberg states of rubidium and estimate their proximity to the hydrogen model. Qualitatively, we expect that deviations from the hydrogenic model will emerge when the electron is close to the ionic core and the potential differs from the Coulomb one. This situation is encountered whenever $\ell$ is small. Throughout this study, we will therefore make sure to carefully distinguish the two cases: low $\ell$ or $\ell \gg 1$.

To estimate the similitude between rubidium Rydberg levels, i.e., states with $n \gg 1$ (around 50 in the experiments) and hydrogenic states, we can start by computing from equation (I.3) the size $\langle r\rangle$ and spread $\Delta r=\sqrt{\left\langle r^{2}\right\rangle-\langle r\rangle^{2}}$ of the generic hydrogenic wavefunctions:

$$
\begin{equation*}
\langle r\rangle=\frac{a_{0}}{2}\left[3 n^{2}-\ell(\ell+1)\right], \quad \Delta r=\frac{a_{0}}{2} \sqrt{n^{2}\left(n^{2}+2\right)-\ell^{2}(\ell+1)^{2}} . \tag{I.6}
\end{equation*}
$$

We now consider two limit cases. First, for hydrogenic states with maximal orbital angular momentum ( $\ell=n-1$ ), we obtain

$$
\begin{equation*}
\frac{\Delta r}{\langle r\rangle} \sim \frac{1}{3} \sqrt{\frac{2}{n}} \tag{I.7}
\end{equation*}
$$

Here, the relative spread of the wavefunction goes to zero as $n$ grows. In such states with high $n$ and maximal angular momentum, the electron remains located at a large distance $\sim a_{0} n^{2}$ from the core and we anticipate close proximity between the hydrogen model and the corresponding levels in rubidium.

However, in a zero orbital angular momentum level $(\ell=0)$, equation (I.3) yields:

$$
\begin{equation*}
\frac{\Delta r}{\langle r\rangle} \sim \frac{1}{3}, \tag{I.8}
\end{equation*}
$$

which shows that, in this case and independently of $n$, the electron always gets close to the ionic core. Large deviations from the hydrogen model are then expected in low- $\ell$ Rydberg states of rubidium, due to the interaction between the electron and the complex ionic structure of the core.

In figure I. 1 (a), we represent the electron probability distribution computed for two Rydberg states of rubidium that match the two limit cases: $\left|52 D, j=5 / 2, m_{j}=5 / 2\right\rangle$ (a low- $\ell$ state) and $|52, l=45, m=44\rangle$ (high- $\ell$ state). These images make it visually clear that in the low- $\ell$ orbitals of rubidium, the electron interacts with the ionic core,

(b) $|52, \ell \geq 3\rangle$


Figure I.1: (a) Probability density distribution $|r \psi(\mathbf{r})|^{2}$ (logarithmic scale) in the $x-z$ plane, for the $\left|52 D, m_{j}=5 / 2\right\rangle$ (left panel) and $|52, \ell=45, m=44\rangle$ (right panel) rubidium levels, $z$ being the quantification axis. The core penetration is clear for the low- $\ell$ level and nonexistent in the high- $\ell$ level. (b) Level scheme for the whole $n=52$ rubidium manifold. Low- $\ell$ states are energy-shifted by several tens of gigahertz due to their quantum defects. High- $\ell$ levels $(\ell \geq 4)$ all stand at the same energy, taken as the origin. The $\ell=3$ states, have a -0.8 GHz quantum defect, which is not visible in the figure. The fine structure splitting of each level is also taken into account but barely visible at this scale.
as the electronic density is non-zero near the nucleus. However, in high- $\ell$ levels the electronic density is zero for a large volume around the ionic core and the electron therefore sees it as a simple far-away point-charge.

In rubidium, the electron penetration in the complex atomic core structure results in energy deviations from the hydrogenic model that are called quantum defects [129]. These shifts are accounted for by empirically introducing a non-integer, effective principal quantum number in the radial part of the wavefunction, which yields the new energies:

$$
\begin{equation*}
E_{n \ell j}^{*}=-\frac{\mathrm{R}_{\mathrm{y}}}{n^{* 2}}=-\frac{\mathrm{R}_{\mathrm{y}}}{\left(n-\delta_{n \ell j}\right)^{2}}, \tag{I.9}
\end{equation*}
$$

where the quantum defect $\delta_{n \ell j}$ can be expanded as a power series for more detailed analyses: $\delta_{n \ell j}=\delta_{\ell j}^{(0)}+\delta_{\ell j}^{(2)} /\left(n-\delta_{\ell j}^{(0)}\right)^{2}+\ldots$ [82]. For $\ell$ up to 4 , its first terms have been measured experimentally in rubidium [130-132]. The energy shift due to the quantum defect in the $|52 D\rangle$ levels is -65.6 GHz with respect to the unperturbed levels in the $n=52$ manifold. That of the $|52 F\rangle$ levels is -0.8 GHz .

These energy shifts are depicted in figure I. 1 (b) for the $n=52$ rubidium manifold. The quantum defect lifts some of the manifold's degeneracy by lowering the energy of low- $\ell$ levels by several tens of gigahertz. For higher values of $\ell(\ell \geq 4)$, the quantum
defect scales as $\ell^{-5}$ [82], which quickly makes it irrelevant as $\ell$ grows. For $\ell \geq 4$, we can consider that that the quantum defects vanish and all states are degenerate.

Overall, Rydberg states of rubidium can be well-described by the simple hydrogen atom model. However, extra caution has to be taken when dealing with low- $\ell$ Rydberg levels, for two reasons. First, their spin-orbit coupling is often non-negligible. Cases in which the fine structure has to be considered will be detailed when addressing the coupling of the atom to static fields. Secondly, low- ${ }^{\ell}$ levels are also subject to quantum defects, the main difference between hydrogen and Rydberg states of alkali atoms. High- $\ell$ levels $(\ell \geq 4)$ in the degenerate subspace, however, behave exactly as a hydrogenic system. They can be accurately studied as an electron in a Coulomb potential. We will use this analogy throughout the rest of section to introduce the Rydberg states of rubidium and their properties, while making sure to underline the deviations in low- $\ell$ states when necessary.

## I.1.2 Coupling to static fields

As a hydrogenic system in which an electron is loosely held around the ionic core, any electric field will greatly deform a Rydberg atom: it is said to have a large electric polarizability. Furthermore, a directing static field, whether it be electric or magnetic, will couple differently to different levels in a given manifold and thus will lift its degeneracy. Accordingly, understanding the coupling of Rydberg atoms to static fields is essential for their manipulation.

## Magnetic field: Zeeman and Paschen-Back effects

We begin with the simpler case of the interaction with the magnetic field, which acts on the spin and orbital angular momenta of the atom via the Hamiltonian

$$
\begin{equation*}
\hat{H}_{B}=\frac{\mu_{B}}{\hbar}\left(g_{L} \hat{\mathbf{L}}+g_{S} \hat{\mathbf{S}}\right) \cdot \mathbf{B} \tag{I.10}
\end{equation*}
$$

where $g_{L}$ and $g_{S}$ are the orbital and spin $g$-factors of the electron, and $\mu_{B}$ the Bohr magneton [133]. We consider the quantization axis to be along B. This Hamiltonian leads to different effects depending on its strength vis-à-vis the bare spin-orbit coupling described in equation (I.5). We focus on the two straightforward limit cases $H_{B} \gg H_{S O}$ and $H_{B} \ll H_{S O}$, which are sufficient to describe the relevant experimental conditions.

In the strong field situation, the magnetic field de-couples the spin and orbital angular momenta of the electron: both $\mathbf{S}$ and $\mathbf{L}$ precess around $\mathbf{B}$. The fine structure then becomes irrelevant, $\ell, m, m_{s}$ remain the good quantum numbers and the energy contribution of the magnetic field coupling writes, in the state $\left|n, \ell, m, m_{s}\right\rangle$,

$$
\begin{equation*}
\left\langle\hat{H}_{B}\right\rangle=\mu_{B}\left(g_{L} m+g_{S} m_{s}\right) B \tag{I.11}
\end{equation*}
$$

This regime is called the Paschen-Back effect. Given the limited magnitude of the magnetic fields in our experiments, (around 10 G ), the strong-field limit typically arises as soon as the spin-orbit coupling becomes small, i.e., when considering Rydberg states with $\ell \geq 3$ [128].

With low- $\ell$ states however, we are in the opposite situation: the spin-orbit coupling is large and $H_{B} \ll H_{S O}$. Here, the magnetic field can be treated as a perturbation to the spin-orbit coupling. We keep the $\left|\ell, j, m_{j}\right\rangle$ basis, in which we get the Zeeman level shifts:

$$
\begin{equation*}
\left\langle\hat{H}_{B}\right\rangle=\mu_{B} g_{J} m_{j} B \tag{I.12}
\end{equation*}
$$

where $g_{J}$ is the Landé factor, defined as

$$
\begin{equation*}
g_{J}=g_{L}+\frac{j(j+1)-\ell(\ell+1)+3 / 4}{2 j(j+1)}\left(g_{L}-g_{S}\right) . \tag{I.13}
\end{equation*}
$$

In summary, in both cases the magnetic field linearly shifts the Rydberg levels. The value of the orbital angular momentum determines if the fine-structure basis provides the appropriate description or not. In our experimental conditions, the shift is ruled by $m_{j}$ if $\ell \leq 2$ and by $m$ and $m_{s}$ if $\ell \geq 3$. We recall that, on top of this distinction, quantum defects have to be considered for $\ell \leq 3$.

## Electric field: Stark shift

The effects of the electric field on Rydberg states are a bit trickier to tackle. The coupling between the atom and the static field $\mathbf{F}$ is described by the Stark Hamiltonian [133]:

$$
\begin{equation*}
\hat{H}_{F}=-\hat{\mathbf{d}} . \mathbf{F}, \tag{I.14}
\end{equation*}
$$

where $\hat{\mathbf{d}}=-e \hat{\mathbf{r}}$ is the dipole operator. As opposed to the Zeeman Hamiltonian, this Stark term impacts the radial motion of the electron, which causes a more complex mixing of subspaces. A few results can nonetheless be derived from basic considerations without diving into the full Hamiltonian diagonalization. We consider the field $\mathbf{F}$ to be along $(O z)$, taken as the natural quantization axis in this context.

The Stark term can then be re-written using spherical harmonics:

$$
\begin{equation*}
\hat{H}_{F}=-e \hat{z}|\mathbf{F}|=-e \hat{r} \sqrt{\frac{4 \pi}{3}} Y_{1}^{0}|\mathbf{F}|, \tag{I.15}
\end{equation*}
$$

where $Y_{1}^{0}$ is the $(\ell=1, m=0)$ spherical harmonic. Through this expression, it comes out that the electric field only mixes states having the same $m$ and orbital angular momenta that differ by a single unit, yielding the formal static dipole selection rules between two states $|n \ell m\rangle$ and $\left|n^{\prime} \ell^{\prime} m^{\prime}\right\rangle$ :

$$
\begin{gather*}
\ell^{\prime}=\ell \pm 1  \tag{I.16}\\
m^{\prime}=m \tag{I.17}
\end{gather*}
$$

Let us note that per these selection rules (or because $\left\langle\psi_{n \ell m}\right| \hat{r}\left|\psi_{n \ell m}\right\rangle=0$ ) the Stark term does not couple a state to itself, i.e., its diagonal matrix elements are zero.

The presence of the static electric field also breaks down the spherical symmetry of the bare atom. Because of the dipole operator in the Stark Hamiltonian, the $\hat{\mathbf{L}}^{2}$ operator does not commute with the full Hamiltonian anymore, which means that $\ell$ is no longer a good quantum number (as it was suggested by the mixing of states with $\Delta \ell=1$ ). However, the system retains a cylindrical symmetry around $(O z)$. The projection $m$ of $\mathbf{L}$ along this axis therefore remains a good quantum number.

As we have seen, the low- $\ell$ levels are non-degenerate and shifted far away from the manifold by the quantum defects (see figure I. 1 [b]). In the case of a weak electric field, perturbation theory can therefore be applied to estimate the effects of the Stark term on these states. Since the Stark Hamiltonian does not couple a state to itself, it only generates a second-order, quadratic shift on these low- $\ell$ levels. In the degenerate manifold however (when $\ell \geq 4$ ), the dipole operator couples states that have the same bare energy and non-degenerate perturbation theory should be replaced by the degenerate one ${ }^{1}$. We then expect a first order, linear shift on these levels. Figure I. 2 (a) depicts the Stark shift on the $n=52$ subspace, for $\ell \geq 2$ in the weak field regime. The data was computed by brute-force numerical diagonalization of the full Hamiltonian. We indeed observe a second-order shift on the low- $\ell$ levels and a linear splitting of the manifold under the action of the static electric field. The behavior of the $|52 F\rangle$ level, which quadratically joins the base of the manifold as $\mathbf{F}$ is increased, will be relevant in the description of the experimental processes.

As suggested, since $\ell$ is no longer an appropriate quantum number, a change of basis is required to make the general study of the linear Stark shifts in the manifold more straightforward. Since we want to focus on the states of the degenerate manifold (i.e, without quantum defects), which follows the behavior of the hydrogen model, we will proceed within this simplified context and directly extrapolate the results to rubidium.

The most convenient way to proceed is by introducing the symmetric Runge-Lenz vector [134]:

$$
\begin{equation*}
\hat{\mathbf{A}}=\frac{n}{c m_{e} \alpha}\left[\frac{1}{2}(\hat{\mathbf{p}} \wedge \hat{\mathbf{L}}-\hat{\mathbf{L}} \wedge \hat{\mathbf{p}})-\frac{e^{2} m_{e}}{4 \pi \varepsilon_{0}} \frac{\hat{\mathbf{r}}}{r}\right], \tag{I.18}
\end{equation*}
$$

where $\hat{\mathbf{p}}$ is the electron momentum. This vector allows us to define the two operators

$$
\begin{equation*}
\hat{\mathbf{J}}_{a}=\frac{1}{2}(\hat{\mathbf{L}}-\hat{\mathbf{A}}), \quad \hat{\mathbf{J}}_{b}=\frac{1}{2}(\hat{\mathbf{L}}+\hat{\mathbf{A}}) . \tag{I.19}
\end{equation*}
$$

These operators commute with the full Hamiltonian and with each other, and define two angular momenta of size $\hat{\mathbf{J}}_{a(b)}^{2}=\hbar^{2}\left(n^{2}-1\right) / 4$ [135]. A given state in the $n$ -
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Figure I.2: (a) Stark map of the $n=52$ manifold in rubidium 87, depicting the energy of the atomic levels as a function of the electric field strength. $|52 S\rangle$ and $|52 P\rangle$ are not shown here; $|52 D\rangle$ and $|52 F\rangle$ exhibit a quadratic, second-order Stark shift, whereas the levels within the manifold spread apart linearly when $\ell \geq 5$ under the action of the electric field. (b) Stark diagram of the manifold levels, in the hydrogen model, labeled in the parabolic basis $|n, m, k\rangle$. This classification and depiction remain mostly valid for Rydberg states of rubidium within a given manifold: only its low- $\ell$ levels deviate from this picture.
th manifold can then be unequivocally labeled via $j_{i}=J=(n-1) / 2$ and $m_{i} \in$ $\left\{-j_{i},-j_{i}+1, \ldots, j_{i}-1, j_{i}\right\}$, with $i=a, b$. The actions of $\hat{\mathbf{J}}_{a}$ and $\hat{\mathbf{J}}_{b}$ are straightforward in this basis:

$$
\begin{equation*}
\hat{\mathbf{J}}_{a(b)}^{2}\left|J, m_{a}, m_{b}\right\rangle=\hbar^{2} J(J+1)\left|J, m_{a}, m_{b}\right\rangle, \quad \hat{J}_{a(b), z}\left|J, m_{a}, m_{b}\right\rangle=\hbar m_{a(b)}\left|J, m_{a}, m_{b}\right\rangle, \tag{I.20}
\end{equation*}
$$

which leads to the standard definition of the ladder operators $\hat{J}_{a(b), \pm}=\hat{J}_{a(b), x} \pm i \hat{J}_{a(b), y}$. Given the expression of $\hat{\mathbf{J}}_{a}$ and $\hat{\mathbf{J}}_{b}$ in equations (I.19), we also have $m_{a}+m_{b}=m$. Finally, it can be shown [136] that the two angular momenta relate to the dipole operator $\hat{\mathbf{d}}$ via

$$
\begin{equation*}
\hat{\mathbf{d}}=\frac{3}{2} n e a_{0}\left(\hat{\mathbf{J}}_{a}-\hat{\mathbf{J}}_{b}\right) / \hbar . \tag{I.21}
\end{equation*}
$$

This last relation hints at the definition of a new quantum number $k=m_{a}-m_{b}$, directly linked to an observable. Each state can be written unambiguously $|n, m, k\rangle$ under this new representation, that we call the parabolic basis. Even though this is strictly valid for the hydrogen model only, we will apply this classification to rubidium
while keeping in mind that, in low- $\ell$ states, $j_{a}$ and $j_{b}$ are actually not good quantum numbers.

The dipole matrix elements of the Stark Hamiltonian are easier to compute in this new basis. Through a perturbative approach, one can show [133] that the Stark shift writes, for a given state $|n, m, k\rangle$ :

$$
\begin{equation*}
\Delta E_{S}=\alpha^{(1)} F+\alpha^{(2)} F^{2}+\alpha^{(3)} F^{3}+\ldots \tag{I.22}
\end{equation*}
$$

with the first coefficients $\alpha^{(i)}$ expressed as:

$$
\begin{gather*}
\alpha^{(1)}=\frac{3 k n}{2} e a_{0},  \tag{I.23}\\
\alpha^{(2)}=-\frac{n^{4}}{32}\left(17 n^{2}-9 m^{2}-3 k^{2}+19\right) \frac{\left(e a_{0}\right)^{2}}{\mathrm{Ry}},  \tag{I.24}\\
\alpha^{(3)}=\frac{3 k n^{7}}{128}\left(23 n^{2}+11 m^{2}-k^{2}+39\right) \frac{\left(e a_{0}\right)^{3}}{\mathrm{Ry}^{2}} . \tag{I.25}
\end{gather*}
$$

We indeed recover a first order linear shift of the degenerate levels, which depends only on $k$. In figure I. 2 (b) we give a representation of the hydrogenic manifold under a static electric field, classified in this new basis by order of $m$ and $k$, for the hydrogen model. The end result for rubidium would be very similar, with only slight additional displacements for low- $m$ levels and some missing levels at the center of the manifold, due to the quantum defects shifting them far away out of this scale. In this representation of the manifold, the action of the ladder operators $\hat{J}_{a(b), \pm}$ are easily understood and shown in red arrows in the diagram. They raise or lower $m_{a(b)}$ by a single unit, which corresponds to transfers along the diagonals of the manifold.

We wrap up this section by discussing the atomic state evolution in static field within this formalism. We consider $\mathbf{F}$ and $\mathbf{B}$ to be static and along $(O z)$. We neglect the irrelevant spin coupling to the magnetic field, i.e., we consider only the first term of the Hamiltonian (I.10), where we set the orbital $g$-factor $g_{L}=1-m_{e} / M \simeq 1$ ( $M$ being the mass of rubidium 87). The coupling to the static fields then writes:

$$
\begin{equation*}
\hat{H}_{B, F}=\frac{\mu_{B}}{\hbar} \hat{\mathbf{L}} \cdot \mathbf{B}-\hat{\mathbf{d}} . \mathbf{F} . \tag{I.26}
\end{equation*}
$$

Using the definitions (I.19) of the two angular momenta $\hat{\mathbf{J}}_{a}$ and $\hat{\mathbf{J}}_{b}$, the Hamiltonian can be recast as

$$
\begin{equation*}
\hat{H}_{B, F}=-\left(\omega_{S}-\omega_{Z}\right) \hat{J}_{a, z}+\left(\omega_{S}+\omega_{Z}\right) \hat{J}_{b, z}, \tag{I.27}
\end{equation*}
$$

where $\omega_{Z}=\mu_{B} B_{z} / \hbar$ and $\omega_{S}=\left(3 n e a_{0} / 2\right) F_{z} / \hbar$ are respectively the Zeeman and Stark frequencies. To get a sense of the atomic dynamics, we focus on the expectation values of the two angular momenta, which we write $\left\langle\mathbf{J}_{a(b)}\right\rangle$. Through Ehrenfest equation and the usual commutation relations $\left[\hat{J}_{a(b), \alpha}, \hat{J}_{a(b), \beta}\right]=i \hbar \epsilon_{\alpha \beta \gamma} \hat{J}_{a(b), \gamma}$, we get the evolution of the expectation values:

$$
\begin{align*}
\frac{d\left\langle\mathbf{J}_{a}\right\rangle}{d t} & =-\left(\omega_{S}-\omega_{Z}\right) \mathbf{u}_{z} \times\left\langle\mathbf{J}_{a}\right\rangle  \tag{I.28}\\
\frac{d\left\langle\mathbf{J}_{b}\right\rangle}{d t} & =\left(\omega_{S}+\omega_{Z}\right) \mathbf{u}_{z} \times\left\langle\mathbf{J}_{b}\right\rangle \tag{I.29}
\end{align*}
$$

Both precess around the quantization axis, with their norms being preserved. $\left\langle J_{a(b), z}\right\rangle$ remains constant, while the transverse components along $x$ and $y$ rotate, with a pulsation that depends on the strength of the fields. Since the Stark frequency dominates at regular field values, both pre-factors $\omega_{S}-\omega_{Z}$ and $\omega_{S}+\omega_{Z}$ are positive, and the two angular momenta rotate in opposite directions.

For later purposes, we finally consider the application of a radio-frequency field, of frequency $\omega_{\mathrm{RF}}$, which couples the manifold levels via the ladder operators $\hat{J}_{a(b), \pm}$. If the field is $\sigma^{+}$-polarized, its action on the atom, combined with the effect of the static fields, boils down to the Hamiltonian [136]:

$$
\begin{equation*}
\hat{H}_{\mathrm{RF}}=-\omega_{a} \hat{J}_{a, z}-\Delta_{b} \hat{J}_{b, z}+\Omega_{b}\left(\hat{J}_{b,+}+\hat{J}_{b,-}\right), \tag{I.30}
\end{equation*}
$$

where $\Delta_{b}=-\omega_{b}+\omega_{\mathrm{RF}}$ and $\Omega_{b} \propto F$ is the Rabi frequency of the $\hat{J}_{b, \pm}$ transitions. Under the right frequency and power conditions, the $\sigma^{+}$RF field drives the transitions along the lower-left to top-right diagonals of the manifold. It keeps $m_{a}$ constant, while acting on $m_{b}$ only. This feature will be helpful when addressing the state evolution towards the circular level in the experiments.

## I.1.3 Circular Rydberg states

The parabolic basis provides the right framework to properly define circular Rydberg states and their neighboring levels within a given $n$ manifold. For a fixed $n$, the circular levels are the two states with maximal angular momentum: $\ell=n-1, \quad m= \pm(n-1)$. In the Stark diagram of figure I. 2 (b), they are located at both lateral ends of the manifold. As levels with maximal angular momentum, circular states are not subject to quantum defects and the hydrogen model perfectly applies to their study. We focus on the circular state with positive $m$ (one for each $n$ - the right-most level in the figure) and denote it $|n C\rangle$. Accordingly, its definition in the parabolic basis representation is $|n, k=0, m=n-1\rangle$. In the $\mathbf{J}_{a}, \mathbf{J}_{b}$ formalism, this circular level is $\left|m_{a}=+J, m_{b}=+J\right\rangle$. In this state, the two angular momenta are aligned and parallel to the quantization axis.

The circular state wavefunction writes, from equation (I.3):

$$
\begin{equation*}
\psi_{|n C\rangle}(r, \theta, \phi)=\frac{1}{\sqrt{\pi a_{0}^{3}}} \frac{1}{n n!}\left(-\frac{r}{n a_{0}} e^{i \phi} \sin \theta\right)^{n-1} e^{-\frac{r}{n a_{0}}} . \tag{I.31}
\end{equation*}
$$

Figure I. 3 (a) depicts the electron probability density in $|52 C\rangle$, seen in the $x-z$ plane. This specific circular state is the one we prepare and manipulate in the experiments. Its electron is located on a torus approximately 200 nm away from the nucleus, and its phase winds up $n-1$ times along its orbit. More generally, the radius of circular atoms goes as

$$
\begin{equation*}
\langle r\rangle_{|n C\rangle} \sim a_{0} n^{2} . \tag{I.32}
\end{equation*}
$$

The parabolic basis is particularly convenient to define the levels closest to the circular state in the Rydberg manifold, called the elliptical states. They differ from


Figure I.3: (a) Electron probability density in the circular state $|52 C\rangle$. (b) Level scheme for the circular states and their elliptical neighbors of three adjacent manifolds.
$|n C\rangle$ by a single quantum of angular momentum and are written:

$$
\begin{equation*}
\left|n E^{ \pm}\right\rangle=|n, m=n-2, k= \pm 1\rangle \tag{I.33}
\end{equation*}
$$

Figure I. 3 (b) illustrates this level structure by focusing on the right-most part of the Stark diagram, for three neighboring $n$ manifolds. We consider here the directing electric field to be of the order of $1 \mathrm{~V} / \mathrm{cm}$, so that we can get an idea of the energy scales involved in typical experimental conditions. In this case, the energy difference between $|52 C\rangle$ and $\left|52 E^{ \pm}\right\rangle$is around 100 MHz , whereas the $|52 C\rangle-|51 C\rangle$ and $|52 C\rangle$ $|53 C\rangle$ distances are of approximately 50 GHz , i.e, orders of magnitude larger.

## Dipole matrix elements

One important feature of Rydberg atoms is, due to their great size, their large dipole matrix elements on the allowed transitions. This is especially true for circular levels. Using the same formalism as the one introduced to describe the static Stark shifts, the generalized dipole selection rules (i.e. for non-necessarily static electric fields) between two levels $|n, \ell, m\rangle$ and $\left|n^{\prime}, \ell^{\prime}, m^{\prime}\right\rangle$ write [137]:

$$
\begin{align*}
\ell^{\prime} & =\ell \pm 1  \tag{I.34}\\
m^{\prime} & =m+q \tag{I.35}
\end{align*}
$$

where $q=0$ corresponds to a $\pi$-polarized transition, and $q= \pm 1$ to $\sigma^{-}$- or $\sigma^{+}$-polarized transitions, depending on whether a photon is absorbed or emitted. These dipole matrix elements are numerically tractable [95]. The one associated to the $\sigma^{+}$microwave transition $|52 C\rangle \rightarrow|51 C\rangle$ is $1846\left(e a_{0}\right)$ and scales as $n^{2}$. For comparison, the one between $\left|52 S_{1 / 2}\right\rangle$ and $\left|52 P_{3 / 2}\right\rangle$ is $1574\left(e a_{0}\right)$ and the dipole matrix element for the $D_{2}$ line transition $\left|5 S_{1 / 2}\right\rangle \rightarrow\left|5 P_{3 / 2}\right\rangle$ is about $4.2\left(e a_{0}\right)$ [138]. The huge dipole matrix elements between neighboring circular states imply that these transitions are strongly coupled
to the electromagnetic field, in the microwave range. This makes for an easy manipulation of the circular levels using standard microwave technology.

## Lifetime

Another important characteristic of circular atoms is their lifetime. To spontaneously decay, the only channels available to a circular state (allowed by the general dipole transition rules) are towards the underlying elliptical state $\left|n E^{-}\right\rangle$and towards the lower circular state $|(n-1) C\rangle$. Their rates are given by the Einstein coefficients [139]:

$$
\begin{equation*}
\left.A_{i f}=\frac{4 \alpha \omega^{3}}{3 c^{2}}|\langle i| \hat{\mathbf{r}}| f\right\rangle\left.\right|^{2}, \tag{I.36}
\end{equation*}
$$

where $|i\rangle$ and $|f\rangle$ are the initial and final levels involved in the radiative decay and $\omega /(2 \pi)$ the transition frequency. Given the $\omega^{3}$ dependency in this expression and the frequencies of the two allowed transitions in an experimentally standard electric field - MHz radio-frequency towards $\left|n E^{-}\right\rangle$and GHz micro-wave towards $|(n-1) C\rangle$ - the $|n C\rangle \rightarrow\left|n E^{-}\right\rangle$decay is completely negligible. The resulting spontaneous emission rate yields a 0 K natural radiative lifetime of 35 ms for $|52 C\rangle$, our circular state of interest. For comparison, low- $\ell$ Rydberg states, with many decay channels in the optical domain to low-lying or ground state levels, have a radiative lifetime at 0 K of a few hundred microseconds [82].

As previously explained, dipole-accessible transitions from circular states are strongly coupled to the electromagnetic field in the microwave range. At non-zero temperature, it is therefore crucial to take into account absorption and stimulated emission processes to estimate the real lifetime of circular atoms [139]. Stimulated emission occurs over the same $|n C\rangle \rightarrow|(n-1) C\rangle$ transition as spontaneous emission, but absorption can occur for several allowed transitions to the upper $n+q, q \geq 1$ manifolds. Both mechanisms are described by the enhanced Einstein coefficients

$$
\begin{equation*}
B_{i f}=\bar{n}(\omega) A_{i f}, \tag{I.37}
\end{equation*}
$$

where $\bar{n}(\omega)$ is the average number of photons in mode $\omega$ at a given temperature:

$$
\begin{equation*}
\bar{n}(\omega)=\frac{1}{e^{\hbar \omega / k_{B} T}-1} . \tag{I.38}
\end{equation*}
$$

Altogether, these various contributions yield a lifetime of about 10 ms for $|52 C\rangle$ at 4 K (accessible using standard cryogenic technology [120]). At 300 K , the temperature of our current setup, this lifetime drops to about $140 \mu \mathrm{~s}$. In the first part of appendix A, we detail the numerical model we use to estimate the circular atom lifetimes. It will be used throughout the rest of the text in various discussions of the experimental results. It can finally be shown that the spontaneous emission lifetime scales as $n^{5}$ for circular atoms at low temperature [82].

The properties outlined here, of large circular-circular dipole matrix elements and long lifetimes, make circular atoms good candidates on which to encode spin states
for quantum simulation. However, in order to make use of these features, one has to be able to individually trap these atoms to immobilize them over extended durations. This is thankfully made possible by the ponderomotive force, described in the next section.

## Ponderomotive energy

The ponderomotive energy arises from the interaction between the Rydberg electron and an oscillating inhomogeneous electromagnetic field [140, 141]. In a quickly oscillating field, charged particles undergo a quiver motion: to minimize their kinetic energy, the particles are attracted to low-intensity regions of space. In a Rydberg atom, the valence electron can be subjected to this force if the atom is placed in such an inhomogeneous field distribution, typically using frequencies in the optical domain. The force also applies to the ionic core, but its large mass makes this effect negligible. The electron then drives the whole atom to low-intensity regions, thus creating a 3dimensional potential distribution for the Rydberg atom.

The ponderomotive effect can be derived from the general atom-field interaction Hamiltonian, using the classical electromagnetic four-vector $(\Phi / c, \mathbf{A})$ in the Coulomb gauge and where we set $\Phi \equiv 0$ since there are no sources:

$$
\begin{equation*}
\hat{H}_{I}=\frac{e}{m_{e}} \mathbf{A}(\hat{\mathbf{r}}, t) \cdot \hat{\mathbf{p}}+\frac{e^{2}}{2 m_{e}} \mathbf{A}^{2}(\hat{\mathbf{r}}, t)+\frac{\mu_{B}}{\hbar} g_{S} \hat{\mathbf{S}} . \mathbf{B}(\hat{\mathbf{r}}, t) . \tag{I.39}
\end{equation*}
$$

In this expression, we can drop the magnetic term, as it is much smaller than others. We can also discard the $\mathbf{A} \cdot \hat{\mathbf{p}}$ contribution: in Rydberg states, as $n$ increases, $\mathbf{p}$ gets smaller and that part vanishes. We end up with the quadratic term only, which we re-write in terms of field intensity $I(\mathbf{r})$ via $\mathbf{F}=-\partial_{t} \mathbf{A}=-i \omega \mathbf{A}$, to obtain a classical potential [142], written as a function of the light frequency $\omega /(2 \pi)$ and position $r$ :

$$
\begin{equation*}
V(\mathbf{r})=\frac{e^{2}}{2 m_{e} c \varepsilon_{0} \omega^{2}} I(\mathbf{r})=h \beta(\omega) I(\mathbf{r}) \tag{I.40}
\end{equation*}
$$

To give an idea of the energy scale involved, we compute the proportionality coefficient $\beta(\omega)$ in the case of our trapping light of 821 nm wavelength:

$$
\begin{equation*}
\beta(\omega)=1.52 \frac{\mathrm{MHz}}{\mathrm{~mW} \mathrm{~mm}^{-2}} . \tag{I.41}
\end{equation*}
$$

Rydberg atoms are low-field seekers in such a distribution. It is then possible to trap individual circular atoms in this ponderomotive potential, provided that one can create, in the optical domain, a low-intensity region surrounded by high intensity regions in all 3 dimensions. It is also important to mention that circular atoms are insensitive to photo-ionization [117, 121], an essential property that low- $\ell$ states lack.

Having now covered the properties of individual Rydberg atoms, and more specifically those of circular Rydberg atoms, we can turn to the matter of their interactions, at the heart of this work.

## I. 2 Interactions between circular Rydberg atoms

As large antennas strongly coupled to the electromagnetic field, (circular) Rydberg states exhibit significant interactions with one another. In this section, we cover the general description of two interacting circular atoms. After introducing the necessary formalism to understand the underlying physics, we focus on two specific configurations which lead to different interaction regimes: either a first-order resonant exchange or a second-order van der Waals interaction which can emulate the XXZ Hamiltonian.

## I.2.1 Two interacting circular atoms

We consider two circular atoms, indexed 1 and 2, in states $|n C\rangle$ and $\left|n^{\prime} C\right\rangle$, with dipole moments $\mathbf{d}_{i}$ and at a fixed distance $r$ (treated classically). The inter-atomic vector is written $\mathbf{r}=r \mathbf{n}_{1 \rightarrow 2}$ and static parallel electric and magnetic fields define the quantization axis, which allows us to use the parabolic basis depicted in figures I. 2 (b) and I. 3 (b) of the previous sections. The two atoms interact via the dipole-dipole Hamiltonian [143]:

$$
\begin{equation*}
\hat{V}_{d d}(\mathbf{r})=\frac{1}{4 \pi \varepsilon_{0} r^{3}}\left[\hat{\mathbf{d}}_{1} \cdot \hat{\mathbf{d}}_{2}-3\left(\hat{\mathbf{d}}_{1} \cdot \frac{\mathbf{r}}{r}\right)\left(\hat{\mathbf{d}}_{2} \cdot \frac{\mathbf{r}}{r}\right)\right] . \tag{I.42}
\end{equation*}
$$

This operator gives rise to couplings between the pair state $\left|n C, n^{\prime} C\right\rangle$ and other pair levels $|a, b\rangle$ via dipole-allowed transitions, i.e.

$$
\begin{equation*}
\Delta \ell_{i}= \pm 1, \quad \Delta m_{i} \in\{-1,0,1\} \tag{I.43}
\end{equation*}
$$

for each atom $i$. The dipole-dipole couplings should also conserve the projection of the total angular momentum $m=m_{1}+m_{2}$, so that $\Delta m=0$. Without additional details, we expect these dipole-dipole matrix elements to scale as $1 / r^{3}$, given the expression of $\hat{V}_{d d}$. We treat the action of this operator perturbatively, in orders of $1 / r^{3}$. The first-order, $1 / r^{3}$ terms are referred to as the "direct" dipole interaction, whereas the second-order, $1 / r^{6}$ ones are the van der Waals interactions.

## Two atoms in the same circular state

In the simplest $n=n^{\prime}$ case, the selection rules impose $\langle n C, n C| \hat{V}_{d d}|n C, n C\rangle=0$. The dipole-dipole interaction then acts as a second order perturbation. It induces a distance-dependent energy shift in the uncoupled $|n C\rangle|n C\rangle$ state that goes as [143]:

$$
\begin{equation*}
E_{n C-n C}(r)=\sum_{|a b\rangle} \frac{\langle n C, n C| \hat{V}_{d d}|a b\rangle\langle a b| \hat{V}_{d d}|n C, n C\rangle}{2 E_{n C}-E_{a}-E_{b}}=\frac{C_{6, n C-n C}}{r^{6}}, \tag{I.44}
\end{equation*}
$$

where $E_{g}$ is the energy of the individual level $|g\rangle$. The main contribution in this sum comes from the coupling to the state $\left(\left|n E^{+}, n E^{-}\right\rangle+\left|n E^{-}, n E^{+}\right\rangle\right) / \sqrt{2}$ (see figure I. 3 for the position of the elliptical levels with respect to $|n C\rangle$ ). The linear Zeeman shift (eq. (I.11)) and quadratic Stark shift (eq. (I.22)) ensure that this symmetric level
is non-degenerate with $|n C, n C\rangle$, so that the denominator of this term does not diverge and non-degenerate perturbative expansion stands. The next significant allowed couplings are with $\left|n E^{+}, n E^{+}\right\rangle$and $\left|n e^{-}, n e^{-}\right\rangle$, but these two contributions actually cancel each other out [144]. By brute-force diagonalization, in fields of $F=2 \mathrm{~V} / \mathrm{cm}$ and $B=10 \mathrm{G}$, we compute this van der Waals coefficient for $|52 C\rangle$ in two configurations, with the inter-atomic axis either parallel or orthogonal to the quantization axis:

$$
\begin{equation*}
C_{6,52 C-52 C}^{\|} / h=7.8 \mathrm{GHz} . \mathrm{um}^{6}, \quad C_{6,52 C-52 C}^{\perp}=6.3 \mathrm{GHz} . \mathrm{um}^{6} . \tag{I.45}
\end{equation*}
$$

The second-order, $1 / r^{6}$ van der Waals behavior holds true for large-enough distances, when the perturbative treatment remains valid. Through the numerical diagonalization, we find that the perturbative approach and the $1 / r^{6}$ scaling are accurate for $r>3 \mu \mathrm{~m}$.

## Two atoms in different circular states

We now consider the interaction between atoms in two different circular levels: $n^{\prime}>n$. We restrict our study to the two most interesting and relevant cases $n^{\prime}=n+1$ or $n^{\prime}=n+2$. Once again, the selection rules (eq. (I.43)) impose

$$
\begin{equation*}
\left\langle n C, n^{\prime} C\right| \hat{V}_{d d}\left|n C, n^{\prime} C\right\rangle=\left\langle n^{\prime} C, n C\right| \hat{V}_{d d}\left|n^{\prime} C, n C\right\rangle=0 \tag{I.46}
\end{equation*}
$$

These diagonal terms in the general $\hat{V}_{d d}$ operator are therefore 0 . The interactioninduced energy shift on the bare $|n C\rangle\left|n^{\prime} C\right\rangle$ and $\left|n^{\prime} C\right\rangle|n C\rangle$ levels is a second-order, van der Waals contribution via the mixing to other states. We can nonetheless take these contributions into account in diagonal terms [145] by writing an effective Hamiltonian:

$$
\left.\hat{V} / \hbar=\left(\begin{array}{cc}
\left|n C, n^{\prime} C\right\rangle & \left|n^{\prime} C, n C\right\rangle \\
C_{n C-n^{\prime} C} & A_{n C-n^{\prime} C}  \tag{I.47}\\
A_{n C-n^{\prime} C} & C_{n C-n^{\prime} C}
\end{array}\right)\left|n C, n^{\prime} C\right\rangle . n^{\prime} C, n C\right\rangle .
$$

The diagonal component writes

$$
\begin{equation*}
C_{n C-n^{\prime} C}(r)=\sum_{|a b\rangle} \frac{\left\langle n C, n^{\prime} C\right| \hat{V}_{d d}|a b\rangle\langle a b| \hat{V}_{d d}\left|n C, n^{\prime} C\right\rangle}{E_{n C}+E_{n^{\prime} C}-E_{a}-E_{b}}=\frac{C_{6, n C-n^{\prime} C}}{r^{6}} \tag{I.48}
\end{equation*}
$$

and it describes the second-order shift on the bare levels $|n C\rangle\left|n^{\prime} C\right\rangle$ and $\left|n^{\prime} C\right\rangle|n C\rangle$. Technically, this amounts to turning the full $\hat{V}_{d d}$ matrix into a block-diagonal matrix, where we extract the block corresponding to the subspace $\left\{\left|n C, n^{\prime} C\right\rangle,\left|n^{\prime} C, n C\right\rangle\right\}$. The off-diagonal terms $A_{n C-n^{\prime} C}$ govern an exchange interaction $\left|n C, n^{\prime} C\right\rangle \leftrightarrow\left|n^{\prime} C, n C\right\rangle$ and are written, up to second order:

$$
\begin{align*}
A_{n C-n^{\prime} C}(r) & =\left\langle n C, n^{\prime} C\right| \hat{V}_{d d}\left|n^{\prime} C, n C\right\rangle+\sum_{|a b\rangle} \frac{\left\langle n C, n^{\prime} C\right| \hat{V}_{d d}|a b\rangle\langle a b| \hat{V}_{d d}\left|n^{\prime} C, n C\right\rangle}{E_{n C}+E_{n^{\prime} C}-E_{a}-E_{b}}  \tag{I.49}\\
& =\frac{A_{3, n C-n^{\prime} C}}{r^{3}}+\frac{A_{6, n C-n^{\prime} C}}{r^{6}} .
\end{align*}
$$

If the $\left|n C, n^{\prime} C\right\rangle \leftrightarrow\left|n^{\prime} C, n C\right\rangle$ transition is dipole-allowed, $A_{n C-n^{\prime} C}$ is a first-order, direct exchange and scales as $1 / r^{3}$, since the first term in the expansion dominates. If not, only the second-order term in the perturbative treatment is non-zero and we recover, for the off-diagonal terms, a van der Waals interaction scaling as $1 / r^{6}$ via the coupling to other pair states.

To cover the more general case where the two atoms can be in the same state, we write the effective interaction operator as:

$$
\left.\hat{V} / \hbar=\left(\begin{array}{cccc}
|n C, n C\rangle & \left|n C, n^{\prime} C\right\rangle & \left|n^{\prime} C, n C\right\rangle & \left|n^{\prime} C, n^{\prime} C\right\rangle \\
C_{n C-n C} & 0 & 0 & 0  \tag{I.50}\\
0 & C_{n C-n^{\prime} C} & A_{n C-n^{\prime} C} & 0 \\
0 & A_{n C-n^{\prime} C} & C_{n C-n^{\prime} C} & 0 \\
0 & 0 & 0 & C_{n^{\prime} C-n^{\prime} C}
\end{array}\right)|n C, n C\rangle\left|n, n^{\prime} C\right\rangle .|n, n\rangle . n^{\prime} C, n^{\prime} C\right\rangle
$$

In $\hat{V}$, according to the above discussion, the distance dependence goes as

$$
\hat{V} / \hbar \sim\left(\begin{array}{cccc}
1 / r^{6} & 0 & 0 & 0  \tag{I.51}\\
0 & 1 / r^{6} & 1 / r^{3} \text { or } 1 / r^{6} & 0 \\
0 & 1 / r^{3} \text { or } 1 / r^{6} & 1 / r^{6} & 0 \\
0 & 0 & 0 & 1 / r^{6}
\end{array}\right)
$$

depending on whether or not the $|n C\rangle \leftrightarrow\left|n^{\prime} C\right\rangle$ transition is dipole-allowed.

## Spin Hamiltonian

It is actually easier to make sense of the circular-circular interaction dynamics by rewriting the previous Hamiltonian in terms of spins [117]. We identify the space $\left\{|n C\rangle,\left|n^{\prime} C\right\rangle\right\}$ with a spin- $1 / 2$ so that the pair of atoms evolves in $\{|\downarrow \downarrow\rangle,|\downarrow \uparrow\rangle,|\uparrow \downarrow\rangle,|\uparrow \uparrow\rangle\}$ under Hamiltonian (I.50). In order to write $\hat{V}$ using the usual spin formalism, we introduce the following quantities:

$$
\left\{\begin{array}{l}
\delta E_{0}=\left(C_{n C-n C}+2 C_{n C-n^{\prime} C}+C_{n^{\prime} C-n^{\prime} C}\right) / 4  \tag{I.52}\\
\delta \zeta=\left(C_{n C-n C}-C_{n^{\prime} C-n^{\prime} C}\right) / 2 \\
J_{z}=\left(C_{n C-n C}-2 C_{n C-n^{\prime} C}+C_{n^{\prime} C-n^{\prime} C}\right) / 4 \\
J=A_{n C-n^{\prime} C} / 2
\end{array}\right.
$$

According to equation (I.51), $\delta E_{0}, \delta \zeta$ and $J_{z}$ scale as $1 / r^{6}$, but $J$ scales as either $1 / r^{3}$ or $1 / r^{6}$ depending on whether or not the $|n C\rangle \leftrightarrow\left|n^{\prime} C\right\rangle$ transition is allowed. Thanks to this transformation, we can write the interaction Hamiltonian as

$$
\hat{V} / \hbar=\left(\begin{array}{cccc}
\delta E_{0}+\delta \zeta+J_{z} & 0 & 0 & 0  \tag{I.53}\\
0 & \delta E_{0}-J_{z} & 2 J & 0 \\
0 & 2 J & \delta E_{0}-J_{z} & 0 \\
0 & 0 & 0 & \delta E_{0}-\delta \zeta+J_{z}
\end{array}\right)
$$

By dropping the constant energy offset $\delta E_{0}$ and introducing the standard Pauli matrices, we finally write the dipole-dipole interaction Hamiltonian between two atoms restricted to two circular levels as:

$$
\begin{equation*}
\hat{V} / \hbar=\frac{\delta \zeta}{2}\left(\sigma_{1}^{z}+\sigma_{2}^{z}\right)+J_{z}\left(\sigma_{1}^{z} \sigma_{2}^{z}\right)+J\left(\sigma_{1}^{x} \sigma_{2}^{x}+\sigma_{1}^{y} \sigma_{2}^{y}\right) \tag{I.54}
\end{equation*}
$$

We recognize here three terms:

- the single-atom frequency shift $\delta \zeta$, related to edge effects that are more explicitly understood in larger ensembles of atoms,
- the longitudinal "Ising-like" interaction $J_{z}$, pertaining to the alignment or antialignment of the spins,
- the transverse term $J$, which characterizes the energy exchange between the two spins.

From the definition of the $C$ coefficients in equations (I.44) and (I.48), we expect that $\delta \zeta$ and $J_{z}$ vary with $\mathbf{F}$ and $\mathbf{B}$, due to the Stark and Zeeman shifts induced on all the levels involved in the summation. Numerical diagonalization indicates that these three coefficients are at most of the order of $1-10 \mathrm{kHz}$. The situation is a bit more complex with $J$. If the $|n C\rangle \leftrightarrow\left|n^{\prime} C\right\rangle$ transition is allowed, i.e., if $n^{\prime}=n+1$, then $J$ $\left(\propto 1 / r^{3}\right)$ is proportional to $\left\langle n C, n^{\prime} C\right| \hat{V}\left|n^{\prime} C, n C\right\rangle$ and its value is in the MHz range: it dominates all other terms. If the transition is not allowed however, i.e., if $n^{\prime}=n+2$ for instance, then perturbation expansion is involved and $J\left(\propto 1 / r^{6}\right)$ is of the same order of magnitude as the other terms (i.e. in the kHz range). Interestingly, in both cases $J$ is nearly independent of $F$ and $B$, the fields' amplitudes, contrary to the other coefficients. The details of the dynamics in these two different regimes ( $J$ dominant and direct exchange vs. all coefficients of similar magnitude and van der Waals interactions) are detailed in the next sections.

## I.2.2 Resonant spin-exchange interaction

Our experimental investigations led us to focus on the $n^{\prime}=n+1$, direct exchange case. As we currently work with a room-temperature setup, the limited lifetime of the circular atoms (a few hundred $\mu \mathrm{s}$ ) prevented us from properly characterizing the slow van der Waals interactions (in the kHz range). We therefore decided to focus on the direct exchange interaction, which lies in the MHz range and is accessible to our experimental capabilities. Following the formalism introduced in the previous section, we detail here the spin dynamics of two circular atoms, each in $\{|\downarrow\rangle=|51 C\rangle,|\uparrow\rangle=|52 C\rangle\}$, the levels we work with in the lab. This section provides the theoretical context with which the results of chapter 4 are coupled. Figure I. 4 (a) represents the geometry of the system. We write $r$ the distance between the two atoms and $\theta$ the angle between the quantization axis and the inter-atomic axis. We consider here that the atoms have infinite lifetimes and no motion.


Figure I.4: (a) Geometry and parametrization of the system. The fields are taken to be $F=2 \mathrm{~V} / \mathrm{cm}$ and $B=10 \mathrm{G}$ for the energy computations. (b) Level scheme for the interacting pair states: the energy splitting between $|+\rangle$ and $|-\rangle$ is given by $2 J$. The two other states $|\uparrow \uparrow\rangle$ and $|\downarrow \downarrow\rangle$ lie tens of GHz away from them due to the bare atomic energies: $\omega_{0}$ is the single spin-flip energy, between $|51 C\rangle$ and $|52 C\rangle$. (c) Variation of $J$ with the distance $r$, for both $\theta=0$ (red) and $\theta=\pi / 2$ (blue). (d) Variation of $J$ with the angle $\theta$, at a distance of $10 \mu \mathrm{~m}$. For $\theta=\theta_{0} \simeq 54.7^{\circ}, J=0$ and the two atoms do not interact.

Numerical computations give, for a distance of $10 \mu \mathrm{~m}$ and at an angle $\theta=\pi / 2$ (i.e. atoms placed like two plates next to each other on a table), in fields of $2 \mathrm{~V} /(\mathrm{cm})$ and 10 G , the following interaction coefficients:

$$
\begin{equation*}
J=-2 \pi \times 832 \mathrm{kHz}, \quad J_{z}=2 \pi \times 1 \mathrm{kHz}, \quad \delta \zeta=-2 \pi \times 0.4 \mathrm{kHz} \tag{I.55}
\end{equation*}
$$

As expected from the previous section, $J$ (which goes as $1 / r^{3}$ here) is much larger than the other terms (in $1 / r^{6}$ ). It then is safe to neglect all terms except $J$ to study the dynamics of the pair of atoms, and we end up with the simplified interaction Hamiltonian:

$$
\hat{V} / \hbar=\left(\begin{array}{cccc}
|\downarrow \downarrow\rangle & |\downarrow \uparrow\rangle & |\uparrow \downarrow\rangle & |\uparrow \uparrow\rangle  \tag{I.56}\\
-\omega_{0} & 0 & 0 & 0 \\
0 & 0 & 2 J & 0 \\
0 & 2 J & 0 & 0 \\
0 & 0 & 0 & \omega_{0}
\end{array}\right),
$$

where we also account for the bare atoms' energies via $\omega_{0}$, the pulsation difference between $|51 C\rangle$ and $|52 C\rangle$, which is of the order of $2 \pi \times 50 \mathrm{GHz}$. The diagonalization of this operator is straightforward and its eigenvectors are

$$
\begin{equation*}
\{|\downarrow \downarrow\rangle, \quad|+\rangle=(|\uparrow \downarrow\rangle+|\downarrow \uparrow\rangle) / \sqrt{2}, \quad|-\rangle=(|\uparrow \downarrow\rangle-|\downarrow \uparrow\rangle) / \sqrt{2}, \quad|\uparrow \uparrow\rangle\} . \tag{I.57}
\end{equation*}
$$

Figure I. 4 (b) depicts the level scheme in this basis. The interaction coupling $J$ appears in the splitting between the symmetric and anti-symmetric levels. Probing the interaction strength is then possible via microwave spectroscopy. The frequency of the transition from $|\uparrow \uparrow\rangle$ (or $|\downarrow \downarrow\rangle$ ) to $|+\rangle$, compared to that of the bare $|\downarrow\rangle \rightarrow|\uparrow\rangle$ transition, gives a direct measurement of $J$. Since $J$ lies in the MHz range, the linewidth constraints for these measurements should not be too demanding. It is also worth noting that, due to symmetry conservation, the transition from $|\uparrow \uparrow\rangle$ (or from $|\downarrow \downarrow\rangle$ ) to the anti-symmetric state $|-\rangle$ is forbidden. We also expect a pair of atoms initialized in $|\uparrow \downarrow\rangle$ to undergo spin-exchange oscillations $|\uparrow \downarrow\rangle \leftrightarrow|\downarrow \uparrow\rangle$ at a frequency $4 J /(2 \pi)$.

Furthermore, the interaction strength is tunable via the geometry of the system. Using numerical diagonalization, we plot in figure I. 4 (c) $J$ as a function of distance, for angles $\theta$ of 0 and $\pi / 2$. Figure I. 4 (d) represents the variation of $J$ as a function of $\theta$, at a distance of $10 \mu \mathrm{~m}$. As shown in these plots, $J$ is proportional to $1 / r^{3}$ and tuning $\theta$ changes the sign of the interaction: for values of $\theta$ below $\theta_{0} \simeq 54.7^{\circ}, J$ is positive and the interaction in $|+\rangle$ is repulsive. For $\theta \in\left[\theta_{0}, \pi / 2\right]$ however, $J<0$ and the interaction in $|+\rangle$ is attractive. Importantly, for $\theta=\theta_{0}$ the interaction energy vanishes. We make use of this important property in the experiments to inhibit interactions when needed.

This behavior can be understood via a geometrical interpretation of the system in terms of real electric dipoles. When the pair is in the symmetric level $|+\rangle$, each atom evolves in superposed states, according to the decomposition:

The wavefunction of the electron in the superposition $|\uparrow\rangle+|\downarrow\rangle$ makes a real dipole emerge, because of the phase winding numbers that differ by a single unit between $|\uparrow\rangle$ and $|\downarrow\rangle$, as illustrated in figure I. 5 (this is only true in this present case, where $n^{\prime}=n+1$ ). This dipole rotates in the plane of the atom at the angular frequency $\omega_{0}$, the energy difference between the two circular levels involved, since the superposition evolves in time as $|\downarrow\rangle+e^{-i \omega_{0} t}|\uparrow\rangle$. In this symmetric state, one can therefore see each atom as a clock with a single hand that points in the direction of the dipole and


Figure I.5: Wavefunction of the electron in the superposition $|51 C\rangle+e^{-i \omega_{0} t}|52 C\rangle$, illustrating the emergence of a real electric dipole rotating around the quantization axis.
rotates over times. The two hands always point in the same direction, according to equation (I.58) and since the two atoms' states can both be decomposed in exactly the same way.

When the two atoms are on top of each other (i.e., $\theta=0$ ), the two clock hands rotate in sync above one another around the quantization axis. Their respective orientation never changes and they classically repel each other, with a strength that goes as $1 / r^{3}$. When the two atoms are next to each other $(\theta=\pi / 2)$, the two clock hands rotate in the same plane, going from an attractive interaction when aligned with the inter-atomic axis to a repulsive interaction when perpendicular to the inter-atomic axis. However, on average over a full rotation (i.e averaging $1-3 \cos ^{2} \omega_{0} t$ ), this interaction is attractive - and obviously still varies as $1 / r^{3}$. In the anti-symmetric state, decomposition (I.58) changes and the two dipoles point in opposite directions, leading to the opposite interactions. We therefore recover from this simple geometrical picture the behavior expected from the numerical simulations.

From the discussed numerical computations, we can roughly estimate the trap depth needed to experimentally probe these interactions. We consider individual traps based on the ponderomotive energy described in section I.1.3. To counteract the typical interaction strength in the $\{|51 C\rangle,|52 C\rangle\}$ subspace described here, trap depths of several MHz are required, according to figure I.4. From the proportionality factor of equation (I.41), the domain walls of the intensity distribution should be around $5 \mathrm{~mW} \mathrm{\mu m}{ }^{-2}$ in order to probe interactions of up to a few MHz .

To sum up, this exchange configuration constitutes the most basic and straightforward system in which to probe interactions between circular Rydberg atoms. It exhibits elementary dynamics governed by a single dominant and geometrically tunable term in the MHz range, which is measurable via microwave spectroscopy. The
experimental investigation of this rudimentary system constitutes a natural - but nonetheless significant - milestone on the way to full scale quantum simulations with circular atoms.

## I.2.3 Quantum simulation of a tunable XXZ Hamiltonian

The end goal of mastering interactions between circular atoms is to implement quantum simulation schemes [117]. In the case $n^{\prime}=n+2$, interacting circular states display much more complex behaviors. In this configuration, $J$ scales as $1 / r^{6}$, just like the other coefficients of the spin Hamiltonian (I.54). All terms are van der Waals, second order contributions of the same order of magnitude and no single one dominates the dynamics of the system. To get an idea of the new energy scales involved here, we give the values of the three interaction coefficients in this new configuration, with $|\downarrow\rangle=|50 C\rangle$ and $|\uparrow\rangle=|52 C\rangle$. these levels were identified in [117] as convenient for the implementation of simulation schemes. We keep here the parametrization of the previous section (figureI. 4 [a]), we still consider the fields to be $2 \mathrm{~V} /(\mathrm{cm}), 10 \mathrm{G}$ and $\theta=\pi / 2$ but we choose a distance of $5 \mu \mathrm{~m}$ (the $1 / r^{6}$ dependence requires shorter distances to make the interactions significant):

$$
\begin{equation*}
J=-2 \pi \times 28 \mathrm{kHz}, \quad J_{z}=2 \pi \times 69 \mathrm{kHz}, \quad \delta \zeta=-2 \pi \times 51 \mathrm{kHz} . \tag{I.59}
\end{equation*}
$$

Apart from the comparable strengths of the three coefficients, the other advantage of this configuration compared to the $n^{\prime}=n+1$ direct exchange is its tunability. Since $J_{z}$ is sensitive to the values of the static fields, the ratio between the longitudinal term $J_{z}$ and the transverse term $J$ can be tuned over a wide range of values, both positive and negative, without changing the geometry. Figure I. 6 (a) shows the extent of the variations of $J_{z} / J$ in various fields, with the same geometrical parameters as previously stated. The tunability suggests the possibility to explore different regimes of spin physics in such a system. By adding a microwave drive resonant on the $|\downarrow\rangle \leftrightarrow|\uparrow\rangle$ transition (2-photon process of Rabi frequency $\Omega$ and detuning $\delta$ ) and extending the spin Hamiltonian (I.54) to a 1D chain of atoms (neglecting edge effects and next-nearest-neighbor interactions), we end up with the XXZ Hamiltonian [146-150]:

$$
\begin{equation*}
\hat{V} / \hbar=\sum_{i} J_{z} \sigma_{i}^{z} \sigma_{i+1}^{z}+J\left(\sigma_{i}^{x} \sigma_{i+1}^{x}+\sigma_{i}^{y} \sigma_{i+1}^{y}\right)+\frac{\Omega}{2} \sigma_{i}^{x}+\frac{\delta}{2} \sigma_{i}^{z} . \tag{I.60}
\end{equation*}
$$

The wide tunability of the system, through $J_{z} / J, \delta$ and $\Omega$ and at arbitrary timescales ${ }^{2}$, should therefore allow to explore a large range of many-body physics phenomena [151155]. The XXZ Hamiltonian exhibits a rich phase diagram, reproduced in figure I. 6 for a chain of atoms in the $\delta=0$ case. Four different phases of spin physics and their corresponding phase transitions [155-160] can be studied in such a system, by simply tuning the parameters of the circular atoms via the static fields and the microwave drive power. At high microwave drive, the ensemble of spins is in a paramagnetic phase: the drive dominates the dynamics of the atoms, there is no spontaneous ordering. At low microwave drive and large negative values of $J_{z}$ (when $J_{z} / J<-1$ ),
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Figure I.6: (a) Ratio $J_{z} / J$ as a function of the electric field, at an inter-atomic distance of $5 \mu \mathrm{~m}$, with $\theta=\pi / 2$ and $\delta=0$, for magnetic fields ranging from 8 G (dark blue) to 15 G (red). (b) Phase diagram of the XXZ Hamiltonian, showing the 4 phases of the system. The red lines indicate Ising transitions and the blue ones Luttinger liquid phases.
the system reaches a ferromagnetic phase and exhibits spontaneous magnetization. As $J_{z}$ increases via zero to positive values, the atoms go through two Néel phases. For $\left|J_{z}\right|<1$, the spins tend to anti-align along $y$ (Néel-y phase) and for large values of $J_{z}$ (for $J_{z} / J>1$ ), the spins anti-align along $z$ (Néel-z).

Such a platform would also enable the investigation of quantum scars [161, 162], quenches and thermalization (through the dynamic control of the Hamiltonian) [107, 163], localization (by adding disorder) [52, 164] and topological effects (with specific lattice geometries) [ 165,166$]$. However, getting to these implementations requires additional experimental features that have yet to be developped in our setup. It should first and foremost be switched back to a cryogenic environment to make the most of the atoms' black-body-sensitive lifetimes and kHz interaction frequencies. Additional control over the system, such as single-site spin manipulation, will also be required for state initialization. That is why we focused, in this thesis, only on the direct exchange configuration in pairs of atoms, which nevertheless constitutes a first step towards full-scale quantum simulations schemes.

## I. 3 Spin-motion coupling in interacting circular atoms

Throughout the previous part, we completely neglected the motion of the atoms. However, in a real experiment, even though the atoms are individually trapped, they are not perfectly still. The traps necessarily have some spatial extension and the atoms have a certain amount of kinetic energy due to their non-zero temperature. They therefore oscillate around the traps minima and the inter-atomic distance changes over time. Since the interaction coefficients strongly depend on this distance (as $1 / r^{3}$ or $1 / r^{6}$, depending on the configuration), we expect them to change over time, which might alter the spin dynamics of the interaction. Perhaps more importantly, the interaction in itself, whether it be attractive or repulsive, could induce some extra motion. If the atoms are initially not interacting and lying at their equilibrium positions, switching on the interactions can generate motion in the traps. The next section therefore describes the interplay between the spin and motional dynamics for two trapped, interacting circular Rydberg atoms. It presents the main results of a theoretical study, published in [124], born out of the Covid lockdowns, when we used the time away from the lab to answer this question: could the motion in the traps impede the proper investigation of circular atoms interactions?

## I.3.1 System definition

In the following, we consider two circular atoms individually trapped by the ponderomotive force. The discussion is based on the trapping setup suggested in the original proposal for quantum simulations with circular atoms [117]. The quantization axis $(O z)$ is perpendicular to the inter-atomic axis $(O x)$, the atoms are trapped in the periodic minima of a sinusoidal intensity pattern along ( $O x$ ) and tightly confined in the other directions (achievable with a set of laser beams described in [117, 124]). We therefore neglect the transverse motion and consider that the atoms only have a one-dimensional motion along the inter-atomic axis. The distance between the two sites' minima is written $d$ and is adjustable. The trapping frequency associated to the harmonic approximation of the sine traps is $\omega$, which is also freely tunable by varying the beam powers. Using readily available laser systems, trap depths of several MHz can be achieved ${ }^{3}$ : as long as the motional energy remains small compared to that, we consider the trap to be harmonic. All these geometrical quantities are depicted in figure I. 7 (a), where we also display the spatial extension $x_{0}$ of the motional ground states in the traps.

## Spin-phonon Hamiltonian

Using the same framework as in the previous part and considering the atoms to be in the circular states $\{|\downarrow\rangle=|n C\rangle,|\uparrow\rangle=|(n+\Delta n)\rangle\}$, with $\Delta n \in\{1,2\}$, we still write the interaction Hamiltonian as

$$
\begin{equation*}
\hat{H}_{S} / \hbar=\frac{\delta \zeta}{2}\left(\sigma_{1}^{z}+\sigma_{2}^{z}\right)+J_{z}\left(\sigma_{1}^{z} \sigma_{2}^{z}\right)+J\left(\sigma_{1}^{x} \sigma_{2}^{x}+\sigma_{1}^{y} \sigma_{2}^{y}\right)+\delta E_{0} \tag{I.61}
\end{equation*}
$$

[^4]where the four coefficients depend on $r$, the inter-atomic distance, as $1 / r^{m}(m=3$ or 6 , not necessarily the same for all coefficients). We restrict our study to the case where there is no microwave field driving the transitions between the two levels. This simplification still allows us to tackle the goals of this project, namely the impact of motion on the pair-state's spin oscillations. We therefore focus on the subspace $\{|\downarrow \uparrow\rangle,|\uparrow \downarrow\rangle\}$, i.e. the $2 \times 2$ block in the center of matrix (I.53). We will consider situations where the atomic levels are initialized in one of the subspace's states and are left to evolve freely. Introducing the set of Pauli matrices $\hat{\Sigma}_{X, Y, Z}$ standardly associated to this subspace, the Hamiltonian reads:
\[

$$
\begin{equation*}
\tilde{H}_{S} / \hbar=2 J \hat{\Sigma}_{X}-\Delta, \tag{I.62}
\end{equation*}
$$

\]

where $\Delta=J_{z}-\delta E_{0}$. According to the different configurations discussed in subsection I.2.1, if $\Delta n=1, J$ goes as $1 / r^{3}$ and dominates all other terms, which we can discard by setting $\Delta=0$ to carry out the analytics. If $\Delta n=2$, all contributions are comparable and scale as $1 / r^{6}$.

The atomic positions in the traps are described by $\hat{x}_{1}$ and $\hat{x}_{2}$, taken with respect to the traps minima. Thanks to the harmonicity of the wells, we can actually eliminate the un-coupled center of mass motion and describe the dynamics using the relative position $\hat{x}=\hat{x}_{2}-\hat{x}_{1}$ and the reduced mass $\mu=M / 2$, which is subjected to the same harmonic potential as each atom. We will use the regular quantization formalism to describe the motion in terms of phonons, i.e., occupation numbers of the discretized levels of the harmonic oscillator (of frequency $\omega$ ). The spatial extent of the motional ground state is given by $x_{0}=\sqrt{\hbar /(2 \mu \omega)}$ and we write $d$ the fixed distance between the traps' centers. The full Hamiltonian of the system is then:

$$
\begin{equation*}
\hat{H}=\frac{\hat{p}}{2 \mu}+\frac{1}{2} \mu \omega^{2} \hat{x}^{2}+\hat{U}_{m}(\hat{x}) \otimes \hbar\left(2 J \hat{\Sigma}_{X}-\Delta\right) \tag{I.63}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{m}(\hat{x})=\left(1+\frac{\hat{x}}{d}\right)^{-m} \tag{I.64}
\end{equation*}
$$

accounts for the distance dependence of the interaction coefficients. Once again, we recall that if $m=3$ i.e., $\Delta n=1$ ), we can set $\Delta=0$. Throughout this study, we will compute both the expectation value of the relative position $x(t)=\langle\hat{x}\rangle(t)$ and the spin level probability $P_{\uparrow \downarrow}$ over time, starting from $|\uparrow \downarrow\rangle$ and a given motional state.

To further simplify the Hamiltonian, we introduce the dimensionless quantity $\hat{\xi}=\hat{x} / x_{0}$ and the coupling factor $g=x_{0} / d \ll 1$. Using the standard phonon number $\hat{n}=\hat{a}^{\dagger} \hat{a}$, with $\hat{a}^{\dagger}$ and $\hat{a}$ the creation and annihilation operators for the harmonic levels of the relative displacement, we end up with the spin-phonon Hamiltonian:

$$
\begin{equation*}
\hat{H} / \hbar=\omega\left(\hat{n}+\frac{1}{2}\right)+(1+g \hat{\xi})^{-m} \otimes\left(2 J \hat{\Sigma}_{X}-\Delta\right) \tag{I.65}
\end{equation*}
$$



Figure I.7: (a) Schematic view of the geometrical configuration for the study of the spin-motion entanglement in a system of two trapped, interacting circular atoms indexed 1 and 2 . The spatial extent of the motional ground state (in yellow) is $x_{0}$ and the inter-atomic distance $d$. The trapping potentials are schematically shown in red. (b) Potential energies as functions of the relative displacement $x=x_{2}-x_{1}$ in a strong interaction regime. The bare sine potential is plotted in red, its harmonic approximation in blue (solid line). The two effective potentials $V_{+}$and $V_{-}$exerted on states $|X\rangle$ and $|-X\rangle$ are the dashed and dotted lines respectively. They illustrate the $\sim \pm 2 J$ spin-dependence of the system's energy.

## Geometric picture and effective potentials

The spin dependence of the motion can be made more explicit by using the projectors on the two eigenstates of $\hat{\Sigma}_{X},| \pm X\rangle=(|\uparrow \downarrow\rangle \pm|\downarrow \uparrow\rangle) / \sqrt{2}$, through which we decompose the Hamiltonian as follows:

$$
\begin{equation*}
\hat{H}=\left(\frac{\hat{p}^{2}}{2 \mu}+V_{+}(\hat{x})\right) \otimes|X\rangle\langle X|+\left(\frac{\hat{p}^{2}}{2 \mu}+V_{-}(\hat{x})\right) \otimes|-X\rangle\langle-X|, \tag{I.66}
\end{equation*}
$$

where $V_{+}$and $V_{-}$are the two effective potentials exerted on the two different spin states:

$$
\begin{equation*}
V_{ \pm}(\hat{x})=\frac{1}{2} \mu \omega^{2} \hat{x}^{2}+\hbar U_{m}(\hat{x})( \pm 2 J-\Delta) . \tag{I.67}
\end{equation*}
$$

These two effective potentials are plotted in figure I. 7 (b) as functions of the relative displacement $x$, for a strong interaction regime that clearly separates them: $n=48$ and $\Delta n=1$ (so that $m=3$ and $J \simeq-2 \pi \times 3 \mathrm{MHz}$ dominates), $d=6 \mu \mathrm{~m}$ and $\omega=2 \pi \times 50 \mathrm{kHz}$. The bare sine trap and its harmonic approximation are also shown here. The effect of the interaction is to shift, both spatially and energetically, the bare harmonic potential. In state $|X\rangle$, the interaction is attractive ( $J<0$, see figure I. $4[\mathrm{~b}]$ ) so the minimum is shifted to lower values of $x$, the spin energy is low and therefore the effective potential is lowered. In $|-X\rangle$, the interaction is repulsive, so $x$ is shifted to higher values, with a positive global offset on the potential because of the positive
spin energy. For very strong attractive interaction, the hyperbolic behavior of $U_{m}(x)$ can dominate the harmonic trap. In that extreme case, the confining potential is not robust enough to keep the atoms apart and the system becomes unstable: the effective potential no longer traps the atoms. This issue, which we avoid in the rest of this work by focusing on weak-enough interactions, is discussed in more details in appendix B .

We can thus see the motion as two uncoupled movements related to the two spin components: if the initial state is $|\Psi(t=0)\rangle=\left|\psi_{0}(x)\right\rangle|\uparrow \downarrow\rangle$, the evolving state then reads:

$$
\begin{equation*}
|\Psi(t)\rangle=\frac{1}{\sqrt{2}}\left(\left|\psi_{+}(x, t)\right\rangle|+X\rangle+\left|\psi_{-}(x, t)\right\rangle|-X\rangle\right) \tag{I.68}
\end{equation*}
$$

$\left|\psi_{ \pm}(x, t)\right\rangle=e^{-i \hat{H}_{ \pm} t}\left|\psi_{0}(x)\right\rangle$ being the evolution under the two effective potentials ( $\hat{H}_{ \pm}=$ $\left.\hat{p}^{2} / 2 \mu+V_{ \pm}(\hat{x})\right)$. The motional ket associated to the $|\uparrow \downarrow\rangle$ spin component in the wavefunction is then $\left(\left|\psi_{+}\right\rangle+\left|\psi_{-}\right\rangle\right) / \sqrt{2}$. The resulting spin level probability $P_{\uparrow \downarrow}$ is derived from the interference between these two paths.

## Linear coupling

The first, simplified way of computing the effect of motion on the interaction dynamics is to consider the linear coupling limit, which amounts to developing $(1+g \xi)^{-m}$ in equation (I.65) to first order in $g$. Using $\eta=g m$, we get

$$
\begin{equation*}
\hat{H} / \hbar=\omega\left(\hat{n}+\frac{1}{2}\right)+(1-\eta \hat{\xi}) \otimes\left(2 J \hat{\Sigma}_{X}-\Delta\right) . \tag{I.69}
\end{equation*}
$$

Again, let us recall that if $\Delta n=1$, i.e. $m=3$, we can consider $\Delta \sim 0$. Following the previous discussion, the two spin-dependent effective potentials read:

$$
\begin{equation*}
V_{ \pm}(\hat{x})=\frac{1}{2} \mu \omega^{2}\left(\hat{x}-x_{0}^{ \pm}\right)^{2} \pm \frac{\hbar \Omega}{2}-\hbar \Delta-\hbar \omega\left(\alpha^{2}+\alpha_{z}^{2}\right) \tag{I.70}
\end{equation*}
$$

The displacements of the minima of both potentials are made explicit via $x_{0}^{ \pm}=$ $2 x_{0}\left( \pm \alpha-\alpha_{z}\right)$, where we introduce the two dimensionless shifts in phase space:

$$
\begin{equation*}
\alpha=\eta \frac{2 J}{\omega}, \quad \alpha_{z}=\eta \frac{\Delta}{\omega} . \tag{I.71}
\end{equation*}
$$

The energy difference between the minima of the two effective potentials is written

$$
\begin{equation*}
\Omega=4 J\left(1+2 \eta^{2} \frac{\Delta}{\omega}\right) \tag{I.72}
\end{equation*}
$$

Under this form, it is possible to diagonalize the Hamiltonian using a unitary polaron transformation via the displacement operator $\hat{D}(\beta)=\exp \left(\beta \hat{a}^{\dagger}-\beta^{*} \hat{a}\right)$ :

$$
\begin{equation*}
\hat{\mathcal{U}}\left(\alpha, \alpha_{z}\right)=\hat{D}\left(\alpha \hat{\Sigma}_{X}-\alpha_{z}\right)=e^{\alpha\left(\hat{a}^{\dagger}-\hat{a}\right) \otimes \hat{\Sigma}_{X}-\alpha_{z}\left(\hat{a}^{\dagger}-\hat{a}\right) \otimes 1} \tag{I.73}
\end{equation*}
$$

In the transformed Hamiltonian $\hat{\tilde{H}}=\hat{\mathcal{U}}^{\dagger}\left(\alpha, \alpha_{z}\right) \hat{H} \hat{\mathcal{U}}\left(\alpha, \alpha_{z}\right)$ the spin and positions are decoupled:

$$
\begin{equation*}
\hat{\tilde{H}} / \hbar=\omega\left(\hat{n}+\frac{1}{2}\right)+\frac{\Omega}{2} \hat{\Sigma}_{X}-\Delta-\omega\left(\alpha^{2}+\alpha_{z}^{2}\right) . \tag{I.74}
\end{equation*}
$$

In this linear coupling limit, we can therefore analytically compute the state of equation (I.68). We assume that the initial motion is described by a coherent state $\left|\alpha_{0}\right\rangle$ and that the spins start in $|\uparrow \downarrow\rangle$.

The spin oscillation then writes:

$$
\begin{equation*}
P_{\uparrow \downarrow}(t)=\frac{1}{2}\left[1+e^{-4 \alpha^{2}(1-\cos \omega t)} \cos (\Omega t-\Theta(t))\right], \tag{I.75}
\end{equation*}
$$

with

$$
\begin{equation*}
\Theta(t)=4 \alpha\left(\alpha_{z}+\alpha_{0}\right) \sin (\omega t) \tag{I.76}
\end{equation*}
$$

The pair state undergoes oscillations between $|\uparrow \downarrow\rangle$ and $|\downarrow \uparrow\rangle$ at the Rabi frequency $\Omega$, which corresponds to the energy difference between the two effective minima. This is in agreement with the wavefunction of (I.68): the two spatial components $\left|\psi_{ \pm}(x, t)\right\rangle$ evolve with a phase difference of $\Omega$, due to the energy imbalance between their two effective Hamiltonians. Since $P_{\uparrow \downarrow}$ is derived from the interference between these two paths, as stated previously in the beginning of this section, we get the emergence of spin Rabi oscillations at this frequency $\Omega$. It amounts to a first-order correction of the bare Rabi frequency $4 J$, as suggested by equation (I.72). The oscillation is phaseshifted by the periodic function $\Theta$, which is small compared to $\Omega$ because $\alpha, \alpha_{z} \ll 1$. The contrast of the oscillations is also periodically modulated over time, at a frequency $\omega /(2 \pi)$. For a small displacement $\alpha$ (i.e. for a small coupling $g$ ), the contrast is barely affected but, for a large value of $\alpha$, it periodically collapses to zero with a period $T_{\text {trap }}=2 \pi / \omega$.

We also show that, starting from the coherent state $\left|\alpha_{0}\right\rangle$, the $\left|\psi_{ \pm}(x, t)\right\rangle$ wavefunctions remain coherent states throughout the evolution. Indeed, we derive from the polaron transformation in the linear regime:

$$
\begin{equation*}
\left|\psi_{ \pm}(x, t)\right\rangle=\left|\alpha_{0}+\alpha_{ \pm} e^{-i \omega t}\right\rangle \tag{I.77}
\end{equation*}
$$

with $\alpha_{ \pm}= \pm \alpha-\alpha_{z}$ and up to time-dependent global phases that differ between the two wavefunctions.

The two components of the motional state rotate along circles centered around $\alpha_{ \pm}$ in phase space, at the angular frequency $\omega$ and with opposite orientations. Figure I. 8 illustrates these trajectories in the oscillator phase space. The initial state splits into two components that evolve separately before reuniting periodically, with a period $T_{\text {trap }}$.

The collapse of the Rabi oscillations and the splitting of the motional wavefunction, which both evolve with the same time period, hint at a full entanglement of the spin and motional degrees of freedom when $\alpha$ in non-negligible. When the two coherent states reunite in $\left|\alpha_{0}\right\rangle$, the spin oscillates with perfect contrast. When the two motional components are maximally separated, the envelope of the average Rabi signal is reduced.


Figure I.8: Phase-space trajectories of the two spatial components $\left|\psi_{ \pm}(x, t)\right\rangle$ in the linear regime, starting from an initial coherent state $\left|\alpha_{0}\right\rangle$.

The linear approach gives a first glimpse of the possible effects of the atomic motion on the spin dynamics, which could range from no impact to a total collapse of the Rabi oscillations depending on the strength of the coupling. Thanks to the polaron transformation, which decouples the spin and motion dynamics, all observables can be analytically computed in this regime. In the next sections, we detail the analysis of this system in three different specific configurations, serving various purposes. We use exact numerical simulations to compute observables when needed, in order to go beyond the linear coupling limit.

## I.3.2 Spin-motion coupling in the XXZ Hamiltonian parameters

The first concrete application of this study is the estimation of the contrast loss in the spin dynamics of the XXZ simulator that could be induced by the motional degree of freedom of the circular atoms. Since the circular atoms allow for simulations over long timescales, we need to scrutinize the spin-motion entanglement over many interaction cycles. We can tackle this problem either via analytical solutions in the linear coupling regime or using numerical computations at higher orders. To do so, we consider here an atomic configuration similar to the initial simulator proposed in [117].

We set a high trapping frequency to minimize the spin-motion coupling and consider the atoms to be placed next to each other, again as two plates on a table ${ }^{4}$ :

$$
\begin{gather*}
n=48, n^{\prime}=50, d=6 \mu \mathrm{~m}, \omega=2 \pi \times 50 \mathrm{kHz}  \tag{I.78}\\
F=9 \mathrm{~V} / \mathrm{cm}, B=12 G .
\end{gather*}
$$

[^5]With these parameters, we compute the following interaction coefficients and other relevant quantities:

$$
\begin{gather*}
J=-2 \pi \times 5.8 \mathrm{kHz}, \quad \Delta=-2 \pi \times 73.2 \mathrm{kHz}  \tag{I.79}\\
g=0.008, \quad x_{0}=48 \mathrm{~nm}, \quad \Omega=2 \pi \times 22.8 \mathrm{kHz}
\end{gather*}
$$

To estimate the effect of temperature as realistically as possible, we now take the initial motional state to be a thermal distribution

$$
\begin{equation*}
\hat{\rho}_{T}(0)=\frac{1}{1+\bar{n}} \sum_{n=0}^{\infty}\left(\frac{\bar{n}}{1+\bar{n}}\right)^{n}|n\rangle\langle n|, \tag{I.80}
\end{equation*}
$$

where the average phonon number $\bar{n}$ is related to the atomic temperature $T$ via the Bose-Einstein distribution $\bar{n}=1 /\left(e^{\hbar \omega / k_{B} T}-1\right)$, with $\hbar \omega / k_{B}=2.4 \mu \mathrm{~K}$ the natural temperature scale of the harmonic well. The initial spin level is taken to be $|\uparrow \downarrow\rangle$, so that the system starts in:

$$
\begin{equation*}
\hat{\rho}(0)=\hat{\rho}_{T}(0) \otimes|\uparrow \downarrow\rangle\langle\uparrow \downarrow| . \tag{I.81}
\end{equation*}
$$

We implement the numerical simulations in this context and present the results in figures I. 9 (a) and (b), respectively the displacement $\xi(t)$ and the spin probability $P_{\uparrow \downarrow}$ over tens of interaction cycles. The computations shown here are carried out to infinite order in the spin-phonon coupling but the terms up to second order actually already account for all the features seen on the resulting graphs.

These simulations reveal some significant contrast loss over time in the spin dynamics of the system, even though the motion remains limited, with an amplitude for the relative position $x$ of less than 15 nm (to be compared with the extent of the motional ground state, 48 nm , and the inter-atomic distance of $6 \mu \mathrm{~m}$ ).

To get more insight into this phenomenon, we compute the state energies up to second-order in the coupling. We consider the eigenenergies of the linear Hamiltonian of equation (I.69) to be known, via the polaron transformation described above. The second-order coupling term $7 / 12 \eta^{2} \hat{\xi}^{2}\left(2 J \hat{\Sigma}_{X}-\Delta\right)$ is then treated as a perturbation on that linear Hamiltonian, which allows us to effectively obtain the energies $E(n, s)$ for the states $|n\rangle \otimes|s\rangle$ to second-order in $\eta$, with $s$ the spin state $(|+X\rangle$ or $|-X\rangle)$ and $|n\rangle$ a motional Fock state. By computing the energy difference between the two spin eigenstates $|n\rangle|+X\rangle$ and $|n\rangle|-X\rangle$, we retrieve the spin Rabi frequency $\Omega_{n}$ associated to this Fock state and show that it depends linearly on the phonon number:

$$
\begin{equation*}
\Omega_{n}=\Omega+\frac{7}{3} \eta^{2} J \times n, \tag{I.82}
\end{equation*}
$$

with $\Omega=4 J\left(1+2 \eta^{2} \Delta / \omega\right)$ the Rabi frequency in the linear regime. Altogether, each motional level $|n\rangle$ involved in the thermal distribution (I.80) induces its own spin Rabi frequency $\Omega_{n}$. These different frequencies lead, over a few ms, to a progressive loss of contrast in the average Rabi oscillation signal. However, since we consider the system to be closed, we expect the evolution to remain coherent, so that the different contributions are brought back in phase after some delay, a phenomenon quite reminiscent


Figure I.9: (a) Displacement $\xi(t)=x(t) / x_{0}$. We recall that $x_{0}=48 \mathrm{~nm}$ here, so that the total amplitude of the oscillations of $x_{2}(t)-x_{1}(t)$ is less than 15 nm . The top axis (in blue) gives the evolution in numbers of trap periods $T_{\text {trap }}=2 \pi / \omega$. (b) Spin-state probability $P_{\uparrow \downarrow}(t)$ over 100 spin oscillations, showing the loss of contrast due to the spin-phonon entanglement. The top axis (in dark blue) shows the number of cycles $T_{\text {Rabi }}=2 \pi / \Omega$. (c) Envelope $C(t)$ of the Rabi oscillations over time, computed for various temperatures and over several hundred cycles of interactions.
of the quantum revivals observed for the Rabi oscillation of a two-level system in a coherent quantum field [167]. We show this result in figure I. 9 (c), where we plot the envelope of the Rabi oscillations over long timescales and for various temperatures. We observe that, as the temperature grows, the contrast loss becomes more severe. There is nonetheless always a revival of the oscillations after some amount of time, which corresponds to approximately 350 oscillations (or 17 ms ).

Two conclusions can be drawn from these results:

- First, the contrast loss is highly sensitive to the temperature of the atoms: even at $2 \mu \mathrm{~K}$, the contrast is already diminished by half. Lowering the atomic temperature is therefore key to limiting these effects. With standard optical and adiabatic cooling mechanisms, temperatures of a few $\mu \mathrm{K}$ can be reached. More advanced mechanisms, such as side-band Raman cooling [168], should be considered to fully prevent these effects by forcing the atomic temperature to be small compared to $T_{\text {trap }} .{ }^{5}$

[^6]- Secondly, since this contrast loss results from a mere dephasing of different Rabi frequencies and not from irremediable decoherence, it could in principle be canceled out by echo techniques, that have yet to be detailed.
We therefore get the answer to the original question that spawned this study: under the right circumstances, spin-motion coupling should not be detrimental to the realization of a circular atom quantum simulator. The system does not exhibit any irreversible motional-induced decoherence. We should only expect some preventable contrast loss that highly depends on the temperature of the atoms.


## I.3.3 Application to thermometry

The temperature dependence of the spin dynamics incidentally suggests that one could use the Rabi oscillations to directly probe the motion of the atoms. More specifically, by making the spin-phonon interplay as large as possible within reasonable bounds, could this effect be put to use to make the circular levels a thermometer for the atomic motion? To investigate this question, we keep the atomic parameters of the previous section but lower the trap frequency from $2 \pi \times 50 \mathrm{kHz}$ to $2 \pi \times 15 \mathrm{kHz}$, such that we reach the coupling strength $g=0.015$ (versus 0.008 for the XXZ simulator), which should exacerbate the effects of the motion on the spin evolution. The linear coupling results should remain valid for low temperatures, as $g$ is still small and validates the perturbative treatment of the problem.

Figure I. 10 (a) shows the results of exact simulations of the spin evolution in this system, over a few periods and for various temperatures. As expected, the contrast decays much faster than in the previous part (see figure I. $9[b]$ and $[c]$ ) as soon as the temperature is non-zero, because of the lower trapping frequency. The quick decay allows for an efficient probe of the temperature: measuring the spin level after half of an oscillation (i.e. after $\sim 23 \mu \mathrm{~s}$ ) already yields information on the motional state of the atoms.

In figure I. 10 (b) we detail this feature by plotting the population at half of the Rabi period $P_{\uparrow \downarrow}\left[T_{\text {Rabi }} / 2\right]$ as a function of temperature, both using the analytics of the linear case (blue dotted line) and the numerical simulations for exact resolution (red solid line). The two are in good agreement for low temperatures (under $10 \mu \mathrm{~K}$ ). In that range, the slope is approximately $2 \% / \mu \mathrm{K}$ : a measurement of the spin population with a $1 \%$ error therefore gives a temperature estimation with a $1 \mu \mathrm{~K}$ precision.

To go further, we study the variation of this sensitivity with the geometric parameters of the system. We write $P_{\uparrow \downarrow}^{*}$ the spin population at half the Rabi period and derive, from the linear regime results, the sensitivity $d P_{\uparrow \downarrow}^{*} / d \bar{n}$ (equivalent to $d P_{\uparrow \downarrow}^{*} / d T$ but more straightforward to compute), using $\varphi_{R}=\pi \omega /(4 J)$, the phase halfway through the first spin oscillation:

$$
\begin{equation*}
\frac{d P_{\uparrow \downarrow}^{*}}{d \bar{n}}=4 \alpha^{2}\left(1-\cos \varphi_{R}\right) \cos \left(4 \alpha \alpha_{z} \sin \varphi_{R}\right) e^{-4 \alpha^{2}\left(1-\cos \varphi_{R}\right)(2 \bar{n}+1)} . \tag{I.83}
\end{equation*}
$$



Figure I.10: (a) Rabi oscillations in the XXZ atomic parameters but with a low trapping frequency of 15 kHz . The motion-induced contrast decay occurs over a few oscillations and strongly depends on the temperature. (b) Spin expectation value at half the Rabi period as a function of temperature. The solid red line depicts the result of exact numerical simulations, while the blue dotted line is derived from the linear coupling results. The two approaches remain comparable for temperatures below $10 \mu \mathrm{~K}$. (c) Thermometer sensitivity, in $\% /$ phonon, as a function of $\omega$ and $d$, for $\bar{n}=1$. The lower left part of the plot (white hatched area) where $d P_{\uparrow \downarrow}^{*} / d \bar{n}$ decreases to zero should be ignored, as it corresponds to configurations where the trapping depth is not enough to counteract the strong interactions.

Figure I. 10 (c) plots this quantity as a function of $\omega$ and $d$, taking $\bar{n}=1$ (i.e., with always the same phonons in the motional states of the harmonic well). At $\omega=2 \pi \times 15 \mathrm{kHz}$, this condition corresponds to $T \simeq 1.5 \mu \mathrm{~K}$ and at $\omega=2 \pi \times 50 \mathrm{kHz}$ to $T \simeq 3 \mu \mathrm{~K}$. For low values of $\omega$ and $d$, the interaction is too strong to keep the atoms in their shallow traps: it overcomes the trapping potential and the traps open up. The lower left part of the plot I. 10 (c), hatched in white and where the sensitivity abruptly drops, should be ignored. It corresponds to instabilities previously mentioned and addressed in appendix B. The graph clearly exhibits a region of sensitivity maxima, where we expect the spin population to vary by $3 \%$ per phonon. The parameters used in this section ( $d=6 \mu \mathrm{~m}$ and $\omega=15 \mathrm{kHz}$ ) were not far from that optimum. Although this is computed using the linear coupling results, we expect these considerations to hold true for the system as long as the temperature is not too high, as shown in panel (b) of figure I. 10 .

With the right set of parameters, the precise measurement of the spin population therefore provides a sensitive temperature estimation for the initial atomic motion. It is most appropriate for small oscillation frequencies and low average phonon numbers, conditions in which other methods (release and recapture after thermal expansion, measurement of motional side-bands) tend to fall short. Furthermore, the
short timescales involved here (half a Rabi oscillation) also make this method applicable to ordinary low- $\ell$, short-lived Rydberg states, already in use in several quantum simulation platforms.

## I.3.4 Motional Schrödinger cat states

We described so far the impact of the atomic movement on the spin dynamics of the pair of atoms: the motion-induced contrast loss should not be detrimental to simulation of spin physics and could actually be used to probe the temperature of the system. In this last section, we scrutinize the motional states of the atoms themselves. As explained from equation (I.68), we expect the displacement associated to the spin level $|\uparrow \downarrow\rangle$ to be $\left(\left|\psi_{+}\right\rangle+\left|\psi_{-}\right\rangle\right) / \sqrt{ }(2)$, i.e., a Schrödinger cat state, where $\left|\psi_{ \pm}\right\rangle$are the evolutions under the two effective potentials of equation (I.67) (or (I.70) in the linear coupling limit). In order to investigate the formation of these states, we switch to the set of parameters of the direct exchange ${ }^{6}$, with $\Delta n=1$ :

$$
\begin{gather*}
n=48, n^{\prime}=49, d=8 \mu \mathrm{~m}, \omega=2 \pi \times 50 \mathrm{kHz} \\
F=9 \mathrm{~V} / \mathrm{cm}, B=12 \mathrm{G} . \tag{I.84}
\end{gather*}
$$

These parameters lead to a large interaction term $J$, and therefore a large motional displacement $\alpha=2 \eta J / \omega$, while keeping the coupling $g=x_{0} / d$ small so that the linear regime results remain accurate:

$$
\begin{gather*}
J=-2 \pi \times 1277 \mathrm{kHz}, \quad \Delta=-2 \pi \times 9 \mathrm{kHz} \\
g=0.006, \quad x_{0}=48 \mathrm{~nm}, \quad \Omega=2 \pi \times 5106 \mathrm{kHz} \tag{I.85}
\end{gather*}
$$

This configuration is notably close to that detailed in section I. 2.2 on the pure directexchange interaction, and the fact that we focused on this scheme in our experiments adds a layer of relevance to the investigation of its spin-motion dynamics. Although we use different circular levels here, $\Delta n=1$ guarantees that the fast direct exchange term $J$ dominates the spin evolution and $\Delta$ can be discarded.

We proceed as in the last two sections: the system is initialized in $\hat{\rho}(0)=\hat{\rho}_{T} \otimes|\uparrow \downarrow\rangle\langle\uparrow \downarrow|$, with $\hat{\rho}_{T}$ a thermal distribution of temperature $2 \mu \mathrm{~K}$. We compute the exact evolution numerically, although the linear regime analytics yield the same results quite accurately thanks to the low $g$ value. To properly characterize the spin-phonon entanglement and the motional states, we compute two additional quantities besides $P_{\uparrow \downarrow}(t)$ and $\xi(t)$ : the von Neumann entropy [169] and the Wigner function [167] of the displacement.

The von Neumann entanglement entropy, which quantifies the "mixed" or "pure" character of the spin state, is defined as:

$$
\begin{equation*}
\mathcal{S}_{\mathrm{vN}}(t)=-\operatorname{Tr}\left(\hat{\rho}_{S}(t) \ln \hat{\rho}_{S}(t)\right), \tag{I.86}
\end{equation*}
$$

where $\hat{\rho}_{S}(t)$ is the spin density matrix, obtained by tracing over the harmonic oscillator part of the full density matrix $\hat{\rho}_{S}(t)=\operatorname{Tr}_{H O}(\hat{\rho}(t))$. This quantity is always positive.

[^7]In the limiting case of the spin being in a pure state, $\mathcal{S}_{\mathrm{vN}}=0$. When the spin is in a maximally mixed state, i.e., fully entangled with the motion, the von Neumann entropy is $\ln (2)$, its maximal value.

The Wigner function of the motion is a function defined in phase space, using the number parity operator $\hat{\Pi}=(-1)^{\hat{n}}$, the displacement operator $\hat{D}(\beta)=e^{\beta \hat{a}^{\dagger}-\beta^{*} \hat{a}}$ and the motion density matrix $\hat{\rho}_{H O}=\operatorname{Tr}_{S}(\hat{\rho})$ :

$$
\begin{equation*}
W(q)=\frac{1}{\pi} \operatorname{Tr}\left\{\hat{\rho}_{H O} \hat{D}(q) \hat{\Pi} \hat{D}^{\dagger}(q)\right\}, \tag{I.87}
\end{equation*}
$$

in which we use $q=(r+i p) / \sqrt{2}$. We also compute the projected Wigner function

$$
\begin{equation*}
\bar{W}(q)=\frac{1}{\pi} \operatorname{Tr}\left\{\langle\uparrow \downarrow| \hat{\rho}|\uparrow \downarrow\rangle \hat{D}(q) \hat{\Pi} \hat{D}^{\dagger}(q)\right\} \tag{I.88}
\end{equation*}
$$

where the oscillator density matrix is conditioned on the spin state $|\uparrow \downarrow\rangle$, to specifically probe the motional entanglement associated to that state. Indeed, we recall that we expect the evolution from a pure motional state to go as

$$
\begin{equation*}
\propto\left[\left|\psi_{+}\right\rangle+\left|\psi_{-}\right\rangle\right] \otimes|\uparrow \downarrow\rangle+\left[\left|\psi_{+}\right\rangle-\left|\psi_{-}\right\rangle\right] \otimes|\downarrow \uparrow\rangle . \tag{I.89}
\end{equation*}
$$

We introduce $\bar{W}$ to examine the displacement starting from the mixed thermal state and when projecting the spin in $|\uparrow \downarrow\rangle$.

We present the evolution of all these quantities, in the current direct-exchange configuration, in figure I.11. The spin dynamics display a total collapse of the envelope after $\sim 15$ oscillations and an almost perfect revival after one trap period $T_{\text {trap }}$, when the contrast nearly grows back to 1 . The normalized von Neumann entropy in panel (c) explicitly indicates that, when $P_{\uparrow \downarrow}$ stagnates at 0.5 , the entanglement between spin and motion is maximal. Regarding the motion, we witness in panel (b) much slower oscillations of the displacement $\xi=\left(x_{2}-x_{1}\right) / x_{0}$ at the trap frequency $\omega$. In terms of phonons, this leads to an evolution of $n$, the average phonon number, between its initial value of $\sim 0.4$ (corresponding to $2 \mu \mathrm{~K}$ ) and 4 , which amounts to a $10 \mu \mathrm{~K}$ temperature. The exchange interaction in this trap thus induces a non-negligible "heating" of the atoms.

The standard Wigner function $W(q)$ (top row of panel (e) in figure I.11) splits into two components that evolve along circles in phase space, in opposite directions (drawn in green in the figure) and with angular frequency $\omega$. They each correspond to the motion in the effective potentials $V_{+}$and $V_{-}$predicted in the linear regime and already illustrated in figure I.8. The projected Wigner function $\bar{W}(q)$, on the other hand (bottom row of the same panel), displays negative regions that appear over half of a trap oscillation and rotate as the features of $W(q)$. These indicate a non-classical evolution and are characteristic of a cat state [167]. Throughout the plateau of the spin oscillations, the motion is in a two-component Schrödinger cat state of the harmonic oscillator.


Figure I.11: Evolution of the system observables in the $\Delta n=1$ configuration, computed to infinite order coupling. (a) Rabi oscillations of the spin state $P_{\uparrow \downarrow}$, showing a total collapse and a revival of the contrast after one trap period. (b) Displacement $\xi(t)$, oscillating much slower than the spins, due to the large imbalance between $J$ and $\omega$. (c) Evolution of the normalized von Neumann entropy, reaching 1 over a large span of time and thus indicating maximal entanglement between the spin and motion degrees of freedom. (d) Average number of phonons $n(t)$, starting from a thermal state of $T=2 \mu \mathrm{~K}$. (e) Standard (top row) and projected (bottom row) Wigner functions computed at various times over half a trap period. The negative values of $\bar{W}$ (blue regions) reveal a clear Schrödinger cat state during the collapse of the spin Rabi contrast.

We have explored in the last part of this first chapter several consequences of the coupling between motion and atomic states in a system of two trapped, interacting circular Rydberg atoms. We showed that, in the tight trapping regime, the motion degree of freedom does not lead to an irreversible damage to the spin oscillations: although the low-phonon number regime is key to limiting the reduction of the contrast, motion-induced effects could be canceled out via additional echo techniques, and quantum simulation should remain accessible over long timescales. Moreover, it is possible to take advantage of the spin-phonon coupling to precisely and quickly probe the motional states of the atoms. In the strong coupling regime, we showed that the spin and motion become fully entangled, leading to interesting, non-classical motional states, which should be realistically observable in accessible experimental conditions. These first results constitute only a first step in the exploration of these phenomena and can obviously be further detailed. To explore the full XXZ dynamics, a resonant microwave drive could easily be added to the spin Hamiltonian in the simulations. The extension of the model to more than two atoms would also be an interesting development. A more refined description of the trapping could finally be implemented: the two circular states involved have different sizes and therefore do not perceive exactly the same trap shape.

## Conclusion of chapter 1

We presented in this first chapter the main properties of individual and interacting circular Rydberg atoms that pertain to the scope of this thesis. The hydrogenic model was used to introduce the features of Rydberg states of Rubidium, the alkali species used in our experiments. The theory of quantum defects accounts for corrections to the hydrogen model that have to be taken into account to describe low- $\ell$ Rydberg states. Their coupling to static fields and their classification within a given $n$ manifold were detailed, so as to provide the tools and formalism required to understand the experimental excitation of Rubidium from its ground state to circular states, on which our results are based. We outlined the remarkable properties of these specific states: long lifetimes, large dipole matrix elements and their sensitivity to the ponderomotive force, which allows their individual trapping in hollow beams of light.

Such features hinted at the use of circular states as spin-encoding levels in quantum simulation schemes. This idea ultimately led to the experimental results presented in this thesis, on the interactions between trapped circular atoms. The second part of this chapter therefore discussed the framework in which we study these interactions, going from the perturbative treatment of the dipole-dipole interactions to their description using the toolbox of spin physics. We focused on the case of two atoms restrained to circular states separated by a single quantum of angular momentum and thoroughly described the interactions and their geometrical dependence in this case. We also examined the more complex paradigm envisioned for the realization of a tunable XXZ Hamiltonian using circular atoms, which should open up prospects of rich and complex experimental investigations.

The third part focused on the more specific problem of spin-phonon coupling in pairs of trapped, interacting circular atoms. Although highly sensitive to the atomic temperature, the interplay between the atomic and motional degrees of freedom is far from being detrimental to the implementation of quantum simulations, and could actually be used to probe the temperature of the atoms or to generate interesting Schrödinger cat states of motion.

## Chapter II

## Defect-free arrays of ultracold atoms

The main goal of this thesis is to measure and characterize, for the first time, interactions between circular Rydberg atoms. Since interacting circular atoms are a new field of investigations for our team, we decided to simplify our endeavor by the following means. First, we chose to conduct the experiments in a room-temperature setup, even though one of the main assets of circular atoms is their long lifetimes in a cryogenic environment. Albeit constraining us to the study of interaction dynamics over short timescales because of the reduced lifetimes, this choice allowed us to get rid of the experimental layer of complexity that comes with a cryogenic setup. We were therefore able to focus on mastering techniques that were new to us, especially in the optical trapping domain. The setup was designed to eventually be easily transferred into a cryostat, once it is deemed acceptable to add this constraint, with which our team has years of experience [170, 171]. Secondly, and partly because of the reduced lifetimes, we decided to focus on the investigation of the direct exchange interaction. As we have seen in chapter 1, it involves short timescales and can easily be probed via microwave spectroscopy thanks to the energy distance of several MHz between the pair states. We focused on interactions within pairs only, as a first step towards the realization of more complex geometries. All in all, the experimental prerequisites to reach the goals of this thesis were the deterministic creation of pairs of trapped circular states and the ability to measure the state of the atoms within said pairs.

This second chapter presents the main features of our new experimental setup and details the "ground-state" part of the atomic manipulations. We introduce here the ultra-high vacuum chamber that hosts the experiment. Within that chamber, we manipulate the atoms in a hollow sapphire cube holding electrodes for precise electric field control. We also detail the crucial optical trapping apparatus, which consists in three different beams to (i) trap the ground-state atoms in tweezers, (ii) move them around to create deterministic arrays and (iii) trap the Rydberg atoms in hollow beams once the excitation process has been carried out. The optical traps are shaped thanks to spatial light modulators, in a process that involves careful algorithmic optimizations.

We then describe the preparation and characterization of arrays of ultra-cold atoms, individually trapped in optical tweezers loaded in a probabilistic manner. These first points were conducted alongside Brice Ravon, with whom I worked on the design, con-
struction and operation of this new setup. A more detailed account of these features can be found in his own PhD manuscript [123], the first to present this setup and its capacities.

The third section of this chapter finally discusses its most recent development, the addition of the rearranger beam, used to create deterministic atomic arrays by spatially reordering the atoms in each experimental run.

## II. 1 Experimental setup

We start with the technical description of the key features of the experimental setup. To give an idea of the mechanical configuration of the experiment, we present the chamber in which we manipulate the atoms and the relevant elements in its vicinity. We then describe the setup inside the chamber, designed to precisely control the electromagnetic fields. We also choose to detail the optical setup put in place to trap the atoms, both in their ground and Rydberg states, as it constitutes a new and crucial element in the success of our achievements. The description of the other laser systems is left out of the main text and presented in appendix D. Other components of the setup, such as the field ionization system or the single-atom imaging scheme, will only be mentioned, since they consist in standard technology and do not involve any new technical implementations.

## II.1.1 The ultra-high vacuum chamber

Our experiments take place in a ultra-high vacuum (UHV) chamber, where the residual pressure is kept at $3 \times 10^{-10}$ mbar by an ion pump. Figure II. 1 depicts the chamber and its surrounding optical table, which accommodates all the components used to bring the various laser beams to the experiment through eight optical windows. Under the chamber is a structure that holds a bi-dimensional magneto-optical trap (2D-MOT, developed by the SYRTE laboratory), in which a rubidium cell continuously releases atoms. Its operation is described in details in [172]. The 2D-MOT is directly connected to the chamber via a tube. It provides a vertical stream of slow ( $10-20 \mathrm{~m} / \mathrm{s}$ ) atoms fed into the experiment that we control by switching on or off the 2D-MOT laser beams. The 2D-MOT has two advantages: to allows to enable or disable the source of cold atoms at the ms scale, and is compatible with a cryogenic setup. The UHV chamber and 2D-MOT ${ }^{2}$ are shown in figure II. 1 (a), where we also define the coordinate system $(x, y, z)$ that will be used throughout the rest of the text. The whole structure is supported by a frame, on which large magnetic coils are placed to cancel out earth's and other stray magnetic fields in the region of the experiment (shown in the inset of panel [a]).

The heart of the experiment, where we manipulate the atoms, is made of a hollow sapphire structure located in the cylindrical center of the UHV chamber, which is shown in beige in figure II. 1 (b). The sapphire structure appears in the center of panel


Figure II.1: Main elements of the experimental platform, adapted from [123]. (a) Depiction of the largest components of the setup, showing the UHV chamber, the surrounding optical table and the atom source (2D-MOT) right under them. The compensation coils are drawn in the inset: in blue for $B_{x}$, pink for $B_{y}$ and green for $B_{z}$. (b) Close-up on the main parts of the UHV chamber: the heart of the experiment where the atoms are manipulated is shown in beige, the ion pump and associated tubing in purple, the ion channeling and detection setup in yellow and the electrical feedthroughs in cyan. The optical access directions used to shine beams onto the atoms are illustrated with red arrows. The one coming from $+y$ is hidden behind the chamber. (c) Coil holders shown around the sapphire cube that hosts the heart of the experiment. The colors are the same as for the compensation coils.
(c) of that figure, and in more details in figure II. 2 of the next sub-section, where we thoroughly discuss its design. The hollow sapphire cube holds various electric-fieldcontrol electrodes, designed to precisely tune the static and radio-frequency fields in the region of the experiment, at its center. The UHV chamber is equipped with several electrical feedthroughs to control the electrodes. A total of 8 windows allow optical access to the center of the UHV chamber, along 4 axes: $x, y$, and at angles of $\pm 45^{\circ}$ in the $y-z$ plane (all drawn with red arrows in II. 1 [b]). One of its sides (in $+x$ ) also hosts the ion detection setup, designed to be compatible with an optical access along that axis. A microwave horn antenna, not shown in the figures, is placed close to the $45^{\circ}(-y,+z)$ window to shine microwave radiation onto the atoms when needed.

A set of 3 pairs of coils allow for precise, time-resolved control of the magnetic field in the region of the atoms, at the ms scale. The coils are placed on holders secured onto the UHV chamber, and are shown in panels (b) and (c) of figure II.1. The $B_{x}$ coils are positioned as close as possible to the atoms in order to create the field gradient for the magneto-optical trap and the strong directing magnetic field used to carry out the Rydberg experiments. The less critical $B_{y}$ and $B_{z}$ coils are placed further away from the atoms and help fine-tune the magnetic field.

## II.1.2 Sapphire cube and electric-field control

The individual trapping and manipulation of the atoms, from their ground state to circular levels, takes place in the center of the hollow, custom-made sapphire structure. ${ }^{1}$ Having dimensions of $50 \times 50 \times 55 \mathrm{~mm}$, it will from now on be simply referred to as the sapphire cube. A picture of it, attached to one of the UHV chamber flanges, is shown in figure II. 2 (c). A $26 \times 26 \mathrm{~mm}$ vertical opening throughout the cube allows for the loading of the atoms from below, coming from the 2D-MOT under the chamber (represented in figure II. 1 [a]). Eight additional holes, drilled in the sapphire structure and aligned with the eight windows of the chamber, ensure the optical access to the atoms along the four different axes previously mentioned. The four holes along the diagonal directions in the $y-z$ plane have a diameter of 8 mm , when that of the pairs of holes along $x$ and $y$ is 12 mm . Two aspheric lenses are placed inside the openings of the $\pm y$ holes into the center of the cube. They are used to tightly focus the trapping beams onto the atoms and are depicted in light blue in the drawings of figure II.2.

As we have seen in the first chapter, Rydberg atoms are highly sensitive to static electric fields; a fine control of them throughout the experiments is essential to their manipulation. The inner dielectric surfaces of the cube are therefore covered with gold-plated, brass electrodes, shown in pink, yellow, blue and red in figure II.2. These ten electrodes, whose potentials can be individually set, allow for a very precise control of the electric field and its gradients in all three directions. We split the ten electrodes into four groups:

- The two electrodes along $x$, used to define the quantization axis when manipulating high- $\ell$ Rydberg states, by maintaining $\mathbf{F}$ parallel to $x$. Drawn in pink in figure II.2, they are called the Stark electrodes. We also use them to ionize the atoms for state-selective detection by applying high voltages to them. They each have a 6 mm diameter hole in their center to allow optical access along $x$.
- The two additional electrodes along the $x$ axis, pictured in blue in the figures, which are used to cover the sapphire surface to avoid stray fields. They are called the Stark holder electrodes.
- The four electrodes placed on the $+y$ and $-y$ sides of the atoms, with tubes going up the diagonal holes in the cube and drawn in yellow in the figure: these electrodes generate the radio-frequency field needed to reach, starting from the bottom of the Rydberg manifolds, the circular states. Called the RF electrodes, they are also used to apply static fields to the region of manipulation of the atoms to finely tune the three components $F_{x}, F_{y}$ and $F_{z}$ of the electric field.
- The lens holder electrodes, placed between each aspheric lens and the sapphire structure. They maintain electrical contact with the lenses, which are made conductive thanks to an indium tin oxide coating on their surfaces. This set of
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Figure II.2: Sapphire cube and its electrodes, adapted from [123]. (a) Views of the cube and its electrodes from the top and from the $-x$ side. (b) 3D rendering of the sapphire structure and electrodes. The grey tube is grounded and used to guide the ions for Rydberg state-selective detection. (c) Picture of the sapphire cube secured onto a flange (2) of the UHV chamber; a support for one of the $B_{x}$ coils (3) is also visible. One of the aspheric lenses can be seen in the center of the image. (d) Exploded view of the 10 electrodes surrounding the region of the experiment: the 2 Stark electrodes responsible for the directing field $F_{x}$ (pink), the 2 Stark holders (blue), the 4 RF electrodes (yellow) and the 2 lens-holding electrodes (red). The 2 aspheric lenses and their supports (pictured assembled in the inset) also appear in the panel.
electrodes adds an additional layer of control over $F_{y}$, especially to reduce its gradient.

We therefore have in this new setup an environment in which we can manipulate atoms in precisely controlled electric and magnetic fields. In appendix C, we detail how we predict, measure and calibrate the electric field in three dimensions. The electrode setup, although substantial, is designed to allow numerous optical accesses to the atoms. Among these optical paths, one is specifically designed to tightly focus the trapping beams via the two aspheric lenses placed in the sapphire structure.

## II.1.3 Optical trapping setup

To trap the atoms throughout the experiments, we work with three different trapping beams:

- the tweezers: an array of tightly focused gaussian beams, designed to trap individual ground state rubidium atoms through the dipole force,
- the rearranger: a single gaussian beam whose intensity and position can be quickly tuned to move single atoms from one site to another on the tweezer lattice,
- the bottle beams ("BoBs"): an array of hollow traps, devised to trap individual Rydberg atoms via the ponderomotive force.


## Optical system

All three of these trapping beams emanate from the same laser, a Toptica TA Pro system, set to 821 nm with 2 W of output power. The initial laser beam is split in three via two acousto-optic modulators (AOM). Each of these beams is sent via distinct optical fibers to the UHV chamber optical table, where they are overlapped and sent to the experiment after having been shaped separately for their respective purposes. The top inset of figure II. 3 shows the arrangement used to split the laser output between the three trapping beams. If the atoms are in Rydberg states, a first AOM sends all of the laser intensity to the BoBs path, as there is no need for tweezers or the rearranger. If the atoms are in their ground state, this AOM is turned off and all the light goes to a second AOM, which splits it between the rearranger and the tweezers. Its first diffraction order is sent to the tweezers fiber, and the residual, non-diffracted light goes to the rearranger. Tuning the diffraction efficiency of this AOM changes the power balance between the tweezers and the rearranger. This scheme ensures that a maximal amount of light is always allocated to the traps independently of which ones are being used (as opposed to having power divisions of fixed ratios).

On the UHV chamber optical table, three different spatial light modulators (SLMs) shape each of the trapping beams to create the desired intensity patterns in the region of the experiment and correct for aberrations induced by the optical paths. We detail this crucial process in this section. Moreover, an acousto-optic deflector (AOD) is placed on the rearranger path. It allows to control its position and intensity over fast timescales in order to move single atoms around the tweezer lattice. We will discuss that specific part of the setup in the last section of this chapter. All of these optical elements are pictured in figure II.3, where the trapping beams are colored in green. We also show in this figure, for future reference, the other optical systems involved in the experiment, such as the magneto-optical trap beams, the Rydberg excitation lasers, the "Raman" beams and the imaging setup. After reflecting on their respective SLMs, the three trapping beams are overlapped via polarization-dependent cubes and sent into the UHV chamber and sapphire cube along the $y$ axis. They are tightly focused by the aspheric lens (Asphericon AFL12-15-S-U-285), of focal length 16.3 mm ,


Figure II.3: Schematic view of the optical systems involved in the experiment. All of them lie on the optical table surrounding the UHV chamber. The top inset represents the scheme for power distribution between the three trapping paths. Shown in green, the trapping beams are each reflected on an SLM before being overlapped and sent into the experiment. The ${ }^{*}$ symbol indicates the position where spatial filtering is carried out. We also represent here the other optical systems involved in the experiments. The cooling lasers ("MOT beams", two along $x$ and four in the $y-z$ plane) are shown in red. The two Rydberg excitation beams, in dark red and in blue, propagate along $x$. The imaging system, which collects the atomic fluorescence signal and sends it to the EMCCD camera, is represented in red. Other beams, such as the "probe", "tunable repumper" and "Raman" beams also appear on the figure. The various uses of these systems are addressed throughout the rest of the text, using this figure as reference for the geometry of the system.
to create the required traps at the position of the atoms. The second identical aspheric lens then re-collimates the beams. After exiting the chamber, a small fraction of the intensity is sent to a camera for alignment and beam shaping purposes.

## Spatial light modulation

The SLMs we use are Hamamatsu "liquid crystals on silicon" phase modulators, models X10468 for the tweezers and the rearranger and X15213 for the BoBs (the latter has higher resolution and is used for more complex beam shapes). Each SLM is made of a dielectric mirror covered by a matrix of independent phase modulators, that can be seen as elementary "pixels". Every single pixel has a tunable refractive index. Upon reflection on the SLM, an arbitrary discrete phase pattern, or "phase mask", is applied to the light beam. The diffraction by this phase mask is what allows us to arbitrarily shape the trapping beams. To briefly explain the SLM operation, we denote $u$ and $v$ the transverse coordinates in the SLM plane, $\varphi(u, v)$ the phase pattern applied (with values in $[0,2 \pi[$ ), and consider the light field in this plane to be that of a gaussian beam of waist $w$ and wavelength $\lambda=2 \pi / k$. The beam, that we suppose to propagate along $y$ as in the experiment, is subsequently focused by a lens of focal length $f$. The resulting field distribution then writes, close to the lens' focal plane $y=0$, in the paraxial approximations and up to global constants [173]:

$$
\begin{equation*}
F(x, y, z) \propto \int e^{i \varphi(u, v)-\frac{u^{2}+v^{2}}{w^{2}}(1+i w k y / f)} \times e^{-i \frac{k}{f}(u x+v z)} \mathrm{d} u \mathrm{~d} v \tag{II.1}
\end{equation*}
$$

We recognize here the Fourier transform of a function related to the phase mask. We write this function

$$
\begin{equation*}
f_{y}(u, v)=e^{i \varphi(u, v)-\frac{u^{2}+v^{2}}{w^{2}}(1+i w k y / f)} \tag{II.2}
\end{equation*}
$$

which amounts to the transparency function of the phase mask, multiplied by the beam's gaussian profile and by a function that depends on the observation position. The field in the focal plane of the lens is then simply:

$$
\begin{equation*}
F(x, y, z) \propto F T\left[f_{y}\right]\left(\frac{k x}{f}, \frac{k z}{f}\right) \tag{II.3}
\end{equation*}
$$

Creating the desired intensity profile $F$ in the focal plane of the lens is however not as simple as applying, on the SLM, the phase mask derived from the inverse Fourier transform of $F$. The inverse Fourier transform of a target field would impose not only a phase, but also an amplitude distribution in the SLM plane. However, we have no control over the incoming intensity profile, as it is always that of a gaussian beam of $4-\mathrm{mm}$ waist. As we will see, the procedure we implement to properly shape the traps is much more involved than that. We go over this scheme rather quickly: a more detailed discussion will be found in Y. Machu's upcoming PhD dissertation. We focus here on a single SLM as a generic example: the procedure is exactly the same for each of the three trapping beams, the only difference being the target intensity distributions that are specific to each trapping system. The process is divided into three steps, each producing a phase mask: (i) positioning and spatially filtering the
trapping beam, (ii) generating the desired trapping intensity pattern, (iii) correcting optical aberrations. The end result is the addition, modulo $2 \pi$, of the three created phase masks.

## (i) Position and spatial filtering

The first step consists in getting rid, in the trapping beam, of the unwanted stray light that is not diffracted by the SLM (of imperfect diffraction efficiency). We do so with a simple grating pattern in the phase mask. In a disk-shaped region in the center of the SLM, of radius 5.5 mm and corresponding to the area of illumination (all three beams have a waist of 4 mm ), we implement a vertical grating using the allowed phase modulation. Over the rest of the SLM surface, an horizontal grating is applied. The top left image of figure II. 4 (a) shows such a phase mask. We also install a first focusing system before the UHV chamber, using two lenses of focal lengths 400 mm and as pictured in the region labeled with a * in figure II.3. In the focal plane of these lenses we place a small pinhole, positioned such that it only lets the desired diffracted light go through. Thanks to the grating patterns, in this focal plane the light diffracted by the vertical grating of the central region of the SLM is shifted horizontally with respect to the non-diffracted, zero-order light (always present due to the technical imperfections of the SLM), which is itself blocked by the pinhole. Moreover, the light diffracted by the edges and corners of the SLM outside of the central disk is shifted vertically and is also blocked by the pinhole. This operation allows us to remove the stray, zero-order light which could damage the intensity patterns seen by the atoms. It also restores a cylindrical symmetry around the propagation axis in spite of the rectangular SLM frame, thanks to the disk-shaped intensity selection that we call from now on the "diffracting pupil". Tuning the central grating of the pupil will also enable the fine adjustment of the traps' positions in the plane of the atoms by global shifts of the intensity pattern in the $x-z$ plane. This spatial filtering is implemented in the same manner for all three of the trapping beams.

## (ii) Trapping pattern definition

The decisive point in the definition of the final phase mask is finding the SLM phase pattern that will generate the desired intensity profile seen at the atoms' position, in the focal plane of the entrance aspheric lens. To do so, we implement an adaptation of an algorithm devised by Gerchberg and Saxton [174]. Given an input intensity profile $I_{0}$ (in the SLM plane, measured from the incoming beam) and a target output pattern $I_{t}$ (in the focal plane), it enables the retrieval of a phase mask that will yield the desired result. It proceeds iteratively as follows, writing $A_{k} e^{i \phi_{k}}$ the field profiles in the plane of the SLM and $B_{k} e^{i \psi_{k}}$ those in the focal plane of the focusing lens:

- initialization: the field in the SLM plane is defined as $A_{0} e^{i \phi_{0}}=\sqrt{I_{0}} e^{i \phi_{0}}$, with $\phi_{0}$ a random phase mask or an educated guess.
- $n^{\text {th }}$ iteration:
- compute the field in the focal plane $B_{n-1} e^{i \psi_{n-1}}=F T\left[\sqrt{I_{0}} e^{i \phi_{n-1}}\right]$,


Figure II.4: (a) Illustration with real SLM phase profiles of the three components in the definition of the phase mask: a first phase layer made of gratings ensures spatial filtering and removes stray light (the central vertical grating is at a slight angle to fine-tune the traps position), a second layer computed from the Gerchberg-Saxton algorithm imprints the phase that will lead to the target intensity in the image plane, a third layer corrects optical aberrations. The grating used to discard the light hitting the edges of the SLM is always present. The addition modulo $2 \pi$ of the three layers yields the final phase mask. (b) Real image of the three trapping beams as they typically exist in the experiment: BoBs (blue), tweezers (red) and rearranger (green, center of the image). The image is taken on the diagnostics camera after re-focusing at the exit of the UHV chamber but the distance scale shown is that of the corresponding lattices in the experiment at the position of the atoms.

- replace the obtained amplitude with the target intensity profile:

$$
B_{n-1} e^{i \psi_{n-1}} \rightarrow \sqrt{I_{t}} e^{i \psi_{n-1}},
$$

- derive the corresponding field in the SLM plane vie the inverse Fourier transform: $A_{n} e^{i \phi_{n}}=F T^{-1}\left[\sqrt{I_{t}} e^{i \psi_{n-1}}\right]$,
- replace the SLM field amplitude with the imposed intensity:

$$
A_{n} e^{i \phi_{n}} \rightarrow \sqrt{I_{0}} e^{i \phi_{n}} .
$$

- conclusion: stop the iterations after a fixed number of loops or once $B_{n}$ is close enough to the target $\sqrt{I_{t}}$. We keep $\phi_{n}$ as the phase mask to apply on the SLM to get the target trapping pattern in the focal plane of the focusing lens.

The resulting phase-mask, an example of which is given in figure II. 4 (a) (center image of top row), is then simply added modulo $2 \pi$ to the diffracting pupil. We carry
out this algorithmic procedure to create arrays of tweezers with arbitrary geometries. To make sure that we implement homogeneous lattices, the procedure is run a first time, with an array of identical tweezers as the target. We then measure the power of each tweezer in the result, using the diagnostics camera. The resulting power distribution shows some fluctuations across the array. We then re-run the algorithm, this time taking as the target the array of tweezers with single-site intensities adjusted to cancel out the measured spatial variations. The result is now an array with very homogeneous single-site powers, with deviations across the lattice of the order of $0.4 \%$ around an average value. The number of traps we can effectively implement is only limited by the trade-off between the available laser power and the power per site required to efficiently trap ground-state atoms.

To create arrays of hollow beams (BoBs) that trap individual Rydberg atoms, an additional ingredient is needed. Considering a target geometry for a lattice of BoBs, we run the Gerchberg-Saxton algorithm as if wanting to create the same array but with tweezers. We then take the output phase mask and add to it a $\pi$ phase-shift over a disk of radius 3.35 mm centered on the diffracting pupil. We recall that the beam waist is 4 mm and the diffracting pupil has a radius of 5.5 mm . Thanks to the $\pi$ phase shift applied to the inner part of the beam only, each site of the resulting lattice will be a hollow beam instead of a simple tweezer. Indeed, in the focal plane, the inner and outer parts of each single trap of the lattice interfere destructively, producing a small region of space devoid of any intensity surrounded by light in all directions [175]. This distribution corresponds to the geometry required to trap Rydberg atoms through the ponderomotive force, as discussed in the first chapter. The precise geometry of the bottle beam trap will be discussed further down when we address the trapping of individual circular atoms. Concerning the rearranger, we do not need to run the Gerchberg-Saxton algorithm to conceive its trap-shaping phase mask, as it consists in a single elementary tweezer. For that beam only, this step is skipped in the phase mask definition process.

Figure II. 4 (b) shows the results of this process with an image of the three overlapped trapping systems, taken on the diagnostics camera after re-focusing. The BoB and tweezer lattices have the same $5 \times 8$ geometry. The former are shown in blue and the latter in red. The axes are scaled to show the distances as they appear in the UHV chamber, in the focal plane of the aspheric lens. Let us mention that, although meticulously calibrated, a minor uncertainty is not impossible in the optical system's magnification. In other words, distances in the lattice could be very slightly smaller or bigger than we program them to be. This remark will become important in the exploration of the circular-circular interactions.

## (iii) Aberration correction

The purpose of the third and final layer of phase definition is to correct optical aberrations induced by the imperfect optical paths. Without any correction, the traps created following the Gerchberg-Saxton procedure would have many defects and efficient trapping of the atoms, especially in the BoBs, would be arduous. This step is divided in two components: the aberrations of the UHV components (its windows and the aspheric lenses), and the aberrations of the rest of the optical path (various mirrors, lenses and wave-plates).

The aberrations induced by the chamber's windows and by the aspheric lenses were all measured prior to their definitive installation in the setup. By comparing the wavefront of a beam before and after going through each of these components, we obtained the transverse phase pattern that each of them induces. Adding the opposite of that phase to the SLM phase mask then cancels the corresponding aberrations. Thanks to these measurements, we are able to correct the aberrations associated either to the entrance into the setup ( $+y$ window and $+y$ aspheric lens) or to the full crossing of the UHV chamber (both windows and both aspheric lenses), which is useful to properly reconstruct the expected image intensity pattern on the diagnostics camera.

To counter the aberrations created by all the other optical elements, another algorithmic optimization routine is run in situ, using the diagnostics camera. Roughly speaking, it consists in a 3-dimensional version of the Gerchberg-Saxton algorithm aiming for a single perfect gaussian beam. Fresnel lenses are added to the SLM phase masks to reconstruct the beam profile at various positions along its optical axis. The Gerchberg-Saxton algorithm is then run for each of these positions, so as to obtain a perfect gaussian profile both in the transverse and longitudinal planes of the beam. Once achieved, the resulting phase mask is a correction for all the aberrations induced by the optical path and can be added to the diffracting pupil and trap-shaping layers to create the final phase mask (see figure II. 4 [a]). This sensitive procedure is run once every couple of months and whenever one of the beam gets slightly misaligned in the optical setup. More details regarding its principle will be discussed in Yohann Machu's PhD thesis, as he is the one who devised the process. The homogeneity, both in shape and in intensity, of the traps in the image of figure II. 4 shows that the aberration correction is efficient.

The three steps described here allow us to create state-of-the art trap arrays. We are able to generate ensembles of traps highly homogeneous both in depth and shape, over an area of $\sim 100 \mu \mathrm{~m} \times 100 \mu \mathrm{~m}$ in the focal plane of the aspheric lens. The quality of the produced arrays will be analyzed in the next section of this chapter through atomic signal measurements.

## II. 2 Arrays of ultra-cold atoms in optical tweezers

Now that we covered the main technical components of the setup, we present the preparation and characterization of the trapped ground-state atoms. This is the first step towards the manipulation of circular states. In this next section, we describe the experimental process implemented to create arrays of ultra-cold rubidium atoms individually trapped in optical tweezers. We start by discussing the sequence designed to load the traps with single atoms, cool them and image the resulting array, filled in a probabilistic manner. The optical detection and subsequent data analysis method are detailed here, as they are central to the measurements presented throughout this work. Through atomic signals, we then characterize the individual traps by measuring their depths and waists. We also present here some properties of the trapped ground-state atoms, namely their temperature and lifetime in the tweezers.

## II.2.1 Atomic preparation: trapping, cooling and imaging

The initial preparation of trapped ground-state rubidium- 87 atoms relies on usual notions and experimental techniques: magneto-optical trapping and optical molasses are used to cool them down, while their trapping in optical tweezers is based on the dipole force. Without going over the theoretical principles behind these standard concepts and mechanisms [176], we describe here their specific use and implementation in our setup for the purpose of creating arrays of individual, ultra-cold atoms, prepared for Rydberg excitation. All the relevant laser systems and their locking scheme are described in appendix D. I personally oversaw the installation of the Rydberg lasers, the design and implementation of the locking schemes and the overall alignment and operation of most laser systems.

## Optical trapping in individual tweezers

The dipole force is the phenomenon that allows the trapping of ground-state rubidium atoms in optical tweezers [177]. Each tweezer of the array, created by a specific SLM phase mask and corrected for aberrations (cf. subsection II.1.3), is a tightlyfocused gaussian beam. We use linearly-polarized light at 821 nm to create the traps. Each tweezer has a power of approximately 2 mW and an estimated $1.2 \mu \mathrm{~m}$ waist. ${ }^{2}$ With these parameters, the light is red-detuned with respect to the $\left|5 S_{1 / 2}\right\rangle \rightarrow\left|5 P_{1 / 2}\right\rangle$ and $\left|5 S_{1 / 2}\right\rangle \rightarrow\left|5 P_{3 / 2}\right\rangle$ transitions (at respectively 795 and 780 nm ) and in a negligible saturation regime. Accordingly, the intensity pattern $I(\mathbf{r})$ of each tweezer creates an attractive well $V(\mathbf{r})=\beta_{0} I(\mathbf{r})$ for ground-state atoms, where they can be trapped in the region of highest intensity [177]. The energy scale can be computed via second-order perturbation theory [95]:

$$
\begin{equation*}
\beta_{0}=-18.2 \mathrm{MHz} /\left(\mathrm{mW} \mathrm{um}^{-2}\right) . \tag{II.4}
\end{equation*}
$$

This attractive well amounts to a negative light-shift induced on $\left|5 S_{1 / 2}\right\rangle$, almost independently of its hyperfine sub-levels. For one of the experiments discussed further

[^9]down, we also make use of the light-shift induced on $\left|5 P_{3 / 2}, F^{\prime}=2\right\rangle$, for which we have the positive coefficient $\beta_{1}=5.7 \mathrm{MHz} /\left(\mathrm{mW} \mathrm{mm}^{-2}\right)$. The total light-shift on the $\left|5 S_{1 / 2}\right\rangle \rightarrow\left|5 P_{3 / 2}, F^{\prime}=2\right\rangle$ is then $\beta_{1}-\beta_{0}=23.9 \mathrm{MHz} /\left(\mathrm{mW} \mathrm{\mu m}{ }^{-2}\right)$.

Thanks to their extremely small trapping volume, each tweezer implements the collisional blockade mechanism [178]. A combination of effects due to the cooling light and reduced trapping volumes allows to trap at most a single ground-state atom at the focus of each tweezer, where the intensity is highest [19].

## Experimental sequence

In each repetition of a typical experimental sequence, the 2D-MOT is activated during 10 ms . The atoms sent upwards during this delay are collected 50 cm above, in the central region of the sapphire cube, by a tri-dimensional magneto-optical trap (3DMOT) $[176,179]$. The general arrangement of these elements is shown in figure II. 1 (a). The 3D-MOT is made of three pairs of counter-propagating, circularly-polarized cooling beams: one pair along the $x$ axis and two along the diagonal directions in the $y-z$ plane (see figure II. 1 [b] to visualize the axes involved). The three pairs of coils around the center of the UHV chamber (figure II. $1[\mathrm{c}]$ ) create a magnetic quadrupole along $x$, with the $B_{x}$ coils set in an anti-Helmholtz configuration. $B_{y}$ and $B_{z}$ help finely adjust the position of the field zero at the center of the quadrupole. The cooling beams are red-detuned by 14.8 MHz with respect to the natural $\left|5 S_{1 / 2}, F=2\right\rangle \rightarrow\left|5 P_{3 / 2}, F^{\prime}=3\right\rangle$ cycling transition. This amounts to a $-2.5 \Gamma$ detuning, $\Gamma=2 \pi \times 6.06 \mathrm{MHz}$ being the natural linewidth of the transition [138]. The intensity in each beam is $\sim 10 \mathrm{~mW} / \mathrm{cm}^{2}$, when the saturation intensity of the transition is $I_{s a t}=3.5 \mathrm{~mW} / \mathrm{cm}^{2}$ [138]. These parameters are illustrated in the first part of figure II. 5 (a). During the MOT cooling process, atoms are sometimes sent to $\left|5 P_{3 / 2}, F^{\prime}=2\right\rangle$ and from there can then decay to the dark state $\left|5 S_{1 / 2}, F=1\right\rangle$. The atoms that do end up in this dark state are pumped back to $\left|5 P_{3 / 2}, F^{\prime}=2\right\rangle$ by a "repumper" laser, set on resonance with this transition and co-propagating with four of the six cooling beams. Figure II. 5 (b) depicts the energy levels involved in the cooling mechanism of the 3D-MOT. This stage lasts for about 150 ms in each repetition of the experimental sequence. It creates, from the rising beam of rubidium, a cold atomic cloud positioned at the center of the sapphire cube.

The optical tweezers are turned on throughout the 3D-MOT stage. As stated above, some of the optical traps get filled with a single atom during this initial cooling period. The trapped atoms experience a large light-shift of approximately +30 MHz (i.e., around $5 \Gamma$ ) on the cycling transition: the MOT cooling beams become ineffective on these atoms. After the 150 ms MOT duration, we switch the MOT frequency during $\sim 5 \mathrm{~ms}$ to a blue-detuned value of $+0.5 \Gamma$ with respect to the cycling transition of the free atoms, which pushes them away from the region of the trapping array without affecting the already trapped atoms. We end up at this point with an array of tweezers partially filled with single atoms and no residual atomic cloud around them.


Figure II.5: Preparation of trapped ultracold atoms. (a) Schematic representation of the experimental steps implemented to prepare arrays of trapped, ultracold ground state atoms. The trapping beams are on throughout the sequence. The magnetic field is switched from a quadrupole configuration for the MOT to a Helmholtz one for the molasses, imaging and experiment stages. The cooling laser detuning is shown with respect to the natural $|F=2\rangle \rightarrow\left|F^{\prime}=3\right\rangle$ transition. Importantly, the trapped atoms experience a $\sim 30 \mathrm{MHz}$ light-shift on this transition. This value, which amounts to $\sim 5 \Gamma$, should be added to the indicated detuning in the molasses and imaging phases to understand the real action of the cooling beams on the trapped atoms. The inset shows the steps we can add to deterministically rearrange the array (the details of the rearrangement itself are not depicted here). (b) Rubidium 87 atomic levels ( $D_{2}$ line) involved in the cooling and imaging mechanisms. The detuning of the cooling beams shown here is that of the MOT.

Further manipulations are then still required to fully prepare the trapped atoms for Rydberg experiments. The complete sequence subsequently implemented (and including the initial MOT) is schematically drawn in figure II. 5 (a). An optical molasses stage is carried out to further cool the trapped atoms [176, 180]: the detuning of the cooling beams is brought to $15.6 \Gamma$ and their power is decreased to $3 \mathrm{~mW} / \mathrm{cm}^{2}$, while the $B_{x}$ coils are switched to a Helmholtz configuration (by inverting the current po-
larity in one of them) to cancel the magnetic field in the whole region of the atoms. A repumping beam of adjustable frequency, the "tunable repumper" (see fig. II.3) is used to avoid loosing atoms in the dark state during the optical molasses. A first pre-experiment, reference image of the trapped atoms is then taken. To do so, the detuning of the cooling beams is reduced to -0.8 MHz for the trapped atoms, and their power increased so as to make the trapped atoms fluoresce. Some of the photons scattered by the atoms are collected through the $+y$ aspheric lens. With a numerical aperture of 0.36 , the fraction of collected photons is approximately $3 \%$ of all the scattered light. These photons are sent to an Andor iXon EMCCD camera following the optical path shown in figure II.3. The camera records the fluorescence intensity and converts it to photon numbers for each pixel. Examples of recorded images are shown further down in figure II. 6 (a), when presenting the data-processing protocol. A second stage of optical molasses is then carried out after the first image acquisition to re-cool the atoms.

The cooling parameters for the imaging step, along with those of the optical molasses, are optimized through atomic measurements. We try to get a good fluorescence signal while minimizing their temperature resulting from these manipulations. The atomic temperature measurement will be detailed in the next section of this chapter.

The preparation of the trapped atoms ends with a final step of optical pumping [181]. Its purpose is to prepare the atoms in the hyperfine sub-level $\mid 5 S_{1 / 2}, F=2, m_{F}=$ $+2\rangle$ for later optical excitation to Rydberg levels in an efficient manner. To do so, the magnetic field is first ramped up to 10 G to mitigate the light-shifts and decoherence induced by the spatially-varying polarization within each tweezer [182]. The trapped atoms are then illuminated during $400 \mu \mathrm{~s}$ by two beams: the "tunable repumper" and the "probe" beam. They co-propagate along $x$ (see fig. II. 3 for their position in the optical setup) and are both $\sigma^{+}$-polarized with respect to the applied magnetic field. Their intensities are $0.02 \mathrm{~mW} . \mathrm{cm}^{-2}$ for the "probe" and $200 \mathrm{~mW} . \mathrm{cm}^{-2}$ for the "tunable repumper". Their frequencies are set on resonance, for the trapped atoms, with the $F=2 \rightarrow F^{\prime}=3$ ("probe") and $F=1 \rightarrow F^{\prime}=2$ ("tunable repumper") transitions. Their tunable frequencies allow us to adapt this process to various trapping powers. During this procedure, with each $F=2 \rightarrow F^{\prime}=3$ cycle, the hyperfine $m_{F}$ sub-level occupied by the atom grows approximately by one, via the $\sigma^{+}$excitation from the probe beam and random spontaneous $\sigma^{-}, \pi$ or $\sigma^{+}$de-excitation. The "tunable repumper" avoids the loss of atoms in the dark state $F=1$. We characterize the efficiency of this process through a 2-photon Raman spectroscopy, which probes the population in the $F=2$ sub-levels. Its principle is detailed in appendix E. Through this characterization, we measure an optical pumping efficiency of $\eta_{\mathrm{OP}}=0.97 \pm 0.01$ in optimal conditions. In other words, at the end of the process, only $3 \%$ of the atoms remain in states with $m_{F}<2$. However, this level of performance is arduous to maintain on a day-to-day basis in the experiment. The tweezers exhibit slow intensity drifts, which detune the transition frequencies over time. Moreover, the very low "probe" power is subject to fluctuations. The re-optimization of these parameters is unfortunately too time-consuming to be conducted daily, and the optical pumping efficiency is closer to
$90 \%$ in typical experimental runs.
The optical pumping concludes the preparation of the trapped atoms for actual experiments, which cover a wide range of situations discussed in dedicated parts of this work. We can manipulate the ground state atoms or their traps for various diagnostics, or bring them to Rydberg and circular states for other purposes. A second, post-experiment image is finally taken after these manipulations: its comparison with the first image will constitute the results of the investigations.

Let us only mention for now that additional steps can be added to this sequence right before the optical pumping to rearrange the array in a deterministic manner, as shown in the inset of figure II.5. Once the rearrangement of the atoms is performed, another image of the filled target array is taken to be the pre-experiment reference and an optical molasses stage re-cools the atoms. The full rearrangement procedure and its dedicated hardware and software, the most recent additions to the setup, will be detailed in the last section of this chapter.

## Imaging and data processing

For clarity in further discussions, we wrap up this atomic preparation section by describing the digitization of the fluorescence signals for data analysis purposes. Examples of images of a loaded array ( $7 \times 6$ sites) are presented in figure II. 6 (a). The axes of the setup with respect to the array are indicated in the first image. The optical components used to collect the fluorescence induce a slight angle in the imaging optical path, which makes the orientation appear tilted on the recorded images.

By averaging together many images of the trapped atoms, we can precisely define the locations of the trapping sites in a given array, and therefore define a "region of interest" (ROI) for each trap. These ROIs are squares of 3 pixels width, over which we integrate the recorded photon number for each acquired image. Once every day, before proceeding with actual experiments, we acquire a large number (typically 1000) of images of the loaded, cooled array. We then plot the distribution of each integrated ROI signal over the many frames in the form of histograms, as shown in figure II. 6 (b). In each ROI histogram, the horizontal axis corresponds to the recorded photon numbers while the vertical axis is the frequency of such occurrences, over the series of acquired images and in this ROI only. Each histogram displays two clearly separated peaks: the background signal, when no atom is in the trap (photon number around 50 ), and the fluorescence signal, when an atom is in the trap (photon number around 250 ). We then fit a sum of two gaussian peaks on each histogram. For a site $i$, the amplitudes $\left(A_{b}^{(i)}\right.$ for the background and $A_{f}^{(i)}$ for the fluorescence) and centers ( $\mu_{b}^{(i)}$ and $\mu_{f}^{(i)}$ ) of both peaks allow us to define two key quantities:

- $p_{i}=A_{f}^{(i)} /\left(A_{b}^{(i)}+A_{f}^{(i)}\right)$, the loading probability of the site, which we assimilate with the fraction of the total signal corresponding to the fluorescence peak,
- $t_{i}=0.55 \mu_{b}^{(i)}+0.45 \mu_{f}^{(i)}$, the threshold that will be used to determine, for a single
image and in real time, whether or not an atom is present in site $i$. If, in a given image, the recorded number of photons in the ROI is lower than $t_{i}$, then no atom is trapped. If it is higher, then an atom is present. This threshold is empirically defined and shifted towards the fluorescence peak, in order to reduce the number of false positive events in the "atom" and "no atom" discrimination.

The MOT, molasses and imaging parameters are chosen to maximize all $p_{i}$ (for a good loading of the array) and $\mu_{f}^{(i)}-\mu_{b}^{(i)}$ (for a good discrimination fluorescence signal), while keeping the atomic temperature as low as possible. In our standard experimental conditions, we get an average loading probability per site between 60 and $65 \%$, with deviations from this value over the lattice of the order of $1 \%$. We therefore have state-of-the-art loading of the lattice (independently of its size), and this loading is very homogeneous across the array.

We use the thresholds to discriminate the "atom" and "no atom" events in each site for two different purposes:

- For data analysis: to extract information from the optical measurements, we compare, for each repetition of the full sequence, the pre- and post-experiment images. Figure II. 6 (c) illustrates this process: using the thresholds $t_{i}$, each of the two frames is converted into a binary matrix representing the filling of the array, before and after conducting the experiment. The comparison between these two matrices yields four possible outcomes for each site (see fig. II. 6 (c) for an example):
- null event: no atom in either frame,
- appearance event: no atom in the first frame and an atom in the second frame (rare event caused by some residual background atoms, occurring typically with a probability of less than $0.1 \%$ in each site),
- loss event: an atom in the first frame but no atom in the second frame,
- recapture event: an atom in both frames.

Computing statistics on these events over many repetitions of a sequence provides the desired conclusions on the experiments carried out. We obtain loss and recapture probabilities for each site of the array, most often as a function of a scanned parameter.

- For the rearrangement: when implementing deterministic rearrangement of the atoms, the initial image of the randomly filled array is processed by the acquisition software, in real time and using the thresholds, so as to determine how the atoms should be moved on the lattice to reach the target geometry.

I personally designed and coded the acquisition software that controls the camera, acquires the images, defines the thresholds and analyses the optical data accordingly. It also comprises, as we will see later, the rearrangement module which computes in real time the movements to implement and controls the hardware that executes them.


Figure II.6: Image processing for binarization of the optical signal. (a) Two frames of a series of images acquired for the calibration of the digitization process. (b) Histograms of the recorded photon numbers in each region of interest, onto which we fit two gaussian peaks. The thresholds defined accordingly are plotted as vertical green lines. (c) Illustration of the image binarization for data analysis. In the representation of the sequence, the red band represents the activation of the optical tweezers: its color is dimmed during the experiment as the sequence can involve turning the tweezers off. The comparison between the pre- and post-experiment images yields one of four events for each site: loss of the atom (red), recapture (blue), appearance of an atom (orange) and null.

It only takes a few ms to retrieve the image from the camera and convert it to a digital filling matrix.

With this overview of the fundamental steps of the atomic preparation in mind, we can move on to the description of the experimental investigations per se. From now on, we will focus on the "experiment" part of the sequence (shown in green in figure II. $6[\mathrm{c}]$ ) and on its results derived from the data treatment process. Let us address here the notations that will be used throughout the rest of the text. We take for example a sequence designed to measure a quantity $X$, either in each site or over the whole array. The measurement yields a dataset $d_{i}$ for each site $i$ (most often the recapture probability as a function of a scanned parameter). Two data analysis procedures are then possible. On the one hand, to get the site-resolved result, we can extract from each dataset the desired quantity $X_{i}$. The spatial average of these results is then written $\left\langle X_{i}\right\rangle$, and its error bar refers to spatial fluctuations of $X$ over the array. On the other hand, if we are interested in a global estimation of $X$, we can first average the individual datasets together to obtain what we write $\bar{d}$. From this average data, we can then extract the mean quantity of interest, written $\bar{X}$. Its error bar refers, in this case, to the error in the estimation of $\bar{X}$ from $\bar{d}$, via fitting routines or numerical computations and simulations.

## II.2.2 Characterization of the tweezers and trapped atoms

We present here the various measurements we carried out to fully characterize the properties of both the gaussian tweezers array and of the individual trapped atoms. In all the experiments described in this section, the preparation sequence is implemented as previously discussed, we do not conduct any rearrangement, and the outcome of the manipulations is the recapture probability in each site.

## Tweezer characteristics

As a gaussian beam, each tweezer $i$ is fully characterized by two parameters: its power $P_{i}$ and its waist $w_{i}$. To access these quantities and assess the quality and homogeneity of the array, we measure the tweezers peak intensities $I_{i}$ and transverse trapping frequencies $\nu_{i}$. Assuming that the traps have perfect gaussian profiles ${ }^{3}$, all these quantities are related as follows [177]:

$$
\begin{equation*}
w_{i}=\sqrt{\frac{h \beta_{0} I_{i}}{\pi^{2} M \nu_{i}^{2}}}, \quad P_{i}=\frac{\pi}{2} I_{i} w_{i}^{2} \tag{II.5}
\end{equation*}
$$

where $M$ is rubidium 87's mass, $h$ is the Planck constant and $\beta_{0}$ the intensity-energy conversion coefficient previously introduced in equation (II.4). We will compute the traps properties in one of the arrays used for our Rydberg experiments and shown in II. 6 (a): a lattice of $7 \times 6$ sites, of dimensions $70 \mu \mathrm{~m} \times 60 \mu \mathrm{~m}$.

To obtain the peak intensity of each trap, we perform a spectroscopic measurement on the $\left|5 S_{1 / 2}, F=1\right\rangle \rightarrow\left|5 P_{3 / 2}, F^{\prime}=2\right\rangle$ transition. The experimental sequence, its

[^10]corresponding level evolution and its results are presented in figure II. 7 (a). Once the atomic preparation is done and a pre-experiment image has been acquired, the manipulation of the trapped atoms goes as follows:

- We apply the cooling beams, without the repumper, during 20 ms , to pump the atoms to $F=1$, so that they are all initialized in $\left|5 S_{1 / 2}, F=1\right\rangle$. This initialization is not shown in the figure, where we focused on the following steps.
- A repumping pulse of 8 ss duration is applied, using the "tunable repumper", propagating along $x$ (see figure II.3) and whose frequency is scanned. We run this experiment with the traps either on or off during this pulse. When they are off, the pulse effectively repumps the atoms into $F=2$ when it is at resonance with the natural $F=1 \rightarrow F^{\prime}=2$ transition frequency. When the traps are on during the pulse, the atoms are repumped in $F=2$ only when the laser is at a higher frequency, because of the light-shift induced on the $F=1 \rightarrow F^{\prime}=2$ transition by the traps $\left(\beta_{0}=3.877 \mathrm{MHz} /\left(\mathrm{mW} \mu \mathrm{m}^{-2}\right)\right.$ ).
- A "kick" pulse of $4 \mu$ s is applied, with the traps off, using the "probe" beam (see figure II.3) resonant on the $F=2 \rightarrow F^{\prime}=3$ (non light-shifted) transition. Two possibilities then arise. If the atoms had been repumped into $F=2$, this pulse kicks them away and they are not recaptured when we turn the traps back on. If the atoms had not been repumped into $F=2$, the "kick" pulse has no effect on them, they do not move away and are recaptured when the traps are turned back on.

We plot in figure II. 7 (b) the recapture probability as a function of the "tunable repumper" frequency, averaged over all the sites and in the two cases: tweezers on or off during the repumping pulse. The frequency origin is set at the center of the resonance measured with the traps off. The position of the line in the "traps on" case indicates the average light-shift exerted by the traps on the repumping transition. We also plot in this graph the Lorentzian fit of the averaged data. The "traps on" line is wider than the "traps off" one because it was measured with a slightly more powerful kick pulse. By fitting the spectrum obtained for each ROI, we can compute the light-shift and therefore the peak intensity of each trap, as illustrated in the spatial map (mosaic) of the same figure, which matches the actual geometry of the array. We therefore get the precise intensity distribution over the traps of the lattice. The spatial average of the intensity, which we can also write in terms of trap depths $U_{i}$, is:

$$
\begin{equation*}
\left\langle I_{i}\right\rangle=1.07 \pm 0.05 \mathrm{~mW} \mu \mathrm{~m}^{-2}, \quad\left\langle U_{i}\right\rangle=1220 \pm 62 \mu \mathrm{~K} . \tag{II.6}
\end{equation*}
$$

We recall that the error estimations presented here refer to the spatial distribution of the results across the array. Although two deficient sites clearly differ from this average value and indicate some local defects, we have a pretty homogeneous array intensity-wise, with only a $5 \%$ spread in this distribution over the whole lattice. This is not as good as the power dispersion of $0.4 \%$ mentioned in the description of the phase mask design, indicating that the system was in need of some slight aberration correction at the time of this measurement.


Figure II.7: Tweezer characterization. (a) Sequence of events and level evolution. The tweezer activation in shown in red, with the traps ON or OFF (dimmed red part in the experimental sequence) during the repumper pulse to measure the light-shift induced by each trap on the $F=1 \rightarrow F^{\prime}=2$ transition. The fading red in the sequence indicates links with previous (preparation) and subsequent (re-initialization) manipulations of the trapped atoms. (b) Recapture probability averaged over all sites, with and without the tweezers, and fitted with Lorentzian peaks. The averaged data yields the mean intensity $\bar{I}=1.065 \pm 0.003 \mathrm{~mW} / \mathrm{\mu m}^{2}$. (c) Site-by-site result of peak intensity for each trap. (d) Release-recapture experiment to measure the transverse trapping frequencies of the tweezers. (e) Averaged signal, displaying oscillations at 166 KHz . (f) Site-resolved transverse trapping frequencies.

The measurement of the trapping frequencies relies on a different experiment and is shown in part (d) of figure II.7. It consists in a "release-recapture" experiment:

- The atoms are released a first time for $6 \mu \mathrm{~s}$. Due to their thermal velocity, atoms move slightly away from the center of each trapping site.
- We turn the traps back on for a variable duration $\tau$. The atoms are recaptured but now oscillate within their traps, all in sync, since they had moved away from their centers.
- The traps are turned off a second time, for $20 \mu \mathrm{~s}$, which probes the atoms' oscillations. The instant at which we open the traps this second time varies according to $\tau$. If it occurs as the atoms are moving quickly in the middle of their traps (high kinetic energy, low potential energy), the fast momentum they have will prevent recapture when turning the traps back on after $20 \mu \mathrm{~s}$ of free evolution. If the traps extinction happens when the atoms are slower but further away from the traps centers (low kinetic energy but high potential energy), the recapture probability will be high after the $20 \mu \mathrm{~s}$ extinction, as they won't have enough momentum to move away from the trapping region. The end result is a periodic evolution of the recapture probability, as a function of $\tau$, at twice the trapping frequency. Indeed, recapture spikes up when this second trap extinction happens as atoms are at both ends of their oscillations in the traps.

The recapture probability, averaged over all 42 sites, is plotted in the lower left part of figure II. 7 (e). Although technically not sinusoidal, a damped sine fit of each site data provides its trapping frequency with good accuracy. Individual site results are given in the mosaic spatial map (f), which shows the distribution of trapping frequencies across the array. The average value is

$$
\begin{equation*}
\left\langle\nu_{i}\right\rangle=81.3 \pm 2.3 \mathrm{kHz} \tag{II.7}
\end{equation*}
$$

Again, we have a very homogeneous distribution over the whole array: apart from the same outliers as in the intensity distribution, all traps have the same transverse trapping frequency, up to $3 \%$ differences.

From these two measurements, we can now recover the distributions of the traps' powers and waists across the array, according to equation (II.5):

$$
\begin{equation*}
\left\langle P_{i}\right\rangle=2.3 \pm 0.1 \mathrm{~mW}, \quad\left\langle w_{i}\right\rangle=1.16 \pm 0.01 \mu \mathrm{~m} . \tag{II.8}
\end{equation*}
$$

The uniformity of these distributions confirms the efficiency of the array creation and aberration-correction procedures. We are able to create very homogeneous gaussian traps over the a $100 \mu \mathrm{~m} \times 100 \mu \mathrm{~m}$ area in the field of the aspheric lenses. This confirms, in a quantitative manner, the expectations of section II.1.3 on the optical trapping setup and the design of the arrays.

## Atomic characteristics

The two main properties of the trapped atoms we can easily access are their lifetime and temperature. Again, these measurements are conducted after the standard loading and cooling sequence and the results are derived from the average recapture probability in each site, computed from the images.

The measurement of the atoms lifetime in the tweezers is straightforward. We scan the delay between the pre- and post-experiment image acquisitions, while keeping the tweezers on in-between. We then compute the survival probability of the atoms as a function of the delay. To reduce the heating of the atoms due to their scattering of the trapping light and to potential traps fluctuations in intensity and position, we apply the cooling beams (and static repumper) in their molasses configuration during the waiting delay. This basic sequence is shown in figure II.8, where we also plot the survival probability, averaged over all of the sites, as a function of the delay. We fit the averaged data with a simple exponential decay model, which yields the mean atomic lifetime:

$$
\begin{equation*}
\overline{\tau_{\mathrm{at}}}=12.6 \pm 0.2 \mathrm{~s} . \tag{II.9}
\end{equation*}
$$

The indicated error refers to that of the fit of the average data, and not to variations over the array. Individual site results (not shown here) do not display any significant heterogeneity. This simple model accounts for losses over time due to collisions with residual, untrapped atoms surrounding the array, which occur with a rate $1 / \tau_{\text {at }}$. The agreement between the experimental data and the fit is not perfect: a more refined analysis, taking into account the possibility of loading empty traps with residual background atoms during the waiting delay, can be carried out to explain the deviations from a basic exponential decay [123]. This result is nonetheless satisfactory: the qualitative estimation of the lifetime $\tau_{\text {at }}$ indicates low losses at the sub-second timescales over which we want to manipulate the atoms. Indeed, the estimated lifetime for the full array of $N$ atoms is $\tau_{\text {array }}=\overline{\tau_{\mathrm{at}}} / N$. In a 100-site array filled with around 50 atoms, the first loss will occur after 240 ms on average. We will make use of such estimations when discussing the success rates of the rearranging procedure, which is carried out in a fraction of a second.

A more sensitive measurement, conducted daily in our setup, is that of the atomic temperature. The experimental sequence consists in a simple release-recapture process, where we release the atoms by turning the tweezers off for a variable delay $\tau$, as shown in figure II. 8 (b). We then compute, over many repetitions and for each site $i$, the recapture probability $p_{\text {recap }}^{(i)}(\tau)$. The higher the recapture, the lower the atomic temperature: cold atoms have a low kinetic energy and therefore escape less during the opening of the traps. The recapture probability, averaged over all sites, is plotted in the lower part of the panel.

To extract the value of the temperature from the data, we carry out numerical Monte-Carlo simulations of the evolution. Given a trap depth and waist (we use the measured values of figure II.7), we simulate the release-recapture evolution, as


Figure II.8: Characterization of the atomic properties. (a) Lifetime measurement: the survival probability over a variable waiting time yields an atomic lifetime of approximately 12 seconds in the tweezers, limited by collisions with background gas. (b) Temperature measurement, yielding $\bar{T}=19 \mu \mathrm{~K}$.
implemented in the sequence, for several temperature values $\left\{T_{k}\right\}$. For a single $T_{k}$, we thus generate a simulated recapture probability $p_{\operatorname{sim}, \mathrm{k}}(\tau)$. We then compute the distance between the experimental result $p_{\text {recap }}$ (single site or average over all traps) and the simulated evolution $p_{\mathrm{sim}, \mathrm{k}}$ through

$$
\begin{equation*}
\chi^{2}\left(T_{k}\right)=\sum_{\tau} \frac{\left(p_{\text {recap }}(\tau)-p_{\text {sim }, \mathrm{k}}(\tau)\right)^{2}}{\sigma_{\text {recap }}^{2}(\tau)} \tag{II.10}
\end{equation*}
$$

where $\sigma_{\text {recap }}$ is the standard deviation in $p_{\text {recap }}$ (measurement error if single site, spread over sites if averaged value). The sum runs over all the scanned values of the delay $\tau$. We finally perform a polynomial fit of $\chi^{2}\left(T_{k}\right)$ near its minimum, so as to extract a temperature $T=\arg \min \chi^{2}(T)$, where the data fits closest to the simulation, i.e., the most likely real temperature of the atoms. We can perform the simulation and fitting routine for the data on each site: the result is a temperature distribution over the lattice

$$
\begin{equation*}
\left\langle T_{i}\right\rangle=18.7 \pm 2.3 \mu \mathrm{~K} . \tag{II.11}
\end{equation*}
$$

We get here significant deviations across the array, with atoms on the $\pm x$ edges being hotter than those in the center of the array. This might be explained by the geometrical 3D-MOT configuration and beam waists, although no further investigation was conducted to mitigate this dispersion. The temperature estimation is nevertheless precise enough to optimize all of the molasses and imaging parameters, which are chosen to minimize its value. Some re-optimization of these parameters are required once every few weeks because of drifts.

The main contribution to the temperature of the atoms comes from the optical pumping, which significantly heats them: without it, we measure temperatures around
$9 \mu \mathrm{~K}$. We can further reduce the temperature of the atoms through an adiabatic rampdown of the tweezer intensities right before conducting experiments. By exponentially decreasing their power to $10 \%$ of its initial value in $500 \mu \mathrm{~s}$, we lower the energy of the motional states in the traps while their population remains unchanged, leading to an effective cooling of the atoms [183]. Through this technique, we reach temperatures of less than $5 \mu \mathrm{~K}$ for all trapped atoms, regardless of the implementation or not of the optical pumping beforehand. The implementation of adiabatic cooling is not always necessary in the experiments. Since it does not directly relate to the essential atomic preparation and characterization, the data presented thus far was acquired without this additional process, for clarity purposes in these first experimental results.

A third measurement concludes the characterization of the trapped ground-state atoms: the Raman spectroscopy of the hyperfine levels population. As previously mentioned in the global description of the sequence, it analyses the efficiency of the optical pumping procedure. Its presentation is left out of the main text and addressed in appendix E , dedicated to the hyperfine manipulation of the atoms. We only retain here the important value it provides: the maximal efficiency of the optical pumping procedure, measured at $\eta_{\mathrm{OP}}=0.97 \pm 0.01$ in optimal conditions.

We presented in this section the standard techniques implemented to load, cool and image arrays of individually trapped ground-state atoms. Thanks to the highly homogeneous properties of the lattices and to careful optimization of the preparation process, we reach high loading probabilities, excellent imaging signals, low temperature and good hyperfine population control in all individual trapping sites. All of these preparation steps provide a good basis for the excitation of the trapped atoms to Rydberg and circular states.

## II. 3 Deterministic array rearrangement

As such, the preparation of lattices of trapped, ultra-cold ground state atoms has a significant drawback: the random, $\sim 65 \%$ loading of the tweezers prevents any deterministic study of interactions between circular states. Ideally, to characterize the pair interactions described in the first chapter, we need to work with arrays of isolated pairs of atoms and not with randomly filled lattices. More generally and for the longer-term goals of quantum simulations [117], we would like to deterministically implement filled arrays of arbitrary geometry: each repetition of the experimental sequence should yield exactly the same filled array. To do so, we recently added a "rearranging beam" (the moving tweezer) to the setup: a gaussian tweezer similar to the static ones but of tunable intensity and position, able to move atoms from one site to another in the lattice of traps. The moving tweezer can trap ground-state atoms exactly as the static tweezers, via the dipole force. For a given target sub-lattice of the full array of static tweezers, the rearranger operation is inserted into the sequence
as follows, for each repetition:

- a randomly-filled array of ultra-cold atoms is prepared in the static tweezers and a first image is acquired,
- an algorithm computes which atoms need to be moved where to fill the target sub-lattice,
- the rearranging beam executes the moves and discards the extra unnecessary atoms by moving them away from the lattice,
- a second image is taken to check that we are left, as required, with the filled target array.

We describe in this section the working principle of the moving tweezer, the hardware and software it relies on and the way we optimized its parameters. The end result of this new tool is the deterministic creation of atomic arrays of arbitrary geometries, which will be presented and characterized here. This additional feature opens the way for the proper study of interactions in our setup.

## II.3.1 The moving tweezer

## Technical setup

The implementation of the rearranging beam setup is shown in figure II.9. The goal of this system is to create, at the position of the trapping array, a gaussian tweezer focused in the plane of the lattice, whose depth and $(x, z)$ position can be tuned over short timescales (in the $\mu \mathrm{s}$ range). This trapping beam is generated from the same 821 nm laser used to create the static traps (cf. figure II.3). To be able to control its position and intensity, we use two crossed Acousto-Optic Deflectors (AODs - DTSXY250 from AA Opto-Electronics): each one handles the position of the beam in one of the two directions $x$ and $z$.

A single AOD deflects an incoming beam via the diffraction induced by the sound wave excited in its crystal, generated by an input radio-frequency signal. The RF frequency tunes the deflection angle, while its power adjusts the deflection efficiency. The AODs each have a deflection range of 49 mrad , for an input RF bandwidth of 36 MHz centered on 100.5 MHz . We discard the non-diffracted light thanks to a diaphragm, which only allows the light effectively diffracted by both AODs to reach the setup. The two radio-frequency input signals $\left(\mathrm{RF}_{x}, \mathrm{RF}_{z}\right)$ thus completely control the output direction and power of the beam after the diaphragm. The beam is then expanded by a telescope to reach a size compatible with the subsequent beam shaping. An SLM is used for aberration correction, as described in the first section of this chapter. We also use this SLM to finely adjust the position of the moving tweezer, in a static manner. We make sure that the beam waist is close to that of the tweezer array beam, shaped on its own SLM, so that the moving tweezer in the setup has a size comparable with


Figure II.9: Illustration of the technical system implementing the moving tweezer. The intensity and $(x, z)$ position of the moving tweezer is set by tuning the frequency and power of the two radio-frequency signals sent into the two AODs with orthogonal axes. These signals are generated by a DDS, numerically controlled from our homemade acquisition software.
that of the static tweezers, after focusing by the aspheric lens. The moving tweezer is superimposed with the other two trapping beams (tweezers and bottle beams) via polarization-dependent cubes, before being sent into the setup. Given the deflection range of the AODs, the magnification of the beam and the focal length of the aspheric lens, we obtain a $250 \times 250 \mathrm{\mu m}^{2}$ position range for the moving tweezer in the $(x, z)$ focal plane of the lens, which is more than enough considering the $100 \times 100 \mu^{2}$ extent of the static arrays. The position of the moving tweezer in the setup then varies linearly, in each direction, with the input RF frequencies. The intensity of the beam is set by the $\mathrm{RF}_{z}$ signal only, as $\mathrm{RF}_{x}$ is always tuned to maximum diffraction efficiency (at 33 dBm ). This choice mitigates the thermal effects occurring in the AODs when switching the RF on and off [91].

A two-channel Direct Digital Synthesizer (DDS, FlexDDS-NG DUAL - Wieserlabs Electronics) generates the input RF signals. It is digitally controlled from the acquisition software and outputs, from digital orders, an analog sinusoidal signal of tunable amplitude, frequency and phase ${ }^{4}$. The DDS output frequency ranges from 0.3 to 400 MHz , with a 0.23 Hz precision and a $0.005^{\circ}$ phase resolution. The digital commands of the DDS are carried out by lists of instructions sent from the computer through the PyVISA python library and an ethernet connection. This enables the control, over microseconds, of the moving tweezer's position and intensity. The low-level, technical encoding protocols and complex DDS operation proved to be challenging. We however leave their discussion out of this work, as they are irrelevant to the implementation of the experiments.

[^11]
## Characteristics and calibration of the moving tweezer

We conducted, with the moving tweezer, the same experiments as those used to characterize the array of static tweezers, i.e., light-shift spectroscopy to obtain the intensity at its focus and a release-recapture sequence to compute its transverse trapping frequency. We use RF amplitudes of 33 and 22 dBm in the $x$ and $z$ channels respectively. We limit the $\mathrm{RF}_{z}$ power here to reduce the optical power and aim for a light-shift in the same range as that of the static tweezers. The two RF frequencies are set to position the moving tweezer in the center of the aspheric lens' focal plane without moving (i.e., at the center of the static lattices). In this configuration, we measure in these single-atom experiments a light-shift of 23.6 MHz and a trapping frequency of 74.7 kHz . From these values, we derive the waist of the moving tweezer:

$$
\begin{equation*}
w=1.21 \mu \mathrm{~m} . \tag{II.12}
\end{equation*}
$$

This waist is therefore very close to that of the static tweezers ( $1.16 \mu \mathrm{~m}$ on average), as expected from the design of the optical setup. The power computed from these experiments is 2.3 mW . Although measured in a specific RF power configuration, it allows us to extrapolate the maximal power available in the setup at full amplitude in both RF channels: 27.3 mW . This corresponds to a depth of 13 mK , i.e., about 10 times more than the static tweezers. This is more than enough to capture a single atom efficiently from a static tweezer without switching off the array [91].

To be able to carefully position the moving tweezer over the static array, we need to convert the RF frequencies to actual positions in the lattice. We do so through the diagnostics camera (see fig. II.3). We image the focal plane of the aspheric lens onto it, and thus obtain an image of the traps as they appear in the setup. The scaling factor between the trapping plane in the setup and that of the camera is know with good precision. Formally, the goal of the process is then to map the RF frequencies $\left(\nu_{x}, \nu_{z}\right)$ onto positions $(x, z)$ in the setup:

$$
\begin{equation*}
x=x_{0}+\alpha_{x} \nu_{x}, \quad z=z_{0}+\alpha_{z} \nu_{z} . \tag{II.13}
\end{equation*}
$$

To determine the proportionality factor, we precisely pinpoint the position of the moving tweezer on the camera for various RF frequency couples. A linear regression of the positions then provides the proportionality coefficients, measured to be $\alpha_{x}=\alpha_{z}=6.8 \mu \mathrm{~m} / \mathrm{MHz}$. This measured value matches very well the $250 \mu \mathrm{~m}$ range estimated from the optical design for the full 36 MHz AOD bandwidth. This calibration was done once and its result is stable in time.

Dealing with the ( $x_{0}, z_{0}$ ) offset is more sensitive. We actually impose its value, not through the AOD, but using the moving tweezer's SLM. To do so, we first remove the array-defining phase mask layer of the static tweezers SLM, so that it outputs a single gaussian beam, identical to the moving tweezer. The position of this single static tweezer is taken as the origin $O$ of the $(x-z)$ plane of the setup, thus completely defining a reference frame $(O, x, z)$. From the definition of the tweezer arrays, we know the position $\left(x_{i}, z_{i}\right)$, in this frame, of any site $i$ in the lattice we want to work
with. Then, using finely tuned phase gratings on the moving tweezer SLM, we overlap it with the single static tweezer on the diagnostics camera. While doing so, the RF frequencies are fixed and at the center of the AOD bandwidth $\left(\nu_{x}^{(0)}, \nu_{z}^{(0)}\right)$. When the two beams are perfectly overlapped, we end up with the moving tweezer positioned at the origin of the plane in the setup. We keep the corresponding grating on its SLM. This effectively imposes the $\left(x_{0}, z_{0}\right)$ offset, which is therefore set to $(0,0)$ in the defined reference frame. Once the static tweezer array is re-implemented, the moving tweezer can be placed at any site position in the lattice ( $x_{i}, z_{i}$ ) via the conversion to RF frequencies $\left(\nu_{x}^{(0)}+x_{i} / \alpha_{x}, \nu_{z}^{(0)}+z_{i} / \alpha_{z}\right)$. The offset adjustment, which boils down to tuning the phase grating on the moving tweezer SLM, is carried out daily via an automated procedure. It allows us to overcome the independent drifts of each trapping beam.

## Moving a single atom

Now that we have described the technical implementation and characteristics of the moving tweezer, we can go over its actual operation to move atoms on the lattice. The execution of a single elementary displacement of an atom from a filled trap to an empty one is depicted in figure II. 10 (a). We illustrate this process in one dimension only, taking $z$ as the direction of the movement, and we schematically plot the relevant $\mathrm{RF}_{z}$ parameters as functions of time in (b) and (c). The full procedure goes as follows:

1. the moving tweezer, initially at zero or low intensity (low $\mathrm{RF}_{z}$ amplitude), is brought at the position of the filled static tweezer by ramping its frequency,
2. its depth is increased by a linear ramp-up of the $\mathrm{RF}_{z}$ amplitude, from $t_{1}$ to $t_{2}$, until its intensity is (much) higher than that of the static tweezer: the moving tweezer catches the atom,
3. the $\mathrm{RF}_{z}$ frequency is linearly changed over a duration $t_{3}-t_{2}$ to place the moving tweezer at the position of the empty static trap,
4. the moving tweezer releases the atom in the empty trap via a decrease of the $\mathrm{RF}_{z}$ amplitude from $t_{3}$ to $t_{4}$,
5. a final change in the RF frequency shifts the moving tweezer away.

Let us mention here that we can also catch an atom from a filled static tweezer and release it away from the lattice site to discard it. We will implement these elementary moves many times in each realization of the arrays of ground-state atoms, so as to reach a target geometry from initial random fillings. The elementary displacement therefore needs to be highly effective to avoid unwanted errors and deterministically generate the target lattice with good success rates.


Figure II.10: Schematic illustration of the displacement, using the moving tweezer (M.T.), of a single atom from a static tweezer to another. (a) Representation of the full procedure in one spatial dimension. (b) Moving tweezer depth, proportional to the power of $\mathrm{RF}_{z}$, ramping from a low to high value and back. (c) Evolution of the $\mathrm{RF}_{z}$ frequency over time, directly proportional to the position of the moving tweezer. (d) Indicative plot of the RF signal over time, varying both in amplitude and frequency. The frequencies used here for illustration purposes are not representative of the actual timescales of the experimental implementation.

## II.3.2 Optimization of the elementary displacement

We present here the approach we took to optimize the elementary displacement of atoms. The goal is to maximize its probability of success by finding the optimal values of the following parameters:

- The catch time $t_{c}$ over which the moving tweezer intensity is increased to grab the atom: $t_{c}=t_{2}-t_{1}$ as per the notations of the previous subsection and figure II.10.
- The trapping depth $U$, i.e., the moving tweezer intensity kept constant when moving the atom, controlled via the power in $\mathrm{RF}_{z}$.
- the moving speed $v$, defined in the case of the previous illustrative example as $v=\left(z_{2}-z_{1}\right) /\left(t_{3}-t_{2}\right)$. We work with a constant moving speed; it should be as high as possible so as to rapidly implement many successive displacements, but not so high that it induces losses or significant heating due to the movement.
- The drop time $t_{d}$ over which we release the atom in the target tweezer.

To optimize these parameters, we worked with a square $6 \times 6$ array of static tweezers with $15 \mu \mathrm{~m}$ spacing. We operate the rearranger to study elementary moves within pairs of sites: the full lattice can be seen as an array of 18 horizontal pairs, arranged in three columns of six pairs each, as depicted in figure II. 11 (a). We prepare the atoms via the standard MOT-molasses-image-molasses sequence, with random filling of the array. We then operate the moving tweezer in a pre-defined sequence of moves, using a fixed set of parameters $\left(t_{c}, U, v, t_{d}\right)$ for elementary moves. For simplicity purposes, we set $t_{c}=t_{d}$. The sequence of moves goes as follows:

1. In each pair, we apply an elementary move from the left site to an empty region of the plane: if an atom was initially in the left site, it is discarded.
2. We implement, in each pair, a move from right to left and then a move from left to right; we repeat this back-and-forth displacement a total of five times. If an atom was initially in the site on the right and the elementary moves are efficient, it ends up in the right site again at the end of the ten moves.
3. We perform one last move from right to left in each pair, for measurement purposes. We want the result to be a transfer probability, from right to left.

We then take a second image and finally compute the success rate of the full process within each pair, over 200 repetitions of the total sequence. We define the total, 11-move success probability within each pair as:

$$
\begin{equation*}
P_{\text {move }}^{(\text {tot })}=P\left[(\bullet \circ)_{2} \mid(\times \bullet)_{1}\right] . \tag{II.14}
\end{equation*}
$$

It corresponds to the probability of finding, in the second image, the configuration $(-\circ)_{2}$, i.e., the left site filled and the right side empty, conditioned on the realization of the configuration $(\times \bullet)_{1}$ in the first image, i.e., an atom in the right site and either an atom or no atom in the left site (made irrelevant thanks to the first step in the sequence, which discards any left atom). We work here with numerous (eleven) repetitions of the elementary move to exacerbate its inefficiencies: if the success probability of a single elementary move is $P_{\text {move }}$, then we have ${ }^{5} P_{\text {move }}^{(\text {tot })}=\left(P_{\text {move }}\right)^{11}$.

The measurement of the total success probability, averaged over all 18 pairs, as a function of the displacement parameters are plotted in the three panels (b), (c) and (d)

[^12]

Figure II.11: Optimization of the elementary displacement. (a) Sequence of elementary moves deterministically implemented within each pair of sites, detailed in the main text. (b-d) Total 11-move success rate $P_{\text {move }}^{(\text {tot) }}$, averaged over all 18 pairs, as a function of (a) the moving tweezer depth during the motion (via the RF power), (b) the moving speed $v$ and (d) the catch and drop times $t_{c}$ and $t_{d}$, taken equal to each other. The dots are the average success rate, while the shaded area is delimited by the minimal and maximal probabilities, among all individual pairs, for each scanned value. Vertical dashed lines correspond to the values kept as optimal.
of figure II.11. We remind that we chose to implement ramps with the same catch and drop times: their values are kept identical and scanned at the same time in graph (d). The success rate dependency on each parameter is clear and allows us to select optimal values:

$$
\begin{equation*}
v=150 \mu \mathrm{~m} / \mathrm{ms}, \quad t_{c}=t_{d}=150 \mu \mathrm{~s}, \quad P_{\mathrm{RF}_{z}}=33 \mathrm{dBm}, \tag{II.15}
\end{equation*}
$$

with the maximal RF power $P_{\mathrm{RF}_{z}}$ corresponding to a trapping depth of $\sim 13 \mathrm{mK}$. The speed $v$ is chosen as a trade-off between efficiency and execution speed. It corresponds


Figure II.12: Outcome of the optimization process: spatial map of the elementary move success rate over the 18 pairs.
to the highest value deemed acceptable in terms of success performance. These parameters lead to an estimated $94 \pm 3 \% 11$-move success rate over all pairs. We therefore extrapolate the elementary move success probability:

$$
\begin{equation*}
\left\langle P_{\text {move }}\right\rangle=99.44 \pm 0.29 \% \tag{II.16}
\end{equation*}
$$

where the standard deviation is related to spatial dispersion across the array of pairs.
Figure II. 12 displays the spatial map of the elementary success over the 18 pairs. Two lines of pairs seem to exhibit lower success probabilities, but no general tendency appears over the full array. We also checked that the same procedure implemented within vertical pairs leads to the same results, without any clear spatial dependency of the success rate. Overall, we reach a very satisfactory level of efficiency, which should be enough to implement full rearrangement of the arrays without too many errors, as discussed in the next section.

We presented here the optimization of the physical process in which we move a single atom from a site to another. We left aside most of the low-level technicalities that were also overcome to make this process work correctly. Let us only mention here that careful attention was brought to the continuity of the RF phase. Phase jumps in the input signal generated by the DDS initially prevented us from reaching good displacement efficiencies, as the atoms were kicked out of the moving tweezer by these discontinuities. Fine tuning of the delays between successive displacements and of the DDS discretization steps were also carried out to remove unwanted deficiencies.

## II.3.3 Complete rearrangement procedure

With an efficient elementary move process, we now have the means to fully rearrange the arrays of trapped atoms so as to implement arbitrary, defect-free geometries in each repetition of the experiment. The goal is to reach, for any initial random filling of the full array, a pre-defined target arrangement of the atoms on a sub-lattice, via successive elementary moves that relocate or discard the atoms. The full preparation sequence then goes as shown in figure II.5, where the inset dedicated to the rearrangement is now taken into account. We remind that its successive steps are, in the following order:

$$
\text { loading } \rightarrow \text { cooling } \rightarrow \text { image } 1 \rightarrow \text { cooling } \rightarrow \text { rearrangement } \rightarrow \text { image } 2 \rightarrow \text { cooling, }
$$

where the loading and cooling steps are done respectively in the MOT and molasses configurations. From that preparation, we can then proceed with the actual experiments in the same fashion as before and perform optical detection with a third, final imaging step. We focus here on the rearrangement phase of the full process. We estimate its efficiency through the comparison of image 1 with image 2 over many repetitions.

## Atom-sorting algorithm

The computation of an optimal series of elementary moves to reach the target lattice from the initial filling is key: it should return a minimal number of moves, computed in a minimal amount of time. This corresponds to the NP-hard "pebble motion on a graph" problem; we take a heuristic approach, based on known algorithms [91], to find efficient though approximate solutions to this problem. We restrict our method to rectangular lattices but it could easily be extended to any regular lattice geometry. For simplicity purposes, we also impose that the algorithm only outputs moves along the axes of the lattice or along the directions of its main diagonals (those of a square of $n \times n$ sites).

To present the implemented algorithm, we need to introduce some relevant notations. The full array of sites is indexed from 1 to N , each site having real-space coordinates $\left(x_{i}, z_{i}\right)$. We derive from the sites coordinates the distance matrix $D=$ $\left(d_{i j}\right)_{1 \leq i, j \leq N}$, where $d_{i j}=\left(x_{i}-x_{j}\right)^{2}+\left(z_{i}-z_{j}\right)^{2}$ is the squared euclidean distance between sites $i$ and $j$. A random atomic filling of the array is written $\left(\sigma_{i}\right)_{1 \leq i \leq N} \in\{0,1\}^{N}$, while $\left(t_{i}\right)_{1 \leq i \leq N}$ (also in $\{0,1\}^{N}$ ) is the fixed target arrangement.

The algorithm takes as inputs the initial filling $\left(\sigma_{i}\right)_{1 \leq i \leq N}$ and the target $\left(t_{i}\right)_{1 \leq i \leq N}$, and it outputs an ordered list of allowed moves $\{(a \rightarrow b),(c \rightarrow d), \ldots\}$. It proceeds with the following successive sub-tasks:

1. Assignment: finding in which site each atom of the initial filling should end up. We solve this task through the Jonker-Volgenant algorithm [184]. Using the sub-matrix of $D$ that only links the filled sites $\left\{i \mid \sigma_{i}=1\right\}$ to the target sites $\left\{j \mid t_{j}=1\right\}$, it derives the sorting that minimizes the total distance traveled by the atoms: the atom initially in site $i$ should end up in site $j$, the one in site
$k$ should go to $l$, etc. This solution does not take into account the physical constraints of the movements: it can lead to two or more atoms being placed in the same site during the procedure, which we want to avoid. It also does not take into account the fact that atoms cannot be moved over already filled sites. We then have to compute, from this initial assignment, the actual atomic paths.
2. Reordering: pre-processing of the assignment solution. The prescribed assignments are re-ordered to prevent sending several atoms in the same site. For instance, the series of assignments $(1 \rightarrow 3),(2 \rightarrow 3),(3 \rightarrow 4)$ is changed to $(1 \rightarrow 3),(3 \rightarrow 4),(2 \rightarrow 3)$.
3. Path-finding: translation of the ordered assignment into real atomic moves. Each element of the ordered assignment is converted, through Bresenham's line algorithm [185], into a series of real steps on the lattice. Bresenham algorithm selects, from two sites, the series of lattice points that most closely approximates the straight line between the two input points. An assignment is therefore converted into a sequence of elementary moves on the lattice, along its axes or its main diagonals. These elementary moves are then re-ordered to avoid collisions: if we need to do $(i \rightarrow j)$ but a filled site $k$ is in the way, we find the next displacement that moves $k$ and place it before $(i \rightarrow j$ ) (the move involving $k$ necessarily exists, otherwise $k$ would have been assigned to $j$, being closer to it than $i$ ).
4. Merging: we combine the moves that can be merged. If two successive moves can be combined, we do so. For instance, $(a \rightarrow b),(b \rightarrow c)$ becomes $(a \rightarrow c)$, provided that the two moves are along the same direction.
5. Removal: the moves required to discard the extra, unwanted atoms are added to the result. They consist in taking an atom and dropping it in its neighboring empty space, away from its own or other tweezers.

We assess the performance of the full algorithm by running it in numerical simulations, written in Python and run on our standard acquisition computer. The full array is taken to be a square 144 -site lattice, while the target lattice contains 72 sites. The lattice filling is initialized with 72 randomly placed atoms. The loading of the real arrays being above $60 \%$, we simulate here a conservative $50 \%$ estimation of the actual filling. In this configuration, the average computing time needed to find a solution is around 50 ms , while the output number of steps is $\sim 50$. For this number of atoms, these estimations are independent on the geometry of target.

Taking into account the duration of the optimized elementary move, we estimate the total rearrangement procedure to last approximately 75 ms ( 50 ms computation time and $50 \times 500 \mu \mathrm{~s}$ moving time). This is less than half of the predicted lifetime for the full array of ground state atoms: $\tau_{\text {array }}=166 \mathrm{~ms}$ in a 72 -atom array, according to the single-atom 12 s lifetime. Moreover, given the single-move $99.44 \%$ efficiency, a 50 -move process should have a total success rate of about $75 \%$. These estimations are quite satisfactory for the scope of our experiments on circular interactions, where we actually use smaller arrays which require around 25 moves to be rearranged. When
increasing the number of atoms and size of the arrays in the simulations, the number of moves and computation times grow in various fashions and start depending a lot on the target geometry. We leave these considerations aside, as our work focuses on arrays of reduced size, 72 atoms already being higher than the amount involved in most of our experimental conditions. We typically work with 40 -site lattices which contain less than 25 atoms.

## Rearranged arrays and success rate

The rearrangement procedure is operated by a homemade Python code, embedded in the imaging and data-processing software. In each repetition of the experimental sequence, the software acquires the first image of the random filling, computes the atomic positions using the pre-defined thresholds, and runs the sorting algorithm with that input. The generated list of moves is then converted to successive frequency and amplitude ramps to be sent to the AODs. This conversion uses the daily AODs calibration, converting positions in the lattice to RF frequencies. The ramps are then encoded into signals readable by the DDS and sent to it, which finally feeds them to the AODs, thus executing the computed moves. In regular lattices of around 50 static sites, the whole process always takes less than 60 ms , in good agreement with the estimations discussed above. Figure II. 13 shows single-shot images of rearranged arrays, with four different target geometries. The full underlying array of static tweezers is a $5 \times 8$ lattice with regular $15 \mu \mathrm{~m}$ spacing.


Figure II.13: Single-shot frames of rearranged arrays, showing different target geometries reached from the same $5 \times 8$ initial rectangular lattice.

To precisely estimate the success rate of the rearrangement, we work with a target array used for experiments on circular atom interactions. The full lattice now has $6 \times 8$ sites and the target sub-array is a set of nine pairs of traps. Single shot images of the array, before and after the rearrangement, are shown in figure II. 14 (a). We run 1000 repetitions of the rearranging sequence and compute, for each one, the number of errors in the rearranged array with respect to the target. The results are plotted in figure II. 14 (b). On average, the rearranging sequence involves $7 \pm 3$ atomic moves between sites and $14 \pm 5$ moves to discard extra atoms. We expect, from the number of moves between sites (considering that discarding atoms is always successful) and from the collective lifetime of the 18 atoms compared to the duration of the process, a
(a)
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Figure II.14: (a) Single-shot images of the atoms, before and after a successful rearrangement. The target array, realized in the second frame, is designed to study interactions within pairs of atoms. (b) Histogram of the distance to the target array, in 1000 repetitions of the sequence. In 774 cases, the target array is perfectly realized, with no missing or extra atoms.
success rate of $86 \%$. The measured value is $77.4 \%$, indicating unexpected inefficiencies in the process. In $14 \%$ of all repetitions, an atom is missing from the target array, while the presence of an extra atom on a site that should be empty occurs with a $4 \%$ rate. Unsuccessful realizations with two errors are rarer, and rearranged arrays with a distance to the target larger than 2 happen in less than $0.5 \%$ of the repetitions. Further investigations would need to be conducted to reach the theoretical rearranging efficiency, but the overall success rate is nonetheless satisfactory for the experiments presented in this work: a single pair has a $98 \%$ probability of being successfully created in each repetition of the experiments.

We therefore properly implemented the rearrangement of arrays of ultra-cold atoms to work on Rydberg experiments with deterministic geometries. The moving tweezer, controlled through AODs and aberration-corrected via an SLM, can move atoms from one trap to another with state-of-the-art efficiency. The full rearrangement of the arrays, based on a heuristic algorithm that computes the moves for each repetition of the sequence, yields correct success rates, though not as high as expected. With the example of an array of pairs devised to study atomic interactions (18 atoms), the setup outputs a defect-free geometry in more than 3 out of 4 repetitions. We checked that the rearrangement procedure does not affect the properties of the atoms: once recooled by optical molasses, atoms in a rearranged array have the same temperature of $\sim 9 \mu \mathrm{~K}$ (prior to the optical pumping phase) as those in the non-rearranging sequences.

## Conclusion of chapter 2

We presented in this second chapter our new experimental setup, designed, built and put into operation over the past few years. Though currently running at roomtemperature, the heart of the setup is set to be moved from the UHV chamber to a cryogenic environment for future experiments, once some first measurements on circular Rydberg interactions have been performed with it in the current system. Such experiments start with the preparation ultra-cold, defect-free arrays of individual ground-state rubidium atoms. Several coils and various optical accesses enable the use of standard techniques to load and cool the arrays of single atoms, trapped in optical tweezers. The optical traps are created through a careful design of phase patterns on an SLM, which allows us to implement arbitrary arrays of traps over a wide $100 \mu \mathrm{~m} \times 100 \mu \mathrm{~m}$ area in the focal plane of the aspheric lens that focuses the trapping beams. The correction of aberrations via the SLM ensures that the tweezers are homogeneous both in shape and intensity throughout the lattice. This is checked via atomic measurements. Spectroscopy and release-recapture experiments reveal the power and waist distribution over a 42 -site, $70 \mu \mathrm{~m}$-wide array:

$$
\begin{equation*}
\left\langle P_{i}\right\rangle=2.3 \pm 0.1 \mathrm{~mW}, \quad\left\langle w_{i}\right\rangle=1.16 \pm 0.01 \mu \mathrm{~m} \tag{II.17}
\end{equation*}
$$

Good control on the loading, cooling and imaging parameters of the setup yields state-of-the-art atomic properties in the arrays. Their initial random filling is around $65 \%$, while we measure their lifetime and temperature to be:

$$
\begin{equation*}
\overline{\tau_{\mathrm{at}}}=12.6 \pm 0.2 \mathrm{~s}, \quad\left\langle T_{i}\right\rangle=18.7 \pm 2.3 \mu \mathrm{~K} . \tag{II.18}
\end{equation*}
$$

The hyperfine level of the trapped atoms is also controlled, via an optical pumping stage that, while somewhat heating the atoms, populates the $\left|5 S_{1 / 2}, F=2, m_{F}=+2\right\rangle$ sub-level with $\eta_{\mathrm{OP}}=97 \%$ efficiency.

The moving tweezer, controlled by AODs and shaped by an SLM, finally allows us to deterministically rearrange the atoms on the arrays. The optimization of its parameters led to a rearranging efficiency of $77 \%$ in creating $\sim 20$-atom target geometries, designed for the study of circular Rydberg interactions. More precisely, in the tested geometry of 9 pairs of atoms, the rearranging process has a $97 \%$ success rate for each pair.

Thanks to these various setup features and techniques, the atoms are properly prepared for Rydberg experiments. The excitation to Rydberg states, detailed in the next chapter, will always start from arrays that we prepare as described here: individually trapped, ultra-cold atoms, optically pumped to $\left|5 S_{1 / 2}, F=2, m_{F}=+2\right\rangle$, either randomly filling the array or rearranged to fit our needs.

## Chapter III

## Arrays of trapped circular atoms

The preparation of deterministic arrays of trapped, ultra-cold ground-state atoms constitutes the groundwork for experiments on interacting circular Rydberg states. The end goal of this thesis is the characterization of interactions between circular states, and our longer-term aim is the implementation of quantum simulations based on circular atoms. Efficiently bringing the atoms to circular levels is therefore key in our experiments. The process which elevates ground-state atoms to circular levels, with its specific technical tools and methods, constitutes the second pillar of the setup and has been mastered for a long time in our team. To properly study circular-circular interactions, we also need to individually trap the Rydberg atoms at fixed distances from one another. This level of control was successfully achieved for the first time in our setup quite recently [122], and is now implemented daily in our experiments.

In this third chapter, we first tackle the circularization procedure itself, which excites the atoms to $|52 C\rangle$. We work with this specific state due to a combination of historical reasons and motivations related to the simulator project. From the scaling laws of the circular atom properties with respect to $n$, levels with $n \sim 50$ were identified as the most promising spin-encoding states [117]. These levels coincide with the ones we are used to working with in the lab, although exciting the atoms to other manifolds require little additional effort and could easily be implemented in a similar manner. All of the results presented here are therefore based on the creation and study of $|52 C\rangle$ exclusively.

We also describe here the trapping of these states in individual optical bottle beams, based on the ponderomotive energy discussed in the first chapter and the optical system introduced in the second one. A more detailed account of these results and methods can be found in Brice Ravon's dissertation [123], as the trapping of circular atoms made up the central results of his thesis, and in the corresponding publication [122]. We focus here on the general description of these processes, with the study of interactions in sight. For the purpose of this chapter, we mostly use non-rearranged arrays, in order to maximize the number of atoms present in each repetition of the Rydberg experiments. When dealing with circular atoms, the lattice geometry is specifically chosen to minimize interactions: all the results presented here still pertain to single-atom physics.

## III. 1 From ground-state atoms to Rydberg states

## III.1.1 Overview and ionic detection

The circularization process constitutes a crucial part of the experiments: a good circularization efficiency is key to the preparation of defect-free arrays of circular atoms. Its principle has been extensively discussed in previous works from our team [123, 144]. We present here its specific implementation in this new setup, starting from a non-rearranged array of ultra-cold atoms optically pumped to $\left|5 S_{1 / 2}, F=2, m_{F}=2\right\rangle$, with a directing magnetic field $B_{x}$ defining the quantization axis along $x$ kept constant throughout the sequence. The adiabatic cooling through the exponential ramp-down of the tweezer intensity is always implemented, so that the trapped atoms have a $<8 \mu \mathrm{~K}$ temperature. The electric field is initially zero. The full procedure consists in three main steps, illustrated in figure III. 1 (a) with the relevant atomic levels involved. The three successive stages are:

1. Two-photon laser-excitation process to reach, via the intermediate level $6 P_{3 / 2}$, the Rydberg state $\left|52 D_{5 / 2}, m_{j}=5 / 2\right\rangle$.
2. Microwave transfer to $|52 F, m=2\rangle$. The electric field is then ramped up to lift the degeneracy of the $n=52$ manifold and branch 52F onto one of its low-lying levels (cf. Stark map of the $n=52$ manifold in fig. I.2).
3. Radio-frequency adiabatic transfer. The successive absorption of many $\sigma_{+-}$ polarized RF photons while the electric field strength is ramped up brings the atom to the circular state $|52 C\rangle$. In this work, two slightly different implementations of the adiabatic passage were used. The first one, that will be referred to as "adiabatic passage A", relies on a historical set of parameters and is carried out in a magnetic field of 10 G . In the second one, called "adiabatic passage B", the parameters were recently re-optimized to further improve its efficiency, and it is performed in 14 G .
We discuss each of these processes and their respective efficiencies in the following subsections.

To manipulate Rydberg states, we rely on yet another feature of the setup: the ionic detection. Specifically designed to measure the state of the atoms when in Rydberg levels, it consists in applying a large ramp of electric field to the atoms, over approximately $100 \mu \mathrm{~s}$. Rydberg states, being close to the ionization threshold, ionize at fields around $100 \mathrm{~V} / \mathrm{cm}$, reachable with standard electronic tools. In the setup, the two Stark electrodes (in pink in fig. II. 2 of chapter 2) can apply such voltages. The details of the electrical system enabling, through the Stark electrodes, both the implementation of precise low fields for atomic manipulation and the creation of intense electric fields for ionization, are discussed in appendix C. After their ionization, the $\mathrm{Rb}^{+}$ions are guided, thanks to various electrodes, to the channeltron, a chargeamplifying device that counts the incoming ions [123]. The different voltages to which the guiding electrodes are set maximize the number of ions that reach the channeltron.


Figure III.1: (a) Schematic representation of the full circularization process, starting with a 2-photon excitation to the $|52 D\rangle$ level of the $n=52$ Rydberg manifold, followed by a microwave transfer and a RF adiabatic passage to finally reach $|52 C\rangle$. The energy scales shown here do not reflect the real ones. (b) Ionic detection signals recorded for various Rydberg levels, superimposed on the same graph to show the state discrimination. The ionization threshold depends on both $n$ and $m .|52 D\rangle$ and $|52 F\rangle$ ionize at smaller fields than $|52 C\rangle$, while the ionizing field and arrival time of circular states grow with decreasing $n$. The corresponding electric field ramp is plotted under the atomic signals. It is chosen here to be slower than those implemented in most experiments, in order to clearly illustrate the level discrimination it enables.

Different Rydberg states ionize at different electric fields, and therefore at different times during the electric field ramp. By precisely recording the arrival time of the ions, we can deduce which Rydberg level the atoms were in at the time of the ionization. This is schematized in figure III. 1 (b), where we plot both the electric field over time and the corresponding ionic signal recorded for various Rydberg levels. The ionic detection scheme therefore allows us to discriminate between the different states involved in the circularization process. Triggering this detection technique gives a snapshot of the Rydberg level populations present at a given time in the experiment. We use the ionic detection to optimize parts of the circularization process and to diagnose the outcome of the manipulations of circular levels between different manifolds. Its main drawback is that it does not provide site-resolved results, as opposed to the optical detection scheme discussed so far. When possible, both techniques are implemented to provide complementary information on the state of the atoms.

## III.1.2 Laser excitation to $|52 D\rangle$

We perform the excitation to Rydberg levels with a two-photon optical transition, from $\left|5 S_{1 / 2}, F=2, m_{F}=2\right\rangle$ to $\left|52 D_{5 / 2}, m_{j}=5 / 2\right\rangle$, the highest laser-accessible state in the $n=52$ manifold, via the intermediate state $\left|6 P_{3 / 2}\right\rangle$. To do so, we use two counterpropagating beams aligned on the $x$ axis of the setup (cf. fig. II.3), one at 420 nm and the other at $1015 \mathrm{~nm} .{ }^{1}$ Both are $\sigma_{+}$-polarized with respect to the quantization axis, defined by the magnetic field $B_{x}=10 \mathrm{G}$, which splits apart ${ }^{2}$ the $\left|52 D_{5 / 2}\right\rangle$ sub-levels and allows us to aim for $m_{j}=+5 / 2$. The detuning with the intermediate level is set to approximately +500 MHz .

The beams originate from two titanium-sapphire lasers (Equinox-SolsTiS systems, M-Squared). One of them is frequency-doubled through a cavity doubler (ECD-X, M-Squared) to reach 420 nm . Both lasers are locked onto a Fabry-Perot etalon cavity and output around 1.5 W of light at their respective wavelengths. The lasers systems, which I set up and optimized, are detailed in appendix D. Each beam is shaped by a system of cylindrical lenses before reaching the atoms, in order to elongate them along the vertical direction $z$ while decreasing their size along $y$. We do so to maximize and homogenize the intensity focused in the plane where the atoms are, and to not lose light in the $y \neq 0$ regions of the experiment. Their measured waists are

$$
\begin{align*}
w_{y}^{(420)}=80 \mu \mathrm{~m}, \quad w_{z}^{(420)} & =372 \mu \mathrm{~m},  \tag{III.1}\\
w_{y}^{(1015)}=46 \mu \mathrm{~m}, \quad w_{z}^{(1015)} & =214 \mu \mathrm{~m} . \tag{III.2}
\end{align*}
$$

Given the optical power in each beam, 100 mW for the infrared laser and 190 mW for the blue one, we expect single-photon Rabi frequencies to be

$$
\begin{equation*}
\Omega_{420}=2 \pi \times 192 \mathrm{MHz}, \quad \Omega_{1015}=2 \pi \times 20 \mathrm{MHz} . \tag{III.3}
\end{equation*}
$$

The detuning with respect to the intermediate level is large compared to these Rabi frequencies: we can treat the excitation as the addressing of a two-level transition, from the ground-state to the Rydberg level. The two-photon Rabi frequency is then [186]:

$$
\begin{equation*}
\Omega=\frac{\Omega_{420} \Omega_{1015}}{2 \Delta}=2 \pi \times 3.8 \mathrm{MHz} \tag{III.4}
\end{equation*}
$$

where $\Delta=2 \pi \times 500 \mathrm{MHz}$ is the detuning with respect to the intermediate level.
The characterization of the excitation is shown in figure III.2. The experiment is carried out after the preparation of the trapped cold atoms, as described in chapter 2. A first reference image is taken, the atoms are re-cooled and optically pumped to $m_{F}=+2$, the adiabatic cooling is carried out, and the tweezers are then turned off for a few $\mu \mathrm{s}$ while the excitation lasers are turned on. The optical traps are off during the
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Figure III.2: Two-photon excitation to $|52 D\rangle$. (a) Sequence used to characterize the laser excitation. Both detection methods, optical and ionic, are implemented. (b) Spectrum of the laser excitation for a $0.4 \mu \mathrm{~s}$ pulse. The $x$-axes are centered on $\overline{\nu_{0}}$, the peak frequency of the average optical signal. Left panel: site-resolved data. Center panel: optical signal averaged over all sites and converted to counts, overlapped with the ionic signal. Right panel: spatial maps of the amplitude and central frequencies, obtained from the fits of the individual spectra. The dispersion in central frequencies reflects the spatial variation of the lasers' intensities. (c) Rabi oscillation signal: the measured average Rabi frequency is lower than the theoretical 3.8 MHz value but shows good homogeneity across the array, thanks to the cylindrical shape of the beams. The measured residual variations in Rabi frequencies across the vertical direction are in good agreement with the spatial profile of the two lasers.
excitation to avoid unwanted inhomogeneous light-shifts on the 2-photon transition across the array. We also keep the electric field at zero during the whole sequence, in order to reduce the Stark broadening of the transition induced by field gradients. The traps are switched back on right after the end of the laser pulse. Atoms that have been excited to $|52 D\rangle$ get repelled from the trapping region due to the ponderomotive force exerted on them by the tweezers, while the atoms that stayed in the ground-state are recaptured in their traps. We then proceed with our two measurements techniques. First, we trigger the ionic detection. A $\sim 100 \mu$ s electric field ramp ionizes the excited atoms, which we count via the scheme presented above. A second image is finally acquired and we compute, from the two frames, the recapture probability in each site of the array. If the laser excitation is efficient, the recapture probability is low and the ion counts are high. Panel (a) of figure III. 2 schematically represents the successive steps involved in the sequence.

The optical detection allows us to have site-resolved characterization of the excitation, as shown in the spectra on the left side of fig. III.2-(b). The data presented here was acquired with a non-rearranged $6 \times 7$ array, with $12 \mu \mathrm{~m}$ spacing and a laser pulse duration of $0.4 \mu \mathrm{~s}$. Each spectrum is well approximated by the theoretical line shape of a 2-level excitation by a square pulse of duration $\tau$ and frequency $\nu$ [186]:

$$
\begin{equation*}
\left.P(\nu)=y_{0}+A \operatorname{sinc}^{2}\left[\pi\left(\nu-\nu^{(0)}\right) \tau\right)\right] \tag{III.5}
\end{equation*}
$$

where $P$ is the transition probability and $\nu^{(0)}$ the resonant frequency. We extract, for each site $i$, the excitation efficiency $A_{i}$ and the central frequency $\nu_{i}^{(0)}$, which we map in fig. III. 2 (b). The direction of propagation of the excitation lasers corresponds to the horizontal axis of the grids. The excitation amplitude is rather homogeneous across the array, and yields the overall efficiency (amplitude of the site-averaged optical signal):

$$
\begin{equation*}
\overline{\eta_{52 D}}=0.83 \pm 0.02 . \tag{III.6}
\end{equation*}
$$

This data reflects a combination of both the optical pumping efficiency (usually about $90 \%$ ) and that of the laser pulse itself (around $93 \%$ according to the damping of the Rabi oscillations), in standard, day-to-day operations. With extra care on the optimization of the optical pumping process and precise re-alignment of the excitation lasers, we can reach a global efficiency of about $90 \%$ with any array of the same dimensions. These parameters are not re-optimized daily, and we end up with usual excitation efficiencies closer to $85 \%$.

The spatial variations in the central frequencies of the spectra reflect the laser intensity distribution across the array. The blue 420 nm beam light-shifts the addressed transition, so that atoms closer to its center experience a higher resonant frequency than those on the top and bottom edges of the array. This dispersion, of the order of 0.1 MHz , is nonetheless small compared to the $1 / \tau=2.2 \mathrm{MHz}$ fitted width of the spectra. Let us note here that this width is in good agreement with the $0.4 \mathrm{\mu s}$ pulse duration and confirms that the excitation is Fourier-limited: no unwanted process broadens the excitation spectrum.

The signal averaged on all sites and converted to counts is also plotted in figure III. 2 (b), along with the ionic data. The counts derived from the optical detection are computed using the $64 \%$ loading probability measured in this experiment. At resonance, $n_{\text {opt }}=22.1$ atoms are on average excited to $|52 D\rangle$ and not recaptured (difference between baseline and resonance). However, the ionic signal indicates that, on average at resonance, $n_{\text {ion }}=14.3$ atoms are detected (we integrate all the counts measured over the ramp). The discrepancy between the two numbers comes from the $150 \mu \mathrm{us}$ lifetime of $|52 D\rangle$, which is ionized $\sim 65 \mu \mathrm{~s}$ after its excitation by the lasers. Given these numbers, we expect the losses measured with the optical detection to translate into $n_{\text {opt }} \times e^{-65 / 150}=14.3$ ionic counts, in excellent agreement with the measured value. We therefore have near-perfect ionic detection efficiency. It is worth noting that, for the ionic measurement, we summed up all the detected ions, regardless of their arrival time. The signal is however spread over a rather large time window, maybe because of the Coulomb interaction between the charged particles during their flight to the channeltron, or because of atomic interactions and level crossings when the field is ramped up. This trick will not be possible when dealing with several Rydberg states at a time, as precise level-specific time windows will have to be defined.

We also show in figure III. 2 (c) the Rabi oscillation on the laser excitation. In the same fashion, we present the site-resolved results, the average optical detection signal translated into atomic counts, and the spatial map of the Rabi frequencies. The first main information from these results is the spatial distribution of the individual Rabi frequencies obtained over the array:

$$
\begin{equation*}
\left\langle\Omega_{i}\right\rangle=2 \pi \times(1.39 \pm 0.03) \mathrm{MHz} \tag{III.7}
\end{equation*}
$$

This value is much lower than the theoretical 3.8 MHz expectation. This could be explained by poor estimations of the laser powers effectively involved in the pulses, as the pulse peak powers might be lower than the continuous-operation values we measured. The polarizations of the beams might also not be as pure as we expect them to be. Although less probable, the low Rabi frequency could maybe indicate an erroneous alignment of the lasers in the system. The second notable feature of the Rabi signals is the spatial variation of the frequencies, explained by the intensity profile of the laser beams along the vertical direction $z$. Taking the measured vertical waists $w_{z}^{(420)}$ and $w_{z}^{(1015)}$, we expect the ratio between the 2 -photon Rabi frequencies at the center and at the top and bottom edges of the array to be $\Omega(z=30 \mu \mathrm{~m}) / \Omega(z=0 \mu \mathrm{~m})=0.95$. We indeed measure a ratio of 0.94 between the smallest and largest measured frequencies, indicating a good understanding of the spatial profile of the excitation. The spatial map of the Rabi frequencies is actually used to cautiously align the two excitation lasers onto the array.

Regardless of the unexpected average Rabi frequency, we overall implement an efficient and homogeneous excitation of the ground-state atoms to $\left|52 D_{5 / 2}, m_{j}=5 / 2\right\rangle$, with a mean $\overline{\eta_{52 D}}=83 \%$ efficiency and limited dispersion in the excitation properties over the full array. The two detection methods provide complementary diagnostics, with the main advantage of the optical detection being the site-resolved data. The
same methods will be implemented in the next steps of the process to reach circular states.

## III.1.3 Microwave transfer to $|52 F\rangle$

Because of its large quantum defect, $|52 D\rangle$ is much lower in energy than the $n=52$ sub-manifold where the high- $\ell$ states, and specifically $|52 C\rangle$, are located (as shown in the Stark map of figure I.2-[a]). The next step in reaching circular atoms is therefore the transfer to a state closer in energy to the high- $\ell$ levels, from which we will then be able to climb the "ladder" of states (depicted in fig. I.2-[b]) to reach $|52 C\rangle$.

We do so through a one-photon microwave transfer to a sub-level of $|52 F\rangle$. We address this transition in the same field conditions as the laser excitation: zero electric field (to minimize transition broadening) and a 10 G directing magnetic field along $x$, which defines the quantization axis. As explained in chapter $1,|52 D\rangle$ and $|52 F\rangle$ exhibit two different behaviors with these field parameters. On the one hand, the spin-orbit coupling in $|52 D\rangle$ still overcomes the effect of the magnetic field: the fine structure basis remains its relevant description and its $m_{j}$ sub-levels are linearly shifted by $B_{x}$. On the other hand, the spin-orbit coupling in $52 F$ is much weaker, so that it is subjected to the Paschen-Back effect. In 10 G , its coupling to the magnetic field dominates its behavior and its appropriate quantum numbers are $l, m$ and $m_{s}$. Starting from $\left|52 D_{5 / 2}, m_{j}=+5 / 2\right\rangle$, also written $\left|52 D, m=2, m_{s}=+1 / 2\right\rangle$, we can excite the atoms to any of the three states $\left|52 F, m, m_{s}=+1 / 2\right\rangle, m \in\{1,2,3\}$, according to the selection rules of the electric dipole transition. For reasons that will be explained later, $|52 F, m=2\rangle$ is the most convenient level to then reach $|52 C\rangle$. We therefore choose to address the $\Delta m=0$ transition, as drawn in figure III.3-(b) within the relevant level structure. In a magnetic field of 10 G , the frequency of this transition is 64.754 GHz . In the experimental setup, a signal generator (MG3692C, Anritsu) generates microwave at 16.19 GHz , which is then amplified and quadrupled (AMC-15-RFH00, Militech) before being shone by a horn onto the atoms through one of the chamber's windows. A PIN diode allows us to digitally control the activation and extinction of the microwave sent to the atoms, in order to implement square pulses with $0.1 \mu \mathrm{~s}$ time resolution (limited by the National Instruments card controlling the PIN diode).

We present in figure III. 3 the full characterization of the transition. The sequence, pictured in panel (a), implements both detection methods. After the initial cold-atoms preparation, the tweezers are turned off and a first laser $\pi$-pulse sends the atoms to $|52 D\rangle$. The microwave pulse, of tunable frequency and duration, is then applied. A second laser $\pi$-pulse lowers the remaining $|52 D\rangle$ atoms back to their ground-state, after which the tweezers are turned back on. The atoms transferred to $|52 F\rangle$ by the microwave pulse are kicked out of the trapping region by the tweezers and not recaptured. We count them via ionic detection, while optical detection computes the recapture probability for each set of microwave parameters, related to the number of $|52 D\rangle$ atoms after the microwave pulse. We show here the spectrum of the transition
(panel [c]), obtained with a $0.6 \mu \mathrm{~s}$ pulse. We also plot the Rabi oscillation signal at resonance the resonance frequency (panel [d]).

The site-resolved spectra obtained from optical detection are well approximated by the theoretical shape of equation (III.5). The individual resonant frequencies $\nu_{0}$ are very homogeneous, with only a 25 kHz dispersion across the lattice. The baselines, lower than 1 , reflect the imperfect laser $\pi$-pulse efficiency. In this experiment, the tweezers are turned off for $2.6 \mu \mathrm{~s}$, which is small with respect to the atomic temperature: recapture losses induced by the free flight during that time are negligible. The mosaic representing the individual amplitudes over the array shows some spatial variations. Atoms in the top-left corner have higher microwave transfer than the rest of the array. One deficient site, already outlying in the laser excitation, has a significantly lower amplitude than the rest. This specific tweezer might have an imperfect shape and therefore recapture less efficiently.

The averaged optical signal is also converted into counts. Through the $64 \%$ initial loading of the array, we initialize $n_{\mathrm{GS}}=26.7$ ground-state atoms. On average, at resonance, we recapture 1.9 atoms. These include the atoms unaffected by both laser pulses ( 0.8 atoms) and those excited to $|52 D\rangle$, not transferred to $|52 F\rangle$ and then brought back to the ground-state. Knowing the laser pulse efficiency, we compute from these numbers the mean microwave succes rate:

$$
\begin{equation*}
\overline{\eta_{52 F}}=0.94 \pm 0.01 \tag{III.8}
\end{equation*}
$$

The ionic signals of both $|52 D\rangle$ and $|52 F\rangle$ are trickier to analyze, and are presented here for indicative purposes only. Indeed, the arrival time windows of both levels exhibit some overlap. Even at microwave resonance, we count ions in the $|52 D\rangle$ window, which biases the results. The overlap can bee seen in the ionic signals of fig. III.1-(b), where a residual $|52 F\rangle$ orange signal appears in the blue $|52 D\rangle$ time window. Some non-negligible ion counts also occur after the two peaks, indicating some spreading of the flight times which are difficult to take into account to analyze level populations.

The Rabi oscillation of this microwave transition, presented in panel (b) of figure III.3, displays one noteworthy feature. The single-site Rabi frequencies exhibit a noticeable gradient across the array, with a $5 \%$ difference in value between the top-left and bottom-right corners of the lattice. We attribute this phenomenon to a gradient of microwave power across the array. With various gilded electrodes covering the inside of the sapphire structure, a microwave standing wave emerges during the pulse (of 4.6 mm -wavelength) and one of its nodes happens to be near the lattice. The spread in Rabi frequencies seems to explain the spatial variations of the spectra's amplitudes. In the spectrum sequence, not all sites experienced a $\pi$ pulse, leading to reduced amplitude in some regions of the array.

Overall, we retain from this characterization an efficient transfer of population from $\left|52 D_{5 / 2}, m_{j}=5 / 2\right\rangle$ to $\left|52 F, m=2, m_{s}=1 / 2\right\rangle$. Even though we witness a gradient in Rabi frequencies across the array, we reach an overall efficiency of $\overline{\eta_{52 F}}=94 \%$, which is satisfactory and allows us to proceed with the circularization.


Figure III.3: Microwave transition to $52 F$. (a) Experimental sequence. (b) Level structure, highlighting the selected atomic transition. (c) Spectrum of the transition, with the horizontal axes centered on $\overline{\nu_{0}}$, the central frequency of the average optical signal. Site-resolved data are fitted with the theoretical sinc line shape and yield the spatial distribution of amplitudes plotted in the mosaic. The optical recapture signal, averaged over all sites, indicates that, on average, 20.8 atoms are excited to $|52 F\rangle$ at resonance. The ionic signals are presented for comparison, but overlap between the detection windows of the two levels involved make them harder to analyze. (d) Rabi oscillations, exhibiting a gradient of Rabi frequencies across the array linked to inhomogeneity in the microwave power, probably explained by a nearby node in the microwave standing wave pattern.

## III. 2 Circularization to $|52 C\rangle$

The final part in the preparation of circular atoms is the transfer of population from the low- $\ell|52 F\rangle$ state to the circular state $|52 C\rangle$. Its purpose is the absorption of many quanta of angular momentum by the atoms, in a well-controlled manner, in order to reach the state $|52, m=51, k=0\rangle=|52 C\rangle$. This procedure is not as straightforward as the optical and microwave transitions previously addressed. We rely on a rapid adiabatic passage induced by a $\sigma_{+}$-polarized radio-frequency field. The adiabatic passage carries the atomic population up the lower-right diagonal of states in the Stark multiplicity (cf. fig. I. 2 of chapter 1). This method has been used for a long time in our team, and its robustness and efficiency were demonstrated in numerous results [170, 171, 187]. Since it has been described extensively in previous works [123, $135,144,145]$, we only recall here its basic general principle and its application to the $n=52$ manifold of rubidium 87 . We then discuss in more details its technical implementation, in its recently improved, "adiabatic passage B" version, and show the results it leads to in the setup.

## III.2.1 The adiabatic passage procedure

To go over the basics of the circularizing adiabatic passage, we consider a hydrogenic Rydberg manifold with principal quantum number $n$. A fixed electric field $\mathbf{F}$ lifts its degeneracy and defines the quantization axis. The purpose of the procedure is to climb the lower-right ladder of the manifold: we therefore only consider the atomic states $|n, m, k=m+1-n\rangle$ along this diagonal, written in the parabolic basis introduced in chapter 1 . Such states are unambiguously defined by $m$, or equivalently by $k=m+1-n$, so that we write them $|m\rangle$. The end goal is to reach, from a low- $m /$ high$k$ state, the circular level where $m=n-1$ and $k=0$. To do so, we couple these states with one another through a pure $\sigma_{+}$-polarized radio-frequency field. We denote its frequency $\omega$ and write $N$ the number of photons in its mode. Moreover, the atomic states have - considering their linear Stark shifts only - evenly-spaced bare energies $E_{m}=k \times \hbar \omega_{0}$, where $\hbar \omega_{0}=3 n e a_{0} F / 2$ according to equation (I.23) of chapter 1 .

The adiabatic passage is best understood in the dressed-atom formalism [188]. We describe the full atom-field system by state vectors $|m, N\rangle$. The radio-frequency field couples the neighboring states via single-photon transitions. More specifically, a state $|m, N\rangle$ is coupled to both $|m+1, N-1\rangle$ (absorption of a photon) and $|m-1, N+1\rangle$ (emission of a photon). We can thus restrict the analysis to the subspace of fixed total energy $\left\{\left|m, N_{0}-m\right\rangle\right\}$, where $m \in\{0, \ldots, n-1\}$ and $N_{0} \gg 1$ (high-intensity limit). We introduce the detuning $\Delta=\omega_{0}-\omega$ and coupling strength $\Omega=3$ nea $a_{0} \mathcal{E}_{\text {RF }} / \sqrt{2}$, where $\mathcal{E}_{\mathrm{RF}}$ if the field amplitude. The Hamiltonian of the system can then be written [189],


Figure III.4: Adiabatic passage for circularization. (a) Eigenenergies of the atom-field system, in the hydrogenic model and for a generic $n$, as a function of the detuning between the RF field frequency and the atomic level spacing. Black lines represent the eigenenergies without atom-radio-frequency coupling, while the coupled states are shown in red. The highest-energy level, plotted in purple, evolves from $|m=0\rangle$ to $|m=n-1\rangle$ as the detuning is ramped up. (b) Level structure involved in the adiabatic passage for rubidium. In $2.15 \mathrm{~V} / \mathrm{cm}$, the state $|m=2, k=-47\rangle$ happens to lie, thanks to its quantum defect, on the lower ladder of the manifold, at an energy that matches the ladder spacing. Starting from this level, the successive absorption of $49 \sigma_{+}$photons through the adiabatic passage leads to $|52 C\rangle$.
in matrix form:

$$
H=\hbar\left[\begin{array}{ccccc}
\ddots & \ddots & \ddots & & 0  \tag{III.9}\\
\ddots & (m-1) \Delta & -i \Omega a_{m-1} & 0 & \\
\ddots & i \Omega a_{m-1} & m \Delta & -i \Omega a_{m} & \ddots \\
& 0 & i \Omega a_{m} & (m+1) \Delta & \ddots \\
0 & & \ddots & \ddots & \ddots
\end{array}\right],
$$

where $a_{m}$ depends only on $m$. Its eigenenergies are analytically tractable for any field configuration $(\Omega, \Delta)$.

In the large detuning limit $|\Delta / \Omega| \gg 1$, the effect of the field coupling on the bare atomic energies becomes negligible. Two possibilities then arise:

- if $\Delta>0$, the eigenenergies are ordered with $m$, and $|m=0\rangle$ has the lowest energy,
- if $\Delta<0$, the order of the energies are reversed: $|m=n-1\rangle$ now has the lowest energy among atomic states.

The principle of the adiabatic passage is now clear: it consists in ramping the detuning from a large negative value to a large positive value ${ }^{3}$. If this is done in an adiabatic way, an atom initially in $|m=0\rangle$ ends up in $|m=n-1\rangle$, i.e., in the circular state. This procedure is illustrated in figure III. 4 (a), where we plot both the bare (in black) and dressed (red) eigenenergies of the system as a function of the detuning. The anticrossing of the coupled states is clearly visible, and the level followed by the atom is during the ramp is highlighted in purple.

The complete adiabatic procedure then splits into three parts, starting from an atomic population in $m=0$ and zero field amplitude:

1. the radio-frequency is turned on progressively, with a fixed large negative detuning, so as to dress the atoms: this is done adiabatically provided that $|d \Omega / d t| / \Delta^{2} \ll 1$,
2. the detuning is ramped up: the atoms remain in the highest-energy eigenstate if $|d \Delta / d t| / \Omega^{2} \ll 1$ [190],
3. the field amplitude is brought back to zero, under the same condition as the first step.

Following these steps in the right adiabatic conditions should therefore lead to a perfect population transfer to the circular state.

## III.2.2 Technical implementation

In practice, carrying out the adiabatic passage with non-Hydrogen atoms requires to address some additional details. Indeed, as described in chapter 1, low- $\ell$ Rydberg states of rubidium are affected by quantum defects: the ladder of states used for the adiabatic transfer only exhibits regular spacing for $m \geq 3$. We circumvent this issue with a careful choice of electric field and initial level: at $2.15 \mathrm{~V} / \mathrm{cm}$, the $|52, m=2, k=-47\rangle$ state happens to be 225 MHz below $|m=2, k=-48\rangle$, while the spacing in the ladder is also 225 MHz . Figure III. 4 (b) shows the relevant level structure in this specific field. The $|m=2, k=-47\rangle$ level is highlighted in red. It will be the starting point of the atoms in the adiabatic passage. $|52 F, m=2\rangle$ was specifically selected as an intermediate level in the full excitation procedure because it branches to $|m=2, k=-47\rangle$ when the electric field is switched on. In the experiment, we therefore ramp up the electric field right after the 52D-52F microwave transfer. We do so fast enough (in $0.2 \mu \mathrm{~s}$ ) so that anti-crossings with other levels are avoided and no purity losses are induced by the process. We keep $\mathbf{F}$ aligned with the magnetic field while doing so to preserve the quantization axis along $x$.

To proceed with the adiabatic transfer, we scan the detuning by actually ramping the electric field, instead of changing the RF frequency. We keep the RF frequency

[^14]at 225 MHz , while the static electric field strength sets the actual detuning: the resonance condition is fulfilled when $F=2.15 \mathrm{~V} / \mathrm{cm}$. At this field strength only, the ladder effectively extends from $|m=2, k=-47\rangle$ to the circular state and its spacing matches the RF frequency, as pictured in fig. III.4-(b). A field ramp from 2.05 to $2.25 \mathrm{~V} / \mathrm{cm}$ is then enough to go from a large negative detuning to a large positive one and implement the adiabatic passage. Through this process, the atoms absorb a total of 49 photons and end up in $|52 C\rangle$.

The radio-frequency field is created by four dedicated electrodes within the sapphire cube, shown in yellow in figure II. 2 of chapter 2. Specific RF circuitry allows us to control the amplitude and relative phases of the signals emitted by each of the four electrodes, numbered from 1 to 4 . Due to some malfunction with electrode 3, we actually only use the 1-2 pair to create the $\sigma_{+}$field. A signal generator (Synth-300, Acquitek) creates the 225 MHz signal, which is split between separate channels leading to the electrodes. On each channel, digitally-controlled mixers tune the RF amplitude (and bias-tees, also digitally-controlled, apply DC voltages to the electrodes to finetune the static field throughout the experimental sequence). The envelope of the RF pulse is shaped by an arbitrary waveform generator (33521A, Agilent Technologies) controlling mixers on each channel, so as to create a smooth pulse whose amplitude has a trapezoidal shape over time, fulfilling the adiabatic condition on its activation and extinction. A phase-shifter on channel 2 sets the relative phase between electrodes 1 and 2 , in order to be able to only have $\sigma_{+}$polarization at the atoms position. This point is actually crucial, as any residual $\sigma_{-}$polarization could hamper the efficient transfer of population to $|52 C\rangle$. The absorption of a $\sigma_{-}$photon removes the atom from the ladder via the $|m, k\rangle \rightarrow|m-1, k+1\rangle$ transition, and it will never reach the circular state. The optimization of the procedure is described below via the measurement of the circular state purity.

## III.2.3 Circular state purity

To assess and optimize the performance of the adiabatic passage, we rely on microwave spectroscopy. To already set the stage for interaction measurements, we use here a rearranged array of 6 pairs of atoms. The geometry of the system is drawn in figure III. 5 (c). The distance between neighboring pairs is $30 \mu \mathrm{~m}$, while the distance between two atoms within a pair is $10 \mu \mathrm{~m}$. To inhibit interactions, we rotate the full array in the $(x-z)$ plane so that the inter-atomic axis is at the angle $\theta_{0}=54.7^{\circ}$ with the electric and magnetic fields (along $x$ ), which define the quantization axis. As explained in chapter 1, in this configuration the dipole-dipole interactions are zero. We also proceed using the ionic detection only, as optical detection of circular states implies going back down to the ground state from the circular levels, which adds technicalities to the sequence and reduces the overall detection efficiency. We only explore the optical detection of circular states once the circularization has been properly optimized through the ionic detection method and once the trapping of Rydberg states is implemented.

The sequence designed to assess the purity is shown in figure III. 5 (a). We prepare the rearranged array of cold atoms, then turn the tweezers off and carry out the laser excitation and D-F microwave transition. The electric field is ramped up to branch $|52 F\rangle$ to $|52, m=2, k=-47\rangle$, after which the adiabatic passage is carried out, in version B (the most recent, efficient one). We can then apply a microwave probe pulse or not, and we finally trigger the ionic detection. The whole process, from the ground state to ionization of the circular atoms, takes less than $60 \mu \mathrm{~s}$. During this time, atoms move by less than 5 mm , which is negligible compared to the electric field structure. The efficiency of the ionic detection is therefore not affected by the free-flight of the atoms in this experiment.

Within a single manifold, high- $m$ states ionize at a significantly higher field than low- $\ell$ levels, as can be seen in the ionic signals of figure III. 1 (b). The first step in optimizing the adiabatic passage is therefore to maximize the time at which we record ions during the ionizing electric field ramp. The fine adjustment of the adiabatic passage parameters (radio-frequency pulse shape, amplitudes and phase for polarization purity, field ramp amplitude and timings) is then done through microwave spectroscopy between the $n=52$ and $n=50$ manifolds.

The relevant level structure is drawn in panel (b): thanks to the first step of rough optimization of the circularization, most atoms end up, after the adiabatic passage, in the three levels of highest $m$ in the manifold, among which $|52 C\rangle$. Using the notations of chapter 1, the two levels closest to $|52 C\rangle$ are called "elliptical states" and written $\left|52 E^{+}\right\rangle$and $\left|52 E^{-}\right\rangle$. An imperfect $\sigma_{+}$polarization or an insufficient RF power during adiabatic passage lead to populating these elliptical states instead of $|52 C\rangle$. The three levels cannot be distinguished via the ionic detection, as their ionization thresholds are almost identical. However, the ionic detection discriminates very well high- $m$ states of different manifolds, as illustrated by the ionization signals of different circular states in figure III. 1 (b). We write $p_{n}$ the counts recorded on average in the time window allotted to the high- $m$ states (among which $|n C\rangle$ ) of manifold $n$.

To assess the purity of the circular state preparation, we therefore use a two-photon microwave transfer to $n=50$, which serves as a probe of the population in the three high- $m$ levels of the 52 manifold. ${ }^{4}$ Thanks to their differential Stark shifts, in a field of $\sim 2 \mathrm{~V} / \mathrm{cm}$, the transitions $\left|52 E^{+}\right\rangle \rightarrow\left|50 E^{+}\right\rangle,|52 C\rangle \rightarrow|50 C\rangle$ and $\left|52 E^{-}\right\rangle \rightarrow\left|50 E^{-}\right\rangle$are each approximately $\sim 4 \mathrm{MHz}$ apart. We use this property to estimate the population distribution resulting from the adiabatic passage. For a single microwave frequency, we measure the transfer from $n=52$ to $n=50$, defined from the ionic counts as $p_{50} /\left(p_{50}+p_{52}\right)$. Scanning the frequency of the microwave probe pulse over 10 MHz around the $|52 C\rangle \rightarrow|50 C\rangle$ frequency ( 99.279 GHz ) yields a spectrum with three peaks, one for each of the three $\left|52 E^{+}\right\rangle \rightarrow\left|50 E^{+}\right\rangle,|52 C\rangle \rightarrow|50 C\rangle$ and $\left|52 E^{-}\right\rangle \rightarrow\left|50 E^{-}\right\rangle$tran-
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Figure III.5: Spectroscopic probe of the circular state purity. (a) Experimental sequence, with the corresponding evolution of the electric field, switched on after the D-F transfer to branch $|52 F\rangle$ to the starting level for the circularization. (b) Atomic levels involved in the 2-photon microwave probe of the circular state purity. The pink arrows depict the three 2-photon transitions probed in the spectra. (c) Geometry of the atomic arrays for this experiment. The tweezer lattice is shown in red dots. The rearranger places atoms on a sub-lattice of six pairs, used for the circular purity measurement. The angle between the quantization axis and the inter-atomic axis is chosen to inhibit interactions within pairs. (c) Spectrum of the microwave probe after careful optimization of the adiabatic passage: the elliptical-elliptical peaks are almost indiscernible, indicating a good circular state purity.
sitions. The relative heights of the three peaks are roughly proportional to the population distribution among the three levels at the end of the circularization. We can then precisely optimize the adiabatic passage parameters by maximizing the circularcircular peak while minimizing the two elliptical-elliptical ones.

The optimal purity was reached with a radio-frequency pulse of total duration $4 \mu \mathrm{~s}$, which comprises the $1 \mu \mathrm{~s} \mathrm{ramp}$ times to switch it on and off adiabatically. The electric field ramp has a $0.2 \mathrm{~V} / \mathrm{cm}$ amplitude and lasts $2 \mu \mathrm{~s}$. These parameters fulfill the adiabatic conditions previously discussed and are shown in the figure.

The full spectrum obtained after complete optimization of the circularization is plotted in figure III. 5 (c). The three peaks are labeled according to their corresponding atomic transitions. We fit each of them with the theoretical line-shape obtained from a square pulse. The microwave probe pulse duration used here is $0.9 \mu \mathrm{~s}$. We note that the data does not perfectly fit the sinc model, indicating that the pulse duration was slightly different from the optimal $\pi$-pulse for the central peak. We can nevertheless
estimate the amplitudes $A_{-}, A_{C-C}$ and $A_{+}$of the three peaks:

$$
\begin{equation*}
A_{-}=0.031 \pm 0.003, \quad A_{C-C}=0.92 \pm 0.02, \quad A_{+}=0.015 \pm 0.004 \tag{III.10}
\end{equation*}
$$

We deduce from these amplitudes the circularization efficiency, corresponding to the ratio between the amplitude of the central peak and the sum of the three amplitudes:

$$
\begin{equation*}
\overline{\eta_{52 C}}=\frac{A_{C-C}}{A_{-}+A_{C-C}+A_{+}} . \tag{III.11}
\end{equation*}
$$

In conclusion, the adiabatic passage is carried out in $4 \mu \mathrm{~s}$, with a satisfactory efficiency of:

$$
\begin{equation*}
\overline{\eta_{52 C}}=0.95 \pm 0.01 \tag{III.12}
\end{equation*}
$$

Some useful information can also be derived from the ionic counts. Over the span of the spectrum, the total number of detected atoms is stable and around $p_{\text {tot }}=p_{50}+p_{52}=6.4$. This is in good agreement with what we expect, given the limited room-temperature lifetime of circular states. Over the $50 \mu$ delay between their creation and their ionization, the atoms undergo black-body-induced transfers, mainly to their neighboring manifolds. We therefore have significant population transfer from $n=52$ to $n=51$ and $n=53$, and from $n=50$ to $n=51$ and $n=49$ before the ionization. Using the rate equations of appendix A. 1 to simulate the population evolution between the manifolds, we estimate that, at 300 K and in $50 \mu \mathrm{~s}, 29 \%$ of the atoms transfer to a neighboring circular state. We can then deduce the expected number of detected atoms, taking into account the number of rearranged sites (12), the laser, microwave and adiabatic transfer efficiencies ( $85 \%, 92 \%$ and $95 \%$ ) and the lifetime of the circular atoms. We get an expected number of atoms of 6.3 on average in each repetition of the sequence. This number matches the one we measure, indicating again near-perfect global efficiency in our ionic detection.

To sum up, the complete circularization protocol takes approximately $10 \mu \mathrm{~s}$ to elevate the single atoms from their ground state to $|52 C\rangle$. The laser excitation to $|52 D\rangle$ is carried out in less than $1 \mu \mathrm{~s}$ and the microwave transfer to $|52 F\rangle$ in $0.5 \mu \mathrm{~s}$. It then takes $0.5 \mu$ s to switch on the electric field diabatically, thus branching $|52 F\rangle$ onto the starting level of the circularization, and an additional $1 \mu \mathrm{~s}$ to let the static field settle. Adding the $4 \mu \mathrm{~s}$ of the RF adiabatic passage and some delays between all these events, we get a total duration of $10 \mu \mathrm{~s}$. The single-atom total preparation efficiency, from ground to circular state, is derived from those of the three successive steps:

$$
\begin{align*}
\overline{\eta_{\text {prep }}} & =\overline{\eta_{52 D}} \times \overline{\eta_{52 F}} \times \overline{\eta_{52 C}}  \tag{III.13}\\
& =0.73 \pm 0.02
\end{align*}
$$

Although adequate for experiments on interactions within pairs of atoms, this efficiency is obviously not suitable for the creation of large, defect-free ensembles of circular atoms. Even with some recurrent but time-consuming efforts spent on the
optical pumping and laser excitation optimizations that could bring it to $79 \%$, the efficiency would not be high enough to properly elevate large arrays to circular levels. Let us mention here some prospective ways in which the full circularization could be improved. First, more advanced beam-shaping of the Rydberg lasers [111] could improve the homogeneity of the transfer to Rydberg states. The simple laser excitation $\pi$-pulse could be replaced by a stimulated Raman adiabatic passage (STIRAP) [191-193], which is less demanding in terms of parameter optimization. Secondly, a better control of the microwave standing wave pattern in the experiment would reduce the gradient of microwave Rabi frequencies, thus improving the overall D-F transfer. Lastly, known methods of optimal control [194] could replace the radio-frequency adiabatic passage. In such schemes, a circularization fidelity above $96 \%$ is reached, through a process that takes about 100 ns . All in all, several techniques could greatly improve the performance of the circularization in this setup and make it adequate for experiments involving defect-free ensembles of tens of circular atoms.

To conclude this part, let us note that the setup allows us to de-circularize and then de-excite the circular atoms back to their ground state. By simply applying the symmetric electric field ramp and the same radio-frequency pulse as in the circularization, the atoms are brought back down to the base of the manifold, after which we can turn off the electric field and apply microwave and laser $\pi$-pulses to reach the ground state. With some extra care on the settling of the electric field before the $F-D$ transition, the de-excitation efficiencies are the same as the excitation ones. We will make use of this ability to study the circular atoms through the optical detection scheme, in order to get site-resolved measurements and diagnoses.

## III. 3 Individually-trapped circular atoms

Having tackled the preparation of circular atoms, we can turn to the matter of their individual trapping, a pre-requisite for appropriate control of their interactions over long timescales. To trap individual circular atoms, we use bottle beams (BoBs), that were already mentioned in chapter 2 . We recall that, thanks to a good understanding and control of the SLM phase masks designed for their implementation, the arrays of BoBs we create display low aberrations. The BoBs are defect-free and homogeneous in shape across the $100 \mu \mathrm{~m} \times 100 \mu \mathrm{~m}$ region of the experiment. To provide more insight into the particular shape of a bottle beam, we start this section by detailing its geometry. We then proceed with the demonstration of the trapping of circular atoms, before discussing the in situ characterization of the traps and the coherent manipulation of individual circular atoms within them. All of the data shown here was acquired with the adiabatic passage B, except in the last section where adiabatic passage A was still in use.

## III.3.1 Optical trapping of circular states

As explained in the first chapter, Rydberg atoms interact with off-resonant radiation through the ponderomotive effect. In a given intensity distribution $I(\mathbf{r})$, a Rydberg
atom is subjected to the classical potential

$$
\begin{equation*}
V(\mathbf{r})=\frac{e^{2}}{2 m_{e} c \epsilon_{0} \omega^{2}} I(\mathbf{r})=h \times 1.52 \mathrm{MHz} /\left(\mathrm{mW}_{\mathrm{Mm}}{ }^{-2}\right) \times I(\mathbf{r}) \tag{III.14}
\end{equation*}
$$

The second part of the equation is written for a wavelength of 821 nm , as is the case in the experiment. In an inhomogeneous light field, Rydberg atoms are low-field seekers: they are attracted to regions of lowest intensities. The purpose of the bottle beam is therefore to create a field distribution in which a small volume with low intensity is surrounded in all directions by higher intensity. We recall that a single bottle beam is generated by a specific phase pattern on an SLM, where the incoming beam has a 4 mm waist. A $\pi$ phase-shift over a radius of 3.35 mm induces destructive interference between the inner and outer parts of the beam when focused by the aspheric lens. Adding the lattice-defining phase mask and the aberration correction to the SLM profile ultimately creates arbitrary arrays of such bottle beams, as shown in the image of figure II. 4 in the second chapter.

## The bottle beam trap

We focus here on the specific geometry of a single bottle beam. Its theoretical intensity profile is plotted in figure III. 6 , computed using the 16.3 mm focal length of the aspheric lens for size accuracy. The total power is chosen to be 30 mW , a value similar to what we use in most experiments. The axes are set according to the real orientation of the bottle beams in the setup. The direction of propagation is $y$, while the transverse profile is in the $x-z$ plane. The beam has an elongated shape and cylindrical symmetry, as shown by the 2 D cuts of the figure. It is made up of two lobes of high intensity approximately $13 \mu \mathrm{~m}$ apart along $y$, linked by an outer "tube" of about $3 \mu \mathrm{~m}$ diameter. Three quantities characterize the bottle beam trap: its depth and its two trapping frequencies.

For a power of 30 mW , the trapping depth is estimated to be $60 \mu \mathrm{~K}$ from athe numerical simulation of its shape. This value corresponds to the height of the trapping potential along diagonals in the $y-z$ cut profile. Indeed, at the edges of the high-intensity lobes, the intensity is not as high as in the transverse ring, and this is where leakage is most likely to happen if the bottle beam is not intense enough. In the leakage direction, we estimate that the height of the trap goes as $\sim 2 \mu \mathrm{~K} / \mathrm{mW}$. For comparison, the height of the ring scales with the total power approximately as $3 \mu \mathrm{~K} / \mathrm{mW}$.

To determine the expected trapping frequencies, we fit the intensity profiles of the beam along two axes, shown in white dashed lines in figure III.6. From the two cuts, we get the estimated transverse and longitudinal frequencies:

$$
\begin{equation*}
\omega_{t}=2 \pi \times 21.3 \pm 1.2 \mathrm{kHz}, \quad \omega_{l}=2 \pi \times 7.6 \pm 0.2 \mathrm{kHz} \tag{III.15}
\end{equation*}
$$

The harmonic approximation holds true for radial distances $r<1 \mu \mathrm{~m}$ and longitudinal positions $-3 \mu \mathrm{~m}<y<3 \mu \mathrm{~m}$. Further away from these bounds, the intensity distribution deviates from a quadratic shape, as quartic terms become non-negligible. The


Figure III.6: Bottle beam intensity distribution for 30 mW total power. The harmonic approximation of the profiles are plotted in red dashed lines in the lower panel.
trapping frequencies approximately scale as the square-root of the total power, with potential deviations to this rule because of the trap's imperfect harmonicity. These values are useful to estimate the stability issues for systems of trapped, interacting atoms, as addressed in appendix B.

In the experiment, we are able to create arbitrary arrays of such optical traps. Thanks to a good aberration control, bottle beams have low defects over large, $100 \mu \mathrm{~m}$ wide arrays. The main limitation of the setup is the number of bottle beams we can implement at once. We are ultimately constrained by the total available power in the laser that generates the three trapping systems (tweezers, moving tweezer and bottle beams). Using trap characterizations presented at the end of this chapter, we estimate that a total of $\sim 360 \mathrm{~mW}$ can be allotted to the bottle beams. From this value, we infer the expected trapping depths and frequencies as functions of the number of bottle beams implemented, a useful calibration to check the consistency of some experiments. The result is shown in figure III.7, which presents a rough estimation of the depths and transverse frequencies. Adding to the gaussian approximation for the shape of the bottle beams, the SLM diffracting efficiency might slightly depend on the number of traps we create: we suspect that less power goes into the first diffracted order when


Figure III.7: Computed estimations of the bottle beams' depth and transverse trapping frequency, as functions of the number of sites $N$ generated in the experiment. We plot here the theoretical estimations based on the $\sim 360 \mathrm{~mW}$ total available laser power and using the scaling laws: $1 / N$ for the depth and $1 / \sqrt{N}$ for the transverse trapping frequency. However, an-harmonicity in the trap and non-linearity in the SLM diffraction efficiency probably lead to deviations from these indicative values.
we generate 18 BoBs than when we only create two of them. Figure III. 7 therefore only provides an indicative assessment of the traps characteristics for different numbers of sites. In the following results, we choose the geometry of the bottle beam array from a trade-off between the available laser power and the atomic temperature. Finally, the bottle beam array is always a sub-lattice of the tweezers, corresponding to the rearranging target. The overlap of the two arrays is regularly adjusted so that the bottle beams are correctly centered onto the tweezers of the target sub-lattice for proper atomic transfer from one trap to another in the experiments.

## Demonstration of trapping

To trap circular atoms, and more generally any Rydberg state involved in the experiments, we turn on the bottle beams right after the laser excitation pulse. Low- $\ell$ Rydberg states, such as $|52 D\rangle$ and $|52 F\rangle$, also experience the ponderomotive force, just as circular atoms do. The rest of the preparation sequence (microwave transfer and adiabatic passage) is carried out while the atoms are trapped in the bottle beams. We checked that the various preparation steps are not affected by the trapping. No detectable difference was seen in the preparation efficiency whether the Rydberg atoms were trapped or not.

In order to demonstrate that we efficiently capture individual circular atoms, we rely on optical detection. After a variable waiting time $\tau$ spent in $|52 C\rangle$, during which the atoms are supposedly trapped, we run a second adiabatic passage to de-circularize the atoms. The radio-frequency pulse is the same as before, but the electric field ramp is now the opposite of the one use in the circularization. We then apply a microwave $|52 F\rangle \rightarrow|52 D\rangle \pi$-pulse, turn the electric field off, turn the bottle beams off, and deexcite the atoms to their ground state through the optical transition. At this point, the tweezers are turned back on, and we count the number of recaptured atoms. The full sequence is pictured in figure III. 8 (a), in a similar fashion as before. We also run the same acquisition, but without turning on the BoBs.

This experiment constitutes the basis onto which we build the more complex manipulations presented in chapter 4. For its results to be as relevant as possible in subsequent discussions, we carry it out in a similar geometrical configuration as the one used for interaction investigations. The results presented here are therefore not the same as the ones in [123] and [122]. We create here three pairs of atoms, as shown in panel (b) of figure III.8. The rearranger positions the ground-state atoms in the target pairs only, where the six bottle beams are placed. The maximum available amount of power is sent in the six bottle beams, i.e., around 62 mW per trap. Within each pair, the angle between the inter-atomic axis and the quantization axis is equal to $\theta_{0}$, so that no dipole-dipole interactions between the atoms emerge during the sequence. This specificity is based on investigations presented in chapter 4.

The site-resolved optical data clearly indicates efficient trapping of the circular atoms. Even after a waiting time of several hundred microseconds, recapture is significantly higher than when the atoms are free. The recapture decay is mainly due to black-body-induced transitions to other circular states during the waiting time. The atoms that transfer to neighboring manifolds are not de-excited to their ground state. Even though they might remain trapped in the bottle beams, they result in an inevitable decay of the recapture probability over time. The recapture at the shortest waiting time, of $20 \mu \mathrm{~s}$, is about $50 \%$. It matches the back-and-forth efficiency of ground-state to circular to ground-state evolution ( ${\overline{\eta_{\text {prep }}}}^{2} \simeq 53 \%$ ), and confirms the successful manipulation of the atoms, even in the bottle beams.

To estimate additional losses, we compute the average recapture probability over the six sites and compare it to the theoretical population evolution of $|52 C\rangle$, computed numerically for a black-body temperature of 300 K in free space (cf. appendix A.1), taking into account the transfers to elliptical states for improved accuracy. The overlap between the two is shown in panel (d) of figure III.8. The expected evolution is normalized to match the recapture at the shortest waiting time. Over the first $\sim 200 \mu \mathrm{~s}$, the recapture decay follows the population evolution. After that, we recapture less atoms than we should according to the numerical simulation: at 1 ms waiting time, recapture of trapped atoms is around $3 \%$, when we expect it to be higher than $10 \%$. Some additional exploration would be required to address this issue. In earlier experiments, presented in [122] and [123], we had reached a configuration in which the data


Figure III.8: Demonstration of individual optical trapping of circular atoms. (a) Experimental sequence: the bottle beams are activated as soon as the atoms are excited to a Rydberg state, after which they are circularized and left in their traps for a variable delay $\tau$. The atoms are then brought back to their ground state and recaptured in their tweezers. (b) Trapping geometry used in this experiment. Three pairs of atoms are implemented, with a spatial arrangement tailored to inhibit interactions between the two atoms of each pair. (c) Site-resolved recapture probability, plotted in semilogarithmic scale, with (red) and without (dark blue) activating the bottle beams. In each site, the evidence of trapping is manifest, with a recapture probability being much larger when the BoBs are turned on. (d) Averaged data, compared with the simulated population evolution of $|52 C\rangle$ at 300 K . Although the proof of trapping is clear, the comparison with the theoretical population decay reveals some unexpected losses after several hundred microseconds.
followed the theoretical evolution for up to 1 ms of trapping. However, the experiments related to interactions only take place over a much shorter timescale, of tens of microseconds. We therefore do not particularly need to address the unkown decay at long timescales in this work. They could be related to a wrong estimation of the theoretical evolution, as the atoms are not really in a free-space environment. The surrounding structure of electrodes could create a field distribution that enhances the black-body microwave transitions.

## III.3.2 Site-resolved coherent manipulation of circular atoms

Now that we have proven the optical trapping of individual circular atoms, we move on to the manipulation and measurement of their internal state while confined inside the bottle beams. Several experiments can be carried out to characterize the trapped circular atoms and check that the ponderomotive action does not affect their properties. These investigations, which study the lifetimes and coherence characteristics of the trapped atoms, are thoroughly described in [123]. Their main conclusion is that the trapping does not modify the single-atom properties in any noticeable way, except for some light-shift induced on microwave transitions at maximal trapping power, when working with a single site.

We only present here the simplest of these experiments, namely the basic driving of the $|52 C\rangle \leftrightarrow|50 C\rangle$ transition. This is the same transition we addressed earlier to estimate the purity of the circular state preparation. However, we now proceed with trapped atoms and optical detection, instead of the ionic one. Apart from highlighting our ability to act on the atomic levels of the trapped atoms, this new manipulation more importantly demonstrates the site-resolved detection of circular levels, an essential feature of the future quantum simulator. The experimental sequence starts with the preparation of the cold atoms, rearranged into 3 pairs, as in the above trapping experiment. The six atoms are then transferred to $|52 C\rangle$ while trapped in their individual bottle beams. The microwave 2-photon pulse to $|50 C\rangle$ is applied right after the end of the adiabatic passage. We finally de-circularize the atoms and bring them back to their ground state. Since the adiabatic passage is tailored to the $n=52$ manifold levels, the atoms transferred to $|50 C\rangle$ by the microwave pulse are neither de-circularized nor recaptured in the ground-state tweezers at the end of the sequence. The recapture signal therefore provides a site-resolved, circular state-selective detection method.

The full sequence is shown in figure III. 9 (a). By scanning the frequency of the microwave pulse, we first examine the spectrum of the transition, obtained from the computed recapture probability in each site and for each microwave frequency. The six spectra are plotted in (b) and centered on the average resonance frequency $\overline{\nu_{0}}$. The position of the individual plots follow the general geometry of the atomic arrangement.

The $\sim 50 \%$ baseline of the spectra corresponds to the first point, at shortest waiting time, of the trapping experiment, when the recapture reflects the combined efficiencies of the excitation and de-excitation processes. At resonance, the recapture probability drops to a few percents. The origin of the remaining signal can be attributed to a combination of several effects: ground-state atoms that are not excites to Rydberg states and remain in the bottle beams' lobes during the sequence, $|50 C\rangle$ atoms that are de-excited back to their ground state, or $|50\rangle$ atoms that undergo black-body transitions to $|52 C\rangle$ before the de-excitation. We nonetheless obtain a good contrast on the transition, and therefore good circular-state selectivity with this detection method.

We then drive Rabi oscillations on this transition. The site-resolved data is shown in panel (c) of figure III.9. We measure individual oscillations over 5 periods, with an


Figure III.9: Circular-circular $(|50 C\rangle \rightarrow|50 C\rangle)$ microwave spectroscopy, with siteresolved detection. (a) Experimental sequence, built upon that of the circular-atom trapping experiment. The microwave probe pulse is pictured in dark blue and is followed by the state-selective de-excitation process, so as to optically detect whether each atom was in $|52 C\rangle$ or not. (b) Individual optical spectra: recapture probability as a function of the microwave frequency. (c) Rabi oscillations on the transition. The background color represents the fitted Rabi frequency in each site, thus showing the overall $\sim 7 \%$ dispersion in Rabi frequencies because of microwave power gradients.
average Rabi frequency of $0.51 \pm 0.01 \mathrm{MHz}$ and no noticeable damping. The individual fitted Rabi frequencies are displayed through the background color of each plot. We recognize here the microwave power gradient first observed when characterizing the $|52 D\rangle \rightarrow|52 F\rangle$ transition. The atoms of the lower-left part of the experiment display a Rabi frequency about $7 \%$ slower than those of the top right corner.

More advanced experiments were carried out on top of this simple microwave spectroscopy. They are all addressed in [123], and we only give here their most important results. By going to longer microwave pulses, we first measured a single-atom damping time of $51 \pm 6 \mu$ on the $|52 C\rangle \rightarrow|50 C\rangle$ oscillations. We then performed Ramsey interferometry experiments with the trapped atoms, still based on the $n=52 \rightarrow n=50$ transition. Using the full spatial extent of the trapping region and via the sensitivity of the Ramsey method to dephasing, we measured an electric field variation below $1 \mathrm{mV} / \mathrm{cm}$ over the $100 \mu \mathrm{~m} \times 100 \mu \mathrm{~m}$ extent of the trapping region. Then, working with a single site only, we obtained a characteristic coherence time $T_{2}=61 \pm 8 \mu \mathrm{~s}$ for a trapped circular atom. This result is compatible with the estimated $0.9 \mathrm{mV} / \mathrm{cm}$ electric field noise in the setup, associated with $\sim 2 \mathrm{kHz}$ temporal fluctuations on the two-photon transition. We checked that the ponderomotive trapping does not have a detrimental effect on the coherence properties of the atoms. Finally, by triggering the ionic detection of the circular atoms at various instants after their preparation, we reconstructed the population evolution ruled by black-body transfers between manifolds, with and without the bottle beams. No difference was seen in the atomic evolution between the two configurations, and the lifetime of the atoms is therefore not affected by the trapping beams.

Altogether, the measurements presented here, although fundamentally simple, demonstrated the possibility of implementing site-resolved measurements of the coherent manipulation of individual circular atoms. Within the prospect of a quantum simulator based on circular-atom qubits, site-resolution in measurements is a key ingredient to study many-body phenomena. All in all, these results ultimately strengthen our confidence in the long-term success of this project.

## III.3.3 In situ bottle beam characterization

We conclude this chapter with an in situ measurement of the bottle beams' transverse trapping frequency. This experiment is rather tricky to carry out, as it requires a fine adjustment of the traps' positions and results in a low signal-to-noise ratio. We acquired the data presented here for the purpose of Brice Ravon's thesis, before setting up the rearranging beam and with the old version A of the adiabatic passage. However, the conclusions drawn from these results are still valid, since the trap preparation method or optical setup have not evolved since then.

We consider here a non-rearranged array of $3 \times 6$ sites. The initial preparation of the ground-state atoms is done as usual, minus the rearranging part. The tweezers are then turned off to proceed with the laser excitation, after which the bottle beams are switched on. The bottle beams are positioned so that their centers have a +300 nm offset along $x$ with respect to the ground-state tweezers. Due to this offset, when the bottle beams are turned on, the Rydberg atoms are in non-zero light, with positive potential energy. They start to oscillate within their traps, all in phase, and along the $x$ direction. The rest of the preparation and circularization is done while the atoms
move in their bottle beams. We then implement a release-recapture experiment with the BoBs , as was done with the tweezers. The bottle beams are turned off during a 15 us delay, and we scan the time at which this is done. If, when switching off the BoBs, the atoms are at the center of their trap with high velocity, they will not be recaptured $15 \mu \mathrm{~s}$ later. However, if they are at one end of their periodic motion as the extinction occurs, with zero velocity but maximal potential energy, they will be recaptured in their BoBs. The total time spent in the bottle beams (before and after the release) is around $200 \mu \mathrm{~s}$. We finally de-circularize the recaptured atoms and revert to the tweezers. The site-resolved tweezer recapture probability, plotted as a function of the time at which the BoBs are switched off, is shown in figure III. 10 (c). Although noisy, each result can be fitted with a damped sinusoidal oscillation. Its frequency is twice the transverse trapping frequency of the bottle beam trap.

The mosaic plot of figure III. 10 displays the distribution of trapping frequencies across the array. We find an average value

$$
\begin{equation*}
\left\langle\omega_{t}\right\rangle=2 \pi \times(15.7 \pm 0.6) \mathrm{kHz} \tag{III.16}
\end{equation*}
$$

One particular outlying trap displays a significantly lower trapping frequency, but the full array is otherwise rather homogeneous. Using the theoretical BoB intensity distribution presented earlier, we can deduce the power effectively input in each bottle beam. From the measured trapping frequencies, we get the average power:

$$
\begin{equation*}
\langle P\rangle=20 \pm 2 \mathrm{~mW} . \tag{III.17}
\end{equation*}
$$

This measurement is in good agreement with the total estimated power sent in the bottle beam array, of about 360 mW . We also conducted the same experiment but with the tweezer-BoB position offset along the $z$ direction, and found similar results. One could finally imagine an identical measurement of the longitudinal frequency $\omega_{l}$, with an offset along the $y$ axis. However, we expect $\omega_{l}$ to be three times smaller than $\omega_{t}$. Its measurement would require longer sequences to observe a similar number of oscillations, which would further reduce the signal-to-noise ratio of the data. Furthermore, the estimation of $\omega_{l}$ is not as important as that of $\omega_{t}$ for the scope of this work. We will later address the atomic motion linked to the interactions, which is induced in the $x-z$ plane. The relation between longitudinal motion along $y$ and interactions is only of the second-order kind and will be discarded, as in the formal spin-phonon study of the first chapter. The measurement of the transverse trapping frequency provides enough characterization of the traps for our purposes. Perhaps more generally, it also validates our mastery of holographic optical shaping methods and the precision of the trapping array definition.


Figure III.10: Measurement of the transverse trapping frequency of the bottle beams. (a) Release-recapture sequence, performed while the Rydberg atoms oscillate in their traps thanks to a position offset between the tweezer and BoB arrays. (b) Geometry implemented for the measurement. The circular atoms are shown off-centered in their bottle beams to illustrate their initial position when switching on the BoBs. (c) Site-resolved recapture data, displaying oscillations that we fit with damped sinusoidal functions. (d) Average recapture probability, displaying a clearer oscillation. (e) Array of transverse trapping frequencies deduced from the individual results.

## Conclusion of chapter 3

The third chapter addressed the "Rydberg" part of the experiment. We presented here the successive processes implemented to excite the atomic lattices to circular levels, along with the specific apparatus and techniques used to trap, manipulate and detect them. The discussion was centered on single-atom results, so as to estimate the overall efficiency of the preparation procedure and to introduce as clearly as possible the several methods that will later be applied to the more complex study of their interactions.

The excitation to circular states is divided in three successive steps, each subject to specific challenges. The three stages go as follows:

1. Two-photon laser excitation to $\left|52 D_{5 / 2}, m_{j}=5 / 2\right\rangle$, in 10 G and zero electric field, of unexpectedly low 1.4 MHz Rabi frequency but with satisfactory efficiency $\overline{\eta_{52 D}}=83 \pm 2 \%$. Through a careful optimization of the prior optical pumping procedure and a painstaking re-alignment of the two cylindrical excitation beams, it is however possible to reach daily efficiencies higher than $90 \%$.
2. Microwave transfer to $|52 F, m=2\rangle$, still in zero electric electric field and directing magnetic field. Although quite efficient, with a correct transfer of $\overline{\eta_{52} F}=94 \pm 1 \%$ of the atoms, the study of this transition reveals significant microwave power inhomogeneities over the trapping area. After the microwave transfer, the electric field is suddenly ramped up to $2.25 \mathrm{~V} / \mathrm{cm}$ to branch $|52 F\rangle$ onto $\mid n=52, m=$ $2, k=-47\rangle$, the state of the parabolic basis chosen to be the starting point of the subsequent adiabatic passage.
3. Radio-frequency adiabatic transfer, from $|n=52, m=2, k=-47\rangle$ to $|52 C\rangle$. By ramping the electric field over $0.2 \mathrm{~V} / \mathrm{cm}$ while applying a radio-frequency field of 225 MHz (and under some adiabatic conditions), the atoms each absorb 49 $\sigma^{+}$-polarized photons and reach the circular level $|52 C\rangle$. We probe the efficiency of the adiabatic passage via a two-photon microwave spectroscopy to the $n=50$ manifold, which yields the circular purity $\overline{\eta_{52 C}}=95 \pm 1 \%$.

The whole process takes about $10 \mu \mathrm{~s}$ and has a total cumulative efficiency of around $73 \%$, from ground-state to circular level. To implement and characterize these successive steps, we partly relied on the ionic detection mechanism, a specific sub-system of the setup designed to offer state-resolved detection of the Rydberg atoms, but lacking spatial resolution.

A way to overcome this bottleneck is to rely on the de-circularization of $|52 C\rangle$, which leads to a site-resolved - albeit binary - detection of the circular atoms. Through this technique, we are able to measure, in each individual site, whether or not a $|52 C\rangle$ atom was present at the outcome of the experimental manipulations. Thanks to this method, we proved that the bottle beams properly trap the circular atoms. Over $200 \mu \mathrm{~s}$, the atoms are confined in their respective traps and their internal states follow the probabilistic microwave black-body-induced evolution between manifolds. After that, some discrepancy between the data and theory emerges, which is fortunately
irrelevant for the scope of this work, focused on shorter timescales.
We further demonstrated the potential of combining optical detection and circular Rydberg manipulation by presenting the coherent control of circular states, in optical traps, measured with site-resolution. Through a simple microwave spectroscopy of the $|52 C\rangle \rightarrow|50 C\rangle$ transition, we illustrated the good level discrimination between two circular states offered by the optical detection. At this point, we have arguably created the embryos of the quantum simulator qubits. We can prepare deterministic lattices of circular atoms, coherently drive transitions between two of their circular levels, and detect their internal state with single-site resolution. Although some improvements could be made in the preparation fidelity and trapping efficiency, what we showed in this chapter constitutes a promising set of results and a solid starting point for the study of the interactions.

## Chapter IV

## Interactions between trapped circular atoms

Having covered the creation of arbitrary, defect-free arrays of trapped circular atoms, we are ready to finally tackle the experimental characterization of their interactions. The fourth chapter describes our most recent results, obtained throughout the major part of my fifth and final year of PhD studies. They address the implementation and measurement of controlled circular-circular interactions. To venture into this new, uncharted territory of circular-Rydberg physics, we decided to simplify our endeavor by two different means. First, we restricted this study to pairs of circular atoms only, so as to characterize the couplings in the most elementary geometric configuration. Secondly, we chose to examine the first-order, resonant dipole-dipole interaction between circular states $|n C\rangle$ and $|(n+1) C\rangle$. As discussed in the first chapter, at atomic distances of several microns, the resonant interactions are of the order of the MHz , whereas the second-order van der Waals interactions are about a hundred times weaker. A spectroscopic characterization of the interactions is therefore easier to carry out in the resonant case, with line splittings and displacements in the MHz range, as compared to tens of kHz in the van der Waals configuration. Moreover, measurements of the pair-state evolution over time also favor the resonant case over the van der Waals one, since the setup currently operates at room-temperature. At 300 K , the lifetime of circular atoms with $n \sim 50$ is of the order of $130 \mu \mathrm{~s}$. A pair of such states will therefore remain intact for about $65 \mu \mathrm{~s}$ on average, which does not leave enough time to accurately observe pair-state oscillations if the frequency involved is that of the van der Waals interactions.

The interaction regimes explored here are therefore different from those of the longterm circular atom simulator. Their investigation is nonetheless a significant milestone in this context. With this work, we depart from single-atom physics and enter the field of circular atoms in dipole-dipole interactions. With it come several new technical difficulties, that we learn to overcome through these preliminary steps. Furthermore, within the larger global context of quantum simulation efforts, these results can be seen as the first implementation of a new kind of interacting spins, in which the spin states are encoded onto circular Rydberg levels.

All of the results of this last chapter are based on the theory of the resonant, first-order dipole-dipole interaction, introduced in chapter 1. Figure I. 4 provides the theoretical framework in which the results presented here can be understood.

The organization of this chapter follows the real progression of our experiments, which allows us to underline the difficulties inherent to the study of circular-circular interactions and to explain the means implemented to overcome them. The data shown in the first experiments was acquired with adiabatic passage A, but we then switched to the settings of adiabatic passage B for improved results. We will signal in the text the moment where version B starts being used.

We start by presenting the specific conditions first chosen to explore the resonant interactions in pairs of circular atoms. We detail the selected geometry and level scheme, and introduce the microwave transition used to probe the relevant coupling. We exhibit the first clear evidence of interactions, first in the frequency domain with microwave spectra, and then in the time domain with driven Rabi oscillations of the pair states. Next, we explore the geometric dependence of the interaction, by varying both the distance between the atoms and the orientation of the pairs with respect to the quantization axis. While doing so, we witnessed some discrepancies between the data and theoretical expectations, explained by atomic motion induced by interactions between the atoms when in low- $\ell$ states, before the circularization process. This led us to refine the preparation procedure to mitigate these effects and recover data in perfect agreement with the theory. We finally dedicate the last part of this chapter to the observation of spin exchange between two atoms. To reach this result, we implement a site-selective preparation sequence based on the dipole blockade mechanism. Using all the setup's features to their full capacity, we witness the coherent exchange of a spin excitation between two circular atoms, a first step in the realm of circular-atom quantum simulations.

## IV. 1 Microwave probe of the resonant interaction

## IV.1.1 Atomic configuration

As we saw in previous chapters, we are now able to create any arrangement of up to approximately 20 trapped circular atoms. To witness interactions, we focus on pairs of atoms only, which should already exhibit evidences of couplings adjustable via the geometry of the system. The spatial parametrization of a single pair is schematically depicted in figure IV.1. The quantization axis, defined by the orientation of the electric field, is still along $x$ for now. The circular atoms are placed in bottle beams that propagate along $y$, meaning that they are tightly trapped in the $x-z$ plane and more loosely confined in the $y$ direction. The two geometric parameters that define the interactions within the pair are $d$, the distance between the two atoms, and $\theta_{\mathrm{m}}$, the angle between the inter-atomic axis and the quantization axis. In practice, $d$ corresponds to


Figure IV.1: Geometric parametrization of the pair interactions for the preliminary microwave spectroscopy experiments. The electric and magnetic fields are along $x$ and define the quantization axis throughout the sequence. The circular atoms are arbitrarily placed with respect to one another via the positions of their traps, which allows us to control and tune both $d$, the inter-atomic distance, and $\theta_{\mathrm{m}}$, the pair orientation with respect to the quantization axis.
the distance between the two bottle beams' minima. It will be in the $7-16 \mu \mathrm{~m}$ range in all the experiments presented in this chapter to keep the interaction energy close to the MHz . As we have previously seen, a circular atom can move around its trap minimum, so we assume that the inter-atomic distance can fluctuate by hundreds of nanometers around $d$. To make things clear and maintain consistency with the notations of the rest of the text, we keep $d$ as the distance between the traps minima and write $r$ the actual inter-atomic distance. The versatility of the trapping setup allows us to arbitrarily vary both $d$ and $\theta_{\mathrm{m}}$.

The sequence implemented to probe the pair interactions is pictured in figure IV. 2 (a). We proceed with the usual successive steps: the preparation and rearrangement of the ground-state atoms in the desired geometry, their excitation to Rydberg states and their circularization to $|52 C\rangle$. The bottle beam array is the same as the tweezer sublattice targeted by the rearrangement procedure. The bottle beams are turned on as soon as the atoms are in $|52 D\rangle$ and remain active throughout the rest of the sequence. A microwave pulse of tunable frequency (close to the $|52 C\rangle \rightarrow|51 C\rangle$ resonance) and with tunable duration is applied right after the circularization procedure. As we will see, it constitutes the probe of the pair interactions. The detection is then carried out by the ionization ramp. We compute, from the ionic signal, the transfer $p_{51} /\left(p_{51}+p_{52}\right)$ from $|52 C\rangle$ to $|51 C\rangle$, as a function of the probe pulse parameters (frequency and duration).

To examine the effect of interactions, we implement two different Rydberg trapping schemes, both represented in panel (b) of figure IV.2. The initial ground-state trapping array of tweezers is the same in both cases, and is made of a rectangular lattice of $6 \times 8$ sites. In order to establish a reference of the bare, non-interacting $|52 C\rangle \rightarrow|51 C\rangle$ transition characteristics, the first of the two Rydberg arrangements consists in 12 individual sites, with nearest-neighbors being $25 \mu \mathrm{~m}$ apart. To study interactions, we work with a second design that creates a lattice of 9 pairs of atoms. The pairs are placed so that, within each one, $\theta_{\mathrm{m}}=\pi / 2$ and $d=10 \mu \mathrm{~m}$. The minimal distance between two atoms of different pairs is $25 \mu \mathrm{~m}$. Single-shot images of the ground-state atoms, in both of these configurations and after the rearrangement procedures, are shown in panel (c) of figure IV.2. Given the geometrical analysis of the bottle beams in chapter 3, we expect the depth and transverse trapping frequency of each trap to be $\sim 61 \mu \mathrm{~K}$ and $\sim 20.6 \mathrm{kHz}$ for the individual atoms configuration ( 12 BoBs ), and $\sim 41 \mu \mathrm{~K}$ and $\sim 16 \mathrm{kHz}$ for the pairs configuration (18 BoBs).

In these experiments, we restrict the analysis to the evolution of the circular atoms within the $\{|52 C\rangle,|51 C\rangle\}$ subspace, which we also write $\{|\uparrow\rangle,|\downarrow\rangle\}$. In the field configuration of 10 G and $2 \mathrm{~V} / \mathrm{cm}$, the bare single-photon $|52 C\rangle \rightarrow|51 C\rangle$ transition sits at approximately $\nu_{0}=48.188 \mathrm{GHz}$. In the case of a pair of atoms in $|52 C, 52 C\rangle$, the atomic resonances are displaced by the interactions. As explained in the first chapter, the Hamiltonian of the pair interacting in the direct exchange regime writes

$$
\hat{H} / \hbar=\left(\begin{array}{cccc}
|\downarrow \downarrow\rangle & |\downarrow \uparrow\rangle & |\uparrow \downarrow\rangle & |\uparrow \uparrow\rangle  \tag{IV.1}\\
-\omega_{0} & 0 & 0 & 0 \\
0 & 0 & 2 J & 0 \\
0 & 2 J & 0 & 0 \\
0 & 0 & 0 & \omega_{0}
\end{array}\right)
$$

where $\omega_{0}=2 \pi \times \nu_{0}$ is introduced to account for the bare energy levels. The Hamiltonian is written here up to first-order in the dipole-dipole interactions, characterized by the pulsation $J$, which varies with the geometry as:

$$
\begin{equation*}
J /(2 \pi)=\frac{A\left(3 \cos ^{2}\left(\theta_{\mathrm{m}}\right)-1\right)}{r^{3}} \tag{IV.2}
\end{equation*}
$$

Here, $A=832 \mathrm{MHz} \mathrm{\mu m}{ }^{3}$ is computed via numerical simulations, so that we can predict the value of $J$ for any configuration $\left(d, \theta_{\mathrm{m}}\right)$. Strictly speaking, second-order van der Waals terms also shift and couple the pair states, but they behave as $1 / r^{6}$ and can be neglected compared to the direct first-order interaction and bare energies. For instance, the level displacement induced on $|\uparrow \uparrow\rangle$ by the van der Waals interaction is about 5 kHz in these conditions. It can clearly be discarded when compared to the other energy scales involved here.

In panel (d) of figure IV.2, we compare the levels schemes of both the interacting (trivial) and non-interacting transitions. In the case of a pair, the initial level $|\uparrow \uparrow\rangle$ is only coupled to the other symmetric eigenstates $|\downarrow \downarrow\rangle$ and $|+\rangle=(|\uparrow \downarrow\rangle+|\downarrow \uparrow\rangle) / \sqrt{2}$, since

(b)


$$
\theta_{\mathrm{m}}=90^{\circ} \quad d=10 \mu \mathrm{~m}
$$

Figure IV.2: Configuration of the microwave spectroscopy experiments designed to probe pair interactions. (a) Experimental sequence, starting with the preparation of a rearranged array, followed by the standard successive steps. The microwave probe pulse, of tunable frequency and duration, is pictured in pink. Ionic detection is implemented to compute the outcome of the sequence. (b) Drawings of the two trapping schemes used in the sequences. Ground-state tweezers are shown with red dots, while bottle beams are pictured as red torii. The rearrangement targeted in the sequence always corresponds to the bottle-beam sub-lattice. The left scheme implements noninteracting single atoms for reference, while the right one creates pairs of trapped circular atoms. (c) Single-shot images of the ground-state atoms in the two geometries. (d) Level schemes for both configurations. The pair state $|\uparrow \uparrow\rangle$ is coupled to $|+\rangle$ with a transition pulsation which is close $\omega_{0}+2 J$ (up to negligible second-order shifts in the kHz range).
the atoms are symmetrically coupled to the microwave field. The $|\uparrow \uparrow\rangle \rightarrow|+\rangle$ transition that we want to address has a $2 J$ frequency shift with respect to the bare transition. Given the geometry $\left(\theta_{\mathrm{m}}=\pi / 2, d=10 \mu \mathrm{~m}\right)$, we expect $J$ to be negative (i.e., an attractive interaction) and to be $J=-2 \pi \times 0.83 \mathrm{MHz}$. This value translates into a 1.67 MHz shift to higher microwave frequencies from the bare transition resonance to the interacting one, as it can be understood from figure IV. 2 (d). Given these estimation, a linewidth of about 1 MHz on these spectra should be enough to discern the spectroscopic signature of the interactions.

## IV.1.2 Spectroscopic evidence of interactions

We analyze in this section one of the first clear evidences of controlled interactions between circular atoms, acquired in the conditions detailed above. Figure IV. 3 shows the result of the microwave spectroscopy probe, displaying the transfer from $n=52$ to $n=51$ as a function of the probe pulse frequency, measured by ionic detection, for both the pairs and the single atoms. The horizontal axis is centered on $\overline{\nu_{0}}$, the bare $|52 C\rangle \rightarrow|51 C\rangle$ frequency fitted from the single-atom result. The data shown here was generated with microwave pulses of durations $2 \mu \mathrm{~s}$ and $1.3 \mu \mathrm{~s}$ for the single atoms and pairs respectively, with the same power in both cases.

The single-atom transition line displays some features that need to be discussed before moving on to the interaction signal. It is labeled " 0 " in the following for clear distinction with other peaks. First, it exhibits a significant background, of the order of $15 \%$. It corresponds to the black-body-induced transitions from $n=52$ to $n=51$, occurring between the end of the microwave probe and the ionization of the atoms, about 45 us later. Numerical estimates (cf. appendix A.1) indicate that, after such a delay and at 300 K , an initially pure $|52 C\rangle$ population will have transferred by about $12 \%$ into $|51 C\rangle$, so that $p_{51} /\left(p_{51}+p_{52}\right) \simeq 0.15$ at that point. This is in good agreement with the baseline of the spectrum. However, if the initial population were indeed purely $|52 C\rangle$, and if the microwave pulse were $100 \%$ efficient, we would get a peak reaching $\sim 88 \%$ transfer, which is not the case here. The reduced height is probably a combination of imperfections in both purity and microwave transfer efficiency. At the time of these measurements, because of the use of adiabatic passage A, circular single-atom purity was only around $85 \%$, instead of the best achievable $95 \%$ with adiabatic passage B. The microwave power inhomogeneity, previously mentioned several times in this text, could account for the rest of the amplitude reduction and explain the total $60 \%$ peak height.

The most important information of this graph is the splitting of the bare transition into two lines when working with pairs of circular atoms. We write this frequency splitting $\Delta \nu$. In this case, we obtain two resonance frequencies: one 20 kHz below the bare transition, labeled " 1 ", and the other 1.19 MHz above, labeled " 2 ". The fitting error on the peak frequencies is around 5 kHz in both cases. We identify the high-frequency line as the $|\uparrow \uparrow\rangle \rightarrow|+\rangle$ transition (cf. figure IV. 2 [d] for the level scheme). However, the measured $\Delta \nu$ value, of 1.19 MHz , does not properly match the theoretical


Figure IV.3: Evidence of circular-circular interactions in a microwave spectroscopy experiment: transfer from $n=52$ to $n=51$ as a function of the probe pulse frequency. The geometric parameters of the implemented pairs are indicated at the top of the plot. The $\sim 15 \%$ background is explained by thermal transfers between multiplicities during the sequence. The reduced height of the single-atom peak accounts for preparation imperfections and microwave power inhomogeneity across the array. We measure a 1.19 MHz splitting between the interacting and non-interacting cases. It is lower than the expected value by $30 \%$, most probably because of undesirable motion in the bottle beams.
1.67 MHz expectation. It implies that, at the time of the microwave probe, the atoms are further apart from one another than expected. The measured value corresponds to an inter-atomic distance of about $11.2 \mu \mathrm{~m}$, meaning that each atom is off-centered by about 600 nm in its trap during the probe pulse ${ }^{1}$. This hints at unexpected atomic displacements, a first issue that arises when working with interacting atoms. The height of peak 2 is also lower than that of peak 0 because of the intrinsic nature of the pairstate reached. When in $|+\rangle$, we detect $|52 C\rangle$ and $|51 C\rangle$ with $50 \%$ probability each.

[^16]It explains why the interaction peak is about half the height of the bare transition one.
We can associate the low frequency peak (peak 1) with two possible transitions. First, it could correspond to the two-photon process $|\uparrow \uparrow\rangle \rightarrow|\downarrow \downarrow\rangle$, via the intermediate state $|+\rangle$. The differential, second-order shift induced by interactions on this transition is estimated to be of about 1 kHz in this configuration, so we expect the 2-photon transition to be resonant at $\nu_{0}$. Moreover, peak 1 is also associated to occurrences of pairs in which one of the atoms is not initialized in $|52 C\rangle$, but in another level $|r\rangle$ instead, because of preparation imperfections. In this case, the properly initialized atom is simply transferred to $|51 C\rangle$ at the resonant frequency $\nu_{0}:|\uparrow\rangle|r\rangle \rightarrow|\downarrow\rangle|r\rangle$. Let us note here that we indeed observed a reduced purity when working with geometric configurations made to favor interactions (such as the one studied here). We measured with rectangular lattices of circular atoms that, at $\theta_{\mathrm{m}}=\pi / 2$ and when the atoms are $10 \mu \mathrm{~m}$ apart, the circular purity is about $30 \%$ lower than that of individual or noninteracting atoms. Peak 1 therefore accounts partly for the diminished circular purity in the interacting regime. This issue constitutes the second difficulty that appears with interactions, after that of the unwanted motion.

Overall, the signal displayed here clearly constitutes an evidence of the circularcircular interactions. Although not exactly in line with theoretical expectations, the atomic behavior we witness here fits our general understanding of the resonant dipoledipole interactions probed by microwave spectroscopy. Unfortunately, this successful achievement comes at a cost, paid in the form of two different issues created by these very interactions: a reduction in purity and unwanted atomic motion in the traps. We will adress these questions in more details later on, in order to understand their origin and to figure out how to counteract them.

## IV.1.3 Driven pair-state Rabi oscillations

To go further with this preliminary experiment, we carry out Rabi oscillations with both the single atoms and the pairs, on the three lines identified above. They allow us to demonstrate a second evidence of circular-circular interactions. The results are displayed in figure IV.4, where we plot the Rabi oscillations of the three peaks. The data was taken with a more powerful microwave field than the one used for the spectroscopy data, so as to drive the transitions faster and measure several oscillations on each line.

We fit the oscillating signals of the bare and interaction transitions ( 0 and 2 as according to the notations) with a damped sine function and obtain the following Rabi frequencies, labeled according to their respective peaks:

$$
\begin{align*}
& \Omega_{0}=2 \pi \times(544 \pm 4) \mathrm{kHz},  \tag{IV.3}\\
& \Omega_{2}=2 \pi \times(699 \pm 9) \mathrm{kHz} . \tag{IV.4}
\end{align*}
$$

The pair transition oscillates significantly faster than the single atom one, which is


Figure IV.4: Rabi oscillations of each of the three peaks measured in the spectroscopic sequence. The pair-state signal (red) oscillates $\sim \sqrt{2}$ times faster than the single-atom one (blue), further confirming the fact that we drive the $|\uparrow \uparrow\rangle \rightarrow|+\rangle$ transition and that atoms interact as we expect them to. The signal of peak 1 (black) displays a sum of two oscillations, one at the single atom frequency and the other at less than half of that.
another signature of the interaction between the two atoms in the pairs we create. Without interactions, we would only be able to drive pair oscillations between $|\uparrow \uparrow\rangle$ and $|\downarrow \downarrow\rangle$, evolving at the single-atom Rabi frequency $\Omega_{0}$. The interactions break the regular spacing between $|\uparrow \uparrow\rangle,|\downarrow \downarrow\rangle$ and $|+\rangle$ (presence of peak 2), so that we can drive the transition between $|\uparrow \uparrow\rangle$ and the displaced pair state. The faster Rabi frequency $\Omega_{2}$ confirms that we are driving a transition different from $|\uparrow \uparrow\rangle \rightarrow|\downarrow \downarrow\rangle$. Ultimately, the resonance and Rabi frequencies of line 2 are two sides of a same coin, and both illustrate the presence of interactions within the pairs.

The ratio between the single-atom and pair Rabi frequencies is $\Omega_{2} / \Omega_{0}=1.29 \pm 0.02$. This is close to the expected theoretical ratio of $\sqrt{2} \simeq 1.414^{2}$, with a $9 \%$ difference only

[^17]between the two values. The ratio confirms that we address the level $|+\rangle$, in which the two atoms are entangled. The residual $9 \%$ error is probably caused, once again, by the microwave power dispersion across the arrays, which induces spatial variations in the Rabi frequencies.

We also fit the Rabi oscillation of peak 1, this time with a sum of two damped sine functions. We obtain the two following Rabi frequencies and respective amplitudes:

$$
\begin{array}{ll}
\Omega_{1}^{(a)}=2 \pi \times(219 \pm 4) \mathrm{kHz}, & A_{1}^{(a)}=0.21 \pm 0.02 \\
\Omega_{1}^{(b)}=2 \pi \times(551 \pm 5) \mathrm{kHz}, & A_{1}^{(b)}=0.10 \pm 0.02 \tag{IV.6}
\end{array}
$$

Thanks to these values, we can elaborate our understanding of the atomic transitions driven in line 1 . We observe that $\Omega_{1}^{(b)} \simeq \Omega_{0}$, meaning that peak 1 is partly driven by single-atom transitions, appearing due to rearranger or circularization errors. The other part of this signal oscillates at a slower frequency. Following the above discussion, we attribute this contribution to the 2 -photon process $|\uparrow \uparrow\rangle \rightarrow|\downarrow \downarrow\rangle$. It seems to be consistent with the estimation we can make of its Rabi frequency. If we consider $\{|\uparrow \uparrow\rangle, \mid \downarrow \downarrow\}$ to be an effective two-level system, driven by a two-photon process via the far-detuned intermediate level $|+\rangle$, its Rabi frequency writes $\Omega_{|\uparrow \uparrow\rangle-|\downarrow\rangle\rangle}=\Omega_{2}^{2} /(2 \delta)$. Here, $\delta$ is the detuning with respect to the intermediate level and we consider that both $|\uparrow \uparrow\rangle \rightarrow|+\rangle$ and $|+\rangle \rightarrow|\downarrow \downarrow\rangle$ have the same Rabi frequency $\Omega_{2}$, measured on line 2. Using the values of $\delta=2 \pi \times 1.19 \mathrm{MHz}$ and $\Omega_{2}=2 \pi \times 699 \mathrm{kHz}$, we estimate:

$$
\begin{equation*}
\Omega_{|\uparrow \uparrow\rangle-|\downarrow \downarrow\rangle}=2 \pi \times(205 \pm 5) \mathrm{kHz} . \tag{IV.7}
\end{equation*}
$$

The computed value matches very well the measured frequency $\Omega_{1}^{(a)}$ of the slow component in the oscillations, thus confirming that it corresponds to the 2-photon transition $|\uparrow \uparrow\rangle \rightarrow|\downarrow \downarrow\rangle$.

All in all, the Rabi oscillations shown here strengthen our understanding of the atomic behavior in the experimental sequences. They not only provide further proof that the circular atoms interact, but will also allow us, in the next section, to enrich the information provided by the spectra.

## IV.1.4 Conclusions on the preliminary data

We complete and sum up here the information that can be inferred from the spectra and Rabi oscillations, to establish a self-consistent diagnosis of the atoms thanks to the measured data. We focus here on the signals acquired with the nine pairs of atoms.

First, as implied in the spectroscopy section, the splitting $\Delta \nu$ between the two peaks ( 1 and 2) of the spectrum constitutes a precise measurement of the distance between the two atoms at the time of the microwave probe. The numerical model allows us to precisely convert, via equation (IV.2), the measured splitting $\Delta \nu=-2 J /(2 \pi)$ into an inter-atomic distance, given the angle $\theta_{\mathrm{m}}$. Here, the 1.19 MHz value obtained in this configuration yields:

$$
\begin{equation*}
r=11.18 \pm 0.03 \mu \mathrm{~m} \tag{IV.8}
\end{equation*}
$$

We will later use this conversion to probe the variation over time of the inter-atomic distance, or in other words, measure the motion of the circular atoms in their traps.

Secondly, we take advantage of the information deduced from the Rabi oscillations to estimate the purity of the circular atoms in the pairs, i.e, the overall probability of having the two atoms in $|52 C\rangle$ in each repetition of the sequence. To do so, we need to compute several quantities. First, thanks to the images acquired throughout the sequences, we estimate that each pair has a probability $P_{r} \simeq 0.92$ of being correctly prepared by the rearranger ${ }^{3}$. Each pair, in $8 \%$ of repetitions, lacks one atom. Occurrences where both atoms are missing after the rearrangement procedure can be neglected. Furthermore, we derive from the single-atom spectrum, taking into account the $85 \%$ single-atom purity and the lifetime of $|52 C\rangle$, that the microwave probe pulse has an average $\simeq 83 \%$ efficiency over the array. Thanks to these values, through a simple numerical toy model of the atomic state evolution ${ }^{4}$, we derive a linear relation between the average circular purity ${ }^{5}$ in the pairs $\bar{\eta}_{52 C}{ }^{(2)}$ and the maximum transfer of peak 2 , so that we get the estimation:

$$
\begin{equation*}
{\overline{\eta_{52 C}}}^{(2)}=0.58 \pm 0.02 . \tag{IV.9}
\end{equation*}
$$

In other words, for a single pair in this configuration ( $d=10 \mu \mathrm{~m}$ and $\theta_{\mathrm{m}}=\pi / 2$ ), there is only a $58 \%$ chance of successfully carrying out the adiabatic passage with each atoms. We recover here the estimated $30 \%$ purity loss, from $85 \%$, that we had roughly measured with evenly-spaced lattices of circular atoms. The ability to directly estimate the purity from these simple signals will be used to assess the impact of the interactions on the atomic preparation, in the various configuration that we will test out.

To conclude, the spectroscopy data is not only relevant to reveal the existence of circular-circular interactions, but also useful to derive other effects caused by the proximity between the atoms. We estimated that, in this geometry, the probability to circularize the atoms is significantly reduced and some non-negligible displacements are induced in the traps. These effects are most probably caused by the coupling between the atoms during their preparation: the resonant, circular-circular interactions only appear with the microwave probe, and cannot impact the position of the atoms or their purity at the time of the measurement. We will get back to these issues later to present the solution we found to solve them. For now, we push the exploration of the behavior of the resonant dipole exchange a bit further than in the preliminary data presented so far.

[^18]
## IV. 2 Geometric tunability of the interactions

We now turn to the geometric dependence of the interactions. We implement here the same experimental sequence as above, based on microwave spectroscopy from $n=52$ to $n=51$, but with varying geometries. We do so by changing the lattices used and their orientation, so as to measure the line splitting, and therefore $J$, as a function of the two geometric parameters $d$ and $\theta_{\mathrm{m}}$.

## IV.2.1 Distance dependence

We start with the measurement of the interaction as a function of the distance between the two circular atoms. We keep $\theta_{\mathrm{m}}=\pi / 2$ as in the previous settings, so that the relationship between the line splitting $\Delta \nu$ and the distance writes $\Delta \nu=-2 J /(2 \pi)=$ $2 A / d^{3}$.

In order to reduce the displacement issue which already appeared in the preliminary data, we now work with a single pair of circular atoms. It allows us to send the maximal available optical power in each bottle beam, making them as tightly confining as possible. With approximately 200 mW in each trap, we expect their depth and trapping frequency to be $\sim 400 \mu \mathrm{~K}$ and $\sim 50.5 \mathrm{kHz}$. The 2-atom configuration also avoids potential couplings to other atoms of neighboring pairs, and eliminates the effects of the microwave power spatial inhomogeneity. We still use the rearranging procedure to deterministically create, for each repetition of the sequence, a single pair of trapped circular atoms, placed along the vertical direction $z$. The inter-atomic distance $d$ is varied by simply changing the spacing for each acquisition, via the SLM phase masks. For a given $d$, we perform the spectroscopy experiment detailed above, in which we record the $n=52 \rightarrow n=51$ transfer driven by the microwave pulse, as a function of its frequency.

The 2 -atom spectra, obtained for $d$ ranging from $8 \mu \mathrm{~m}$ to $16 \mu \mathrm{~m}$ are shown in figure IV. 5 (a). We overlap them with the single-atom spectrum, where no interactions come into play and whose central frequency is taken as the x -axis origin. The span of each frequency scan is centered on peak 2 , the transition towards $|+\rangle$, whose resonance frequency changes with d . We clearly see this peak appear and move to higher frequencies as the distance gets shorter. We also witness its contrast decreasing significantly when the interaction gets larger, in line with a reduction in circular-state purity when the atoms are prepared closer to one another.

For each spectrum, we fit the data with a gaussian peak and retrieve the frequency splitting $\Delta \nu$ with respect to the single-atom reference peak. In figure IV. 5 (b), we plot $\Delta \nu$ as a function of $d$, in $\log -\log$ scale. We also plot the result of the same experiment, but conducted with four pairs of trapped circular atoms instead of one, and the single point obtained in section (1.2) with 9 pairs. The overlap of the three configurations underlines the importance of the trapping strength as the interactions grow. Overall, the data is in good agreement with the power-law behavior of the interaction as a function of distance. With a single pair of atoms, the measurements match the expected


Figure IV.5: Resonant dipole interaction as a function of the inter-atomic distance. (a) Spectra of the $|\uparrow \uparrow\rangle \rightarrow|+\rangle$ transition, each obtained with a single pair of circular atoms for maximal trapping strength, and for distances ranging from $8 \mu \mathrm{~m}$ to $16 \mu \mathrm{~m}$. The x -axis is centered on the resonant frequency of the single-atom, non-interacting configuration, also plotted here (in blue). As the distance is reduced, the interactions grow, so that the interaction line shifts to higher frequencies. Its contrast also drops, because of reduced circular purity when the atoms are prepared close to one another. (b) Interaction energy $\Delta \nu=-2 J /(2 \pi)$ as a function of $d$. Several trapping configurations are plotted: data acquired with a single pair (the spectra on the right panel), data taken with four pairs of traps, and the preliminary data obtained with 9 pairs. The error bars are smaller than the data points.
values for distances larger than $10 \mu \mathrm{~m}$. Below that, deviations to the theory appear and indicate that, in strongly-interacting configurations, the atoms do not remain at their trap's centers. With four pairs, i.e., four times less trapping depth, the discrepancy with the theory emerges as soon as $d=12 \mu \mathrm{~m}$.

Overall, we clearly recover here the $1 / r^{3}$ behavior of the resonant dipole interaction. Although deviations from the theory occur when the atoms are close to each other, the measured distance dependence matches the expectations, and further confirms our understanding of the system. Conversely, these results show that, by changing the inter-atomic distance, one is able to tune the circular-circular resonant dipole interactions.

## IV.2.2 Angular dependence

We now turn to the variation of $J$ with $\theta_{\mathrm{m}}$, which we investigate experimentally in the same manner as above. We still work with a single pair, but this time with fixed inter-atomic distance $d=13 \mu \mathrm{~m}$. We vary $\theta_{\mathrm{m}}$, the angle between the inter-atomic axis and the quantization axis, by rotating the trapping arrays (tweezers and bottle beams) in the $(x, z)$ plane. For each value of $\theta_{\mathrm{m}}$, we acquire the microwave probe spectrum, fit the interaction line (peak 2) with a gaussian shape, and compute its distance with the non-interacting, single-atom transition frequency $\bar{\nu}_{0}$.

The recorded spectra are presented in figure IV. 6 (a). They demonstrate the change of sign of the interaction as the angle $\theta_{\mathrm{m}}$ goes from 0 to $90^{\circ}$, with the line shifting from a resonance frequency lower than $\overline{\nu_{0}}$ to one higher than $\overline{\nu_{0}}$. Importantly, at $\theta_{\mathrm{m}} \simeq 60^{\circ}$, peak 2 almost merges with peak 1 at $\nu_{0}$, and we essentially recover the single-atom spectrum. This corresponds to the interactions vanishing at $\theta_{\mathrm{m}}=\theta_{0} \simeq 54.7^{\circ}$, as mentioned in chapter 1 . In other words, close $60^{\circ}$, we mostly get single-atom transitions from $|52 C\rangle$ to $|51 C\rangle$.

In figure IV. 6 (b), we plot the measured splitting as a function of $\theta_{\mathrm{m}}$. As in the distance study, the data approximately fits the theoretical prediction. The general behavior matches the $\left(3 \cos ^{2}\left(\theta_{\mathrm{m}}\right)-1\right)$ evolution, but with deviations at the largest interaction strengths, when the angle gets close to $0^{\circ}$. Still, without any other experimental refinements, we are able to control the sign of the interactions via simple rotations of the trapping systems.

We conducted here the first characterization of resonant dipole interactions between circular atoms. Their behavior matches the theoretical predictions, up to discrepancies in the strongest interaction regimes, when $\theta_{\mathrm{m}}$ is lower than $\sim \pi / 4$ or when the inter-atomic distance is shorter than $\sim 10 \mu \mathrm{~m}$. So far, these deviations prevent any fine control of the interactions, which is problematic for the examination of many-body phenomena with more than a mere pair of atoms. The next part of this work is therefore dedicated to understanding these deviations, in order to ultimately get rid of them.


Figure IV.6: Resonant dipole interaction as a function of the angle between the quantization axis and the inter-atomic axis, for $d=13 \mu \mathrm{~m}$. (a) Spectra of the $|\uparrow \uparrow\rangle \rightarrow|+\rangle$ transition, each obtained with a single pair of circular atoms, for $\theta_{\mathrm{m}}$ ranging from $0^{\circ}$ to $90^{\circ}$. The x -axis is once again centered on $\overline{\nu_{0}}$, and the single-atom $|\uparrow\rangle \rightarrow|\downarrow\rangle$ spectrum is also plotted here (in blue). (b) Measured interaction energy $\Delta \nu=-2 J$ as a function of $\theta_{\mathrm{m}}$, and overlapped with the theoretical expected behavior. For most data points, the error bar is smaller than the pictured symbol. In the strongest interaction regimes, the data deviates once more from the expected values because of induced atomic displacements.

## IV. 3 Improved atomic preparation for error elimination

To go any further with this experimental platform, we need to understand and mitigate the deleterious effects witnessed with strong interactions. The irregularities we observed in the data presented here suggest that, in strongly interacting geometries, the atomic positions deviate from the centers of their traps. The spectra only give us a snapshot of the inter-atomic distance at the time of the microwave pulse, but the atoms could very well oscillate over several hundred nanometers around their equilibrium positions over time, which would prevent a proper control of their interactions in the pairs, let alone in larger ensembles. Moreover, the strongly interacting regimes appear to reduce the quality of the circular state preparation, which is not acceptable for prospects of quantum simulations with larger number of atoms.

To tackle this issue, we first design a numerical model of the interacting pairs, describing their evolution throughout the Rydberg preparation. By comparing its results to the data, we identify the source of errors as the low- $\ell$ interactions emerging
right before the circularization. We then implement a new, refined atomic preparation to mitigate these interactions and recover data in excellent agreement with theoretical expectations, even in strongly-interacting regimes.

## IV.3.1 Preparation errors in strongly-interacting regimes

We try in this section to characterize the effects we witnessed more comprehensively, so as to understand their origin and eliminate them. To do so, we implement additional experimental investigations that we couple to numerical simulations.

The deleterious effects cannot be attributed to the circular-circular interactions, as those only emerge at the time of the microwave pulse, which constitutes the probe of the system. We therefore suspect that the errors originate from dipole-dipole interactions between the atoms before the adiabatic passage. Indeed, when the electric field $\mathbf{F}$ is ramped up to branch $|52 F\rangle$ to the starting level of the circularization, the "classical" atomic dipole goes from zero to a large value of about $4000\left(e a_{0}\right)$, as per the Stark effect and parabolic basis discussions of chapter 1. The dipole is then shrunk back to zero by the adiabatic passage, which brings the atom to $|52 C\rangle$, where no static dipole is apparent. The evolution of a single static dipole during the preparation is visualized in figure IV.7, where we represent its different values throughout the evolution from $|52 F\rangle$ to $|52 C\rangle$.

During the time that the atoms spend in low- $\ell$ states, they can therefore strongly interact through classical dipole-dipole interactions. Although trapped, these low- $\ell$ interactions can induce significant motion, which we believe is the origin of the deviations from the theory that we saw via the microwave spectroscopy of the circular-circular interactions, in figure IV. 5 for instance. Moreover, nothing prevents cross-talk between the two atoms during the adiabatic passage. Spatial proximity between the two atoms could very well affect the circularization itself, and therefore explain the purity reduction. In other words, we suspect that the low- $\ell$ interactions induce position and preparation errors, which we then witness when probing the circular-circular interactions.

To corroborate this hypothesis, we implement a numerical model simulating the atomic evolution from the electric field onset until the end of the sequence, based on a semi-classical approach. We consider two atoms, each trapped in a harmonic potential approximating the bottle beam, of estimated trapping frequency $50.5 \mathrm{kHz}(2 \mathrm{BoBs}-$ see fig. III. 7 of chapter 3). The atomic state of each atom is described by the two vectors $\mathbf{J}_{a}$ and $\mathbf{J}_{b}$, introduced in chapter 1. We remind that, in static parallel fields $\mathbf{F}$ and $\mathbf{B}$ and per equations (I.27) and (I.28), these angular momenta precess around the quantization axis. The atomic dipole, in manifold $n$, is also written

$$
\begin{equation*}
\mathbf{d}=\frac{3}{2} n e a_{0}\left(\mathbf{J}_{a}-\mathbf{J}_{b}\right) . \tag{IV.10}
\end{equation*}
$$

To simulate the evolution of the internal state of the atoms, we neglect the quantum defects and assume a purely hydrogenic behavior. We consider that the two atoms are


Figure IV.7: Simplified evolution of the classical atomic dipole $\mathbf{d}$ throughout the preparation of a single atom. The atom is excited to $|52 F\rangle$ in zero electric field, such that the static dipole only emerges when ramping $\mathbf{F}$ up, to branch the low- $\ell$ state onto the state $|52, m=2, k=-47\rangle$ of the manifold, written in the parabolic basis. Then, the dipole is independent of $\mathbf{F}$ and proportional to $\mathbf{J}_{a}-\mathbf{J}_{b}$. During the circularization, $\mathbf{d}$ shrinks while precessing around the quantization axis as $\mathbf{J}_{b}$ evolves ( $m_{b}$ grows) to reach the circular state, where the static dipole is zero (up to first order in $\mathbf{F}$ ). We suspect that the interactions between the classical dipoles of the two atoms in the pair lead to significant motion, induced before the adiabatic passage.
initially in the level $\left|m_{a}=J, m_{b}=-J\right\rangle$ of the parabolic basis, where $J=(n-1) / 2$. It is the level at the very bottom of the manifold ${ }^{6}$. We recall that, during the adiabatic passage, the $\mathbf{J}_{b}$ angular momentum, of constant norm, rotates over time to reach the circular state $\left|m_{a}=J, m_{b}=J\right\rangle$, as shown in figure IV.7. In the numerical model, we simultaneously implement the two actions governing the behavior of the internal state of the two atoms. First, we simulate the effect of the radio-frequency field and of the electric field ramps, described by Hamiltonian (I.30) in chapter 1. The adiabatic passage parameters (timings, electric field ramp amplitude, RF power) are taken to match the real time evolution of the electric field and RF Rabi frequency in the experiment. Secondly, we simultaneously simulate the interactions between the angular momenta of the two atoms throughout the preparation, via the dipole-dipole Hamiltonian:

$$
\begin{align*}
\hat{V}_{\mathrm{dd}}=\frac{1}{4 \pi \varepsilon_{0} r^{3}}\left(\frac{3}{2} n e a_{0}\right)^{2}\{ & \left(\hat{\mathbf{J}}_{a}^{(1)}-\hat{\mathbf{J}}_{b}^{(1)}\right) \cdot\left(\hat{\mathbf{J}}_{a}^{(2)}-\hat{\mathbf{J}}_{b}^{(2)}\right)  \tag{IV.11}\\
& \left.-3\left[\left(\hat{\mathbf{J}}_{a}^{(1)}-\hat{\mathbf{J}}_{b}^{(1)}\right) \cdot \mathbf{e}\right]\left[\left(\hat{\mathbf{J}}_{a}^{(2)}-\hat{\mathbf{J}}_{b}^{(2)}\right) \cdot \mathbf{e}\right]\right\} .
\end{align*}
$$

Here, $\mathbf{e}$ is the unit vector along the inter-atomic axis, and the 1 and 2 indices designate the atoms. Using Ehrenfest theorem, we can then write the system of coupled differential equations ruling the evolution of $\mathbf{J}_{a}$ and $\mathbf{J}_{b}$ for both atoms [136]. Thanks to the symmetry of the coupling, the atoms are interchangeable and will undergo the same evolution, which simplifies the model. The system and its equations are presented in more details in appendix A. We solve these equations numerically, which allows us to estimate the purity of the atoms (equation (A.8) of the dedicated appendix) in the

[^19](a)
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Figure IV.8: Numerical simulation of the motion and state evolution, for a pair of atoms, with $d=10 \mu \mathrm{~m}$ and $\theta_{\mathrm{m}}=\pi / 2$. (a) Input electric field and RF Rabi frequency evolution, replicating the ones of the real experimental sequences. Here, the electric field ramp is decreasing to match the old settings of the procedure, used in the measurements of this section. (b) Components of $\mathbf{J}_{b}$, for one of the atoms, in the rotating frame. During the circularization, $J_{b, z}$ changes sign to reach the circular level. (c) Circular state purity for each atom within the pair, which grows to 1 as the adiabatic passage ends. The atomic dipole, on the other hand, shrinks to zero. (d) Simulated motion and real measurements of the atomic distance. The excellent agreement confirms the validity of the numerical model.
pair at the end of the adiabatic passage, for any geometric configuration. The result for $d=10 \mu \mathrm{~m}$ and $\theta_{\mathrm{m}}=\pi / 2$ is shown in figure IV. 8 (a)-(c). There, we plot (a) the simulated electric field and RF Rabi frequency ramps, (b) the evolution over time of the three components of $\mathbf{J}_{b}$ for either one of the atoms, and (c) the atomic dipole $\mathbf{d}$ and probability to be in $|52 C\rangle, \eta_{52 C}^{(2)}$, again for either one of the atoms. According to the numerical results, in this configuration, the pair circularization seems to be working properly, with no interaction-induced loss in purity.

Within the same numerical model, we simulate the atomic motion during the preparation by a simple mechanical description of the force exerted on each atom, derived from the classical version of the dipole-dipole interaction (IV.11). The energy
is strongest right as the dipoles emerge, when the electric field is turned on, before the adiabatic passage. This is when the motion is initiated, as pictured in the simulation of the atomic distance $r$ over time in panel (d) of figure IV.8.

We compare the simulated motion with a real measurement of the inter-atomic distance at several instants in the sequence. To do so, we carry out the acquisition of the interaction spectrum of the pair, in the ( $d=10 \mu \mathrm{~m}, \theta_{\mathrm{m}}=\pi / 2$ ) configuration, and we vary the time at which we apply the microwave probe pulse. This provides a direct measurement of the atomic distance over time, computed from the position of peak 2 in each acquisition (relative to the position of a single-atom reference line). The distance is computed by inverting equation (IV.2), which yields, in the current geometry, $r=(2 A / \Delta \nu)^{1 / 3}$.

The experimental results match the simulated evolution very well, as shown in figure IV. 8 (d). It must be noted that the simulation was run with an inter-trap distance of $9.8 \mu \mathrm{~m}$ instead of $10 \mu \mathrm{~m}$. It is the only parameter adjusted to match the data, and could be explained by a slight $2 \%$ error in the distance calibration of the SLM phase masks. We recall here a remark we made when introducing the definition of the trapping arrays in chapter 2, where we signaled the possibility of a slight error in the camibration of the magnification of the trapping optical path. We potentially witness here such a misestimation, most probably in the aspheric lens' focal length. Nevertheless, the excellent agreement between the experimental data and the numerical results indicates that we have properly identified the source of motion and the origin of the deviations initially observed.

## IV.3.2 Inhibition of low- $\ell$ interactions

We ultimately want to get rid of the unwanted motion induced by the low- $\ell$ interactions, so as to recover circular-circular interactions in agreement with the designed atomic geometries. To do so, we take advantage of two things: the geometric dependence of the classical dipole-dipole interactions and the fine three-dimensional control of the electric field allowed by the setup. Let us state that, from now on, the circularization adiabatic passage corresponds to the one described in chapter 3, its recent and most efficient version. Its obsolete, less-efficient settings were only used in preliminary data of this chapter, presented up until here.

As explained in the previous section, we associate the motion-inducing low- $\ell$ interactions to the attraction or repulsion between two classical dipoles. They emerge when the electric field is ramped up after the microwave transfer to $|52 F\rangle$ and disapear during the adiabatic passage. By writing $\theta_{\mathrm{p}}$ the angle between the quantization and interatomic axes during the preparation stages of the experiment, the classical interaction energy for a pair writes:

$$
\begin{equation*}
V_{\mathrm{dd}}=\frac{1}{4 \pi \varepsilon_{0}} \frac{\|\mathbf{d}\|^{2}}{r^{3}}\left[1-3 \cos ^{2}\left(\theta_{\mathrm{p}}\right)\right] \tag{IV.12}
\end{equation*}
$$



Figure IV.9: Improved preparation procedure. (a) The low- $\ell$ atoms of the pair are positioned with the preparation angle $\theta_{\mathrm{p}}=\theta_{0}$ so that their classical dipoles do not interact and no motion is initiated. (b) Configuration at the end of the adiabatic passage, with the quantization axis still along $x$. (c) System after the rotation of $\mathbf{F}$ in the $(x-z)$ plane by an arbitrary angle, so as to reach any measurement angle $\theta_{\mathrm{m}}$.
where $\|\mathbf{d}\|$ is the norm of the dipole exhibited by each of the two atoms, computed from (IV.10). Interestingly, the interaction energy vanishes when $\theta_{\mathrm{p}}=\theta_{0} \simeq 54.7^{\circ}$, an angle already introduced for circular-circular interactions and used in several experiments. ${ }^{7}$ By conducting the atomic preparation with $\theta_{\mathrm{p}}=\theta_{0}$, we can inhibit the low- $\ell$ interactions and make sure that no atomic motion emerges in the bottle beams. We can do so by setting the pairs at that precise angle with the $x$ axis, along which the electric field is directed throughout the circularization. We do this via the trapping array design, as in several of the experiments carried out with non-interacting circular atoms in chapter 3. The geometry is pictured in figure IV. 9 (a) and (b). In (a), we schematically represent, for a single pair, the classical dipoles displayed by the atoms in $|52, m=2, k=-47\rangle$, as the electric field has been switched on. The second panel represents the pair of circular atoms in $|52 C\rangle$ at the end of the adiabatic passage, with which we want to investigate the circular-circular interactions.

[^20]To not be restrained to the measurement angle $\theta_{\mathrm{m}}=\theta_{0}$, we then make use of the electric field control allowed by the sets of electrodes in the setup (see figure II. 2 of chapter 2 for the depiction of the electrodes). Up until now, we only worked with an electric field - and quantization axis- aligned with the $x$-axis of the setup. However, the four RF and two Stark electrodes allow, via the input of DC voltages, to control the static electric field in the three spatial directions. With careful calibrations, we are therefore able to rotate $\mathbf{F}$ in the $(x-z)$ plane, so as to change the orientation of the quantization axis. These calibrations, based on atomic measurements, are presented in appendix C. By rotating $\mathbf{F}$ after the circularization, we can switch to any desired measurement angle $\theta_{\mathrm{m}}$ to probe the circular-circular interactions. The process is drawn in panel (c) of figure IV.11, where we show the change in quantization axis due to the field rotation. It takes less than two microseconds to rotate the field, and the precision granted by the electrodes ensures that it keeps the same norm independently of its orientation (but not necessarily during its rotation). The magnetic field, however, is kept parallel to the $x$-axis and never rotated. We therefore have to keep in mind that, when $\mathbf{F}$ is no longer aligned with $\mathbf{B}$, the Zeeman effect will shift the probed transitions by an amount proportional to the projection of $\mathbf{B}$ onto the quantization axis, i.e., F. This is due to the fact that the Stark shift always remains much larger than the Zeeman effect, which ensures that the quantization axis follows the orientation of $\mathbf{F}$.

With this new preparation procedure, we should be able to cancel the atomic motion witnessed in strongly-interacting geometries. By choosing $\theta_{\mathrm{p}}=\theta_{0}$ via the trapping lattice design and then setting $\theta_{\mathrm{m}}$ to any angle thanks to the field rotation, we can now explore any circular-circular interaction geometry without having to deal with unwanted preparation errors. We took advantadge of this new preparation to re-optimize the adiabatic passage, and that is when we set up its more efficient B version, presented in chapter 3. The rest of the experiments presented in this chapter were carried out with the recent, upgraded version of the circularization.

## IV.3.3 Motion control

We confirm the validity of the new preparation procedure through new measurements of the atomic motion, as carried out in the section before last. We work here with three pairs of atoms and maximal laser power in the BoBs, so that the expected trapping frequency is approximately $\omega_{t}=2 \pi \times 25 \mathrm{kHz}$. In each pair, the inter-trap distance is $d=13 \mu \mathrm{~m}$.

We run three experiments, each one with a different preparation angle $\theta_{\mathrm{p}}$. To explore the full range of low- $\ell$ interactions available, we choose: (i) $\theta_{\mathrm{p}}=\theta_{0}$, where any motion should be prevented, (ii) $\theta_{\mathrm{p}}=0$, where the interaction is strongest and attractive, and (iii) $\theta_{\mathrm{p}}=\pi / 2$, where the interaction is weaker but repulsive. These angles are set from the design of the trapping array, so that in all three cases the circularization is carried out in standard fashion, with the electric field, i.e., quantization axis, along $x$. We then probe the inter-atomic distance over time via the $|\uparrow \uparrow\rangle \rightarrow|+\rangle$
spectroscopy. We remind that we compute the distance at the time of the microwave probe pulse from the frequency difference between peak 1 and peak 2 , which provides here a result averaged over the three different pairs. To be able to do so in the case $\theta_{\mathrm{p}}=\theta_{0}$, we rotate $\mathbf{F}$ after the circularization to reach $\theta_{\mathrm{m}}=\pi / 2$. In the other two configurations, we keep the field as it is, along $x$, as their geometries already yield measurement configurations in which we can properly conduct the microwave spectroscopy.

The data measured in each configuration is shown in figure IV.10, where we plot the computed atomic distance as a function of the microwave pulse time. The pulses used were 4 ps -long, and we take the center of the pulse as the time of each point. The $x$-axis origin is the time at which the electric field is switched on in the experimental sequence. We overlap onto each dataset a numerical simulation of the corresponding atomic evolution, computed using the semi-classical model described earlier. As in the previous example of such a simulation, the only parameter empirically adjusted here is the inter-trap distance, taken to be $12.75 \mu \mathrm{~m}$ instead of $13 \mu \mathrm{~m}$ to match the common average value of the three sets of data. We recognize here the same $\sim 2 \%$ error in the lattice definition as noted earlier. Other than that, all the parameters of the simulations (sequence timings, interaction geometry, trap frequency, initial atomic level) are pre-defined in agreement with the corresponding experimental conditions. The numerical output matches the data, as can be seen in the three sets of results plotted in figure IV.10.

In the $\theta_{\mathrm{p}}=\theta_{0}$ geometry, the simulation predicts, as expected, a constant interatomic distance over time. We indeed measure a quasi-vanishing motion in this configuration, with some residual excursions of less than 100 nm away from the baseline. They might be due to an imperfect angular calibration of the trapping array, in line with the $2 \%$ error in the trapping system's magnification. We nevertheless obtain a clearly reduced motional amplitude compared to the initial $\theta_{\mathrm{p}}=\pi / 2$ preparation (cf. figure IV.8), where the oscillations extended to more than $12 \%$ of the inter-trap distance. The new preparation method is definitely accurate in preventing unwanted atomic motion, and should allow a more precise investigation of the circular-circular interactions.

Conversely, in the $\theta_{\mathrm{p}}=0$ and $\theta_{\mathrm{p}}=\pi / 2$ cases, we measure significant oscillations of $r$ over time. Both measurements are, again, in good agreement with the ab initio simulations. As expected from the $\left[1-3 \cos ^{2}\left(\theta_{\mathrm{p}}\right)\right]$ term in the expression of the dipoledipole energy, the $\theta_{\mathrm{p}}=0$ case leads to an amplitude twice as large as the $\theta_{\mathrm{p}}=\pi / 2$ configuration. The signs of the initial interaction (repulsive or attractive) also concur with the theory. These results explicitly show the fine control on the atomic motion brought about by the choice of the preparation geometry, which is ultimately independent of the measurement geometry thanks to the field rotation.

In conclusion, we are able to not only prevent any motion of circular atoms, but also to control it. This new possibility opens up interesting prospects, that we unfortunately do not have time to tackle in the present work. Through a longer waiting


Figure IV.10: Control and characterization of the atomic motion, in three different preparation geometries, and for three pairs of atoms. (a) Experimental sequence. (b) Overlap of the data and numerical results. The origin of the $x$-axis is the initial activation of the electric field, after the microwave $D \rightarrow F$ transfer. For each measurement (dots), we run an ab initio numerical simulation (solid lines) of the corresponding configuration. The $\theta_{\mathrm{p}}=\theta_{0}$ case leads to a quasi-vanishing motion, as expected. In the two other cases, significant motion is induced and matches the simulations with good agreement.
time in the low- $\ell$ interacting states, one could imagine exciting motional modes of larger amplitude. With more than two atoms, we might also excite more complex states of motion. It will also be interesting to see the interplay between motion and circular-circular interactions in this system. The spin-phonon model elaborated in the first chapter is directly linked to these ideas. The level of experimental control reached with these results could hopefully lead to explicit implementations of the cat states or thermometry proposals that we introduced with this theoretical system in chapter 1.

## IV.3.4 Unperturbed interactions

Equipped with the new distinction between preparation geometry and measurement geometry, we return to the investigation of the spatial dependence of the circularcircular interactions. From now on, we keep $\theta_{\mathrm{p}}=\theta_{0}$, so that the atomic motion is kept at a minimum and does not perturb the subsequent characterizations. For the rest
of the analyses presented here, we also systematically take into account magnification error of the optical trapping setup that the motion measurements revealed. Our best empirical estimate of its value, derived from the data, is $-2.3 \%$. For a user-defined inter-trap distance $d$, we now compute the corresponding interactions using the corrected value $\alpha d$, where $\alpha=0,977$.

## Distance dependence

We start with the renewed measurement of the distance dependence in the resonant dipole-dipole interaction. We still work with three pairs of atoms, and set the measurement angle to $\theta_{\mathrm{m}}=\pi / 2$ through the rotation of $\mathbf{F}$ after the end of the adiabatic passage. We therefore recover the same measurement conditions as in section IV.2.1, but without any atomic motion. For distances ranging from 8 to $16 \mu \mathrm{~m}$, we acquire the two-peak microwave spectrum of the system. The spectra are plotted in figure IV. 11 (a). In each acquisition, the frequency scan range spans the two peaks ( 1 and 2) but, for clarity purposes, we plot peak 1 for the $15 \mu \mathrm{~m}$ configuration only. Peak 2 is however shown for all distances. The microwave pulse duration and power are adjusted in each configuration so that the spectra always take the same amount of time to record. At large distances, a long pulse allows good discrimination between peak 1 and peak 2 over the short range of frequencies they span. The $16 \mu \mathrm{~m}$ spectrum is for instance acquired with a pulse duration of 4.3 ss . At short distances, peak 2 is further away from peak 1: a shorter pulse with more microwave power allows to still have good peak definition but with larger frequency steps, and thus the same total acquisition time. At $8 \mu \mathrm{~m}$, we therefore use a $0.9 \mu \mathrm{~s}$ microwave duration. These adjustments explain the different line-widths of the spectra.

Except for the $9 \mu \mathrm{~m}$ and $10 \mu \mathrm{~m}$ configurations, the height of peak 2 remains constant and above $30 \%$, indicating a good circular purity independently of the geometry. Thanks to the preparation process at $\theta_{\mathrm{p}}=\theta_{0}$, which not only inhibits motion but also prevents any interaction-induced defects in the circularization, we recover a good purity regardless of the measurement geometry.

In panel (b) of figure IV.11, we plot the interaction energy, computed from the peak separation of the spectra, as a function of the inter-trap distance. With this new atomic preparation, we get a much better agreement between data and theory than in the first version of the experiment. Only one point, at strongest interactions, falls just below the theoretical expected value. We recall that we take into account the $\alpha=0.977$ correction factor to compute the theoretical interaction energies from the distances. By including this slight correction in the theory-data comparison, we obtain a perfect agreement between the two.


Figure IV.11: Measurement of the circular-circular interaction as a function of the inter-atomic distance, with a preparation tailored to inhibit atomic motion and using three identical pairs of trapped atoms. (a) Microwave spectra of the $|\uparrow \uparrow\rangle \rightarrow|+\rangle$ transition for different distances. For each configuration, we only plot the interactiondependent peak, labeled 2 in the previous sections. Peak 1 of the $15 \mu \mathrm{~m}$ configuration is plotted to show the position of the frequency reference $\overline{\nu_{0}}$, taken as the x -axis origin. The inset illustrates, with a single pair, the geometry implemented for the microwave measurement, after rotating the electric field. (b) Computed interaction energy $\Delta \nu$, as a function of the inter-trap distance. The data follows the expected theoretical evolution (dashed grey line, computed by taking into account $\alpha=0.977$ ) with excellent agreement. The errorbars are smaller than the markers.

## Angular dependence

We now switch to the examination of the angular dependence. We set the distance to $13 \mu \mathrm{~m}$ and still use three pairs of atoms. The preparation is done with $\theta_{\mathrm{p}}=\theta_{0}$, but we scan the measurement angle $\theta_{\mathrm{m}}$ from 0 to $\pi / 2$ via the rotation of $\mathbf{F}$ executed before the microwave probe pulse. The recorded spectra are shown in figure IV. 12 (a). As in the distance experiment, to avoid overcrowding the figure we plot peak 1 for only one of the geometric configurations, while peak 2 is plotted for all of them. The x-axis origin is, once more, the shared position of peak 1 .

We subtracted here on all spectra an additional, angle-dependent global frequency shift caused by the angle between the quantization axis and the magnetic field. As we change the orientation of $\mathbf{F}$ in each of the measurements, the projection of $\mathbf{B}$ onto the quantization axis changes accordingly. The angle changes result in different Zeeman effects in the different configurations. The Zeeman shift acts on both peaks, ranges
from 0 to 10 MHz , and goes as the cosine of the angle between $\mathbf{F}$ and $\mathbf{B}$, as verified with the raw spectra. We subtracted the shift, irrelevant in this study, to properly overlap the spectra and focus on their interaction-induced features only.


Figure IV.12: Measurement of the circular-circular interaction as a function of the pair orientation, performed with 3 pairs of atoms, $\theta_{\mathrm{p}}=\theta_{0}$, and with a fixed distance $d=13 \mu \mathrm{~m}$. (a) Microwave spectra of the $|\uparrow \uparrow\rangle \rightarrow|+\rangle$ transition for different angles $\theta_{\mathrm{m}}$. For each configuration, we only plot the interaction-dependent peak, except for $\theta_{\mathrm{m}}=70^{\circ}$, where we also show peak 1 , taken as the common frequency origin $\overline{\nu_{0}}$. The inset shows the geometry of a single pair. (b) Computed interaction energy $\Delta \nu$, as a function of $\theta_{\mathrm{m}}$. The data follows the expected theoretical evolution (dashed grey line) with perfect agreement when taking into account the minor $\alpha$ magnification error.

While acquiring this data, we witnessed that the microwave efficiency is strongly dependent on the orientation of the quantization axis. When $\theta_{\mathrm{m}}$ is close to $20^{\circ}$ we can barely make out the peaks, even at maximal microwave power. We suspect that locally, because of specific patterns of microwave modes in the electrode-covered sapphire structure, in some directions their is no $\sigma^{+}$polarization. Such a polarization strictly prevents any transfer between $|52 C\rangle$ and $|51 C\rangle$, a $\sigma^{+}$transition. Along other directions, the local polarization is a mixture of different states and the microwave transfer works appropriately. The issue is linked to the power inhomogeneities mentioned several times in this work. Having a microwave horn shining radiation through one of the windows creates, between the gilded electrodes, a complex distribution of power and polarization, that we have no control over ${ }^{8}$. It is therefore harder to draw any conclusion on the circular pair purity from the height of the peaks shown here.

[^21]And again, the widths of the peak differ between the various configurations because of the adjusted pulse durations, set to take a constant acquisition time while keeping correct peak definition.

The recorded interaction energies are plotted as a function of $\theta_{\mathrm{m}}$ in panel (b) of figure IV.11. Measurements are missing close to $20^{\circ}$ because of the unfavorable microwave polarization in that configuration, and close to $\theta_{0}$ because of vanishing interactions, which make the two peaks indiscernible. In the rest of the $\theta_{\mathrm{m}}$ values implemented, the agreement with the theory is, again, perfect.

Thanks to the inhibition of the low- $\ell$ interactions, we now implement interactions between circular atoms with great precision. We successfully characterized here controlled dipole-dipole interactions between circular atoms. Through deterministic changes in the lattice definitions, and therefore in the geometry of the system, we are able to finely strengthen, weaken, and change the sign of the resonant-dipole couplings exhibited in the pairs of circular atoms, and their behavior perfectly matches the theoretical predictions.

## IV. 4 Spin exchange between two circular atoms

Now that we have a good understanding of how to master pair interactions, we undertake one last experiment. We demonstrate here the observation of spin exchange between two circular atoms in the $\{|51 C\rangle,|52 C\rangle\}$ spin space, once more written $\{|\downarrow\rangle,|\uparrow\rangle\}$. By bringing together all of the setup's functionalities presented so far and then some, we are indeed able to witness several cycles of coherent excitation transfer between two atoms. Although these results do not uncover any new feature of circular-circular interactions, they constitute an important proof of principle on the path towards full-scale quantum simulations, which will necessarily rely on the observation of energy exchanges within larger ensembles of atoms.

The idea is straightforward: we want to initialize a pair of circular atoms in state $|\uparrow \downarrow\rangle$ and then measure its evolution over time. In the eigenbasis of the interacting pair, the initial state vector writes:

$$
\begin{equation*}
|\psi(0)\rangle=\frac{1}{\sqrt{2}}(|+\rangle+|-\rangle) \tag{IV.13}
\end{equation*}
$$

According to the system's eigenenergies (cf. equation (IV.1) and figure IV. 2 [d]), the pair then evolves as

$$
\begin{equation*}
|\psi(t)\rangle=\frac{1}{\sqrt{2}}\left(e^{-i 2 J t}|+\rangle+e^{i 2 J t}|-\rangle\right) \tag{IV.14}
\end{equation*}
$$

which we revert to the measurement basis

$$
\begin{equation*}
|\psi(t)\rangle=\cos (2 J t)|\uparrow \downarrow\rangle-i \sin (2 J t)|\downarrow \uparrow\rangle . \tag{IV.15}
\end{equation*}
$$

From the amplitudes, we deduce that the probability to measure $|\uparrow \downarrow\rangle$ oscillates over time with frequency $4 J$, perhaps the most basic result in the most basic sytem in
quantum mechanics.
Its implementation with circular Rydberg atoms is however a lot less trivial. With the setup in its current configuration, we can create pairs of circular atoms with good preparation fidelity, control their interactions, keep them still for several hundred microseconds with optical traps, and measure their probability to be in $|52 C\rangle$ with single-site resolution, as demonstrated in the last part of chapter 3. The tricky additional requirement that arises here is the spin state initialization. Until now, we had no way of discriminating atoms in the preparation protocols, which is what we now need to do to prepare $|\uparrow \downarrow\rangle$. To overcome this issue, we take advantage of the dipole blockade mechanism. We detail this new technique in the next section, before moving on to the presentation of the results.

## IV.4.1 Pair state preparation via the dipole blockade mechanism

In order to prepare the state $|\uparrow \downarrow\rangle$ in a pair, we use a third, auxilliary atom, in charge of singling out one atom of the pair via the dipole blockade mechanism. We activate or inhibit the dipole blockade through the orientation of the electric field. By orientating $\mathbf{F}$ along specific axes, we can switch the dipole blockade on and off, which allows us to implement a sequence of events leading to the preparation of $|\uparrow \downarrow\rangle$.

To carry it out, we first prepare 3 circular atoms in $|\uparrow\rangle=|52 C\rangle$, labeled A, B and C, placed at the vertices of a flattened triangle, and each trapped in a bottle beam. The atomic arrangement is shown in figure IV. 13 (a). The end goal is to observe the spin exchange with the pair made up of atoms A and B. Atom C will be used to blockade A during the preparation. We set the geometry so that A and C are $20 \mu \mathrm{~m}$ apart $^{9}$, and the angle between their inter-atomic axis and the $x$ axis is $\theta_{0}$. When $\mathbf{F}$ is along $x$, i.e., throughout the circularization and de-circularization, A and C cannot interact. Atom B is $40 \mu \mathrm{~m}$ away from A, on the opposite side of C. Its angular position with respect to A is set by various constraints in the regularity of the underlying tweezer lattice. When $\mathbf{F}$ is parallel to $x, \mathrm{~A}$ and B are coupled, with an interaction frequency $4 J /(2 \pi)=99.0 \mathrm{kHz}$. Atoms B and C are separated by $57 \mu \mathrm{~m}$, so that their interaction is $4 J /(2 \pi)=25.4 \mathrm{kHz}$ when the electric field is along $x$. With this geometry in mind, we can now go over the successive preparation steps, pictured in the four panels of figure IV.13:

1. All three atoms are initialized in $|52 C\rangle$ following the standard procedure. The electric field is along $x, \mathrm{C}$ and A do not interact, while A and B do. Their interaction strength is however relatively small, so that the motion induced during the preparation is very limited ( $\sim 10 \mathrm{~nm}$ amplitude according to simulations). This is the configuration drawn in panel (a).
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Figure IV.13: Dipole-blockade-based preparation for site selectivity. (a) Three atoms are initially prepared in $|\uparrow\rangle$ (blue wavefunctions). At the end of the circularization ( $\mathbf{F} \|$ $x$ ), A and B interact weakly (yellow dotted line connecting them). A and C are placed so that, in this field configuration, their interaction is inhibited. (b) Rotation of the elecric field to prevent A-B interactions, while A and C are coupled (red dotted line). (c) A microwave pulse (green arrows) transfers atom B to $|\downarrow\rangle$ (green wavefunction), while $A$ and $C$, being in the dipole-blocakde regime, each remain in $|\uparrow\rangle$. The microwave pulse parameters also prevent the two-photon process to $|\downarrow \downarrow\rangle$. (d) $\mathbf{F}$ is rotated back to $x$, A and C no longer interact, while A and B start evolving from $|\uparrow \downarrow\rangle$ (blue and green wavefunction).
2. The electric field is rotated to inhibit interactions between $A$ and $B$, as shown in panel (b). Atoms A and C interact, with an energy $2 J /(2 \pi)=396 \mathrm{kHz}$.
3. A 14 ss-long microwave pulse, set on the single-atom $|52 C\rangle \rightarrow|51 C\rangle$ transition frequency $\nu_{0}$, is applied to the atoms. Atom B, whose interaction with A is inhibited, is transferred to $|\downarrow\rangle$. Atom A is in the dipole blockade regime, due to its interaction with C. Their one-photon transition $|\uparrow \uparrow\rangle \rightarrow|+\rangle$ lies 396 kHz away from the microwave pulse frequency, whose duration imposes a spectral width of less than 80 kHz (checked in preliminary tests). This transition thus cannot take place. The two-photon $|\uparrow \uparrow\rangle \rightarrow|\downarrow \downarrow\rangle$ transfer is also negligible. Assuming that it is an effective two-level system with far-detuned ( 396 kHz ) indetermediate level $|+\rangle$, we estimate its Rabi frequency to be 3.2 kHz . The microwave pulse, although resonant on the two-photon process, is therefore too short to significantly adress it. All in all, A and C each remain in $|\uparrow\rangle$, while atom $B$ is transfered to $|\downarrow\rangle$. This is depicted in panel (c) of the figure.
4. The field is rotated back to its initial angle, along $x$. This is done in $0.5 \mu \mathrm{~s}$, a short timescale compared to the interaction energy of A and B $(99.0 \mathrm{kHz}$, i.e., $\mathrm{a} \sim 10 \mu \mathrm{~s}$ characteristic time). Their interaction is therefore switched on in a diabatic manner, so that the interacting system is properly initialized in $|\uparrow \downarrow\rangle$. In this field configuration, A and C no longer interact.

We then let the atoms evolve for a variable amount of time, after which we carry out the de-circularization and recapture in the tweezers. Only atoms in $|\uparrow\rangle$ can be de-excited back to their ground state and recaptured, so that we obtain an effective measurement of the spin levels. A recapture event signals that the atom was in $|\uparrow\rangle$, while no recapture means that the atom was in another state - most probably $|\downarrow\rangle$ in the case of atoms A and B at short timescales.

## IV.4.2 Observation of coherent spin exchanges

With this preparation in mind, we move on to the presentation of the results. In figure IV. 14 (c), we display the recapture probabilities for atoms A and B, cast as $P_{\uparrow}$, the probability to measure $|\uparrow\rangle$, as functions of the waiting time $\Delta t$. The waiting time is taken as the delay between the end of the second field rotation (i.e., when the interaction between A and B is switched on), and the center of the de-circularizing radio-frequency pulse (when the atoms being de-excited are no longer in a circular state and the resonant spin exchange stops). Panel (a) of the figure illustrates the timings of the sequence and the definition of $\Delta t$. In the anlysis of the recapture signal, we post-process the data to discard repetitions in which the rearranging process made a mistake and did not properly initialize the system of three atoms.

The data shows clear oscillations in $P_{\uparrow}(A)$ and $P_{\uparrow}(B)$, with opposite phases. We fit each of them with the following function:

$$
\begin{equation*}
f(t)=y_{0}+\alpha e^{-t / \tau_{\mathrm{L}}}+\beta e^{-t / \tau_{\mathrm{C}}} \cos (2 \pi \nu t) \tag{IV.16}
\end{equation*}
$$

The first exponential term accounts for the black-body radiation-induced decay. The time constant $\tau_{\mathrm{L}}$ is not a fitting parameter, it is empirically taken as the average of the lifetimes of $|52 C\rangle$ and $|51 C\rangle: \tau_{\mathrm{L}}=138 \mu \mathrm{~s}$. The oscillating term also has an exponential pre-factor, which covers the loss of coherence over time, i.e., the decay in oscillation amplitudes. The fitting routine yields the two decay rates $\tau_{\mathrm{C}}^{(A)}=43 \pm 9 \mu \mathrm{~s}$ and $\tau_{\mathrm{C}}^{(B)}=36 \pm 7 \mu \mathrm{~s}$. Both times are shorter than the estimated pair lifetime, of about $70 \mu \mathrm{~s}$, indicating the presence of decoherence effects. The coupling strength $J$ being independent of the static electric and magnetic fields, the decoherence might be explained by other effects, such as residual couplings to atom C or undesirable outcomes of the microwave preparation pulse. The spin-motion interplay addressed in chapter 1 could also explain the loss of contrast over time. However, given the $6 \mu \mathrm{~K}$ atomic temperature and weak interaction strength, numerical simulations indicate that this effect should not be visible at such timescales.


Figure IV.14: Spin exchange between two circular atoms interacting in the resonant dipole regime. (a) Depiction of the experimental sequence, where the rearranger is not shown. The orientation of the electric field is plotted to illustrate its change of orientation to prepare atom B in $|\downarrow\rangle$, thanks to the dipole-blockade enacted on A by atom C. (b) Representation of the arrangement of the atoms. Atom C has an auxilliary role in the sequence, it is only used to shift A out of resonance when shining the microwave field. (c) Recapture probabilities for atoms A and B as functions of the waiting time $\Delta t$. We overlap the data (dots) with fit functions (solid lines). The results clearly show more than a dozen spin exchanges between the two circular atoms. (c) Recapture probability for atom C, indicating residual interactions between A and C during the evolution.

More importantly, we find the common oscillation frequency to be $\nu=102.2 \pm 0.5 \mathrm{kHz}$. It is in excellent agreement with the predicted value $4 J /(2 \pi)=99.0 \mathrm{kHz}$. The results indicate that we have properly witnessed the coherent spin exchange taking place in the pair.

We plot in panel (d) the recapture probability of atom C. We also fit it with the function of equation (IV.16), but now taking $\tau_{\mathrm{L}}=\tau_{52 C}=140 \mu \mathrm{~s}$, the lifetime of $|52 C\rangle$ only. The result shows that the black-body radiation-induced decay is modulated by slow oscillations at $20.3 \pm 0.6 \mathrm{kHz}$. The frequency is of the order of the A-C interaction, where we expect $4 J /(2 \pi)=25.2 \mathrm{kHz}$. The fact that we observe this oscillation indicates that the interaction between atoms A and C is not totally negligible in the evolution of the system.

A more in-depth analysis would have to be carried out to explain all the features of the data and the quantities obtained from the fitting results. At first glance, the initial recapture of atom A matches that of the circular-atom trapping experiment, discussed in chapter 3. The $20 \%$ initial recapture of atom B is harder to explain without additional, more detailed considerations. By taking into account the circularization and de-circularization success rates, the microwave pulse efficiency and other error-inducing technicalities (e.g., the residual A-C interaction, the effect of the decircularization on $|51 C\rangle$, etc), and with a less empirical fitting routine, one should be able to explain the various features of the plots.

These results are still at their preliminary stage and we unfortunately lack the time to address them in more details in the context of this thesis. They nonetheless constitute a satisfying achievement. We basically observed two circular atoms, separated by a distance equivalent to the diameter of a human hair, exchange a single photon in a back and forth manner. Perhaps more pragmatically, the experiment of this last section proves the feasibility of using circular atoms to emulate spin systems - although extremely basic ones at this stage.

## Conclusion of chapter 4

We presented in this final chapter the main results of this thesis, dedicated to the measurement and control of interactions between circular atoms. The investigations were conducted with pairs of atoms individually trapped in optical beams. We thoroughly explored their resonant dipole-dipole interactions in the $\{|51 C\rangle,|52 C\rangle\}$ spin states.

The microwave spectroscopy of the $|\uparrow \uparrow\rangle \rightarrow|+\rangle$ transition proved to be an efficient technique to probe and characterize the interaction regime in any geometry $\left(d, \theta_{\mathrm{m}}\right)$. It not only provided a direct proof of the coupling between the two atoms, but also yielded useful information on the state of the pair at the time of the measurement. Thanks to a simple toy model of the atomic evolution, one can derive from the microwave spectra (and their corresponding Rabi oscillations) the atomic positions and state purity. The study of the variations of the interaction energy with the geometrical parameters of the system followed the general expected behavior, but highlighted preparation errors induced in strongly-interacting regime.

Thanks to a semi-classical simulation, we attributed these errors to dipole-dipole interactions occurring when the atoms are in low- $\ell$ states before the circularization procedure. The numerical results predicting atomic motion matched the one we measured through the microwave probe. We were able to overcome this bottleneck by exciting the pairs to circular states while in an interaction-inhibiting geometry. The subsequent rotation of the electric field nonetheless allowed us to explore any circularcircular interaction regime. We then demonstrated precise control of the resonant dipole-dipole interactions, still relying on the microwave spectroscopy to do so. Incidentally, the precision of the measurements revealed a small error in the magnification of the optical trapping setup. The distances between the lattice sites are actually $2 \%$ shorter than what we aim for when designing the SLM phase masks. The measured discrepancy is attributed to a slight misestimation of the aspheric lens' focal length. Far from being detrimental, this minor error and the fact that we are able to discern it further prove the quality of the optical trapping system.

The refined preparation protocol, where the quantization axis is not the same in the excitation and measurement phases of the experiments, allowed us to demonstrate control over the motion of the atoms in their traps. Through various preparation geometries, we were able to exhibit different regimes of motion. The data is in excellent agreement with numerical simulations, proving both our good understanding of the phenomena at stake and the fine atomic control allowed by the setup's functionalities.

The observation of coherent spin exchange between two circular atoms concluded the investigation addressed here. By taking advantage of the dipole blockade volume induced by a third, auxilliary atom, we recorded the evolution of a pair initially prepared in $|52 C, 51 C\rangle$. We witnessed several cycles of spin exchange, in excellent agreement with the expected interaction frequency. Although at a preliminary stage, these last results unequivocally lay the foundations for a future circular-atom quantum simulator.

## Conclusion

I presented in this dissertation the experimental investigation of dipole-dipole interactions between optically-trapped circular Rydberg atoms. Thanks to our new setup, designed to create arbitrary arrays of circular atoms in a room-temperature environment, we were able to implement, control and measure the resonant exchange coupling exhibited within pairs of such atoms, individually trapped in bottle beams. The experimental technicality and promising results discussed here undeniably lay the groundwork for the long-term goal of creating a quantum simulator based on circular atoms. Over the course of my five-year PhD studies, we successfully bridged the gap between theoretical proposal [117] and experimental implementation, although the setup in its current state is still far from its desired capabilities. Nevertheless, one could argue that, by observing cycles of resonant spin exchange between two trapped circular atoms, we technically implemented a quantum simulation of the simplest imaginable spin system.

We were able to reach the conclusions presented here through an exhaustive upgrade of our setup, coupled to the development of new technical skills, the design of several tailor-made software and in conjunction with refined theoretical predictions and numerical modeling. This long-term project, of which we showed here some of the first outcomes, will hopefully bolster the renewed interest in circular atoms in the context of quantum simulation efforts [116, 195], almost exactly a hundred years after Niels Bohr received his Nobel Prize for his first intuition of these remarkable atomic states.

We dedicated the first chapter of this dissertation to the formal introduction of circular Rydberg atoms, their individual properties and the main characteristics of their interactions. The circular states, distinguished by their large principal quantum number and maximal orbital and magnetic angular momenta, are best understood from the standpoint of the parabolic basis and in the hydrogenic approximation. This formalism is tailored to the description of the Rydberg manifolds of alkali atoms evolving in static electric and magnetic fields. Within this framework, we underlined the distinctive features of individual circular Rydberg atoms, specifically focusing on state $|52 C\rangle$, the level we work with in the experiments. Their strong dipole couplings, almost exclusively to other circular states and in the microwave domain, justify their use as spin-encoding levels for simulations. This peculiar level structure also accounts for their lifetimes, outstanding among other Rydberg levels but highly dependent on black-body radiation. The third important property of circular atoms we addressed here is their sensitivity to the ponderomotive force, which enables their individual
optical trapping.
When two circular atoms are close to each other, they interact via the dipoledipole coupling. Two possible behaviors then emerge, depending on the specific levels involved. On the one hand, if the atoms are in two dipole-coupled states, the interaction is of the first order kind, and leads to the direct, spin exchange regime. On the other hand, if the atoms are in levels that are not dipole-coupled, their coupling is ruled by second-order processes, called the van der Waals regime. The two configurations display energy scales that differ by several orders of magnitude. Although the second one is the target regime of our proposed quantum simulation platform, we focused here on the direct exchange interaction, because of experimental constraints and as our first step in the field of trapped, interacting Rydberg atoms.

To carry out the experimental investigation of said interactions, we rely on the functionalities of our new setup, which we presented in the second chapter of this work. Among its many features, the electric-field control apparatus and the optical trapping system are of crucial importance. Thanks to standard laser-cooling techniques (magneto-optical trapping, optical molasses, adiabatic cooling), we create homogeneous arrays of individually-trapped atoms, with $65 \%$ single-site initial loading probability and cooled to $5 \mu \mathrm{~K}$. We recently added a rearranging beam to the experiment, used to move the loaded atoms between static tweezers, so as to reach arbitrary, defect-free in our atomic lattices.

In chapter 3, we presented some of the first results of this thesis, on the trapping and manipulation of individual circular Rydberg atoms. We started with the description of the excitation procedure to transfer ground-state atoms to $|52 C\rangle$, which has a $73 \%$ success rate and is performed in about $10 \mu \mathrm{~s}$. Thanks to our site-resolved optical detection method, we then proved that the atoms, while in the circular state, stay confined in their individual bottle beams. We wrapped up chapter 3 by discussing two experiments that demonstrate other applications of the optical detection to circular state manipulations. We notably implemented the coherent transfer of the atoms between two circular states, which we detect with single-site resolution.

Equipped with arbitrary arrays of trapped $|52 C\rangle$ atoms, we finally tackled in chapter 4 the experimental study of the dipole-dipole coupling between circular states. We restricted our investigations to the case of pairs of atoms and to the resonant, firstorder interaction regime. Via a microwave spectroscopy probe of the pair transitions, we explicitly demonstrated the emergence of circular-circular interactions, matching the expected theoretical predictions. To implement highly-controlled interactions, we however need to inhibit any atomic motion that can be induced in the traps during the preparation procedure. We therefore circularize the pairs of atoms in a geometrical configuration that prevents any interaction. Then, once the atoms are properly brought to $|52 C\rangle$, we rotate the quantization axis to be able to scrutinize any targeted interaction geometry, without the presence of perturbative motion. With this upgraded preparation protocol, the atomic motion is completely de-correlated from the circular-circular interaction configuration we want to probe.

We concluded the fourth chapter with the time-resolved observation of spin exchanges between two circular atoms, still in the resonant, first order interaction regime. Using a third atom and its Rydberg blockade volume, we are able to initialize the pair in $|51 C, 52 C\rangle$ and record its subsequent evolution, which matches the expected behavior with good accuracy.

Throughout this dissertation, we stressed the importance of several technical features that underlie the scientific achievements on circular atom manipulation and circular-circular interactions. These technicalities correspond to various ingredients that make up the recipe for an efficient quantum simulation platform. In that context, we can mention the following accomplishments: the creation of arbitrary spin geometries (thanks to the rearranging beam), the implementation of long-lived spin- $1 / 2$ elements (in the form of individually-trapped circular atoms) interacting in a highly controlled fashion (via the geometry of the dipole-dipole interactions), measurable with site resolution (thanks to the optical detection) and individually addressable for state initialization (through the dipole blockade trick). All in all, by overcoming these various technical challenges, we explicitly demonstrated the feasibility of using circular atoms for quantum simulation experiments.

Although much work is still required to reach advanced simulation schemes, this new setup already opens up interesting investigation prospects, that can be directly built upon these first results. Following the results of the fourth chapter, the resonant spin exchange could be implemented in larger ensembles of atoms. With the straightforward tool of microwave spectroscopy at hand, it seems feasible to probe couplings within groups of three or more atoms, which should display clear signs of interactions in the same fashion as a pair. The driven Rabi oscillations of $N$ atoms, for instance, should display, under the right conditions, oscillations at $\sqrt{N}$ times the frequency of the single-atom ones. Thanks to the dipole blockade preparation, we could also imagine observing the propagation of a single spin excitation in a chain of circular atoms, through a careful choice of the geometry.

Furthermore, the investigation of van der Waals interactions could also be within reach in this current experimental platform. We should indeed be able to reach a precision in our microwave spectroscopy which falls into the scale of second-order van der Waals couplings, where interaction-induced energy shifts in pair states are of the order of 10 kHz at our standard inter-atomic distances. The van der Waals interactions display a richer behavior than the resonant regime. It exhibits both longitudinal and transverse spin couplings, where the resonant case only feature the latter. Importantly, these couplings depend on the static electric and magnetic field. Witnessing such van der Waals interactions and checking their dependence on the static fields would constitute significant achievements.

The motional state of the circular atoms took on an unexpectedly important role in this work, whether through the theoretical spin-phonon model of the first chapter [124] or in obtaining the main experimental results of chapter four. The investigation of spin and motion interplay could also be pushed further in the near future, whether to probe the temperature of the circular atoms or to create motional Schrödinger cat states, as
proposed in chapter 1.
Finally, one could envision the realization of quantum non-destructive (QND) measurements of circular states in our setup, as proposed in [116]. It is possible to find, in the right field conditions, two low- $\ell$ Rydberg states that are dipole-coupled at the same frequency as two circular states. To measure the state of an atom in these circular levels, we can then use an ancillary atom placed in the low- $\ell$ levels. Through the resonant interaction between the two atoms, the state of the low- $\ell$ atom can be made dependent on that of the circular one. If one of the low- $\ell$ levels is laser-coupled to the ground state, the optical detection of the ancillary atom then yields a QND measurement of the circular atom. The trapping and individual addressing requirements for such a scheme are more involved than what we are currently doing, but should be within reach for our system.

Various technical improvements will nevertheless have to be eventually undertaken in our current platform. We mention them here, following the order of their respective timescales, as prospective evolutions of the setup that should allow it to reach its full potential. First, short-term improvements of the circularization protocol might be considered. As mentioned at the end of chapter 3, other atomic excitation techniques could lead to a circular preparation efficiency greater than the current one, and more suitable for larger ensembles of atoms. In the coming years, the setup will then be transferred to a cryogenic environment, which will allow us to fully harness the properties of circular atoms, by getting rid of most of the black-body-induced decays. With longer lifetimes, the proper implementation and investigation of van der Waals interactions should be immediately within reach in a cryostat. Finally, by adding a plane capacitor around the atoms [119], individual lifetimes of the order of the minute could be achieved, at which point the investigation of unexplored many-body phenomena should become accessible.

From that perspective, the achievements we presented here are only the first of many steps on the road to novel quantum simulations. And in that sense, the completion of this PhD was not really an end in itself, but hopefully an important beginning.

## Appendix A

## Numerical models

In our experimental work, we constantly rely on numerical simulations to predict and corroborate results. The different programs that run these simulations cover a large scope of applications and vary widely in complexity. They range from simple Python scripts used to estimate atomic transition frequencies based on open-source libraries [95], to intricate Monte-Carlo simulations of single-atom motion in tweezers or bottle beams, to extensive diagonalization of pair Hamiltonians for interaction energy computations, to ab initio electric field estimations. We choose to discuss here only two such numerical models. We first present the simulation of circular-state evolution under black-body transfers, as the estimated lifetime of $|52 C\rangle$ is omnipresent in discussions throughout this work. We then detail the semi-classical model used to strengthen the main results of this thesis and which is useful for understanding parts of chapter 4. It emulates low- $\ell$ dipole-dipole interactions in realistic experimental conditions, and allows us to estimate the evolution of both the internal and external degrees of freedoms of the atoms during experimental sequences.

## A. 1 Lifetime of circular atoms

To analyze experimental data, we often need to estimate the black-body-induced decay of circular atoms to neighboring manifolds. To do so, we compute the statistical evolution of circular population over time, driven by spontaneous emission, absorption and stimulated emission processes. A single circular level $\mid n C$ is dipole-coupled to mainly six other states, pictured in A.2: its adjacent elliptical levels $\left|n E^{+}\right\rangle$and $\left|n E^{-}\right\rangle$, the circular levels of the nearest manifolds $|(n-1) C\rangle$ and $|(n+1) C\rangle$, and two elliptical levels of the $n+1$ manifold, $\left|(n+1) E^{-}\right\rangle$and $\left|(n+1) E^{--}\right\rangle$(not pictured in the figure) ${ }^{1}$. The natural radiative rates of transfer to any of these levels $|r\rangle$ are given by the Einstein coefficient $\left.\Gamma_{n C-r}^{(0)}=4 \alpha \omega^{3}|\langle r| \hat{\mathbf{r}}| n C\right\rangle\left.\right|^{2} /\left(3 c^{2}\right)$ [139]. From the frequency dependency of these rates, we first neglect the transitions to $\left|n E^{ \pm}\right\rangle$, whose frequencies lie in the radiofrequency range, compared to microwave transitions to the $n \pm 1$ manifolds. Then, the computation of the dipole matrix elements indicates that the transitions to the elliptical states $n+1$ can also be neglected when compared to circular-circular couplings.
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Figure A.1: Most significant dipole-allowed transitions between circular states that contribute to black-body population decay. The circular-circular transitions (orange arrows) have the strongest dipole matrix elements. The $\pi$ transition between $|n C\rangle$ and $\left|(n+1) E^{-}\right\rangle$(pink dotted arrow) has a rate that is barely $10 \%$ of that of $|n C\rangle \rightarrow$ $|(n+1) C\rangle$, and is discarded in the computations. Other transitions to elliptical states (not pictured here) are completely negligible.

In our numerical model, we therefore only consider transitions between adjacent circular states. We want to estimate the population evolution, starting from any statistical distribution within circular levels and for a given black-body temperature. We write $\nu_{n, n \pm 1}$ the microwave transition frequencies between circular levels and $\Gamma_{n}^{(0)}$ the natural spontaneous emission rate of circular level $|n C\rangle$, computed from the Einstein coefficient:

$$
\begin{equation*}
\left.\Gamma_{n}^{(0)}=\frac{4 \alpha\left(2 \pi \nu_{n-1, n}\right)^{3}}{3 c^{2}}|\langle(n-1) C| \hat{\mathbf{r}}| n C\right\rangle\left.\right|^{2} . \tag{A.1}
\end{equation*}
$$

The absrption and stimulated emission rates of this transition are then computed from:

$$
\begin{equation*}
\Gamma_{n}^{(1)}=s\left(\nu_{n-1, n}\right) \Gamma_{n}^{(0)}, \tag{A.2}
\end{equation*}
$$

where $s\left(\nu_{n-1, n}\right)$ is the average mode of photons in the relevant mode, given by Planck's law:

$$
\begin{equation*}
s(\nu)=\frac{1}{e^{h \nu / k_{B} T}-1} . \tag{A.3}
\end{equation*}
$$

We write $p_{n C}$ the population in level $|n C\rangle$. From the discussed transition processes, the population evolution over an infinitesimal time $\mathrm{d} t$ writes, for state $|n C\rangle$ :

$$
\begin{align*}
p_{n C}(t+\mathrm{d} t)-p_{n C}(t) & =-\left(\Gamma_{n}^{(0)}+\Gamma_{n}^{(1)}\right) p_{n C}(t) \mathrm{d} t \\
& -\Gamma_{n+1}^{(1)} p_{n C}(t) \mathrm{d} t \\
& +\left(\Gamma_{n+1}^{(0)}+\Gamma_{n+1}^{(1)}\right) p_{(n+1) C}(t) \mathrm{d} t  \tag{A.4}\\
& +\Gamma_{n}^{(1)} p_{(n-1) C}(t) \mathrm{d} t .
\end{align*}
$$

The four successive terms correspond, respectively, to: the spontaneous and stimulated emission to $n-1$, the absorption to $n+1$, the spontaneous and stimulated emission from $n+1$, the absorption from $n-1$.

We can therefore write a system of coupled differential equations ruling the evolution of the circular populations that we can solve numerically. To estimate the lifetime of $|52 C\rangle$, we consider all circular states from $|48 C\rangle$ to $|56 C\rangle$, restraining the population transfers to these 9 states. We check a posteriori that the edge levels are not significantly populated during the evolution, which would indicate that the subspace considered is too small and should include additional circular levels. We set the initial population to pure $|52 C\rangle$ and numerically compute the evolution over $1000 \mu \mathrm{~s}$ for a temperature of 300 K . The result is shown in figure A.2, where, in the left panel, we plot all the states' computed populations, and in the right-hand panel focus on $|52 C\rangle$ at shorter timescales. We see that, as $t$ reaches 1 ms , population in $|56 C\rangle$ and $|48 C\rangle$ becomes significant, indicating that more levels should be taken into account for longer simulations.


Figure A.2: Simulated population evolution for an initially pure $|52 C\rangle$ system, at 300 K . The $|52 C\rangle$ population is halved in approximately $150 \mu \mathrm{~s}$. Although the decay process is multi-exponential, we can fit the evolution at short timescales with a simple exponential model (right panel).

To extract a quantitative characterization of the lifetime of $|52 C\rangle$, we fit the first $50 \mu \mathrm{~s}$ of its evolution with a basic exponential decay. At longer times, the population strongly deviates from this model, but most of the experiments presented in this work occur at short timescales, within the initial $50 \mu \mathrm{~s}$ duration. In this approximation, we obtain the 300 K lifetime:

$$
\begin{equation*}
\tau_{52 C}=140.3 \pm 0.4 \mu \mathrm{~s} . \tag{A.5}
\end{equation*}
$$

This is the estimate we use throughout the main text to derive information from the results of the measurements.

We finally carry out the same simulation, but starting from $|51 C\rangle$, the other circular state of interest in the scope of this work. In this case, the same procedure yields the room-temperature lifetime:

$$
\begin{equation*}
\tau_{51 C}=135.4 \pm 0.4 \mu \mathrm{~s} \tag{A.6}
\end{equation*}
$$

## A. 2 Simulation of low- $\ell$ interactions

The interactions between Rydberg atoms that take place throughout their preparation play a key role in the discussions of chapter 4 . We detail here the semi-classical model that allows us to predict these interactions and their effects on the atoms.

## A.2.1 Single-atom model

We describe each atom in the hydrogenic approximation, by neglecting the quantum defects, and in a static directing electric field making the parabolic basis the relevant one for computations. The internal atomic state is described by the two angular momenta $\hat{\mathbf{J}}_{a}=(\hat{\mathbf{L}}-\hat{\mathbf{A}} / 2)$ and $\hat{\mathbf{J}}_{b}=(\hat{\mathbf{L}}-+\hat{\mathbf{A}} / 2)$, where $\hat{\mathbf{A}}$ is the symmetric Runge-Lenz vector (see chapter 1). Within the manifold of principal quantum number $n$, these angular momenta have a magnitude $J_{a}=J_{b}=J=(n-1) / 2$. Taking $z$ as the quantization axis, the quantum eigenstates of the atom are $\left|m_{a}, m_{b}\right\rangle$, and the total magnetic quantum number is therefore $m=m_{a}+m_{b}$. The lowest-lying state of the manifold is therefore $|J,-J\rangle$, while the circular state of interest is $|J, J\rangle$. For $\sigma=a, b$, the ladder operators $\hat{J}_{\sigma, \pm}=\hat{J}_{\sigma, x} \pm i \hat{J}_{\sigma, y}$ increase or decrease $m_{\sigma}$ by single units.

From the definitions of $\hat{\mathbf{J}}_{a, b}$, we get the definition of the atomic dipole moment from the angular momenta:

$$
\begin{equation*}
\hat{\mathbf{d}}=\left(3 n e a_{0} / 2\right)\left(\hat{\mathbf{J}}_{a}-\hat{\mathbf{J}}_{b}\right) . \tag{A.7}
\end{equation*}
$$

One can also show [135] that $P_{C}$, the probability to be in the circular state, writes:

$$
\begin{equation*}
P_{C}=\left(\frac{\left(1+J_{a, z} / J\right)\left(1+J_{b, z} / J\right)}{4}\right)^{2 J} \tag{A.8}
\end{equation*}
$$

where $J_{a(b), z}$ are the expectations values of $\hat{J}_{a(b), z}$.
In colinear static fields $\mathbf{F}$ and $\mathbf{B}$ that define the quantization axis $z$, the single-atom Hamiltonian writes:

$$
\begin{equation*}
\hat{H}=-\left(\omega_{S}-\omega_{Z}\right) \hat{J}_{a, z}+\left(\omega_{S}+\omega_{Z}\right) \hat{J}_{b, z} \tag{A.9}
\end{equation*}
$$

where $\omega_{Z}=\mu_{B} B_{z} / \hbar$ and $\omega_{S}=\left(3 n e a_{0} / 2\right) F_{z} / \hbar$ are respectively the Zeeman and Stark frequencies. By adding a $\sigma^{+}$-polarized radio-frequency field of frequency $\omega_{\mathrm{RF}} /(2 \pi)$, which drives the $m_{b} \rightarrow m_{b} \pm 1$ transitions, the single-atom Hamiltonian becomes:

$$
\begin{equation*}
\hat{H}=-\omega_{a} \hat{J}_{a, z}-\Delta_{b} \hat{J}_{b, z}+\Omega_{b}\left(\hat{J}_{b,+}+\hat{J}_{b,-}\right), \tag{A.10}
\end{equation*}
$$

where $\Delta_{b}=-\omega_{b}+\omega_{\mathrm{RF}}$ and $\Omega_{b} \propto F$ is the Rabi frequency of the $\hat{J}_{b, \pm}$ transitions. Using the Ehrenfest theorem and the canonical commutation relations

$$
\begin{equation*}
\left[\hat{J}_{a(b), \alpha}, \hat{J}_{a(b), \beta}\right]=i \hbar \epsilon_{\alpha \beta \gamma} \hat{J}_{a(b), \gamma}, \tag{A.11}
\end{equation*}
$$

we obtain the equations ruling the evolution of the expectation values $\mathbf{J}_{\mathbf{a}}$, in the frame rotating at $\omega_{\mathrm{RF}}$ :

$$
\begin{align*}
& \frac{d J_{a, x}}{d t}=\omega_{a} J_{a, y} \\
& \frac{d J_{a, y}}{d t}=-\omega_{a} J_{a, x}  \tag{A.12}\\
& \frac{d J_{a, z}}{d t}=0
\end{align*}
$$

and those of $\mathbf{J}_{\mathbf{b}}$ :

$$
\begin{align*}
\frac{d J_{b, x}}{d t} & =\Delta_{b} J_{b, y} \\
\frac{d J_{b, y}}{d t} & =-\Delta_{b} J_{b, x}-2 \Omega_{b} J_{b, z}  \tag{A.13}\\
\frac{d J_{b, z}}{d t} & =2 \Omega_{b} J_{b, y}
\end{align*}
$$

To numerically simulate the evolution of the atom during the circularization, we will initialize the atomic state as $|J,-J\rangle$. According to the equations, $\mathbf{J}_{\mathrm{a}}$ will remain constant and aligned with $z$, while $\mathbf{J}_{\mathbf{b}}$ will precess around a vector $\boldsymbol{\Omega}=\left(2 \Omega_{b}, 0,-\Delta_{b}\right)$. In this picture, the inversion of the detuning that occurs during the RF adiabatic passage takes a more visual interpretation, as it drives $\mathbf{J}_{\mathbf{b}}$ from one pole of the Bloch sphere to the other. We depict in figure A. 3 the evolution of the angular momenta, from $|J,-J\rangle$ to $|n C\rangle$, through the adiabatic passage.
(a)

(b) Adiabatic passage
(c) $\quad|n C\rangle$


$$
\underset{\vec{d}=\overrightarrow{0}}{\vec{J}_{a}}
$$

Figure A.3: Simplified representation, in the hydrogenic picture, of the angular momenta and dipole moment (a) before, (b) during and (c) after the circularizing adiabatic passage. In the circularization stage, we show the rotation of $\mathbf{J}_{b}$ from pole to pole as the detuning changes (over microseconds) and its rotation at $\omega_{\mathrm{RF}}$ around the quantization axis. For clarity, we however do not display the part of its motion that precesses around $\Omega$ at the $\Omega_{b}$ timescale.
(a)

(b)

(c)


Figure A.4: Numerical simulation of the single-atom evolution during the adiabatic passage, following equations (A.12) and (A.13). (a) Simulated time-evolution of the RF Rabi frequency and electric field amplitude, corresponding to their real experimental implementation - as presented in chapter 3. (b) Expectation values for the three components of $\mathbf{J}_{\mathbf{b}}$, in the frame rotating at the RF frequency. (c) Atomic dipole moment and single-atom circular state purity $\eta_{52 C}^{(1)}$, which corresponds to $P_{C}$.

We solve the differential equations numerically, by making sure to have $\Delta_{b}(t)$ and $\Omega_{b}(t)$ vary as in the adiabatic passage's field and RF amplitude evolutions in the experiments. We obtain the simulated circularization plotted in figure A. 4 using the real parameters of the setup and for the $n=52$ manifold. The atomic dipole moment only starts decreasing midway through the adiabatic passage, while the probability to be in $|52 C\rangle$ rises to 1 at the end of the process.

## A.2.2 Pair evolution

We now consider two atoms undergoing the same adiabatic passage and each trapped in a harmonic potential of frequency $\omega_{t}$. We label them with the indices $i=1,2$. The goal of the simulation is two-fold. We first want to estimate the impact on the purity of the spatial proximity between the atoms. We also want to simulate the interaction-induced atomic motion. We carry on with a semi-classical approach. We tackle the computation of the internal state of the atoms via Ehrenfest theorem, as in the single-atom picture. We however simulate the motion in a fully classical manner, via the interaction energy of the two atoms and the resulting evolution of the atomic positions in their traps.

As in the main text, we consider that a distance $d$ separates the two traps. We write $r$ the distance between the two atoms and consider that they are in the $x-z$ plane, with $z$ the quantization axis. We denote by $\theta$ the angle between the inter-atomic axis and the quantization axis. The unit vector along the inter-atomic axis is then $\mathbf{e}=(\sin \theta, 0, \cos \theta)$.

## Simulation of the internal degree of freedom

As per the dipole-dipole interaction formula, the coupling between the two angular momenta of the two atoms writes:

$$
\begin{align*}
\hat{V}_{\mathrm{dd}}=\frac{1}{4 \pi \varepsilon_{0} r^{3}}\left(\frac{3}{2} n e a_{0}\right)^{2}\{ & \left(\hat{\mathbf{J}}_{a}^{(1)}-\hat{\mathbf{J}}_{b}^{(1)}\right) \cdot\left(\hat{\mathbf{J}}_{a}^{(2)}-\hat{\mathbf{J}}_{b}^{(2)}\right)  \tag{A.14}\\
& \left.-3\left[\left(\hat{\mathbf{J}}_{a}^{(1)}-\hat{\mathbf{J}}_{b}^{(1)}\right) \cdot \mathbf{e}\right]\left[\left(\hat{\mathbf{J}}_{a}^{(2)}-\hat{\mathbf{J}}_{b}^{(2)}\right) \cdot \mathbf{e}\right]\right\} .
\end{align*}
$$

By developing this expression and applying once more the Ehrenfest theorem, we can write the system of differential equations coupling the expectation values of the four angular momenta (two per atom). By writing $\mathcal{A}=\left(3 n e a_{0} / 2\right) /\left(4 \pi \varepsilon_{0} r^{3}\right)$, we get the following equations, valid in the reference frame:

$$
\begin{align*}
\frac{d J_{a, x}^{(1)}}{d t}=\mathcal{A}\{ & -\left(1-3 \sin ^{2} \theta\right) J_{a, y}^{(1)}\left(J_{a, z}^{(2)}-J_{b, z}^{(2)}\right) \\
& +J_{a, z}^{(1)}\left(J_{a, y}^{(2)}-J_{b, y}^{(2)}\right)  \tag{A.15}\\
& \left.+3 \cos \theta \sin \theta J_{a, y}^{(1)}\left(J_{a, x}^{(2)}-J_{b, x}^{(2)}\right)\right\}, \\
\frac{d J_{a, y}^{(1)}}{d t}=\mathcal{A}\{ & -\left(1-3 \sin ^{2} \theta\right) J_{a, z}^{(1)}\left(J_{a, x}^{(2)}-J_{b, x}^{(2)}\right) \\
& +\left(1-3 \cos ^{2} \theta\right) J_{a, x}^{(1)}\left(J_{a, z}^{(2)}-J_{b, z}^{(2)}\right)  \tag{A.16}\\
& +3 \cos \theta \sin \theta J_{a, z}^{(1)}\left(J_{a, z}^{(2)}-J_{b, z}^{(2)}\right) \\
& \left.-3 \cos \theta \sin \theta J_{a, x}^{(1)}\left(J_{a, x}^{(2)}-J_{b, x}^{(2)}\right)\right\},
\end{align*}
$$

$$
\begin{align*}
\frac{d J_{a, z}^{(1)}}{d t}=\mathcal{A}\{ & -\left(1-3 \sin ^{2} \theta\right) J_{a, y}^{(1)}\left(J_{a, x}^{(2)}-J_{b, x}^{(2)}\right) \\
& -J_{a, x}^{(1)}\left(J_{a, y}^{(2)}-J_{b, y}^{(2)}\right)  \tag{A.17}\\
& \left.-3 \cos \theta \sin \theta J_{a, y}^{(1)}\left(J_{a, z}^{(2)}-J_{b, z}^{(2)}\right)\right\} .
\end{align*}
$$

The $\mathbf{J}_{\mathbf{b}}$ equations are obtained by inverting $a$ and $b$ in the above expressions. The interaction being symmetric for the two atoms, the coupling equations of atom 2 are exactly the same, up to the inversion $1 \leftrightarrow 2$. This feature simplifies the resolution. Since the two atoms undergo the same evolution, we constantly have $\mathbf{J}_{a(b)}^{(1)}=\mathbf{J}_{a(b)}^{(2)}$. The system is then reduced to the computation of only two angular momenta $\mathbf{J}_{a}$ and $\mathbf{J}_{b}$, each coupled to itself and to the other. By adding the single-atom equations (written in the frame rotating at the RF frequency), we obtain a set of differential equations that we can solve numerically. Let us note that, in the coupling equations, the interatomic distance is $r$ and is allowed to change over time, to account for the atomic motion.

## Simulation of the external degree of freedom

Modeling the motion of the atoms is simpler. We treat this part of the problem in a classical picture. In this context, the interaction energy between the two atoms writes

$$
\begin{equation*}
V_{\mathrm{dd}}=\frac{1}{4 \pi \varepsilon_{0} r^{3}}\left\{\mathbf{d}^{(1)} \cdot \mathbf{d}^{(2)}-3\left(\mathbf{d}^{(1)} \cdot \mathbf{e}\right)\left(\mathbf{d}^{(2)} \cdot \mathbf{e}\right)\right\} \tag{A.18}
\end{equation*}
$$

At any given time during the circularization, the atomic dipole moment of the atoms writes

$$
\mathbf{d}^{(i)}=\left(\begin{array}{c}
d_{\perp} \cos \alpha_{\mathrm{RF}}  \tag{A.19}\\
d_{\perp} \sin \alpha_{\mathrm{RF}} \\
d_{\|}
\end{array}\right)
$$

The components $d_{\perp}$ and $d_{\|}$are defined by the norm of the dipole and can be computed from $\mathbf{J}_{a}$ and $\mathbf{J}_{b}$. They evolve at the timescale of the adiabatic passage, i.e., over fractions of microseconds (see figure A.4). The oscillating terms in the $x$ and $y$ components accounts for the precession of the dipole around the quantization axis, driven by that of $\mathbf{J}_{b}$. The angle $\alpha_{R F}$ evolves at the RF frequency of 225 MHz , i.e. at the nanosecond scale. For each instant at which we compute the classical dipole-dipole interaction energy, we therefore average the oscillations of the $x$ and $y$ components of the dipoles. When doing so after some re-writing of equation (A.18), we get:

$$
\begin{equation*}
V_{\mathrm{dd}}(t)=\frac{1}{4 \pi \varepsilon_{0} r^{3}}\left(1-3 \cos ^{2} \theta\right)\left(d_{\|}(t)^{2}-d_{\perp}(t)^{2} / 2\right) \tag{A.20}
\end{equation*}
$$

We note that the angular dependency in the equation indicates that, at $\theta=\theta_{0} \simeq 54,7^{\circ}$, no motion is induced. The motion occurs along the inter-atomic axis, in the $x-z$ plane. Thanks to the simplified energy formula, we can numerically simulate the evolution of $r$, the inter-atomic distance, during and after the adiabatic passage. We take into account the harmonic trapping potential of each atom, so that the equation of motion of $r$, the inter-atomic distance, writes:

$$
\begin{equation*}
\frac{d^{2} r}{d t^{2}}=-\omega_{t}^{2} r(t)-\frac{1}{\mu} \frac{d V_{\mathrm{dd}}}{d r}(t) \tag{A.21}
\end{equation*}
$$

(a)

(c)


Figure A.5: Numerical simulation of the pair evolution during the adiabatic passage. (a) Time-evolution of the simulated RF Rabi frequency and electric field amplitude. (b) Atomic dipole moment of each atom and pair circular-state purity $\eta_{52 C}^{(2)}$, i.e., probability for each atom to be in $|52 C\rangle$. The interactions hinder the proper circularization as $\eta_{52 C}^{(2)}$ caps at $80 \%$. (c) Simulated atomic motion: variation of the inter-atomic distance $r$ over time. The trapping frequency of the traps is set to 100 kHz .

Here, $\mu=M / 2$ is the reduced mass of the pair of atoms, and $V_{\mathrm{dd}}(t)$ evolves over time according to the circularization and angular momenta interactions.

Once the motion is coupled to equations (A.15), (A.16), and (A.17) (where the single-atom adiabatic evolution should be added), we obtain the full description of the pair during the circularization, with the interaction-induced effects taken into account. We show in figure A. 5 the result of a numerical resolution of the system. To force the emergence of interaction phenomena, we take a short inter-trap distance of $5 \mu \mathrm{~m}$, but tightly trap the atoms in $\omega_{t}=2 \pi \times 100 \mathrm{kHz}$ potentials. In this case, the interactions prevent the circularization from reaching a good circular purity in the pair. The pair preparation efficiency $\eta_{52 C}^{(2)}$ ) only rises to $81 \%$ at the end of the process, when the same procedure applied to single atoms is estimated to reach a $100 \%$ purity (cf. figure A.4). The simulation also predicts a significant motion, with an inter-atomic distance varying by microns despite the tight trapping potentials. The motion is kicked-off by the strong low- $\ell$ interactions before the adiabatic passage. It results in oscillations of $r$ at the trapping frequency for the rest of the evolution. In chapter 4 of the main text, we make use of this numerical model on several occasions to explain the measured phenomena. We mostly rely on it to estimate the motion of the atoms and corroborate its real measurements.

## Appendix B

## Stability of the spin-phonon system

Within the framework of chapter 1, the effective potentials exerted on the relative position of two circular atoms trapped in harmonic wells write, for each of the two pair states $|+X\rangle$ and $|-X\rangle$ :

$$
\begin{equation*}
V_{ \pm}(x)=\frac{1}{2} \mu \omega^{2} x^{2}+\hbar U_{m}(x)( \pm 2 J-\Delta) \tag{B.1}
\end{equation*}
$$

where $x$ is the relative position $x=x_{2}-x_{1}, \mu$ the reduced mass and $U_{m}(x)=$ $(1+x / d)^{-m}$ accounts for the distance-dependence of the interaction. The distance between the two traps is $d$, while $J$ and $\Delta$ are the interaction coefficients in the given configuration. They depend on the geometry of the system, on the static fields and on the subspace of atomic levels considered. We recall that, if the states evolve in $\{|n C\rangle,|(n+1) C\rangle\}, \Delta$ is negligible compared to $J$, which goes as $1 / r^{3}$, i.e., $m=3$. If the atomic subspace is $\{|n C\rangle,|(n+2) C\rangle\}$, both coefficients are comparable and $m=6$.

The second term in $V_{ \pm}$diverges as $1 / r^{m}$. If large and negative, this contribution can dominate the quadratic term of the trapping potential. More precisely, if the interaction is attractive and too strong compared to the trapping potential, the atoms will not be confined to their traps and will collapse onto each other. In this case, the effective potential does not display a local minimum. We study in this appendix such instabilities and try to quantify them so as to be able to avoid them experimentally.

We focus here on the experimental conditions close to the ones implemented in the experiments of this thesis. We take $n^{\prime}=n+1$, so that the atoms interact in the direct exchange regime, and we make the approximation $\Delta \simeq 0$ accordingly. To remain within the scope of our study on the spin-phonon system, we also take the quantization axis to be orthogonal to the inter-atomic axis: the atoms are positioned as two plates next to each other on a table. The stability conditions derived here, with this strong interaction configuration, can be easily adapted to other geometries and interaction regimes. In particular, the van der Waals interactions are weaker and should therefore lead to less demanding stability conditions.

In the considered system, we have $J<0$ (cf. figure I. 4 at $\theta=\pi / 2$ ). Of the two effective potentials, only $V_{+}$then displays a negative divergence. We therefore study
this potential only, as no instability issue will arise with $V_{-}$. Given the hypotheses on the system, the problematic effective potential writes:

$$
\begin{equation*}
V_{+}(x)=\frac{1}{2} \mu \omega^{2} x^{2}-\frac{2 \hbar|J|}{(1+x / d)^{3}} . \tag{B.2}
\end{equation*}
$$



Figure B.1: Stability of the spin-phonon system, in the $\Delta n=1$ and $\theta=\pi / 2$ regime. (a) Bare harmonic traps (dotted lines) and effective potentials $V_{+}$(solid lines), plotted as functions of the relative distance between the two atoms $x$, for three configurations illustrating the different behaviors of the system. At large trapping frequency (green), the interaction does not affect the shape of the trap at the relevant scales. In the intermediate regime (orange), the effective potential displays a "wall" of a few hundred $\mu \mathrm{K}$. For a low trapping frequency (grey), the effective potential cannot trap atoms. (b) Map of the wall height as a function of $d$ and $\omega$. The grey region indicates where the system is fully unstable. Experimental parameters should always be taken outside of this region.

Close to $x=-d$, the second term always dominates and $V_{+} \rightarrow-\infty$. The trapping potential is then characterized, for negative values of $x$, by a "wall" height. For weak interactions and large trapping frequencies, this wall is extremely high and the trapping potential can be considered fully harmonic. When both terms of $V_{+}$are comparable, the wall can be of reduced amplitude. Knowing its height is crucial for implementations of such experiments. The temperature of the atoms should always be lower than this wall height to prevent them from escaping. Finally, if the interaction is too strong compared to the trapping strength, the effective potential does not even display a local minimum and the atoms are not trapped at all. This configuration should be avoided altogether experimentally. The three possibilities are plotted in figure B (a), where we show both the bare harmonic trap and its associated effective potential $V_{+}$ as functions of $x$. The graphs are computed with $d=10 \mu \mathrm{~m}$ and for three different
trapping frequencies of $5 \mathrm{kHz}, 10 \mathrm{kHz}$ and 20 kHz . In panel (b), we plot the wall height as a function of both $\omega$ and $d$. The instability domain, where no trapping can occur, is filled in grey. This plot reveals the highly sensitive character of the system's stability, especially with respect to $\omega$. For an increase of the trapping frequency by a factor 2 or 3, the growth of the wall height can be ten-fold. These results, computed numerically, roughly indicate the geometrical parameters that guarantee the stability of the system. These conditions are important to properly manage experiments on interactions. It is for instance quite useful to know, given an atomic temperature, an inter-atomic distance and an interaction strength, the requirement on the trapping frequency (and through it on the laser power per trap) to avoid losses or the collapse of the system.

To be more quantitative, we can also derive analytically the condition on the spinmotion coupling to avoid the unstable regime. Through basic math on $V_{+}$, we find that the critical coupling for which the local minimum disappears is:

$$
\begin{equation*}
g_{c}=3.4 \times 10^{-3} \times \sqrt{\frac{\omega}{|J|}} . \tag{B.3}
\end{equation*}
$$

We remind that the coupling $g$ is defined as $g=x_{0} / d$, with $x_{0}$ the spatial extent of the ground state in the harmonic trap. The numerical factor is dimensionless and comes from the mathematical manipulations. From this critical coupling, we can express in a more convenient way the instability condition. Re-writing it using $d$ and $\omega$ only, we obtain the critical trapping frequency for a given distance:

$$
\begin{equation*}
\omega_{c}=3.3 \times 10^{-4} \times \frac{\sqrt{|J|}}{d} . \tag{B.4}
\end{equation*}
$$

This equation gives a practical lower-bound on the trapping frequency that should be used in a specific configuration. For instance, in this direct-exchange setup with $n=51, n^{\prime}=52, d=10 \mu \mathrm{~m}$ and $J=-2 \pi \times 830 \mathrm{kHz}$, the critical trapping frequency is $\omega_{c}=2 \pi \times 12 \mathrm{kHz}$.

These considerations can easily be extended to other configurations, when $\theta=0$ for instance (stronger interaction) or when $\Delta n=2$ (weaker interaction). However, in real experimental setups, the traps are never harmonic. Some extra care has to be added to these stability conditions, to take into account the finite character of the real trapping potentials. These estimations nevertheless remain helpful when the trap can be accurately approximated by a harmonic well over a large region surrounding its center, as it is the case in our experiments with bottle beams.

## Appendix C

## Electric field control

The electric field plays a central role in all of the experiments carried out in this thesis. Among the electric field properties required for proper atomic manipulations, we can cite: a precise control of its value in the three spatial dimensions, low temporal noise, good homogeneity, i.e., low gradients across the whole atomic manipulation volume, fast temporal response, and the possibility to reach high values to ionize the Rydberg atoms. We address in this appendix some of the technical features of the setup designed to meet these requirements.

## C. 1 Numerical model

We recall in figure C. 1 the set of 12 electrodes surrounding the volume where the experiments take place: 2 Stark electrodes, 2 Stark support electrodes, 4 radio-frequency electrodes, 2 lens-holding electrodes and the 2 ITO-coated lenses themselves. A Simion simulation predicts the field response to any configuration of potentials applied to the 12 electrodes. We use it to choose the voltages that need to be applied to the electrodes to reach a specific field configuration. In practice, we control the field with only 6 electrodes: the 2 Stark and 4 RF ones. The other components mainly impact the field gradients and are not convenient to use to set precise $\mathbf{F}$ values.

To make the estimation of the field more intuitive, we work with linear combinations of voltages applied to the electrodes, instead of considering each of them independently. We define 6 voltage components: $V_{\text {ref }}, V_{0}, V_{+}, V_{x}, V_{y}, V_{z}$. $V_{\text {ref }}$ is the sum of the 6 electrodes. It corresponds to a global potential shift. The component $V_{0}$ is the sum of the 4 RF electrodes and produces a quadrupolar field in the $x-y$ plane (cf. the legend of figure C. 1 for the definition of the axes). $V_{+}$is another combination of the RF electrodes, in which two of their voltages are counted positively and the two others negatively. It creates a quadrupolar field in the $y-z$ plane. $V_{x}$ creates a field in the $x$ direction and corresponds to a positive voltage on the Stark $+x$ electrode and a negative one on the Stark $-x$ electrode. $V_{y}$ creates a field along $y$, and is defined by a positive voltage on the two $+y$ RF electrodes and a negative one on the two $-y$ RF electrodes. Finally, $V_{z}$ creates a vertical electric field, and corresponds to a positive voltage on the two higher RF electrodes and a negative one on the two lower ones.


Figure C.1: Exploded view of the electrodes involved in the electric field control. We mainly act on the two Stark electrodes (pink) and four RF electrodes (yellow) to control $\mathbf{F}$ during the experimental sequences. Other components are set to constant values chosen to minimize field gradients in the region of the atoms. The $x$-axis goes through the Stark electrodes, the $y$-axis goes through the two lenses (in their red supports), and the $z$-axis is along the vertical.

We give in table C. 1 the simulated electric field response to 1 V being applied on each of the defined voltage components.

Table C.1: Field response at the center of the setup, for 1 V applied on each voltage component. All other electrodes are grounded.

| Voltage component | Field response $\left(\mathrm{V} \mathrm{cm}^{-1}\right)$ |  |  |  | Gradient response $\left(\mathrm{V} \mathrm{cm}^{-2}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $F_{x}$ | $F_{y}$ | $F_{z}$ |  | $\partial_{x}\\|\mathbf{F}\\|$ | $\partial_{y}\\|\mathbf{F}\\|$ | $\partial_{z}\\|\mathbf{F}\\|$ |
| $V_{\text {ref }}$ | 0 | 0 | 0 |  | 0.145 | -0.111 | 0 |
| $V_{0}$ | 0 | 0 | 0 |  | -0.857 | 0.849 | 0 |
| $V_{+}$ | 0 | 0.142 | 0 |  | 0 | 0.252 | 1.149 |
| $V_{x}$ | -0.818 | 0 | 0 |  | 0.138 | 0 | 0 |
| $V_{y}$ | 0 | -0.787 | 0 | 0 | 0.252 | 0 |  |
| $V_{z}$ | 0 | 0 | -0.548 | 0 | 0 | -0.049 |  |

This prediction allows us to easily figure out the 6 voltages that a priori best reach any given field configuration. In the regular field settings implemented for experiments, we predict a field gradient of $-0.138 \mathrm{~V} / \mathrm{cm} / \mathrm{cm}$ in the x-direction in the setup. Across the $\sim 100 \mu \mathrm{~m}$-wide trapping region where we manipulate atoms, this amounts to field variations of $1.38 \mathrm{mV} / \mathrm{cm}$. They are of the same order as the field noise (see below) and we therefore do not try to reduce the gradients any further.

## C. 2 Electrical setup and LV/HV switch



Figure C.2: Electrical circuitry and instruments controlling the Stark electrodes system. Tailored-made switch circuits allow to go from a low-voltage control to high fields for the ionic detection. The guiding tube (shown in blue) is also subjected to a high potential during the ionic detection.

Many technical elements are involved in the control of the 6 central electrodes. The 4 DC voltages applied to the RF electrodes are set via bias-tees placed in their radio-frequency circuitry. Each of them is independently controlled from a computercontrolled digital-to-analog converter (DAC), with a potential range of -10 V to +10 V . The instruments controlling the Stark electrodes are more intricate. Their electrical scheme is represented in figure C.2. They are the electrodes onto which high voltages are applied to ionize the atoms. They should therefore allow two different modes of operation: low-noise, precise, low-field control for atomic manipulation, and high-field (hundreds of Volts) control for the ionization part of the experiments. Electrical circuits designed in-house by Brice Ravon are used to switch between the two regimes. The technical details regarding their components and operation can be found in his thesis [123]. Digitally-controlled triggers signal the switches between low and high voltages. In both cases, the temporal variation of the potentials can be arbitrarily defined thanks to arbitrary waveform generators. They allow, for instance, the definition of both the electric field ramps used in the circularization adiabatic passage and the ionization ramps.

## C. 3 Field measurements and calibrations

To measure the real value of the electric field in the setup, we use in situ atomic measurements. We rely on the microwave spectroscopy of the $|52 C\rangle \rightarrow\left|53 E^{+}\right\rangle$transition. With $\Delta m=0$, its frequency is insensitive to the magnetic field. However, the elliptical level $\left|53 E^{+}\right\rangle$has a linear Stark shift of $101.72 \mathrm{MHz} /(\mathrm{V} / \mathrm{cm})$, so that the resonance frequency of the transition yields the value of the electric field norm. A small differential quadratic Stark shift of $0.42 \mathrm{MHz} /(\mathrm{V} / \mathrm{cm})^{2}$ also shifts the transition. The level structure involved in the spectroscopy is shown in figure C. 3 (a). A typical spectrum of the transition is plotted in panel (b) of the same figure.

To thoroughly calibrate the field response, we start by studying the resonance frequency as a function of the $V_{x}$ component of the voltage settings. Thanks to the numerical model of the electrodes, we roughly cancel the field in the $y$ and $z$ directions. We then measure the resonance frequency of the transition as a function of $V_{x}$. We concert the measured frequencies to electric field values thanks to the Stark shift coefficients of the transition. The end result is plotted in the first graph of figure C. 3 (c). We oberve a linear relationship between the field response $F_{x}$ and the applied voltage $V_{x}$, as the quadratic shift of the transition is negligible in this range of values.

We then carry out the same procedure with $V_{y}$ and $V_{z}$. We derive, using the now known $F_{x}$ component, the values of $F_{y}$ and $F_{z}$ as functions of the applied voltages. The results are also plotted in figure C. 3 (c). We fit each of the three results with linear functions, which yield the precise field calibration needed to carry out the experiments.

We also use this transition to estimate the field noise. By tuning the microwave power so that the transition $\pi$-pulse occurs at for a pulse duration of $12 \mu \mathrm{~s}$, we measure a linewidth of $89 \pm 5 \mathrm{kHz}$. We do this with $\mathbf{F}$ aligned with $x$, the configuration most prominent in the experiments. From the linewidth, we derive the amplitude of the $F_{x}$ fluctuations in the setup: $0,9 \mathrm{mV} / \mathrm{cm}$. It corresponds to a differential voltage noise of about 1.6 mV on the Stark electrodes, which is compatible with the 1.2 mV precision of their waveform generators.


Figure C.3: Electric field measurement and calibration. (a) Level structure of the atomic transition used to probe the electric field. (b) Example of a $|52 C\rangle \rightarrow\left|53 E^{+}\right\rangle$ microwave spectrum. Knowing the linear and quadratic Stark shift of the transition, the resonance frequency provides a precise estimation of the electric field's norm. (c) Calibration of the field response, in the three directions, as functions of the applied potential components. $F_{x}$ is measured with the other components a priori set to zero, while $F_{y}$ and $F_{z}$ are then reconstructed thanks to the knowledge of $F_{x}$.

## Appendix D

## Laser systems

Our experiments essentially rely on the manipulation of light to control atoms. In daily operations, over ten different laser beams are used to prepare and carry out measurements on the atoms, each with its own specific wavelength, size and power. Most of them must have a stable frequency, that sometimes needs to be dynamically controllable. This appendix gives an overview of the optical systems designed and built to meet the needs of the experiment. The figures shown here are reproduced from B. Ravon's PhD dissertation [123], with whom I worked on the design, assembly and optimization of most of the laser systems. They can be divided in three categories:

- The ground-state lasers: they address various transitions in the hyperfine structure of the $D_{2}$ line of Rb for ground-state manipulation of the atoms.
- The trapping laser: it generates the three trapping beams of the experiment (tweezers, bottle beams and moving tweezer).
- The Rydberg lasers: their purpose is to excite the ground-state atoms to Rydberg levels. They must be both powerful and finely stabilized in frequency.

The trapping and Rydberg lasers are both new systems in our setup. The ground-state laser scheme had been implemented years ago for past experiments but was recently completely rebuilt and improved to fit the current needs of the setup. I personally set up from scratch the Rydberg lasers and the cavity locking scheme, through which we stabilize the frequency of the lasers. The trapping laser system is rather simple and depicted in figure II. 3 of chapter 2. We detail here the organization of the ground-state and Rydberg lasers and their locking scheme.

## D. 1 Ground-state laser system

Three different lasers are involved in the ground-state manipulations of the atoms: the "MOPA", the "repumper" and the "spectro", as per their given names in the lab. Figure D. 1 summarizes their respective frequencies with respect to the $D_{2}$ transition of Rb. We show in figure D. 2 simplified drawings of their optical schemes.

The "spectro" laser is a Toptical DL Pro, locked through the external cavity onto the $5 S_{1 / 2}, F=2 \rightarrow 5 P_{3 / 2}, F^{\prime}=3$ transition. It is used, through two beat-lock setups, as a frequency reference for the other two ground-state lasers. From the "spectro" laser, we also generate two beams used in the experiments:

- The "probe" beam: used at low power for the optical pumping of the atoms and at higher power to kick them when needed (in the light-shift and Raman spectroscopy experiments). Its frequency is tunable via a double-pass AOM [196].
- The "Raman F2" beam, used in the Raman spectroscopy measurements. In the same manner as the probe, a double-pass AOM tunes its frequency.
The "repumper" laser is also a Toptica DL Pro. It is frequency-locked, through the "spectro" reference, on the $F=1 \rightarrow F^{\prime}=2$ transition. Three beams are generated from this laser:
- The "static repumper": with fixed frequency set on $F=1 \rightarrow F^{\prime}=2$, it is overlapped with the cooling beams to avoid loosing atoms to the dark state $F=1$ during the cooling process.
- The "tunable repumper": with adjustable frequency thanks to a double-pass AOM, this beam is used to re-pump trapped atoms. The tunable frequency allows us to compensate for the light-shift generated by the tweezers on the transition. It is involved in the measurement of the trap depths and in the optical pumping of the atoms. It is overlapped with the "probe" beam before reaching the experiment.
- The "Raman F1" beam, of tunable frequency, used in the Raman spectroscopy measurements.

Finally, the "MOPA" laser is a Toptica TA 100, outputting 1 W of laser power. Thanks to a specific beat-lock scheme using the "spectro" as a reference, its frequency is quickly tunable over tens of MHz around the $F=2 \rightarrow F^{\prime}=3$ transition. It is used to cool the atoms when its frequency is set to its MOT or molasses values. It also makes the atoms fluoresce for their imaging. Three beams are derived from it:

- Two 2D-MOT beams, of fixed frequency and sent to the 2D-MOT structure for the initial transverse cooling of the atoms.
- One 3D-MOT beam, of tunable frequency, divided into 6 different beams via a Schäfter-Kirchhoff cluster system, in order to create the six cooling/imaging beams.


## D. 2 Rydberg lasers system

To excite atoms to Rydberg states via a two-photon transition, we operate two lasers setups, one emitting light at 420 nm (blue Rydberg beam) and the other at 1015 nm (red Rydberg beam). Their optical designs are shown in figure D.3. Both are titaniumsapphire lasers (Equinox + SolsTiS, MSquared), in which a 532 nm pump laser feeds the titanium-sapphire system.

In the 1015 nm system, an output of small power is sent to the external locking ultra-stable cavity to stabilize its frequency via a Pound-Drever-Hall (PDH) scheme. The main 2 W output of the laser goes through a double-pass AOM for fine frequency tuning before being sent to the experiment.

For the blue beam, the wavelength of the titanium-sapphire output is set at 840 nm . Again, a small fraction of its light is dedicated to its frequency stabilization via a PDH scheme through the external ultra-stable cavity. Its main output is then doubled in frequency (ECD-X, MSquared) to create 420 nm light of fixed wavelength, with a total power of 2 W .

Both beams are specifically shaped by cylindrical lenses before reaching the atoms to maximize their intensity in the plane of the atomic arrays.

## D. 3 Laser locking scheme

The "spectro" and both Rydberg lasers are stabilized in frequency on an ultra-stable cavity through the Pound-Drever Hall (PDH) method [197]. For each laser, its output dedicated to the lock has its frequency modulated by an Electro-Optical Modulator (EOM). The EOMs produce the modulation needed to generate the locking signal at the required frequency. The three beams are overlapped before being sent into the cavity. Their reflections are recorded onto three photo-diodes, which feed the electronics of the feedback loops. The optical design of the locking system is depicted in figure D.1.

The "spectro", once properly locked, is used to stabilize the frequencies of the "repumper" and "MOPA". The "repumper" is beat-locked onto the "spectro" with a fixed offset of 6.914 GHz to reach its appropriate hyperfine transition. The "MOPA" is also beat-locked onto the "spectro", but with a tunable frequency spanning several tens of MHz around a 200 MHz offset. Its frequency is dynamically controlled during experiments to switch from the MOT to the molasses and imaging frequencies.


Figure D.1: Level structure of ${ }^{87} \mathrm{Rb}_{2}$-line and relative frequencies of the "groundstate lasers". Owing to its particular locking scheme, the main MOPA laser beam (represented with a dashed red line) has its frequency tuned dynamically during the experimental sequence. We represent the frequency (relative to the "spectro" laser) of the relevant beams during the corresponding parts of the sequence as a solid red line. Unless otherwise specified, the frequencies are expressed in MHz.


Figure D.2: Laser system for the ground-state beams.


Figure D.3: Laser system for the Rydberg excitation beams.


Figure D.4: Pound-Drever-Hall locking scheme of the Rydberg lasers and of the "spectro" laser on an ultra-stable cavity.

## Appendix E

## Raman spectroscopy

To assess the performance of the optical pumping to $\left|5 S_{1 / 2}, m_{F}=+2\right\rangle$, we implement a Raman spectroscopic measurement. We present here its experimental sequence and the results it produced regarding the purity of the ground-state hyperfine population after optimization of the optical pumping.

The experiment involves several of the ground-state beams, some of them already mentioned in the main text. A description of their respective laser systems can be found in appendix D. The "probe" propagates along the quantization axis $x$ (defined by $B_{x}$ ). It is set on resonance with the $F=2 \rightarrow F^{\prime}=3$ transition and is $\sigma^{+}$polarized. At low power and for tweezer-trapped atoms, it is used to optically pump the atoms into $\left|5 S_{1 / 2}, m_{F}=+2\right\rangle$ via cycles of $\sigma_{+}$excitation and random $\sigma_{+}, \sigma_{-}, \pi$ decay. At higher power, it is used to kick the $F=2$ atoms out of their trapping region when turning the traps off. The "tunable repumper", set at resonance on the $F=1 \rightarrow F^{\prime}=2$ transition, avoids the loss of atoms to $F=1$ during the optical pumping. The two Raman beams, named "Raman F1" and "Raman F2", couple $\left|5 S_{1 / 2}, F=1\right\rangle$ and $\left|5 S_{1 / 2}, F=2\right\rangle$ via a two-photon process through the intermediate state $5 P_{3 / 2}$. They co-propagate at $45^{\circ}$ in the $y-z$ plane of the experiment, along one of the cooling beams, with the same circular polarization. The Raman F1 beam is blue-detuned by 759 MHz with respect to $F=1 \rightarrow F^{\prime}=1$ and the Raman F2 beam by 602 MHz with respect to $F=2 \rightarrow F^{\prime}=2$. Both of their frequencies are tunable thanks to double-pass AOMs. Figure E. 1 (b) shows a recap of the level structure in the $D_{2}$ line, along with the Raman transitions implemented here. The two-photon process addresses the 6 different $\sigma$ transitions between $F=1$ and $F=2$, corresponding to 4 different frequencies shown in various colors in the level structure.

The experimental sequence, including the preliminary optical pumping stage, is pictured in figure E. 1 (a). To help understand the purpose of each event, the $5 S_{1 / 2}$ hyperfine level population is also schematically drawn at various moments in the sequence, for a Raman transfer from $\left|F=2, m_{F}=2\right\rangle$ to $\left|F=1, m_{F}=1\right\rangle$. Right after the first image and for the rest of the sequence, the magnetic field is set to 7 G , which defines the quantization axis and lifts the level degeneracy via the Zeeman effect. We consider the initial atomic population to be evenly spread between the $m_{F}$ sub-levels of $5 S_{1 / 2}$. The series of events then goes as follows:

1. Optical pumping: with the "probe" and "repumper" beam turned on during $400 \mu \mathrm{~s}$, the atoms are pumped to $m_{F}=+2$. The "repumper" is left on for a slightly longer time to make sure that the $F=1$ population is empty at the end of the process.
2. Raman pulse: the two Raman beams are turned on for $4 \mu \mathrm{~s}$. If their frequencies are resonant with one of the Raman transitions, the corresponding atoms are transfered from $F=2$ to $F=1$.
3. Kick: the tweezers are turned off and the "probe", set on resonance with the non-light-shifted $F=2 \rightarrow F^{\prime}=3$ transition, kicks the $F=2$ atoms out of their trapping region. We therefore only recapture at the end of the sequence the atoms that were in $F=1$, i.e., those that underwent a Raman transition.

By plotting the recapture probability as a function of the frequency of one of the Raman beams (the other being fixed), we obtain a snapshot of the hyperfine level population resulting from the optical pumping. When the optical pumping is not properly optimized, we observe four peaks, corresponding to the four Raman transition frequencies of the six $\sigma$ allowed transitions. The four peaks are plotted in various colors in figure E. 1 (c). Incidentally, the regular spacing between the four peaks gives a direct measurement of the magnetic field strength. In the spectrum shown here, the origin of the $x$-axis corresponds to the frequency at which the peaks collapse when the magnetic field goes to zero. The respective heights of the four peaks are related to the population distribution in the $F=2$ sub-levels. The right-most peak is directly proportional to the occupancy of $m_{F}=+2$. To optimize the optical pumping efficiency, we therefore maximize the height of that peak. The best optical pumping configuration we could reach produced the blue spectra of the figure. In this configuration, the "probe" and "repumper" pulses last approximately $400 \mu$ s and their respective intensities are around $0.02 \mathrm{~mW} / \mathrm{cm}^{2}$ and $200 \mathrm{~mW} / \mathrm{cm}^{2}$. While tuning the optical pumping parameters, we also monitored the heating it induces on the atoms, via the dedicated experiment presented in the main text. In the final configuration, the optical pumping process raises the atomic temperature by $9 \mu \mathrm{~K}$.

By fitting the two high-frequency peaks with Lorentzian line shapes, we get the amplitudes $A_{m=2}=0.72 \pm 0.01$ and $A_{m<2}=0.018 \pm 0.002$. From them, we deduce the purity of the $m_{F}=+2$ sub-level, i.e., the efficiency of the optical pumping $\overline{\eta_{\mathrm{OP}}}=$ $A_{m=2} /\left(A_{m=2}+A_{m<2}\right)$. We evaluate it and find:

$$
\begin{equation*}
\overline{\eta_{\mathrm{OP}}}=0.97 \pm 0.01 . \tag{E.1}
\end{equation*}
$$

This level of purity was reached after a meticulous optimization of all the relevant parameters: "probe" and "repumper" powers, frequencies, pulse durations and beam positions. However, these settings are quite sensitive. The very low power of the "probe" is subject to fluctuations (due to its optical fiber or polarization fluctuations). Changes on inhomogeneities in the trap depths also alter the efficiency, as the optimal "probe" frequency depends on the tweezer-induced light-shift. Although careful re-optimization allows us to reach the best purity presented here, its value in daily experiments lies around $90 \%$.


Figure E.1: Raman spectroscopy experiment. (a) Sequence of events for Raman spectroscopy. The evolution of the population within the Zeeman sub-levels of $5 S_{1 / 2}$ is shown below when the Raman transition is resonant with $\left|F=2, m_{F}=2\right\rangle \rightarrow \mid F=$ $\left.1, m_{F}=1\right\rangle$. (b) Level structure and Raman transitions involved in the experiment. The six accessible Raman transitions are shown in various colors. (c) Raman spectra measured before (various colors) and after (blue) optimization of the optical pumping to $m_{F}=2$. The origin of the frequency axis corresponds to the position where the four peaks merge when the magnetic field is zero.
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# Sujet : Interactions entre atomes de Rydberg circulaires piégés pour la simulation quantique 


#### Abstract

Résumé : Les atomes de Rydberg circulaires, de par leur long temps de vie et fortes interactions dipolaires ajustables, sont des candidats prometteurs pour l'implémentation de simulations quantiques dans des régimes jusqu'à présent hors d'atteinte. Un nouveau paradigme de simulateur quantique, basé sur un encodage des qubits dans des états circulaires, implémenterait ainsi un hamiltonien XXZ de spins $1 / 2$ dont les paramètres seraient ajustables dynamiquement et sur une large gamme de valeurs. Cette thèse traite des premières étapes dans la construction de ce simulateur quantique. Nous présentons tout d'abord la réalisation de réseaux bi-dimensionnels, à géométrie arbitraire, d'atomes de Rydberg circulaires piégés optiquement. Nous préparons dans ce but un tableau d'atomes de rubidium ultra-froids, piégés individuellement dans des pinces optiques. Un faisceau additionnel de position ajustable nous permet de réarranger les atomes au sein du tableau, afin d'implémenter la géométrie voulue de façon déterministe. Nous excitons ensuite les atomes vers l'état circulaire $\mathrm{n}=52$, tout en les piégeant à ce stade dans des faisceaux creux par le biais de la force pondéromotrice. Ces capacités expérimentales nous ont permis de mesurer, pour la première fois, les interactions dipolaires entre atomes circulaires, au sein de paires d'atomes piégés côte à côte. Nous avons vérifié le bon accord de ces mesures avec les attentes théoriques et mis en évidence leur variation en fonction de la géométrie du système. Cette étude expérimentale est couplée à une investigation du mouvement des atomes circulaires au sein de leurs pièges.


Mots clés : atomes froids, atomes de Rydberg, pinces optiques, interactions dipolaires, simulation quantique

# Subject : Interactions between trapped circular Rydberg atoms for quantum simulation 


#### Abstract

Circular Rydberg atoms, with their long lifetimes and adjustable strong dipolar interactions, are promising candidates for the implementation of quantum simulations in regimes that were previously out of reach. A new quantum simulator paradigm, based on qubits encoded in circular states, would implement an XXZ spin- $1 / 2$ Hamiltonian with dynamically adjustable parameters over a wide range of values. This thesis addresses the preliminary steps in constructing such a quantum simulator. First, we present the realization of two-dimensional arrays of opticallytrapped circular Rydberg atoms with arbitrary geometries. For this purpose, we prepare arrays of ultra-cold rubidium atoms, individually trapped in optical tweezers. An additional beam with adjustable position allows us to rearrange the atoms within the array to implement the desired geometry in a deterministic manner. We then excite the atoms to the circular state with principal quantum number $n=52$, while trapping them in hollow beams using the ponderomotive force. These experimental capabilities allowed us to control and characterize, for the first time, the dipolar interactions between circular states, within pairs of individually trapped atoms. We showed the good agreement of these measurements with theoretical expectations and highlighted their variation depending on the system's geometry. This experimental study is coupled to an investigation of the motion of the circular atoms within their traps.


Keywords : cold atoms, Rydberg atoms, optical tweezers, dipole interactions, quantum simulation


[^0]:    ${ }^{1}$ Digital quantum simulation, another paradigm for simulating physics on a quantum machine, is more closely related to quantum computers. It consists in running simulations of physical systems on a gate-based quantum architecture. We will focus here on analog quantum simulations only, the main purpose of this work.

[^1]:    ${ }^{2}$ Other achievements of ion platforms, though not related to spin physics simulations, are worth mentioning to underline their relevance: similar system were used to implement Shor's algorithm [54] and to carry out quantum chemistry computations [55].

[^2]:    ${ }^{1}$ The states in this subspace actually have very slightly different energies because of the various corrections, such as the fine structure, that we considered negligible. However, even at low field strengths, the effect of the Stark Hamiltonian is always much larger than these bare energy differences. In that sense, we consider these states to be degenerate when applying an electric field.

[^3]:    ${ }^{2}$ In our experiment, the electric field strength can be changed in under one microsecond, while the microwave drive power is tunable over tens of nanoseconds.

[^4]:    ${ }^{3}$ We reach these values in our own experimental setup but with a different optical trapping scheme.

[^5]:    ${ }^{4}$ This configuration differs a bit from that of section I.2.3 on the presentation of the XXZ simulator: the levels involved are not the same, the distance is slightly larger and $F$ is smaller, so that the interactions are weakened and the spin-motion coupling is further reduced.

[^6]:    ${ }^{5}$ Increasing the trapping frequency $\omega$ would also limit this effect but might not be a viable longterm solution appropriate for large number of traps.

[^7]:    ${ }^{6}$ The only differences with the set of parameters of section I.3.2 on the contrast loss in the XXZ simulator are $\Delta n$ and $d$, taken to be a bit larger ( $8 \mu \mathrm{~m}$ instead of $6 \mu \mathrm{~m}$ )

[^8]:    ${ }^{1}$ Sapphire was chosen as the building material for the heart of the setup because it is both a good electrical insulator and thermal conductor: it can hold various high-voltage electrodes and dissipate the heat potentially induced by stray light from intense laser beams. This last property is crucial for a transfer of the experiment to a cryogenic setup.

[^9]:    ${ }^{2}$ These estimations, derived from the laser power and designed phase masks, will be quantitatively characterized later through atomic measurements.

[^10]:    ${ }^{3}$ The quality of the aberration correction process ensures that the traps differ very little from perfect gaussian beams.

[^11]:    ${ }^{4}$ The DDS output waveform is actually an approximation of a sine wave, generated using evenly spaced voltage steps at its 1 GHz internal clock rate. The steps' amplitudes and durations are however small enough to consider, for our purposes, the output signal to be a perfect sine oscillation.

[^12]:    ${ }^{5}$ This is technically an approximation, as an 11-move process could be considered successful even if several of the elementary moves it comprises were unsuccessful in catching the atom. However, we witnessed that the failures come almost exclusively from the motion itself and the release of the atom. Cases where, in several successive moves, the atom is not caught are extremely rare. We also neglect here the probability of capturing a background atom at any time during the process. These model refinements are not necessary to the optimization of the parameters.

[^13]:    ${ }^{1}$ We remind that the atom arrays lie in the $(x, z)$ plane of the experiment.
    ${ }^{2}$ In these conditions, the spin-orbit coupling of $|52 D\rangle$ is still large compared to the effect of the magnetic field. As per the discussion of chapter 1, the fine structure remains relevant for $|52 D\rangle$ and the field shifts its $m_{j}$ sub-levels according to the Zeeman effect.

[^14]:    ${ }^{3}$ In adiabatic passage $A$, the detuning was ramped from a positive to a negative value.

[^15]:    ${ }^{4}$ We choose this specific two-photon transition for various reasons. First, the two ionic arrival time windows for $n=52$ and $n=50$ are more separated than those of 52 and 51 or 52 and 53 . Moreover, black-body-induced transfers to neighboring manifolds would quickly reduce the contrast of the $n=52 \rightarrow n=51$ transition spectrum in this room-temperature setup.

[^16]:    ${ }^{1}$ The measured interaction strength could also be explained by a distance between BoBs larger than expected. However, given the careful calibrations of the optical system, a $12 \%$ error on the inter-site distances is not likely.

[^17]:    ${ }^{2} \mathrm{~N}$ entangled particles undergo collective oscillations between the ground state and Dicke states at a rate $\sqrt{N}$ times larger than for a single such particle.

[^18]:    ${ }^{3}$ This is lower than the $98 \%$ success rate for each pair presented at the end of chapter 2 . In the experiments presented here, the rearranging procedure was not performing at its optimal efficiency and was in need of a slight re-calibration. To circumvent this issue, we could post-select the data to only keep the ionic results of sequence repetitions in which the rearranger had properly worked, but the ionic detection software unfortunately does not allow this level of detailed analysis.
    ${ }^{4}$ We take into account the various experimental efficiencies (rearranger, excitation to low- $\ell$ states, microwave probe transition), and use numerical estimations of black-body-induced transfers between manifolds.
    ${ }^{5}$ We remind that the circular purity is the fraction of atoms properly excited to $|52 C\rangle$ by the radio-frequency adiabatic passage.

[^19]:    ${ }^{6}$ It technically does not correspond to the actual starting point of the adiabatic passage but constitutes a good approximation of it.

[^20]:    ${ }^{7}$ This is the same angle at which circular atoms in the $\{|n C\rangle,|(n+1) C\rangle\}$ configuration do not interact, as first mentioned in chapter 1. The fact that low- $\ell$ levels and circular states share the same $\theta_{0}$ feature is not a priori trivial. On the one hand, low- $\ell$ atoms display a classical dipole, aligned with the directing electric field, which defines the quantization axis. On the other hand, the interaction energy in the $|+\rangle$ and $|-\rangle$ states of the circular pair can be seen as that of dipoles rotating like clock hands, in the plane perpendicular to the electric field, as discussed in the geometrical interpretation of the resonant dipole-dipole case in the first chapter. In the circular case, the averaging of the interactions over the clock hands rotation leads to the same angular dependence as classical dipoles aligned with $\mathbf{F}$, up to the global sign of the interaction.

[^21]:    ${ }^{8}$ In the future version of the setup, the horn will be placed in the vacuum chamber as close to the atoms as possible, in order to minimize these effects.

[^22]:    ${ }^{9}$ We give the distances as the user-defined ones in the trapping system, but we make sure to take the $-2 \%$ magnification error into account when estimating the actual interaction energies.

[^23]:    ${ }^{1}$ State $|n C\rangle$ is also technically coupled to high- $\ell$ levels of other $n+q, q>1$ manifolds, but the couplings are negligible.

