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Résumé
Les phénomènes vibratoires ont souvent rendu difficile la conception des turbopompes

spatiales. Aujourd’hui, malgré les nombreuses mesures de sécurité appliquées durant les
étapes de design, les campagnes d’essai révèlent toujours de nouveaux phénomènes insta-
tionnaires au sein des cavités rotor/stator des turbines. Ces phénomènes, nommés ’bandes
de pression’, limitent fortement les performances de la machine. Comprendre et identi-
fier la source de ces ’bandes de pression’ sont les motivations premières de cette thèse.
Dans cette optique, ce travail présente une étude numérique et théorique portant sur les
écoulements tournants transitionnels et turbulents. L’accent de ce travail de recherche
est porté sur la compréhension et l’identification des mécanismes présents dans une cavité
rotor/stator à haut Reynolds. Ces écoulements sont en effet fortement influencés par des
procédés rendus fortement tri-dimensionnels dûs à la présence des couches limites sur les
disques et le long des parois cylindriques extérieure (carter) et/ou intérieure (moyeu).
Les écoulements tournants à haut nombre de Reynolds sont ainsi le siège de phénomènes
uniques qui induisent une réorganisation des fluctuations de pression et de vitesse sous
forme de structures axisymmétriques et spirales, à la fois dans le coeur homogène de
l’écoulement et dans les couches limites. Une question légitime est donc d’identifier le
lien potentiel entre les ’bandes de pression’ et ces diverses structures de ces écoulements.

Ce travail peut être divisé en deux sous-parties. Dans un premier temps, les cavités
industrielles sont modélisées par de simples cavités lisses pour y étudier la dynamique
de l’écoulement. Les campagnes de test révèlant de dangereux phénomènes instation-
naires au sein des machines industrielles, l’accent est mis sur l’obtention et l’étude des
fluctuations de pression dans les écoulements modèles. A l’aide de traitements de sig-
naux ponctuels extrait de Simulations Grandes Échelles (SGE), il est démontré que les
fluctuations de pression existent dans l’ensemble de la cavité et sont partout constituées
des mêmes fréquences. Une Décomposition Modale Dynamique (DMD) est ensuite réal-
isée et révèle que chaque fréquence constituante est la fréquence d’un mode de cavité
tri-dimensionnel sous-jacent. L’analyse est poursuivie pour montrer que la totalité de la
dynamique de l’écoulement rotor/stator n’est en réalité pilotée que par un petit nom-
bre de ces modes. Deux autres cavités de rapport d’aspect et rayon de courbure moyen
différents sont ensuite introduites pour analyser l’impact des facteurs géométriques sur
les fluctuations de pression et les modes sous-jacents. Pour compléter les conclusions
tirées des SGE, des Analyses de Stabilité Linéaire (ASL) sont conduites sur la base de
l’écoulement moyenné temporellement et azimutalement. Les modes DMD sont recon-
struits grâce à une approche spatiale afin de montrer que ce comportement instationnaire
peut être prédit. Dans un second temps, les SGE de trois configurations de turbine indus-
trielle réelle sont réalisées pour étudier les fluctuations de pression in situ. Contrairement
aux problèmes académiques, les différentes sous-cavités et anfractuosités présentes dans
la géométrie industrielle influencent l’organisation spatiale et l’amplitude des fluctuations
de pression, bien que leurs fréquences restent égales partout dans la géométrie. Les di-
agnostics et les techniques de post-traitement éprouvés sur les écoulements académiques
sont ensuite appliqués aux problèmes industriels et révèlent que malgré la complexité de
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la géométrie, les phénomènes instationnaires détectés expérimentalement au sein de la
cavité rotor/stator de la turbine sont eux aussi liés à une superposition d’un nombre fini
de modes identifiés par DMD.
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Abstract
Vibrations are known to have caused problems during the development of space en-

gine turbopumps. Even today, despite the numerous palliative measures taken during the
design phases, test programmes often reveal unidentified unsteady pressure phenomena
in rotor/stator cavities of turbines. Such features, named ’pressure bands’, have proven
highly detrimental to the proper operation of the turbopump. Understanding and even-
tually identifying the source of the ’pressure bands’ are the primary motivations for this
thesis. As such, this work provides a numerical and theoretical investigation of transi-
tional and turbulent enclosed rotating flows, with a focus on the formation of macroscopic
coherent flow structures. The underlying processes within such flows are strongly three-
dimensional due to the presence of boundary layers on the discs and on the walls of the
outer (resp. inner) cylindrical shroud (resp. shaft). Therefore, high-Reynolds transitional
rotating flows are strongly influenced by unique phenomena manifesting through an or-
ganization of velocity and pressure fluctuations under the form of coherent axisymmetric
and/or spiral structures in the disc boundary layers as well as the homogeneous core flow.
A legitimate question hence relates to the potential link between the reported ’pressure
bands’ of the real applications and the large scale structures of these flows.

To address this question, the present work focuses of two major investigations. First,
industrial cavities are modelled by smooth rotor/stator cavities and therein the domi-
nant flow dynamics is investigated. The emphasis of the associated analysis is put on the
monitoring of unsteady pressure fluctuations within the smooth cavities. Using point-
wise spectral analysis obtained from the Large Eddy Simulation (LES) predictions, the
pressure fluctuations are shown to exist everywhere in the cavity and with the same con-
stituent frequencies. Dynamic Modal Decomposition (DMD) is then performed on the
flow and reveals that each constituent frequency matches the frequency of an underlying
three-dimensional cavity mode. Their combination is proven to be the main driver of the
flow dynamics, and it therefore shows how the unsteady structures in the different layers
of the flow communicate. Two cavities of different aspect ratios and mean curvatures
are then similarly investigated to point out the strong changes induced by geometrical
factors. To complete the LES findings, Linear Stability Analyses (LSA) are performed
on the temporally- and azimuthally-averaged flows and observed DMD modes are recon-
structed using a spatio-temporal approach to show that the unsteady behaviour of such
a rotating flow can be predicted. Then, the LES of three configurations of real industrial
turbines are conducted to study in situ the pressure fluctuations. Contrary to the model
cases, the flows in the different sub-cavities present in the industrial geometries behave
differently from one another. The spatial organization of the unsteady phenomena is
observed to change accordingly, inducing fluctuations in the amplitude of the pressure
perturbations, although the constituent frequencies are the same throughout the geome-
try. The diagnostics and high-fidelity post-processing techniques validated on academic
problems are then applied to the industrial problems. They show that despite the ge-
ometrical complexity, the strong unsteady pressure phenomena detected experimentally
in the turbine cavities are also related to a superposition of a few DMD modes.
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2 Chapter 1 : Foreword

This Ph.D. work relates to the spatial context and its requirement that any develop-
ment should yield e�cient, robust products. Such objectives are however more and
more di�cult to meet especially in the current context where more and more actors
are present and time of development for new products is highly reduced. This work
is issued speci�cally from the long-term collaboration between CNES//DLA (Centre
National d'Études Spatiales//Division des LAnceurs) and Snecma-DMS (Division
des Moteurs Spatiaux). More speci�cally, It inscribes itself in the context of space
propulsion and design of cryogenic engines turbomachinery. To introduce the topic,
this foreword starts with a concise history of rocketry with a focus on the concepts
that led to the need for turbopumps in cryogenic engines. It is followed by a broad
presentation of the literature dealing with rotating �ows. Finally, a detailed overview
of the present work is proposed where the content of each chapter is summarized.

1.1 Introduction
The Russian mathematics professor Tsiolkovsky (Fig. 1.1a) was the first to properly de-
scribe the fundamental principles and rocket flight equations necessary to build rocket
vehicles. In opposition to what had been known since the 10th century thanks to the
Chinese early solid propellant rocket missiles ("fire lances", Pan (1987)), Tsiolkovsky’s
work (1903) is the first to expose the possibility of reactive propulsion and even inter-
planetary travel using liquid hydrogen and oxygen combustion. The key contribution
from this work is that to produce thrust, one must bring together an oxidizer and a fuel
that can be burnt together, the reaction products being directed in a nozzle located at
the rear of the rocket, hence giving thrust for the forward motion. In 1923, the initial
ideas proposed by Tsiolkovsky (1903) are further developed by Oberth. His Ph.D. thesis
indeed contains very advanced theoretical work and introduces the ideas of multistage
vehicles and fuel-cooled thrust chambers. At the same period, the American Robert H.
Goddard (Fig. 1.1b) publishes a monograph called "A Method for Reaching Extreme Al-
titudes" (Goddard, 1919) in which he presents groundbreaking theoretical work in space
flight theory. His developments are of the same standing as Oberth’s contribution but
he focuses his work on three-axis control and steerable thrust so as to effectively im-
prove rocket flight control. Goddard’s work yields the first successful flight using a liquid
propellant rocket engine in 19261.

The rocket launched by Goddard was 3 m long and reached an altitude of 56 m with
a maximum speed of 27 m/s. With such characteristics, it is often referred to as a proof
of concept in the literature rather than a pre-production prototype. The first practical
rocket, i.e. capable of carrying a payload, was the German V2 (Vergeltungswa�e 2,
"Retribution Weapon 2") built by a team originally formed and lead by Wernher Von
Braun (Fig. 1.1c), with a first successful launch in 1942. Aside from the numerous

1The interested reader is further referred to Goddard & Pendray (1970), Yur’yev (1951), Von Braun
& Ordway (1974) or Sutton (2006) for an in-depth historical perspective on liquid propellant rocket
engines.
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(a) (b) (c)

Figure 1.1 – (a) Konstantin Tsiolkovsky, 1857-1935 (b) Robert H. Goddard, 1882-1945 (c) Wernher
Von Braun, 1912-1977

technological revolutions in structure and hydraulics that the German engineers had to
come up with so that the 14 m long rocket could sustain a maximum velocity of 1600 m/s
and a flight range of 320 km, the high-performance C2H6O/O2 (ethanol/oxygen) engine
required the addition of a rotating machinery called a turbopump (TP). This specific and
fundamental device just invented in 1942 was designed to feed the liquid propellants in the
combustion chamber at a sufficiently high pressure to ensure high thrust levels. Figure
1.2 presents the details of the two basic configurations used for liquid-propellant rocket
engines: a typical pressure-fed system (Fig. 1.2a) similar to that used by Goddard and
mostly used today for low thrust, low total energy propulsion systems, and a turbopump-
fed system (Fig. 1.2b) typically used in applications with larger amounts of propellants
and higher thrusts such as in space launch vehicles.

A TP is a high-pressure rotating piece of machinery usually consisting of a turbine
driving one or two axial and/or centrifugal compressors. Its primary purpose is to raise
the propellant pressure before delivering them into the piping system that will feed the
thrust chamber(s). Naturally, there exists many possible TP configurations to match
engine requirements - the most common solutions are summarized on Fig. 10-4 in Sutton
& Biblarz (2001). Obviously the overall space occupied by the machinery or the maximum
allowable turbine gas inlet temperature have to be taken into account during the design
phase. Developed by Safran Snecma DMS, Vulcain 2 engine for example possesses two
complete separate turbopumps, one for the liquid hydrogen LH2 and the other for the
liquid oxygen LOx as seen on Fig. 1.3a, both systems being equipped with two-stage
turbines fed by warm gases coming from a single common gas generator chamber shown
on Fig. 1.3b.

An additional constraint of such a device that is of prime interest to the present thesis
can be described as follow (Sutton & Biblarz, 2001):

the TP should not stimulate or cause any signi�cant vibration in the engine,
or should not be adversely a�ected by externally caused vibrations and should
function properly in all operating conditions encountered during the �ight of
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(a) (b)

Figure 1.2 – (a) Schematic flow diagram of a liquid propellant rocket engine with a gas pressure feed
system. (b) Simplified schematic diagram of one type of liquid propellant rocket engine with a turbopump
feed system and a separate gas generator generating "warm" gas for driving the turbine. Source : Sutton
& Biblarz (2001)

(a) (b)

Figure 1.3 – (a) Representation of the two turbopumps used in the Vulcain 2 engine and their gas
generator. (b) Detail of the gas generator feeding both turbopumps of the Vulcain 2 engine. Source :
How Do Our Engines Work ?, Safran Snecma
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the rocket.

Vibrations have indeed often caused problems during the development of turbopumps,
and although numerous palliative measures have become common practice over the years,
some fluctuating phenomena that remain unexplained are still spotted today, for exam-
ple in turbine rotor/stator cavities. Indeed and despite the high Reynolds number of
such industrial flow configurations, benchmarking campaigns often reveal the existence
of unidentified unsteady pressure phenomena registered within the rotor/stator cavities
of the first stage of the turbine. Dedicated spectral analyses show that signals are of-
ten marked by a handful of constituent frequencies indicative of strong oscillatory and
coherent phenomena. Such features, named ’pressure bands’ by experimentalists due
to the patterns appearing on the spectrograms, have proven highly detrimental to the
proper operation of the turbopump, eventually threatening the structural integrity of the
rocket. Upon investigation, the experimentalists observed that even the slightest change
in the geometry of the rotor/stator cavity could trigger a wide range of modifications
in the response of the flow, and ’pressure bands’ can be seen to cancel, be damped or
amplified, their frequencies blue- or red-shifted. Another interesting fact about those
’pressure bands’ is that, for a fixed geometry, their frequencies and amplitudes appear
to be a function of the operating point of the machine and the thermal state of the flow
in the cavity. Understanding and eventually finding the source of the ’pressure bands’
phenomenon are the prime motivation of this Ph.D. work.

The first interrogations about rotating flows appear in the literature in 1905, brought
up by Ekman in relation with oceanography and the study of wave motion and currents.
Rapidly, several authors generalize the configuration of Ekman (1905) to model all sort
of rotating flows and from that time on the interest for rotating flows did not cease
to grow, revealing a flow configuration that is both easy to generate in an experiment
and astonishingly rich in terms of applications. More than a century after Ekman, the
study of his mathematical models, especially for the rotating flow between two finite
discs, is still of great interest. Indeed on one hand, even if laminar rotating flows over
or between rotating discs yield a simplified set of Navier-Stokes equations that can be
easily solved, the existence and also the uniqueness of the solution often have yet to be
proven mathematically. On the other hand, more complex cases such as high Reynolds
number turbulent and/or enclosed rotating flows are still under study for all the unsteady
phenomena arising therein are not fully understood.

Rotating disc(s) flows are also relevant to many industrial applications in a number of
different domains such as astrophysics (Ferrari et al., 1981, 1982), geophysics, chemistry,
electronics (Hendriks, 2010; Shirai et al., 2013), meteorology, oceanography (Ekman,
1905) and especially turbomachinery design (Owen & Rogers, 1989, 1995) - some of which
we detail in the following. In astrophysics, one can quote for instance the galactic discs
(Ferrari et al., 1981), or any kind of accretion discs, that are objects with a diameter of
the order of several hundreds of astronomic unities and inside which the rotation speed is
found to strongly depend on the radius. Such a differential rotation induces an increased
sensitivity to shear instabilities of the same nature as those found at the interface between
the boundary layer and the core flow of a rotor/stator flow. In geophysics on the other
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hand, inside rapidly rotating telluric planets with a liquid core and a solid mantle, the
flow organizes according to convection cells and is subjected to Rossby waves, a behaviour
similar to what has already been observed in high aspect ratio rotor/stator cavity flows.
When it comes to aeronautical and spatial engines, cavity flows prove to be an essential
components. For instance, in gas turbines, a network of cavities is calibrated and managed
to divert part of the main cold stream which is then re-injected in the hot regions of
the engine to shield walls from the hot combustion products. On the other hand, for
pumps, cavities are naturally present at the junction of fixed and rotating parts. In both
contexts, mastering the flow stability in rotor/stator cavities appears anyway essential
to avoid imposing too large flow variations like those generated by the ’pressure bands’
phenomenon which could lead to miss-tuned operating conditions in the engine and/or a
drastic loss of performance or life-span.

As mentioned above, the present thesis has been motivated by the industrial need for-
mulated by SNECMA DMS (Vernon) to understand the instability of the flow triggered
in high-speed rotating machinery and to pinpoint the source of the unsteady pressure
phenomenon known as ’pressure bands’. This work consequently focuses on the flows
existing in the first stage of a turbopump turbine. To do so however, a thorough pre-
sentation of the basic theoretical concepts of rotating flows (Chap. 2) and a preliminary
study of academic rotor/stator flows (Chap. 3) are necessary steps leading to the study
of the dynamics of a real industrial configuration (Chap. 4). This work inscribes itself in
the continuity of all the numerical investigations bearing on the dynamics of academic
smooth rotor/stator cavity flows (see e.g. Serre et al., 2001; Séverac et al., 2007) and of
all the coupled analytical-numerical studies using linear stability analysis (see e.g. Serre
et al., 2004) to examine the structures present in the discs boundary layers. Naturally,
rather than merely reproducing the work of others, we use published data as a reference
to validate our unstructured Large Eddy Simulation (LES) approach. This being done,
we then use our results to assess the impact of geometrical characteristics and investigate
the dynamics of a smooth rotor/stator flow. The latter investigation leads to creating
diagnostics dedicated to the identification and analysis of unsteady pressure phenomena
in rotating flows that will be used in the following study of real industrial flows. Fur-
thermore, we use linear stability analyses to show that it is possible to find the three
dimensional representation of the globally unstable modes in a cavity using only a mean
flow instead of a full 360◦ LES.

1.2 Overview of this thesis
A detailed description of the underlying theoretical concepts and definitions is given in
Chap. 2. Therein, a thorough literature review is conducted, followed by the compre-
hensive development of the systems of differential equations based on the cylindrical
Navier-Stokes equations that describe the laminar motion of a fluid over a single disc
or within a two-discs rotor/stator cavity. These equations, although well known, are
included in the present work for clarity purpose and so the laminar profiles can be used
in the study of the LES predictions presented in Chaps. 3 and 4. Then, the notion of
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decomposition of the coherent velocity in normal modes is introduced and leads to an
outline of the theoretical concepts pertaining to linear stability analysis. Again, the de-
scription of the techniques pertaining to linear stability analyses has been added to ease
the later discussion about global modes in enclosed rotor/stator flows (Sec. 3.7). The
chapter ends with the strategies used in the implementation of the numerical linear sta-
bility solver created during the present thesis, and the validation of the latter code based
on well known test-cases from the literature.

The main part of this thesis is organized in two chapters, which correspond to two
numerical investigations (Chaps. 3 & 4) of academic and industrial rotor/stator flows
respectively. The former has for principal objective to validate the LES solver used
throughout this work and closely study the dynamics of a simplified rotor/stator flow
in order to gain some insight about the ’pressure bands’ phenomenon. The latter on
the other hand is dedicated to the study, in situ, of the unsteady pressure phenomenon
and uses all the diagnostics and post-processing techniques validated in Chap. 3. Each
chapter begins with a short abstract, followed by a brief introductory section dedicated
mostly to a review of the most recent advances found in the literature. A comprehensive
section presenting the results of the investigation follows and the chapter is concluded by
a summary and discussion of the major results.

In the following, the major concepts tackled in each investigation are summarized.
• Chapter 3: This investigation focuses on the formation of large scale structures

in enclosed smooth rotor/stator cavity flow and their relation to known boundary
layer instabilities. The preliminary objective of this chapter is to assess the ability
of Large Eddy Simulation (LES) to capture with accuracy the dynamics of such
high Reynolds numbers rotating flows. Once validated, numerical predictions in a
simplified cylindrical configuration are probed in order to study the relation between
pressure fluctuations monitored in the cavity and the two- & three-dimensional
structures present in the boundary layers or in the core flow. For the purpose of
understanding, simulations and analyses are extended to a low aspect ratio cavity
without and with a central shaft in order to assess the impact of geometry and
provide results for a geometry more relevant to turbomachinery applications: i.e.
with an interdisc gap only a fraction of the discs radii and a stationary cylindrical
shroud. Expectedly, all stator boundary layers are found unstable at such high
rotation Reynolds numbers and display known coherent patterns. It is shown by
Dynamic Modal Decomposition (DMD) that the boundary layer structures relate
to macro-structures confined to the homogeneous core of the cavity and previously
unidentified in the literature. Those structures have a modal nature and result
from the combination of a handful modes possessing given rotation frequencies that
coincide with the constituent frequencies of the pointwise signals. The comparison
of the three configurations provide clear evidence that the entire dynamics of any
rotor/stator cavity flow is similarly driven by few fundamental modes superimposed
onto the mean flow. The chapter ends with a discussion about linear stability
analyses of the mean cavity flow. We show that in some cases, the three-dimensional
boundary layer structures are related to globally unstable linear modes. By nature,
such modes influence the whole flow, thus explaining why the ’pressure bands’
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frequencies are seen everywhere in the cavity.

• Chapter 4: This chapter deals with the flow in the turbine stage of a space engine
turbopump, for which the geometry is complex and the rotation Reynolds number
is much higher than in the academic cavities investigated in Chap. 3. The first
goal of this investigation is to pursue the validation work started in the previous
chapter and demonstrate the ability of LES to accurately reproduce the flow in a
complex industrial rotor/stator 360◦-cavity as well as the sensitivity to large scale
motions and spectral content observed in experiments. Attention is then focused on
a specific unsteady pressure phenomenon named ’pressure bands’ observed during
benchmarking campaigns. Even though boundary layer structures cannot be iden-
tified as clearly as in academic cavities, the same strategy as in Chap. 3 is applied
and the same modal decomposition algorithm (DMD) is used on the flow. The
conclusions drawn in Chap. 3 are found to hold for the industrial grade flow: its
dynamics is driven by a handful modes with frequencies matching the constituent
frequencies of the "pressure bands" phenomena and even if the boundary layers are
fully turbulent, the core stays organized. Since experimentalists noticed that the
slightest changes in the geometry or operating point could trigger a wide range of
modifications in the characteristics of the ’pressure bands’, several configurations
are investigated in this chapter.

– In the first configuration, the computational domain is restricted to the ro-
tor/stator cavity itself and the turbine stream channel.

– This investigation is therefore completed by the study of a second geometry
closer to the real machinery due to the inclusion of a previously omitted high-
radius cavity. In that case, the entire spectral content of the flow, including
the rotation frequencies of the constituent modes is shifted towards lower fre-
quencies after the addition of this high-radius cavity.

– Finally, the third configuration reproduces an operating point where the aver-
age temperature in the cavities in higher in order to assess the sensitivity of
the ’pressure bands’ phenomenon to the thermal environment. The impact on
the flow is found to be much greater since the local Reynolds number on the
discs is modified everywhere and the flow organization completely overhauled.

All in all, the results from Chap. 3 and Chap. 4 can be condensed to the following
statements. At high enough Reynolds number, instability of the stator layer is triggered
in smooth cavities as well as industrial complex geometry cavities and an unstructured
wall-resolved LES approach is able to capture such a complex dynamics. After a few con-
vection times, large scale structures attached to the stator layer patterns appear in the
homogeneous core of the cavity which may trigger the transition of the rotor boundary
layer if the Reynolds number is high enough. These structures are modal in nature and
result from the combination of a handful of modes identifiable using Dynamic Modal De-
composition (DMD, Schmid (2010)). The three-dimensional modes, present everywhere
in the cavity, control the spectral content and the constituent frequencies of all pointwise
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unsteady phenomena are, in fact, the rotation frequencies of those constituent modes. In
some cases, the DMD modes are related to globally unstable modes of the mean cavity
flow, which explains why they influence the whole flow and why their frequencies can be
monitored everywhere in the cavity.
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In this �rst chapter we discuss in detail the theoretical concepts and de�nitions
pertaining to rotating �ows and their linear stability. After a historical perspec-
tive summarizing the literature on the subject, the analytical models existing for
one- and two-disc �ows are thoroughly presented. That presentation ends with an
opening on enclosed rotor/stator cavities and the description of the di�erent �ow
regimes susceptible to arise. Although the systems of equations as well as the �ow
regimes have already been described in numerous documents by previous workers,
we mention them again in the present thesis to simplify the later discussions about
the LES results (Chaps. 3-4). Indeed, the velocity pro�les generated by these sim-
pli�ed sets of equations will serve as reference to qualify the level of turbulence
of the enclosed rotor/stator cavity �ows so as to classify them in the right �ow
regime. Moreover, as the use of these pro�les eventually leads to the validation of
the LES solver, the present theoretical description also participates in understanding
the source(s) of the 'pressure bands' phenomenon in industrial turbine stages. The
second part of the chapter is dedicated to an outline of the main concepts of linear
stability analysis and their numerical implementation. Once again, these notions
are well known, but their thorough presentation is necessary as it allows to clarify
the global mode reconstruction presented in Chap. 3. That outline represents the
necessary foundation that leads to showing that in some cases the unsteady phenom-
ena occurring in a rotor/stator cavity are related to the stability of the mean �ow.

2.1 Characterization of disc flows

2.1.1 Introduction
The interest in rotating flows can be traced back to the Norwegian North Polar Expedition
(1893-1896), when Pr. Nansen (1902) found that the ice-drift produced by a given wind
did not follow exactly the direction of the wind but rather deviated 20-40◦ to the right
of it. He correctly assumed that the supplementary drift was caused by the Earth’s
rotation. He indeed explained that when the wind is weak enough, the Coriolis forces
introduced by the planet’s rotation are not negligible anymore. Following this remark,
Ekman (1905) studied analytically the problem of a wind-driven rotating flow subject
to a pressure gradient, Coriolis and frictional forces. Ekman confirmed the explorer’s
hypothesis by proving that the flow has indeed a boundary-layer-like structure with a
mean velocity vector whose length changes exponentially with depth and whose angle
grows linearly with depth: it forms the well-known Ekman spiral, depicted on Fig. 2.1.

Later, Von Kármán (1921) studied analytically the structure of a laminar flow above
an infinite rotating disc without assuming, contrary to Ekman (1905), a bulk motion of
the system; he rather hypothesized that the fluid far from the disc is at rest. Within
such a framework he produced a self-similar profile, exact solution of the axisymmetric
stationary Navier-Stokes equations in cylindrical coordinates. Cochran (1934) then using
a technique known today as the method of matched asymptotic expansions, obtained a
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Figure 2.1 – Illustration of the "Ekman spiral". The di-
rection and velocity of the flow current at different depths
within the boundary layer are represented by the arrows,
the longest arrow referring to the surface where the drift-
current is directed 45◦ to the right (resp. left) of the ve-
locity of the wind in the northern (resp. southern) hemi-
sphere. The direction of the y-axis is the direction of
the wind-velocity relative to the water. Source: Ekman
(1905).

more accurate solution to the problem. It revealed that the mean axial velocity far from
the disc converged to a constant negative value, a property that later came to be known
in textbooks as the "von Kármán viscous pump" phenomenon (see e.g. Panton, 1996;
White, 2006). In other words, in this configuration, a thin layer of fluid above the disc is
put in rotation under viscous effects; as particles from this layer are radially ejected due
to the centrifugal and Coriolis forces, an axial flux bringing particles into the boundary
layer appears to balance the radial flux. This flow is represented on Fig. 2.2.

Figure 2.2 – Flow of a fluid initially at rest put into motion by a rotating disc. Source: Schlichting
(1960).

Bödewadt (1940) applied the same strategy as Cochran (1934) to produce a self-similar
solution to the flow produced by a rotating fluid impinging on a stationary infinite disc
and corresponding to Fig. 2.3. In this configuration, the fluid particles far from the
disc are in equilibrium due to the centrifugal force exactly balancing the radial pressure
gradient. However, when a particle gets closer to the disc its circumferential velocity has
to decrease, and as a consequence the centrifugal force diminishes. As a result the fluid
close to the disc settles into a centripetal motion balanced by an axial flux of particles
moving away from the disc.

The first researcher to work with the mathematical resemblance of the three afore-
mentioned flows was Batchelor (1951). In his now famous note, he shows how the ratio of
the fluid and the disc rotation velocities is sufficient to characterize the flow over a single
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Figure 2.3 – Flow of a fluid in solid rotation impinging on a stationary disc. Source: Schlichting (1960).

disc, and presented for each relevant case the streamlines of the flow (see Batchelor, 1951,
Fig. 1-4). Rogers & Lance (1959) published an analytical version of the phenomenolog-
ical description provided by Batchelor (1951). In that work, they solve numerically the
three sets of equations using the same technique as Cochran (1934), thereby confirm-
ing the results obtained by Cochran (1934) and the streamlines presented by Batchelor
(1951). Surprisingly however, Rogers & Lance (1959) computations did not yield the
same asymptotic axial velocity in the case of the Bödewadt (1940) layer. This discrep-
ancy was later attributed to numerical inaccuracies by Nydahl (1971) who solved the same
equations with 16 significant figures and found the same values as Bödewadt (1940). The
similarities between the laminar Ekman (1905) layer, the Von Kármán (1921) boundary
layer and the Bödewadt (1940) boundary layer solutions are today well established. The
reader can refer to, for example, the early unifying work by Tatro (1966) and Tatro &
Mollo-Christensen (1967), Faller (1991) or more recently, Lingwood (1995a, 1997). The
model used in this thesis for the description of the laminar steady flow over a single disc
is actually due to an original effort by Faller (1991) to unite all three fundamental flows
under one parametrized set of equations.

In the same fundamental work, Batchelor (1951) showed how Von Kármán (1921)
solution could be extended to the steady flow of a viscous incompressible fluid between
two infinite rotating discs. The former author, in addition to obtaining the differential
equations governing the motion (see Sec. 2.1.2.b), gave a qualitative discussion of the
nature of the flow field one might expect for various values of the ratio of the angular
velocities of the two discs. The chief characteristic of the predicted flows is that at
high Reynolds numbers, in almost all cases, the main body of the fluid is also rotating
and transitions from the bulk rate of rotation to the discs take place in a narrow layer.
Some of Batchelor (1951) conclusions, especially those concerning the cases where the
two discs rotate in opposite directions or one disc is stationary, were later criticized by
Stewartson (1953). In his case, the tangential velocity outside the boundary layer goes
to zero and the radial velocity in the homogeneous core of the flow is negative. This is
indeed contrary to Batchelor (1951) predictions although the mathematical solutions and
experimental data obtained by Stewartson (1953) are in agreement. A few years later,
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the first in-depth study of the special case where one disc is at rest was lead by Grohne
(1956) who used numerical methods to integrate the differential equations ; in doing so,
he found solutions for small rotation velocities that actually behave like Batchelor (1951)
solutions. The controversy ends with Kreiss & Parter (1983). The authors thoroughly
analysed mathematically the existence and uniqueness of the solution for the flow between
two infinite discs with given rotation speeds and proved the existence of a whole class
of solutions depending on the initial state of the flow. Holodniok et al. (1977) and
Holodniok (1981) had already noted that the key parameter was the interdisc Reynolds
number Reh = h2Ω/ν (with h the interdisc distance, Ω the system rotation rate and
ν the kinematic viscosity of the fluid) and observed a unique branch solution of the
problem for small Reh whereas for Reh > 220 the number of solutions became multiple.
The numerical simulations performed by Cousin-Rittemard (1996) during her PhD thesis
confirm the existence of the two branches obtained by direct mathematical resolution
of the system of the previous authors: a first branch starting from Reh = 0 where the
flow matches the predictions by Batchelor and a second unstable branch starting from
Reh = 217 that yields solutions of the Stewartson kind.

The following sections rely on this rich history to present analytical solutions to the
basic problems tackled in the present chapter: one-disc flows and rotor/stator flows.
These solutions will be used regularly throughout the following sections and chapters
with multiple purposes. The analytical velocity profiles will be first considered as refer-
ence data to assess the accuracy of Large Eddy Simulation (LES) predictions of flows in
academic (Chap. 3) or industrial (Chap. 4) enclosed rotor/stator cavities. On the other
hand, it is shown in Sec. 2.2 that the linear stability analysis of these profiles has already
been documented in the literature. Therefore, the auto-similar solutions obtained from
the simplified Navier-Stokes equations (Sec. 2.1.2) will also serve as test-cases to validate
the behaviour of the Linearized Navier-Stokes Equations (LNSE) solver (Sec. 2.2.4.e) de-
veloped during this thesis. Once validated, the solver is used in relation with academic
rotor/stator cavity flows to show that the unstable modes predicted by the LES are re-
lated to globally unstable linear modes in some cases. This further leads to showing that
in these cases, some of the three-dimensional structures present in the LES solutions can
be obtained by integration of successive local stability analyses.

2.1.2 Modeling the laminar disc flows
As mentioned earlier, the first part of this chapter concerns the analytical solutions to
the infinite one- and two-disc flow problems. These solutions stem from simplified sets
of Navier-Stokes equations obtained by assuming that the velocity and pressure profiles
are auto-similar over (between) the infinite disc(s). We mention these developments in
the present thesis to support and simplify the analysis of the LES results obtained in the
following chapters (Chaps. 3 & 4).

The coordinate system used throughout Sec. 2.1, if nothing else specified, is shown
in Fig. 2.4. Note also that when a distinction is necessary, dimensional variables will be
superscripted with an asterisk, i.e. (r∗, θ, z∗).
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Figure 2.4 – Cylindrical coordinate system (r∗, θ, z∗) used throughout Sec. 2.1.

2.1.2.a The Bödewadt-Ekman-Karman (BEK) model for the laminar flow
over a free disc

The model presented here describes a family of boundary-layer flows caused by a dif-
ferential rotation rate between a solid boundary (a disc) and an incompressible fluid in
rigid-body rotation above it. Particular cases of this family are the Ekman (1905), Von
Kármán (1921) and Bödewadt (1940) boundary layer flows, hence the family being re-
ferred to as the BEK system. Note that the first and last are of special interest as they
arise in the study of the rotor-stator cavity flows (see Sec. 2.1.2.b). The radius of the disc
and the extent of the fluid above the disc are considered to be infinite. The disc and fluid
rotate about the same vertical axis - the axis z shown in Fig. 2.4 - with angular velocities
Ω∗d and Ω∗f , respectively. The Bödewadt (1940) layer arises when the disc is stationary
and the fluid rotates, i.e Ω∗d = 0 and Ω∗f 6= 0 while for the Ekman (1905) layer Ω∗d ' Ω∗f
and for the Von Kármán (1921) layer Ω∗d 6= 0 and Ω∗f = 0. Between these particular
examples are flows in which both the disc and the fluid rotate but with differing angular
velocities.

The continuity and momentum equations for the axisymmetric mean steady flow are
formulated in cylindrical-polar coordinates (r∗, θ, z∗) in a reference frame rotating at Ω∗d
and can be written as,

1
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where U∗ = [U∗, V ∗,W ∗] denotes the mean radial, azimuthal and axial velocities, respec-
tively, and P ∗ is the mean pressure. By extension of the exact similarity solution for the
Von Kármán (1921) flow, it is assumed that the dimensionless mean flow variables take
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the following form :

U(z) = U∗

r∗∆Ω∗ = U∗

r∗Ω∗Ro, (2.1.5)

V (z) = V ∗

r∗∆Ω∗ = V ∗

r∗Ω∗Ro, (2.1.6)

W (z) = W ∗

L∗∆Ω∗ = W ∗

L∗Ω∗Ro, (2.1.7)

P (r, z) = P ∗

ρ∗L∗2∆Ω∗2 = P ∗

ρ∗L∗2Ω∗2Ro2 . (2.1.8)

Here, ∆Ω∗ = Ω∗f − Ω∗d, r and z are the dimensionless forms of r∗ and z∗, where L∗ =
(ν∗/Ω∗)1/2 is the non-dimensionalizing length scale, Ω∗ is a system rotation rate and Ro
is the Rossby number (flow dependent). Both parameters are respectively defined by,

Ro = ∆Ω∗
Ω∗ , (2.1.9)
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2 +Ro

=
Ω∗f + Ω∗d

4 +
0
@
(

Ω∗f + Ω∗d
4

)2

+ ∆Ω∗2

4

1
A

1/2

. (2.1.10)

Based on such definitions, for the Bödewadt (1940) layer Ro = 1 and Ω∗ = Ω∗f ; for
the Ekman (1905) layer Ro = 0 and Ω∗ = Ω∗f = Ω∗d whereas for the Von Kármán (1921)
layer, Ro = −1 and Ω∗ = Ω∗d. Substituting Eqs. (2.1.5)-(2.1.8) in Eqs. (2.1.1)-(2.1.4)
gives the following dimensionless equations for the mean flow :

2U +W 0 = 0, (2.1.11)
Ro

(
U2 +WU 0 − (V 2 − 1)

)
− Co (V − 1)− U 00 = 0, (2.1.12)

Ro (2UV +WV 0) + Co U − V 00 = 0, (2.1.13)
Ro (WW 0 + P 0)−W 00 = 0, (2.1.14)

where the prime denotes differentiation with respect to z, Co = 2Ω∗d/Ω∗ = 2−Ro−Ro2 is
a Coriolis parameter: Co is equal to 2 for the Von Kármán (1921) and the Ekman (1905)
layers, whereas Co = 0 for the Bödewadt (1940) layer. Please refer to App. A for more
details.

Equations (2.1.11)-(2.1.14) can then be solved numerically with the following bound-
ary conditions:

U(0) = V (0) = W (0) = 0, (2.1.15)
U(z →∞) = 0, V (z →∞) = 1. (2.1.16)

Figure 2.5 shows (a) U , (b) V and (c)W evolutions against z for the three remarkable
Rossby numbers Ro ∈ {−1, 0, 1}. The profiles were computed using the numerical strat-
egy described in App. C. For the Von Kármán (1921) flow, i.e. Ro = −1, only the mean
radial velocity profile is inflectional. The azimuthal and axial profiles become inflectional
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only with an increasing Rossby number while for Ro = 1, U , V andW are all inflectional.
This being established, the signs of the dimensional velocities U∗, V ∗ and W ∗ depend on
the sign of the Rossby number Ro. Note for instance that, according to Eq. (2.1.7) and
Eq. (2.1.8), for Ro = 0 the axial velocity and static pressure W ∗ = P ∗ = 0 whereas the
radial and azimuthal velocity components, U∗ and V ∗ are respectively non-zero because
of the dependency on r∗ (these Ro = 0 solutions of the BEK model are thus expectedly
equivalent to the laminar solution to the Ekman (1905) layer).

Figure 2.5 – Auto-similar velocity profiles of the laminar BEK flows. (a) Radial velocity U , (b)
azimuthal velocity V and (c) axial velocity W .

2.1.2.b Flow between two radially infinite discs

Consider now the physical situation of two infinite discs mounted about the same axis.
Cylindrical polar coordinates (r∗, θ, z∗) are used (Fig. 2.4) and the lower disc, in the plane
z∗ = 0, has an angular velocity Ω∗d while the upper disc, at z∗ = h, is stationary. Once
again, for the steady incompressible and viscous fluid between the two discs, the gov-
erning equations are the Navier-Stokes equations described earlier - Eqs. (2.1.1)-(2.1.4).
Following Batchelor (1951) (and similarly to the previous description of the BEK model
- Sec. 2.1.2.a), we seek axially symmetric solutions of the Navier-Stokes equations in the
form,

U(z) = U∗

r∗Ω∗d
, (2.1.17)

V (z) = V ∗

r∗Ω∗d
, (2.1.18)
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W (z) = W ∗
√
νΩ∗d

= W ∗

L∗Ω∗d
, (2.1.19)

P (r, z) = P ∗

ρ∗L∗2Ω∗2
d

= P0(z) + �

2 r
2, (2.1.20)

where h (the interdisc distance) is the relevant length scale such that z = z∗/h and
contrary to the definition given for the BEK model, L∗ = (ν∗/Ω∗d)1/2 since now the
relevant pulsation of the system becomes that of the rotating disc Ω∗d. Substituting
Eqs. (2.1.17)-(2.1.20) in Eqs. (2.1.1)-(2.1.4) gives the following dimensionless equations
for the mean flow:

2
√
RehU +W 0 = 0, (2.1.21)

�+
√
RehWU 0 +Reh

[
U2 − (V + 1)2 + 1

]
− U 00 = 0, (2.1.22)

√
RehWV 0 + 2Reh (1 + V )U − V 00 = 0, (2.1.23)

√
Reh (WW 0 + P 00)−W 00 = 0, (2.1.24)

where the prime denotes differentiation with respect to z and � is an absolute constant
corresponding to the pressure rise due to centrifugal acceleration. Please refer to App. B
for more details.

Equations (2.1.21)-(2.1.24) can then be solved numerically with the following bound-
ary conditions:

U(0) = V (0) = W (0) = 0, (2.1.25)
U(1) = W (1) = 0, V (1) = −1. (2.1.26)

Figure 2.6 shows (a) U , (b) V and (c) W evolutions against z for three interdisc
Reynolds numbers Reh ∈ {102, 103, 104}. To ensure consistency between the two kinds of
disc flows, the three profiles of U , V andW have also been computed using the parameters
and solver described in App. C. Note here that the initialization of the solver has been
chosen identically in all cases and such that the profiles are all of the Batchelor kind - see
Holodniok et al. (1977); Holodniok (1981) for an extensive study of the multiple solution
branches of Eqs. (2.1.21)-(2.1.24).

Although for all three Reynolds numbers the same category of solution branch has
been selected, there are marked differences in the flow organization as the interdisc
Reynolds number increases. For low Reynolds numbers (e.g. Reh = 100 in Fig. 2.6
(full line)), a continuous variation in velocity exists across the axial gap h which can be
seen as the two discs boundary layers merge. As Reh increases, (see Fig. 2.6 (dashed
line) & (marked line)), three regions appear clearly: each disc has a boundary layer and
the combined thickness of the two is less than the axial gap h. In between the boundary
layers a core region exists in which no change in velocity is expected to occur and that
rotates in bulk at Vcore = K, sometimes referred to as the ’entrainment coefficient’. From
the single-disc flows point of view, the high Reynolds Batchelor flows can therefore be
seen as the connection of an Ekman (1905) profile and a Bödewadt (1940) profile through
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a region of zero radial and constant azimuthal velocities. As can be seen on Fig. 2.6b,
for high enough values of Reh, K reaches a constant value. Note that Rasmussen (1971)
showed using an asymptotic analysis that all laminar flows converge to K = 0.313, a
value confirmed later by Marchand (1986) who further demonstrated that this value was
actually correct as soon as Reh ≥ 400.

Figure 2.6 – Auto-similar velocity profiles of the laminar flow between a rotor and a stator for different
interdisc Reynolds numbers Reh: (a) Radial velocity, U , (b) azimuthal velocity, V and (c) axial velocity,
W , components.

2.1.3 Enclosed cavity flow regimes
Aside from the developments of the set of reduced equations describing the laminar disc
flows (Sec. 2.1.2), it appears necessary to describe the possible flow regimes existing in
enclosed cavities. In this case, due to the presence of the outer cylindrical boundary
(and/or the inner shaft), the Navier-Stokes equations cannot be reduced to a simplified
set and consequently all the following remarks are qualitative. Later, Chap. 3 presents
all the quantitative results obtained about enclosed rotor/stator cavity flows by LES.

As discussed earlier, Rogers & Lance (1962) showed numerically, and it was later
confirmed experimentally by several authors like Sirivat (1991), that the laminar flows
in an enclosed or partially enclosed rotor/stator cavity can be classified into two distinct
categories depending on the size of the axial gap h. If h is large enough, the Böde-
wadt (stator) and Ekman (rotor) layers are separated. For small values of h however,
the boundary layers merge and the flow behaves like a ’torsional Couette flow’. Daily &
Nece (1960) extended the categorization to turbulent rotor/stator flows by an impressive
experimental work and concluded the existence of only four categories characterized by
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two dimensionless parameters: the disc Reynolds number Re = R2
1Ω∗d/ν∗ and the aspect

ratio of the cavity G = h/R1, where R1 is the outer radius of the discs and ν∗ the kine-
matic viscosity of the fluid. Following this work, Owen & Rogers (1989) used boundary
layer equations to pinpoint the transitions between the four regimes and established the
following expressions for the boundaries between the regimes in the (Re,G) plane:

• The two laminar regimes (category I for merged boundary layers, II for separated)
are separated by a line Re G11/5 ' 2.9.

• The transition to turbulence for flows with separated boundary layers (regime II to
IV) occurs at Re ' 1.58× 105.

• The common boundary to the two turbulent regimes (category III for merged
boundary layers, IV for separated) is defined by Re G16/3 ' 7.8× 10−3.

• The line between regimes I and III is such that Re G10/9 ' 366.

• The common boundary to regimes II and III satisfies the equation Re G16/15 '
4.6× 106.

Figure 2.7 reproduces a diagram first showed by Owen & Rogers (1989), that summarizes
these results and gives a visual representation of the domains of definition of all four
regimes in the (Re,G) plane.

2.2 Hydrodynamic stability of a rotating flow
This second section outlines the main concepts pertaining to linear stability analysis.
Similarly to Sec. 2.1, the notions presented here are described in the literature by previous
workers. However, these concepts in the specific situation of one- or two-disc flows is
necessary to prepare for the search for globally unstable modes in enclosed rotor/stator
cavities exposed in Sec. 3.7. It is indeed shown in that section that, in some cases, the
unsteady phenomena observed in the LES solutions can be related to the stability of
the mean flow. In these cases, we furthermore show that the frequencies of the ’pressure
bands’ are detected everywhere in the configurations because the corresponding modes are
globally unstable linear modes of the mean flow, which propagate by nature everywhere
in the cavity.

2.2.1 Historical perspective
The study of hydrodynamic stability goes back to the theoretical work of Helmholtz
(1868), Kelvin (1871) and Rayleigh (1879) on inviscid flows and, maybe the most re-
markable, the experimental investigations presented by Reynolds (1883), which initiated
the study of the stability of viscous flows. Reynolds experimental studies were soon
supplemented with the theoretical work of Orr (1907) and Sommerfeld (1908), who in-
dependently considered infinitesimal travelling disturbances within an otherwise steady
and parallel flow and derived what is today known as the Orr-Sommerfeld equations.
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Figure 2.7 – The four categories of flow encountered in an enclosed rotor/stator cavity, based on an
original figure by Owen & Rogers (1989). Regime I is a laminar regime with merged boundary layers
whereas regime III is the turbulent pendant. Regimes II and IV describe respectively the laminar and
turbulent flows with separated boundary layers.

Following their work, stability criteria for laminar viscous flows have been considered a
primary goal of studies in theoretical fluid dynamics for many years. However due to the
inherent intricacies involved in the solution of the hydrodynamic perturbation equations,
exact solutions were found only for some families of flows. Originally, it was confined
to physical situations that could be described by two-dimensional flows, among which
for example, the well-known inviscid Kelvin-Helmholtz instability - the reader is referred
to Lin (1955) for an extensive survey. For three-dimensional flows, the early stability
studies were primarily experimental and a number of papers deserve specific mention in
any bibliographical description of previous work.

• In relation to jet flows, Mollo-Christensen (1967) was among the first to describe
in details the near-field pressure fluctuations, noting with reason that they come in
’packets’ similar in shape and random only with respect to the place and time of
their origin. A few years later, Michalke (1971) produced the first analytical study
of the linear stability of a round free jet and inspired numerous authors to pursue
similar work on different configurations, amongst which but not limited to Crighton
& Gaster (1976), Liu (1989), Chomaz et al. (1991a) and more recently Gallaire &
Chomaz (2003a) or Oberleithner (2012).

• Regarding rotating flows, it is of note that the flow induced by a rotating circular
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disc in a still fluid has received considerable attention over the years starting around
1947, although the work by Savas (1983) is probably the earliest to discuss the sta-
bility of the Bödewadt layer. The susceptibility of the BEK flows (see Sec. 2.1.2.a)
to inviscid crossflow instability (often referred to as type-1 instability) is to be
expected from the inflectional nature of the velocity profiles (see the detailed math-
ematical analysis by Fjortoft (1949) of the stability criteria for laminar flows). Such
stability issues were first noticed by Smith (1947) during his experiments on the
oscillations of the laminar boundary layer over a rotating disc. Further evidence
of the crossflow instability of the Von Kármán and Ekman layers is provided by
Gregory et al. (1955) and Faller (1963), who determined experimentally a critical
Reynolds number for the onset of instability. The latter authors also pointed out
that the Ekman flow often displays a second convectively unstable mode (named
type-2 instability) that dominates at low Reynolds numbers and becomes stable in
the inviscid limit. A conclusion they confirmed in a later paper (Faller & Kaylor,
1966a) and extended to the Von Kármán flow the same year (Faller & Kaylor,
1966b). The stability of the Bödewadt flow was only investigated later by Savas
(1983, 1987) who conducted spin-down experiments in a cylindrical cavity and ob-
served type-1 and type-2 instabilities as well. In 1991, Faller not only produced
the first unifying theory for the BEK flows, but was also among the first to present
a detailed analytical development of the stability of all three flows. The extensive
work accomplished by Lingwood (1995a, 1997) during her PhD is however the most
recent contribution where all three BEK flows were considered and compared. She
discovered an absolute instability in the Von Kármán boundary layer (Lingwood,
1995a), produced by the coalescence of the inviscid unstable mode (type-1) and a
third mode that is spatially damped. She also suggested that this instability might
be responsible for the onset of turbulence in such a configuration. Later, Lingwood
(1997) extended these conclusions to the Ekman and Bödewadt layers and found
analytical values for the Reynolds numbers beyond which the flows become abso-
lutely unstable that matched the laminar-to-turbulent transition Reynolds numbers
obtained in previous experiments, like for instance that of Faller & Kaylor (1966a)
for the Ekman layer.

The present section first presents an outline of the theory of linear stability analysis
for one- or two-discs isothermal flows based mainly on the previous works by Malik
et al. (1981), Malik (1986), Faller (1991), Lingwood (1995b) and Tuliszka-Sznitko &
Soong (2000). In a second time, we present in details the Linearized Navier-Stokes
Equations (LNSE) solver (called AVLP hereafter) implemented during the course of this
Ph.D. Numerical strategies necessary to solve the set of linearised equations are discussed
and the validation of the LNSE solver is proposed to conclude the present chapter. A
presentation of original results pertaining to enclosed rotor/stator cavity flow stability is
indeed given in the next chapter (Chap. 3).
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2.2.2 Linear stability analysis
The mathematical strategy inspired by the conclusions of Reynolds (1883) and initially
used by Orr (1907) and Sommerfeld (1908) is the one considered in the present work. It
assumes that all components of the velocity field and the static pressure can be written
as the sum of a steady part (called ’base flow’ or ’carrier flow’) and an unsteady part
representing the infinitesimal fluctuations under study. In other words, we write

(
u∗(r∗, θ, z∗, t∗) = U∗(r∗, θ, z∗) + ũ∗(r∗, θ, z∗, t∗),
p∗(r∗, θ, z∗, t∗) = P ∗(r∗, θ, z∗) + p̃∗(r∗, θ, z∗, t∗). (2.2.1)

where U represent the base flow velocity, ũ the fluctuations of velocity, P the steady
pressure field and p̃ the fluctuations of pressure.

The analysis presented later in this work characterizes the response of a disc flow
(be it a boundary layer flow or a core flow) to an external periodic excitation, on the
basis of the parallel-flow approximation. The analysis is therefore restricted to the local
stability characteristics of the flow, i.e. the stability characteristics are determined at a
given radius as though the flow was invariant in the radial direction. Hence, to follow
the streamwise evolution of a perturbation, a succession of linear stability analyses are
conducted, one for each streamwise location and the overall shape of a mode is then
reconstructed from the local solutions (Huerre & Monkewitz, 1990).

2.2.2.a The perturbation equations for the BEK flows

In the case of single-disc flow, let us assume a linear stability analysis is applied at a
radius r∗a. Following the developments made for the description of the laminar BEK flows
(Sec. 2.1.2.a), we use L∗ as the reference length, r∗aΩ∗Ro as the velocity scale, ρ∗r∗2

a Ω∗2
Ro

as the reference pressure and L∗/(r∗aΩ∗Ro) the time scale. This being said, the local
Reynolds number of interest becomes

Reδ = r∗aΩ∗L∗Ro
ν∗

= r∗aRo

L∗
= raRo, (2.2.2)

where ra = r∗a/L
∗ and the instantaneous dimensionless velocities and pressure are given

by,

u(r, θ, z, t) = rRo

Reδ
U(z) + ũ(r, θ, z, t), (2.2.3)

v(r, θ, z, t) = rRo

Reδ
V (z) + ṽ(r, θ, z, t), (2.2.4)

w(r, θ, z, t) = Ro

Reδ
W (z) + w̃(r, θ, z, t), (2.2.5)

p(r, θ, z, t) = Ro2

Re2
δ

P (r, z) + p̃(r, θ, z, t), (2.2.6)

where ũ, ṽ, w̃ and p̃ are small perturbation quantities in accordance with Eq. (2.2.1).
The dimensional continuity equation and Navier-Stokes equations written in the frame
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rotating at Ω∗d (Eqs. (2.1.1)-(2.1.4)) are made dimensionless and linearised with respect
to the perturbation quantities, yielding:

∂ũ

∂r
+ ũ

r
+ 1
r

∂ṽ

∂θ
+ ∂w̃

∂z
= 0, (2.2.7)

∂ũ

∂t
+ rU

Reδ

∂ũ

∂r
+ V

Reδ

∂ũ

∂θ
+ RoW

Reδ

∂ũ

∂z
+ RoUũ

Reδ
− 2RoV + Co

Reδ
ṽ + rU 0w̃

Reδ
=

− ∂p̃

∂r
+ 1
Reδ

(
∂2ũ

∂r2 + 1
r2
∂2ũ

∂θ2 + ∂2ũ

∂z2 + 1
r

∂ũ

∂r
− 2
r2
∂ṽ

∂θ
− ũ

r2

)
,

(2.2.8)
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∂ṽ

∂r
+ V

Reδ

∂ṽ

∂θ
+ RoW

Reδ

∂ṽ

∂z
+ RoUṽ

Reδ
+ 2RoV + Co

Reδ
ũ+ rV 0w̃

Reδ
=

− ∂p̃

r∂θ
+ 1
Reδ

(
∂2ṽ
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∂2ṽ
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∂z2 + 1
r

∂ṽ

∂r
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r2
∂ũ

∂θ
− ṽ
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(2.2.9)

∂w̃

∂t
+ rU

Reδ

∂w̃

∂r
+ V

Reδ

∂w̃

∂θ
+ RoW

Reδ

∂w̃

∂z
+ RoW 0w̃

Reδ
=

− ∂p̃
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+ 1
Reδ

(
∂2w̃

∂r2 + 1
r2
∂2w̃

∂θ2 + ∂2w̃

∂z2 + 1
r

∂w̃

∂r

)
,

(2.2.10)

where the prime denotes differentiation of the dimensionless velocity components U =
[U(z), V (z),W (z)] with respect to z.

For values of the local Reynolds Reδ � 1, Eqs. (2.2.7)-(2.2.10) may be re-written
by replacing factors of r by Reδ and neglecting terms of order Re−2

δ or smaller (Malik
et al., 1981). The latter assumption was shown to have little to no effect on the results
of the linear stability analysis (refer to Malik et al., 1981; Faller, 1991; Lingwood, 1995b)
However the replacement of r by Reδ implies that non-parallel flow effects are neglected,
which might induce a loss of accuracy in the cases where the analysed boundary layer is
growing. The main advantage of such an approximation is that Eqs. (2.2.7)-(2.2.10) yield
a set of equations that are separable in r, θ and t so that the perturbation quantities may
be assumed to have a normal mode representation:

[ũ, ṽ, w̃, p̃] = [iu, v, w, p] (z) exp [i (αr +mθ − ωt)] , (2.2.11)

where u, v, w and p are the spectral representations (in Fourier space) of the fluctuation
velocities and pressure (resp.), ω is the complex frequency of the disturbance in the frame
rotating at Ω∗d, α the complex radial wavenumber and m the real azimuthal wavenumber.
Due to the periodic nature of the BEK flows in the azimuthal direction, the values of m
are actually restricted to the set of integers.

Upon substituting the modal decomposition (see Eq. (2.2.11)) into the linearised
Navier-Stokes equations, Eqs. (2.2.7)-(2.2.10), the system becomes (not yet dropping
terms of order Re−2

δ ):
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0 =
�
iα + Ro

Reδ

�
u+ βv − iw0, (2.2.12)

u00 =
(
α2 + β2 + iReδ (αU + βV )− iReδω +RoU + T3

)
u+RoWu0

+ i(2RoV + Co+ T2)v − idU
dz
Reδw + αReδp,

(2.2.13)

v00 =
(
α2 + β2 + iReδ (αU + βV )− iReδω +RoU + T3

)
v +RoWv0

+ i(2RoV + Co+ T2)u+ dV

dz
Reδw + iβReδp,

(2.2.14)

w00 =
(
α2 + β2 + iReδ (αU + βV )− iReδω +RoW 0 − T1

)
w +RoWw0

+Reδp
0,

(2.2.15)

where β = m/Reδ and T1, T2 and T3 are the terms that may be neglected under the
parallel flow approximation, such that

T1 = iα

Reδ
, T2 = −2im

Re2
δ

and T3 = 1
Re2

δ

− T1. (2.2.16)

The boundary conditions imposed at z = 0 by the presence of the disc is a Dirichlet
condition for the three velocity components,

u(0) = v(0) = w(0) = 0, (2.2.17)

complemented by the fact that as z →∞, it is required that all perturbations decay.

2.2.2.b The perturbation equations for the flow between two discs

Contrary to the flows over a single-disc which have attracted attention for decades, an
interest for the hydrodynamic stability of the mean flow between two discs has only
recently arisen. Itoh (1991) was the first to thoroughly analyse the hydrodynamic nature
of the flow using as basic state auto-similar profiles of the Batchelor kind (refer to e.g.
Holodniok, 1981, for more details). The following choices of non-dimensionalizing scales
and the development of the linearised equations are inspired from Itoh (1991) original
work and the more recent study on incompressible non-isothermal rotor/stator cavity
flow stability by Tuliszka-Sznitko & Soong (2000).

Let r∗a be the radius at which is applied the stability analysis. As mentioned in
Sec. 2.1.2.b, the relevant length scale of the system is now the interdisc distance, h.
In addition, we use r∗aΩ∗d as the velocity scale, ρ∗r∗2

a Ω∗2
d as the reference pressure and

h/(r∗aΩ∗d) the time scale. In this case, the relevant radial ’Reynolds number’ becomes
simply the dimensionless radial coordinate ra = r∗a/h, and a second control parameter,
Reh, becomes necessary to completely characterize the problem. Since the scales chosen
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for the fluctuations of the flow are identical to those previously chosen to seek axially sym-
metric solutions of the Navier-Stokes equations (Sec. 2.1.2.b), the instantaneous velocity
components and pressure field are given by

u(r, θ, z, t) = U(z) + ũ(r, θ, z, t), (2.2.18)
v(r, θ, z, t) = V (z) + ṽ(r, θ, z, t), (2.2.19)
w(r, θ, z, t) = W (z) + w̃(r, θ, z, t), (2.2.20)
p(r, θ, z, t) = P (r, z) + p̃(r, θ, z, t). (2.2.21)

Furthermore, introducing the same normal mode decomposition as before (Eq. (2.2.11)),
the LNSE for the flow between two infinite discs become:

0 =
�
iα + 1

r

�
u+ βv − iw0, (2.2.22)

u00 =
(
α2 + β2 + irReh (αU + βV )− irRehω + T3

)
u+

√
RehWu0

+ i(2Reh + 2RehV + T2)v − irReh
dU

dz
w + αrRehp,

(2.2.23)

v00 =
(
α2 + β2 + irReh (αU + βV )− irRehω +RehU + T3

)
v +

√
RehWv0

+ i(RehV − 2Reh + T2)u+ rReh
dV

dz
w + iβrRehp,

(2.2.24)

w00 =
�
α2 + β2 + irReh (αU + βV )− irRehω +

√
RehW

0 − T1

�
w +

√
RehWw0

+ rRehp
0,

(2.2.25)

where β = m/r and T1, T2 and T3 are the terms that may be neglected under the parallel
flow approximation, such that

T1 = iα

r
, T2 = −2im

r2 and T3 = 1
r2 − T1. (2.2.26)

The presence of two discs respectively at z = 0 and z = 1 forces all perturbations to zero
and therefore the boundary conditions necessary to close the system read:

(
u(0) = v(0) = w(0) = 0,
u(1) = v(1) = w(1) = 0. (2.2.27)
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For a given mean velocity profile, the system of equations Eqs. (2.2.12)-(2.2.17) (resp.
Eqs. (2.2.22)-(2.2.27)) describes an eigenvalue problem. This eigenvalue problem relates
the wavelength of the perturbation injected in the base flow to its frequency. As such,
one can see it as a dispersion problem that can therefore be written under the form of
a dispersion relation D (α, ω, χ) = 0, where χ represents the set of all parameters other
than the two aforementioned complex numbers, including the parameters describing the
mean flow profiles. Consequently, at a given pair (m,Reδ) (resp. triplet (m, r,Reh)), a
non-zero solution of (u, v, w, p) exists if and only if the dispersion relation D (α, ω, χ) = 0
is verified by at least one pair of complex numbers (α, ω).

2.2.2.c Physical interpretation of the normal mode ansatz

To avoid confusion during the presentation of the linear stability results in the rest of this
work, it is important to clarify the physical meaning of the wavenumbers α and m and
the frequency ω of a perturbation. First of all, recall that the perturbation quantities
have been decomposed in normal modes in the following form:

ũ = u(z) exp [i (αr +mθ − ωt)] , (2.2.28)

where α is the radial wavenumber, m the azimuthal wavenumber and ω the complex
frequency. Naturally, the real parts of Eq. (2.2.11) are taken to obtain physical quantities,

ũ∗ = u(z)e[i(�r+mθ−!t)] + u(z)e[−i(�r+mθ−!t)] (2.2.29)
where the overline denotes the conjugate of the complex. Hence instability modes can be
evenly represented by the triplets

(α,m, ω) or (−α,−m,−ω) (2.2.30)

In the following, except during validation test-cases (Sec. 2.2.4.e), note that we restrict
the stability analyses to positive values of αr out of simplicity.

To clarify the meanings of α, m and ω, remark first that Eq. (2.2.29) can be rewritten
as:

ũ∗ = |u|(z) cos (αrr +mθ + arg(u)(z)− ωrt) e−�ir+!it (2.2.31)
where | · | and arg(·) are the modulus and phase of a complex number. At a given axial
location z, if the temporal and spatial amplifications, respectively ωi and −αi, are taken
to be zero, Eq. (2.2.31) exactly corresponds to the polar parametric equation for spiral
and axisymmetric patterns. The azimuthal wavenumber m drives the number of ’arms’ of
the patterns: if m = 0, the pattern will be axisymmetric, whereas for |m| > 0 the pattern
will be a spiral with |m| arms. The sign of m drives the winding direction of the spiral
arms and assuming in the rest of this work that the mean direction of the geostrophic
flow in all rotor/stator configurations is counter-clockwise, the spirals are said to be

• co-winding if m < 0,

• counter-winding if m > 0.
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On the other hand, the radial wavenumber αr gives a representation of the number of
arms in a given radial extent: if αr is small, then the angle the arms make with the
direction of the geostrophic flow is high, whereas if αr is high, then the density of arms
increases and their angle with the direction of the geostrophic flow decreases. Generic
combinations of αr and m are displayed in Fig. 2.8 to illustrate the previous statements.

αr = 0 αr = 5 αr = 10 αr = 20 αr = 50

m
=
−

5
m

=
−

1
m

=
0

m
=

1
m

=
5

Figure 2.8 – Two-dimensional representations of cos(αrr + mθ) (Eq. (2.2.31)) for combinations of
αr ∈ {0, 5, 10, 20, 50} and m ∈ {−5,−1, 0, 1, 5}. Parameters and function are dimensionless, 0 ≤ r ≤ 1
and 0 ≤ θ ≤ 2π.

Adding the term for the phase of the eigenfunctions arg(u) merely introduces a phase
shift that is perceived as an extra rotation of the pattern in the (r, θ)-plane. The same
remark goes for the the last term in the cosine, −ωrt that induces a temporally evolving
phase shift of the pattern. This is illustrated on Fig. 2.9a where the spiral with (αr,m) =
(20, 5) is shown at three different values of (arg(u) − ωrt), respectively −1.3π, 0 and
+1.5π.

Finally, the effects of a non-zero spatial amplification rate αi on the patterns is shown
on Fig. 2.9b where the spiral with (αr,m) = (20, 5) was drawn for arg(u) − ωrt = 0
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(a) (b)

Figure 2.9 – Two dimensional representation of a spiral with αr = 20. and m = 5 (refer to Eq. (2.2.31))
with (a) different values of the eigenfunction phase (black: arg(u) − ωrt = −1.3π, dark gray: arg(u) −
ωrt = 0, light gray: arg(u)− ωrt = +1.5π) and (b) αi = 1.4.

and αi = 1.4. Note that the effects of ωi are similar to those of αi, only they induce
a growth or decay of the whole pattern magnitude in time and with no radial segregation.

Figures 2.8 and 2.9 may serve as a visual aid that comes in handy during the discussion
of the stability analyses presented in Sec. 2.2.4.e and Sec. 3.7.

2.2.3 Spatial, temporal and spatio-temporal strategies
The dispersion relation D (α, ω, χ) = 0 can be solved in one of three ways: for a complex
ω and a fixed real α, for a complex α and a fixed real ω, or with no restrictions on the
domains of definition of α and ω, i.e. for a complex α and a complex ω. In the context
of disc flows, the first approach is known to provide interesting information (Serre et al.,
2004; Tuliszka-Sznitko & Soong, 2000) about the instabilities developing in the boundary
layers but some shortcomings (see Sec. 3.7) make it inadequate to predict exactly the
characteristics and three-dimensional organization of the dominant instabilities. The
second approach is especially pertinent for spatially developing flows like jets or wakes
and consequently it is only described here since its underlying concepts are also relevant
to the third approach. We describe this last approach in great details for it is at the
origin of the global mode reconstruction conducted in Sec. 3.7 that evidences that some
of the unsteady phenomena observed in the LES solutions are related to globally unstable
linear modes of the mean flow.

(a) The first method yields temporal modes ω(α, χ) that can be either growing (Im(ω) >
0) or decaying (Im(ω) < 0) with time. Note that for a single complex number φ, we
shall thereafter use the notations φi and φr for Im(φ) and Re(φ) respectively. Such
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an analysis is most useful in cases where the flow is bounded with no freestream
velocity and a perturbation made at a given streamwise location cannot grow spa-
tially, i.e. all perturbations are forced to have αi = 0. Common examples are the
Taylor-Couette flow (see Grossmann et al., 2016, for a recent review) or a Rayleigh-
Bénard convection cell (of finite size). Used within the framework of local linear
stability analysis, this method provides ample information about the local dynamics
of the flow. However for lack of data on the spatial organization of the fluctuations
up- and downstream of the specified location, one can hardly draw conclusions
regarding the overall shape of the mode.

(b) Conversely, the second technique produces spatial modes α(ω, χ) that can either
be spatially growing (αi < 0) or decaying (αi > 0). This approach is especially
applicable to open flows where fluid particles have the possibility to be advected
out of the physical domain of definition of the base flow. Amongst those spatially
developing flows one finds the open shear flows that were the targets of the earliest
theoretical linear stability analyses (see Ho & Huerre, 1984, for a review of such
analysis applied to mixing layers). As stated by Huerre & Monkewitz (1990), for
flows that are strictly parallel or weakly non-parallel, i.e. for which the length scale
of evolution of the base flow is large compared to the wavelength of the instability,
at leading order one can approximate the shape of the global disturbance velocity
field using a succession of local stability analyses:
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where ωf ∈ R is the fixed temporal frequency at which the flow is excited, m ∈ Z
the fixed azimuthal wavenumber of the perturbation under study and α = αr + iαi
(resp. [iu, v, w]†) is the eigenvalue (resp. eigenvector) verifying the dispersion re-
lation D(α, ωf , χ) = 0. A0 is a corrective amplitude function necessary to account
for the streamwise variations of a weakly non-parallel base flow. If the latter as-
sumption is indeed valid, then the correction is found to evolve slowly with the
streamwise location r while α evolves fast with ξ (Crighton & Gaster, 1976; Huerre
& Monkewitz, 1990). In the present work however, it is assumed that A0 is uniform
over the physical domain (we then consider A0 = 1) and the focus is put on an
accurate determination of the fast streamwise variations of α. The argumentation
for this choice is mostly based on the conclusions by Crighton & Gaster (1976) or
Huerre & Monkewitz (1990) and the more recent investigation by Juniper (2011),
all stating that the influence of assuming a constant A0 on the ability to retrieve the
right global shape of the mode is much smaller than the influence of imprecisions
in α.
More importantly, in practice the assembling of the moduli of the eigenvectors yield
by each local stability analysis on the one hand, and of their phase on the other
hand needs to be done carefully.
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Figure 2.10 – Typical responses of a base flow to a perturbation generated at r = rs: (a) stable, (b)
convectively unstable and (c) absolutely unstable. Source: Lingwood (1995b, Chap. 1, p. 7)

– The eigenvector moduli have to be made compatible by the use of the same nor-
malization at each streamwise location. Based on remarks from Juniper (2011)
and Oberleithner (2012), the velocity components are normalized in this work
by the L2-norm of the velocity at each slice K =

∫ 1
0 (|u|2 + |v|2 + |w|2)1/2

dz.
– The eigenvector phases are arbitrary as they all stem from independent lo-

cal linear stability analyses and therefore a sensible clocking needs to be
applied. In this sense, a height of clocking zc is chosen arbitrarily, and at
z = zc it is imposed that for all streamwise locations r, arg

(
[iu, v, w]†(r, zc)

)
=

arg
(
[iu, v, w]†(r0, zc)

)
where r0 indicates the first streamwise location consid-

ered in the analysis.

(c) In the previous analysis, the response of the flow to a perturbation of known real
frequency ωf is examined. This being said, certain spatially evolving flows are
also known to develop and sustain self-excited global modes in the absence of any
external forcing (Monkewitz, 1988; Huerre & Monkewitz, 1990; Gallaire et al., 2006)
at a complex frequency ωG. In these cases, the eigenvalue problem D(α, ω, χ) = 0
needs to be solved for (α, ω) ∈ C × C. This approach is called a spatio-temporal
analysis and the issue becomes to determine the frequency-selection criterion for
ωG. The procedure is well detailed in Huerre & Monkewitz (1990) but for the sake
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of completeness we recall here the main steps leading to the evaluation of ωG.
With the review proposed by Davis (1976), the work by Koch (1985) and the study
proposed by Pierrehumbert (1984), it was concluded (Huerre & Monkewitz, 1990)
that the self-sustained oscillations of a global instability are connected to the pres-
ence of a wide-enough region of local absolute instability. That is a wave can
be emitted from this specific location that propagates up- and downstream. This
notion of absolute instability comes as a pendant to the notion of convective insta-
bility: in such regions, waves are emitted that are convected and growing exclusively
downstream. Figure 2.10 provides a visual representation of the typical responses
of a base flow to a perturbation generated at a given radius rs. Figure 2.10a shows
a stable case, Fig. 2.10b shows a convectively unstable case and Fig. 2.10c an ab-
solutely unstable case.
Before considering the absolute stability of the flow, a preliminary temporal stability
analysis (Sec. 2.2.3a) has to be performed at an arbitrarily chosen radial location
(say ra) in the flow where the maximum temporal growth rate is identified - say
ωi,max found at αr,max. Under the parallel flow assumption, ωi,max indeed represents
the upper bound for the absolute growth rate at this location (Chomaz et al.,
1991a), which naturally has to be positive for the existence of an absolute instability
to be possible. To distinguish between convective and absolute instabilities, it
is then necessary to characterize the long-time behaviour of the perturbation of
wavenumber α ∈ C at ra. In other words, one has to identify its absolute frequency
- say, ω0 ∈ C - that is solution of the constrained eigenvalue problem,

8
><
>:

D(α, ω0, χ) = 0,
∂ω

∂α
= 0.

(2.2.33)

In practice, ω0 is found by seeking the saddle points made by ω in the complex α-
plane in the neighbourhood of αr,max. Thereupon, the flow is said to be absolutely
unstable if ω0,i > 0 and convectively unstable if ω0,i < 0. Naturally, the absolute
frequency can be found at each streamwise location and a streamwise distribution
ω0(r) can be obtained. To conclude this analysis, the line ω0(r) (r ∈ R) must
then be assumed to be analytically continuable in the near complex r-plane, that
is, single-valued and holomorphic in the neighbourhood of the real r-axis (Chomaz
et al., 1991b). If so, letting ω̃0 represent the analytical continuation of ω0 for r ∈ C,
the complex frequency of the globally linear mode, ωG, is given by the saddle point
of ω̃0(r ∈ C) closest to the real axis:

ωG = ω0(Re(rs)) where ∂ω̃0

∂r
(rs) = 0 and rs ∈ C. (2.2.34)

Once again, the whole flow is then said to be globally unstable if ωG,i > 0 and
globally stable if ωG,i < 0. In order to reconstruct an approximation of the shape of
this global mode (be it stable or not), it is necessary to solve the eigenvalue problem
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D(α, ωG, χ) = 0 for α ∈ C (and the corresponding eigenvectors) at each streamwise
location. The global mode velocity field is then given by an expression similar to
Eq. (2.2.32):
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In practice, note that the position of the saddle point rs is estimated by fitting (in
the least-square sense) a well-behaved function to ω0(r ∈ R) and continuing it in
the complex r-plane. Following the remarks by Juniper (2011), we use in this work
Padé polynomials of equal numerator- and denominator-order to fit ω0(r). Indeed
they are known (Cooper & Crighton, 2000) to provide highly accurate low-order fits
and better behave upon continuation in the complex plane than usual polynomial
fitting functions.

2.2.4 Numerical resolution
The resolution of the previously discussed eigenvalue problem has been systematised and
automatized for all kind of axially symmetric base �ow1 by the implementation of a
massively parallel LNSE solver that will be hereafter referred to as AVLP. Note that the
implementation was done entirely from scratch by the author of this document. A brief
description is proposed under the form of a flowchart shown in Fig. 2.11.

This section is organized as follows. First the key points of the implementation of
AVLP are discussed with details of the numerical strategies related to, mainly, the dis-
cretization and construction of the matrix system. Although AVLP can be used to
analyse the stability of any axisymmetric base flow, the implementation choices shall be
justified using arguments based on disc flow properties only to conserve the coherence of
the present document. Finally, test-cases are presented to thoroughly validate the results
yield by AVLP against known literature before using on actual enclosed rotor/stator flows
(Sec. 3.7).

2.2.4.a Discretization

The two systems of equations, Eqs. (2.2.12)-(2.2.15) and Eqs. (2.2.22)-(2.2.25), are solved
numerically using a spectral collocation method. This choice was made in light of the
combined conclusions of the works by Malik et al. (1981, 1985) and Khorrami et al.
(1989). They show that spectral collocation techniques are especially adequate to the
study the stability of swirling flows, thanks to their convergence properties, for one.
Furthermore, the collocation relies here on the base of Chebyshev polynomials (Orszag,
1971): the first-order differentiation matrix can indeed be computed analytically (see
Canuto et al., 1988, Eq. (2.4.31)) thus leading to minimal errors in the evaluation of the

1This includes naturally one- and two-disc flows but also open or confined jet flows for example.
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Figure 2.11 – Flowchart of the LNSE solver AVLP

first and second derivatives. Note that the implementation in AVLP uses the optimized
functions proposed by Weideman & Reddy (2000).

The velocity components and the pressure are discretized at NGL Chebyshev-Gauss-
Lobatto (GL) collocation points where we solve the continuity and the three momentum
equations too (refer to Canuto et al., 1988, for more details on collocation techniques).
The continuous dispersion relation D(α, ω, χ) = 0 is hence transformed into a matrix
generalized eigenvalue problem that can be written:

A(α, χ) ·X = ωB ·X, (2.2.36)

where A and B are both square matrices of size (4NGL, 4NGL), and X is the vector of
unknowns. Note that B is singular because of the absence of a pressure term in the
incompressible Navier-Stokes continuity equation. To give rise to matrices that exhibit a
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band structure, the vector of unknowns is organized in the following way:

X ≡ [u, v, w, p]† = [u0, v0, w0, p0, u1, v1, w1, p1, . . . , uN , vN , wN , pN ], (2.2.37)

where N = NGL − 1 and the governing equations are also solved in the same alternating
way. This strategy yields a matrix with seven diagonals and some extra-diagonal terms
that is very sparse and therefore allows for the use of highly efficient algorithms to solve
the generalized eigenvalue problem. Note that the implementation of new linearised
problem should be done in the same fashion to conserve efficiency.

The boundary conditions necessary to close the system of equations (either
Eq. (2.2.27) or Eq. (2.2.17)) are then added to the matrices, in which the index 0 rep-
resents the left bound of the interval, i.e. z = 0, and the index N represents the right
bound of the interval, i.e. z → ∞ or z = 1. With future developments in mind and
for modularity purposes, AVLP accepts any Robin boundary condition on each variable
and at each bound of the interval. In other words, one can input up to four boundary
conditions at the ’left’ bound and up to four at the ’right’ bound, written as

[a1, a2, a3, a4] · [u, v, w, p]bound + [b1, b2, b3, b4] · ∂[u, v, w, p]
∂z

∣∣∣∣∣
bound

= c (2.2.38)

where the operator · represents here a scalar product, and the ai, bi and c are user-given
constants. Finally, it is noteworthy that the boundary conditions on the ’left’ bound
of the interval are implemented in the first four rows of A and B, whereas the ’right’
boundary conditions use the last four rows of the matrices.

2.2.4.b Mapping applications

By definition, Chebyshev polynomials are defined on the interval [−1, 1] with the GL
points taking values ξj = cos (jπ/(NGL − 1)) for 0 ≤ j < NGL. A coordinate transfor-
mation is thus necessary to map the Chebyshev collocation points −1 ≤ ξ ≤ 1 onto the
physical domain, that is 0 ≤ z ≤ zmax for a BEK flow or 0 ≤ z ≤ 1 in the case of the flow
between two discs. By nature, the distribution of GL points is denser near the bound-
aries of the interval. It appears hence already particularly adapted to the treatment of
the stability of the flow between two discs where most of the features are expected to
concentrate close to the discs. However, the flows from the BEK family possess only one
physical boundary where significant features are most likely to gather. In this situation, a
redistribution of the points near the disc can lead to much more efficient approximations.
AVLP therefore offers two possibilities:

• a trivial linear mapping function, such that

flin :
∣∣∣∣∣

ξ 7→ z
[−1, 1]7→[zmin, zmax] flin(ξ) = zmax + zmin

2 + zmax − zmin

2 ξ, (2.2.39)
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• a two-parameter rational mapping function defined by

frat :
∣∣∣∣∣

ξ 7→ z
[−1, 1]7→[0, zmax] frat(ξ) = zc

1 + ξ

1− ξ + 2zc/zmax
, (2.2.40)

that allows half the collocation points to be redistributed in the interval 0 ≤ z ≤ zc.

Note that frat is originally dedicated to the projection of semi-infinite intervals [0,∞[ onto
[0, 1], in which case ∞ is approximated by a large enough value of zmax. The differences
between the distribution of the GL points yield by the two mappings are illustrated in
Fig. 2.12 with a simple sine function: in both cases, NGL = 40, but the concentration
coordinate for frat has been set at Xc = 0.15, which leads to the use of 20 points to
describe the sine for 0 ≤ X ≤ 0.15, and 20 for the rest of the domain.

Figure 2.12 – Influence of the mapping function on the distribution of the mesh points: (red dots)
linear mapping Eq. (2.2.39), (green squares) rational mapping with Xc = 0.15 Eq. (2.2.40).

2.2.4.c Multi-domain decomposition

To further facilitate the capture of the important mean flow features, the code offers the
possibility to split the definition interval into sub-domains and mesh the sub-domains
with independent numbers of GL points (G. Casalis, 2016, private communication). As
an illustration, this section presents the steps realized by AVLP for the decomposition of
a problem into two sub-problems.

Let I = [z0, z1] be the 1D interval for which a mean flow is input into AVLP for stability
analysis. Let zc be the coordinate at which I is split into two, and NGL,0 and NGL,1 be
the number of GL points required for the description of I0 = [z0, zc[ and I1 = [zc, z1]
respectively. For this case the respective numbers of points are noted Ni = NGL,i−1, i ∈
{0, 1}. Then two generalized eigenvalue problems can be written on the first sub-domain
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and on the second sub-domain I1
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where Xi represents the restriction of X to Ii and the Ai and Bi are square matrices.
’Left’ boundary conditions, to be applied at z = z0, are implemented on the first four
rows of A0 and B0, whereas the ’right’ boundary conditions, to be applied at z = z1,
are implemented on the last four rows of A1 and B1. Naturally, if the domain is divided
in more than two sub-domains, the ’left’ boundary conditions are imposed in the sub-
problem posed on the sub-interval containing z0, and the ’right’ boundary conditions on
the sub-interval containing z1.

To close the problem, interface conditions have to be implemented at zc. More pre-
cisely, C0 and C1 conditions are imposed at the interface, such that

8
>><
>>:

[u, v, w, p](zc)0 = [u, v, w, p](zc)1

∂[u, v, w, p]
∂z

(zc)
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0

= ∂[u, v, w, p]
∂z

(zc)
∣∣∣∣∣
1

, (2.2.43)

the former being implemented on the last four rows of A0 and B0, and the latter on
the first four rows of A1 and B1. The complete generalized eigenvalue problem is finally
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obtained by combining all the sub-problems into a block diagonal matrix:
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where ’B.C.’ stands for ’boundary condition’, the notation Mi[a:b, :] stands for the sub-
matrix of Mi containing the rows between row a (included) and b (excluded) and all its
columns, and X is the full vector of unknowns on I.

The differences between the distribution of the GL points induced by the number of
sub-domains are illustrated in Fig. 2.13 with a simple sine function. Although the total
number of GL points remains the same in both cases (NGL = 40 and NGL,0 = NGL,1 = 20),
the combined use of a linear mapping and subdivision in two domains leads to a much
higher concentration of points in the vicinity of zc = 0.25. Using multiple domains can
thus facilitate the capture of the meanflow features if one places, for instance, a cut point
at each important inflexion point of a mean profile Doing so furthermore makes the use
of frat unnecessary, thus preserving the spectral accuracy and convergence properties of
the Chebyshev collocation technique (the interested reader is referred to Canuto et al.,
1988, for more details on loss of spectral accuracy due to the use of rational mappings).

2.2.4.d Resolution methods

The last features of importance to be discussed for the LNSE solver that is AVLP are the
three different options offered to solve the generalized eigenvalue problem, Eq. (2.2.36).
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Figure 2.13 – Influence of the number of sub-domains on the distribution of the mesh points: (red dots)
single domain with NGL = 40, (green squares) two domains with zc = 0.25 and NGL,0 = NGL,1 = 20. In
both case, a linear mapping flin has been used.

• The first mode of the solver, referred to as spectrum in the user parameters file, is
reserved for a direct resolution of the eigenvalue problem. It relies on the SciPy
(Jones et al., 2001) wrap, called EIG, of the LAPack routine ZGEEV (Ander-
son et al., 1999) that computes all the eigenvalues and eigenvectors of a complex
generalized eigenvalue problem. In other words, knowing the values of the radial
wavenumber α = αr + iαi and azimuthal wavenumber m along with all the local
characteristics of the mean flow (base flow U, local Reynolds number Reδ), the
spectrum mode yields all the eigenvalues, ω = ωr + iωi, and eigenvectors, X, that
satisfy the dispersion relation D(α, ω, χ) = 0. Once all the eigenvalues are known,
they are sorted by decreasing temporal amplification rate ωi and, by default, only
the most amplified mode is output by AVLP with its corresponding eigenvector.
Upon request, the user can output all the eigenvalues produced by EIG and there-
fore by sweeping an interval of α it becomes possible to visualize all the temporal
branches at the given location of the local analysis.

• The second mode of the solver, historically referred to as shooting in the user
parameters file, is used to converge to a specific solution ω of the eigenvalue problem
Eq. (2.2.36) given an initial estimate ω0, and knowing all other parameters α and χ
(recall χ represents the set of all parameters others than the two complex numbers
α & ω). In this mode, two techniques are proposed to the user to achieve the
aforementioned convergence.

– The first possibility is to use a complex version of Newton’s method to find
the ω-roots of the linear problem L ·X = 0, where L = A − ωB, for a given
initial value ω0 (G. Casalis, 2016, private communication). The main idea is to
make the system inhomogeneous by replacing one of the Dirichlet boundary
conditions Eq. (2.2.17) (or Eq. (2.2.27)) by a non-zero Neumann boundary
condition and iterate on ω until the original Dirichlet boundary condition is
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actually verified.
As an example, let us consider the case of the stability of a one-disc flow
described in Sec. 2.2.2.a. The no-slip Dirichlet boundary condition at the disc,
w(0) = 0, is arbitrarily replaced by the Neumann condition u0(0) = 1. The
singular system L · X = 0 therefore becomes L · Y = b where b is a vector
with the same dimension as Y filled with zeros but on the third row (where
the third boundary condition at z = 0 is written, see Sec. 2.2.4.a) filled with
a one, i.e. b3 = 1. Also, by definition, L is no longer singular and one can
therefore define the application

F :
∣∣∣∣∣
C→ C
ω 7→ Y3

(2.2.45)

that we assume to be holomorphic, and the value Y3 is obtained by the in-
version of the problem, i.e. Y = L−1 · b. A classical Newton’s method can
then be used to solve F (ω) = 0, noting that the holomorphicity of F allows
to iterate only on the real part of ω and therefore the problem can be seen as
seeking the root of a real-valued function defined over the real numbers.

– The second techniques uses the SciPy (Jones et al., 2001) wrap, called EIGS,
of the ARPack routine ZNEUPD (Lehoucq et al., 1998), which is designed
to solve a complex generalized eigenvalue problem and then return only one
eigenvalue that is closest to a given estimate.

Note that the use of EIGS is recommended as the values of ω yield by the program
are ensured to be eigenvalues of the problem, whereas the Newton’s method does
not provide any such insurance.

The present mode of resolution is especially useful when one wants to track
a specific temporal branch throughout the parameter space (αi, Reδ,m, αr).
Indeed, starting from a known solution ω1 at a known quadruplet (αi, Reδ,m, αr)1,
it is possible to use this solution as the starting guess to seek the solution ω2 at a
second quadruplet (αi, Reδ,m, αr)2 = (αi, Reδ,m, αr)1 +(0, 0, 0, δαr) infinitesimally
close to the first quadruplet. Linear extrapolation can then be used to estimate
the starting guess at a third quadruplet. If more quadruplets are to be treated (at
3δαr, 4δαr, etc. . . ) then the initial guesses are derived from cubic extrapolation of
the already obtained solutions. This line of reasoning is naturally valid for small
increments in any directions of the parameter space.

• The third mode of use of AVLP, referred to as tracking in the user parameters
file, is designed to invert the problem and give the possibility to the user to solve
for one or more parameters, all other quantities being known and given the value
of ωr, ωi or ωr + iωi. To proceed, the SciPy (Jones et al., 2001) routine EIGS is
embedded within the SciPy (Jones et al., 2001) optimization function FMIN that
uses the Nelder & Mead (1965) simplex algorithm to minimize the distance between
the current value of ω and the given target by optimizing the vector of unknown
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parameters. This mode is particularly useful to track the evolution of modes with a
given frequency throughout the parameter space for instance or to get an outline of
the neutral stability curve of a given base flow by computing all points that verify
αi = ωr = ωi = 0 in the parameter space. Note that if only ωr or ωi is specified,
the other component will evolve freely without constraints.

2.2.4.e Validation of the LNSE solver AVLP

Before using AVLP on enclosed rotor/stator cavity flows (see Chap. 3) to establish a
predictive strategy and detect the modes most susceptible to be triggered in a real flow
(see Sec. 3.7), a validation step is necessary to ensure the correctness and accuracy of
the LNSE solver.

The code being written for any axially symmetric mean flow, the known literature is
very rich of test-cases, both for disc flows (Malik et al., 1981; Malik, 1986; Balachandar
et al., 1992; Lingwood, 1995b, 1997) and jet flows (Khorrami et al., 1989; Griffond et al.,
2000; Gallaire & Chomaz, 2003b; Abu-Irshaid et al., 2007; Parras & Fernandez-Feria,
2007) - refer to App. D for the complete set of stability equations implemented for jets in
AVLP. Such problems are therefore selected to represent a variety of flow domains and
boundary conditions which could be studied with the spectral collocation code. The pri-
mary goal of this presentation is therefore to use these sample calculations to demonstrate
the accuracy and efficiency of AVLP, rather than to attempt to duplicate the earlier work
of others naturally.

Stability of Poiseuille flow in a pipe

(a) (b) (c)

Figure 2.14 – Fluctuations of radial velocity for the most temporally amplified mode at (a) Re = 200,
m = 1, αr = 1, (b) Re = 1000, m = 5, αr = 1 and (c) Re = 1000, m = 7, αr = 1.

The transition from laminar to turbulent flow of a viscous fluid in a pipe was first
observed experimentally by Reynolds (1883). Subsequently, in an effort to explain the
phenomenon of transition, numerous studies on the temporal stability (αi ≡ 0, ω ∈
C unknown) of pipe flow have been carried out (e.g. Lessen et al., 1968). They all
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demonstrated the stability to infinitesimal axisymmetric (m = 0) and non-axisymmetric
(|m| > 0) disturbances that are applied at an initial instant everywhere in the fluid and
let grow or decay with time. Visualization of the radial velocity fluctuations imposed by
such instabilities are shown on Fig. 2.14.

For the physically more realistic problem of spatial stability (ωi ≡ 0, α ∈ C unknown)
where a disturbance, imposed at a specific location in the fluid, grows or decays with
the axial distance, both experimental and theoretical studies (e.g. Garg & Rouleau,
1972) also demonstrated the stability of the flow to all infinitesimal disturbances. The
objective of the present paragraph is therefore to show the results obtained with AVLP
also evidence that the circular Poiseuille flow is found temporally and spatially stable to
all infinitesimal perturbations.

The mean velocity profile for this problem is the well-known profile given by

U(r) = V (r) = 0 and W (r) = 1− r2, r ∈ [0, 1] (2.2.46)

for which the boundary conditions (Khorrami et al., 1989) are

8
>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

at r = 1, ∀m, u(1) = v(1) = w(1) = 0 and p0(1) = 0

at r = 0,

2
66666664

if m = 0, u(0) = v(0) = 0 and w0(0) = p0(0) = 0

if m = ±1, w(0) = p(0) = 0, u(0) +mv(0) = 0,
2u0(0) +mv0(0) = 0

if |m| > 1, u(0) = v(0) = w(0) = p(0) = 0

(2.2.47)

Using a shooting method, Lessen et al. (1968) found no temporal instability for m = 1
perturbations. Their results, later verified by Khorrami et al. (1989) are tabulated in
Tab. 2.1 along with the present calculations. Excellent agreement is clearly obtained.
Note that accuracy to the fifth digit (as in Khorrami et al. (1989)) is reached with AVLP
for NGL ≥ 15 at Re = 200 and NGL ≥ 21 at Re = 2200, when Khorrami et al. (1989)
mention that their results are obtained for NGL ≥ 30. To complete this test, we extend
the temporal problem to higher values of m, keeping the axial wavenumber and Reynolds
number fixed at α = 1.0 and Re = 1000 respectively. The solutions are shown in Tab. 2.2
and are again in agreement with the reference data.

Although AVLP has been designed as a direct temporal linear stability solver, several
options to inverse the problem and solve for the spatial stability of a flow have been
discussed in Sec. 2.2.4.d. Since Garg & Rouleau (1972) published results pertaining to
the spatial stability of the pipe Poiseuille flow (that were later verified by Khorrami et al.
(1989)), we conclude the present test case with the comparison of the values of α ∈ C for
two modes m = 0 and m = 1, at Re = 104 and a fixed temporal frequency ω = 0.5 ∈ R.
The results are given in Tab. 2.3. They can be seen to be as accurate as the eigenvalues
obtained for the temporal stability problems. However the value of the real frequency is
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Lessen et al. (1968) Khorrami et al. (1989) Present method
Re ωr ωi ωr ωi ωr ωi

200 0.645 −0.129 0.64526 −0.129205 0.6452613 −0.1292054
2200 — −0.067 0.39797 −0.067709 0.397967 −0.0677087
2200 — — 0.89663 −0.048114 0.896633 −0.0481145

Table 2.1 – Comparison of the results of Lessen et al. (1968) and Khorrami et al. (1989) with those of
AVLP for the temporal stability of the cylindrical Poiseuille flow. All computations were done at m = 1
and α = 1.0 ∈ R.

Metcalfe & Orszag (1973) Khorrami et al. (1989) Present method
m ωi ωi ωi

5 −0.180604 −0.180604 −0.18060442
7 −0.207943 −0.207943 −0.20794339
9 −0.245645 −0.245645 −0.24564488
21 −0.710998 −0.710998 −0.71099796
51 −3.37925 −3.37925 −3.3792484
101 −12.0699 −12.0699 −12.069928

Table 2.2 – Comparison of the variation of the imaginary part of the least stable temporal mode as a
function of the azimuthal wavenumber m, with α = 1.0 ∈ R and Re = 1000.

only accurate to the seventh digit, i.e. ω ' 0.5 ± O(10−7). For this specific test case,
convergence was therefore pushed further until the frequency target is reached exactly,
i.e. ω ' 0.5± O(10−17). With this new constraint, obtained results are presented in the
second column of Tab. 2.3 and can be seen to differ from the results published in the
literature, after the sixth digit only.

Garg & Rouleau (1972) Khorrami et al. (1989)
m α α

0 0.51998925173 + 0.02083549388i 0.51998925171 + 0.02083549388i
1 0.5352510831 + 0.0172276439i 0.53525108 + 0.01722763i

Present method
m α α

0 0.51998925173 + 0.02083549388i 0.5199893712997 + 0.02083549834788i
for ω = 0.49999989− 1.43× 10−9i for ω = 0.5 + 4.09× 10−19i

1 0.5352510831 + 0.0172276439i 0.5352512001991 + 0.01722764782608i
for ω = 0.49999989− 2.09× 10−9i for ω = 0.5− 3.5× 10−17i

Table 2.3 – Comparison of the variation of the spatial wavenumber of the least stable spatial mode as
a function of the azimuthal wavenumber m, with ω = 0.5 ∈ R and Re = 104.
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Stability of the flow over a single rotating disc

We consider now the stability of the flow over an infinite rotating disc, also known
as the Von Kármán (1921) pump (see Fig. 2.2). Early experimental work focused on
the boundary layer developing above a rotating disc (Smith, 1947; Gregory et al., 1955)
showed that it was sensitive to an inviscid instability because of the inflectional nature of
the velocity profiles close to the disc. Later investigations (Kobayashi et al., 1980; Littell
& Eaton, 1994) revealed that at high enough local Reynolds numbers the Von Kármán
layer is also subject to viscous crossflow-like instabilities. Altogether, these instabilities
organize the fluctuations of velocity and pressure in the boundary layer under the form
of axisymmetric (m = 0) and/or three-dimensional spiral patterns (|m| > 0) - refer to
Fig. 2.8 or Sec. 3.6 for examples of such patterns. In this paragraph, we first fix the
local Reynolds number Reδ = 450 and study the temporal response of the flow to the
injection of infinitesimal perturbations with 0 ≤ αr ≤ 1 and m ∈ J0, 100K. At such a
Reynolds number, both the inviscid and the viscous branches are expected to appear
as shown in Balachandar et al. (1992). The neutral curves for stationary disturbances,
i.e. for ωr = ωi = αi = 0, is then computed to assess the ability of AVLP to qualify
correctly the response of the rotating flow at all Reynolds numbers. In this exercise, the
values of the transitional Reynolds numbers for the viscous and the inviscid branches
are compared to known literature. Finally, at a given location in the parameter space
(α,Reδ,m, ω) = (0.3618, 430, 32.35, 0.0041i) we validate the eigenvectors obtained with
AVLP to reference data from Appelquist & Imayama (2014).

As already mentioned in Sec. 2.1.2 and Sec. 2.1.2.a, the base flow for this problem
belongs to the BEK family and is characterized by a Rossby number Ro = −1 (see
Eq. (2.1.9)). Upon substitution in Eqs. (2.1.11)-(2.1.14) and after numerical resolution
using the 4th-order Runge-Kutta solver implemented in App. C, one obtains the mean
velocity components represented in Fig. 2.15.

In the present test-case, the domain was divided into two sub-domains, D1 and D2
spanning respectively the intervals [0, 10[ and [10, 100], with NGL,1 = NGL,2 = 20. The
boundary conditions necessary to close the set of four ordinary differential equations
Eqs. (2.2.12)-(2.2.15) are the same used, for example, by Balachandar et al. (1992):

8
><
>:

at z = 0, u(0) = v(0) = w(0) = 0,

at z →∞, u(∞), v(∞), w(∞)→ 0.
(2.2.48)

Figures 2.16 and 2.17 show contour plots of amplification rate and frequency of the
instability of the Von Kármán (1921) flow in the (αr,m)-plane for Reδ = 450. In
these figures, the radial and azimuthal wavenumbers are normalized by α1s = 0.328
and Reδβ1s = 31.455 as in Balachandar et al. (1992) to allow for an easy comparison
with their data. The results are overall in very good agreement and show that AVLP
captures with accuracy the same mode as Balachandar et al. (1992) both in terms of
amplification rate (Fig. 2.16) and frequency (Fig. 2.17). What is more, it appears that
AVLP is capable of better capturing the secondary region of positive amplification rate
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Figure 2.15 – Auto-similar velocity profiles of the laminar Von Kármán (1921) flow with relevant
notations. (a) Radial velocity U , (b) azimuthal velocity V and (c) axial velocity W .

(bottom left corner of Fig. 2.16b). Note also that given the continuous character of the
frequency map, it is reasonable to conclude that the two regions of positive amplification
are generated by the same (temporal) branch.

(a) (b)

Figure 2.16 – Contour plot of amplification rate in the wavenumber (αr,m)-plane for Reδ = 450 -
comparison between (a) Balachandar et al. (1992) results and (b) AVLP results. Here the radial and
azimuthal wavenumbers are normalized by α1s = 0.328 and Reδβ1s = 31.455.

Finally, according to these authors, the most amplified stationary mode is found at
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(a) (b)

Figure 2.17 – Contour plot of frequency in the wavenumber (αr,m)-plane for Reδ = 450 - comparison
between (a) Balachandar et al. (1992) results and (b) AVLP results. Here the radial and azimuthal
wavenumbers are normalized by α1s = 0.328 and Reδβ1s = 31.455.

(α1s, Reδβ1s) and the most amplified travelling mode at approximately (α1s, 1.5Reδβ1s).
We present in Tab. 2.4 the comparison between these coordinates and the coordinates
of the corresponding modes as yield by AVLP. This comparison shows that although the
results yield by AVLP match qualitatively well those presented by Balachandar et al.
(1992), there is nonetheless some non-negligible quantitative differences in the locations
of the most amplified modes. Such differences naturally raise doubts concerning the pre-
cision of AVLP, but the following three points support the correctness of the present
work:

• It has been demonstrated in previous paragraphs how AVLP reaches the same
precision as existing results in the literature for different cases, and can even better
converge in some cases.

• The present work relies on the trivial linear mapping flin whereas Balachandar
et al. (1992) use a complex mapping function involving the composition of a third-
order polynomial function with a rational fraction akin to frat. This is known (see
e.g. Canuto et al., 1988) to hinder the accuracy and convergence properties of the
Chebyshev collocation technique.

• Finally, Balachandar et al. (1992) use NGL = 128 collocation points which is sus-
piciously high to solve the stability of the Von Kármán (1921) flow when more
modern works (Tuliszka-Sznitko & Soong, 2000, 2001; Appelquist, 2014) assert that
32 . NGL . 64 is sufficient to reach convergence for similar configurations.
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Balachandar et al. (1992) Present method

M.a. stationary mode (0.328, 31.455) (0.36, 33.706)

Im(ω) & 4.0× 10−3 ω = 4.437678× 10−3i

M.a. travelling mode
(0.328, 47.1825) (0.347, 42.91)

Re(ω) ' −0.017
ω = −0.0109956 + 0.00460204i

Im(ω) & 4.0× 10−3

Table 2.4 – Comparison of the results of Balachandar et al. (1992) with those of AVLP for the coordi-
nates in the (αr,m)-plane of the most amplified stationary and most amplified travelling modes of the
Von Kármán (1921) flow at Reδ = 450. The abbreviation ’M.a.’ stands for ’most amplified’.

Another diagnostic commonly used in the literature to qualify the stability of the Von
Kármán (1921) flow is to plot the neutral curves for stationary disturbance, i.e. the lines
such that ωr = 0, ωi = 0 and αi = 0. These are presented in both the (Reδ, αr) and
the (Reδ,m)-planes on Fig. 2.18 where results yield by AVLP are compared with the
work of Lingwood (1997) and the more recent data produced by Appelquist & Imayama
(2014). All three datasets are very close to each other, but it can however be noted that
the branch due to viscous mechanism (upper branch, minimum at Reδ ' 285.5) matches
exactly the data by Appelquist & Imayama (2014) whereas the branch due to the inviscid
mechanism (lower branch, minimum at Reδ ' 450.5) is closest to the results of Lingwood
(1997). A quick summary of the values of the local minimum Reynolds numbers found in
the literature is given in Tab. 2.5. It can be reasonably concluded that the values yield
by AVLP are satisfactorily within the range of reference values given by the literature.

Viscous branch Inviscid branch
Malik (1986) 285.36 440.88
Lingwood (1997) 290 458
Appelquist & Imayama (2014) 285 460
Present work 285.5 450.5

Table 2.5 – Comparison of the values of the critical Reynolds numbers Reδ

It is interesting to conclude this section by a comparison of the eigenvectors produced
by AVLP with some reference data from the literature. In particular, Appelquist &
Imayama (2014) present the eigenfunction related to the stationary mode with highest
amplification rate, that they place at Reδ = 430,m = 32.35, αr = 0.3618 and ω = 0.0041i.
This mode is also captured by AVLP which yields ω = 4.08013× 10−3i and eigenvectors
that match perfectly the ones obtained by Appelquist & Imayama (2014) as can be seen
on Fig. 2.19.
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Figure 2.18 – Neutral curves for stationary disturbance (ωr = 0, ωi = 0, αi = 0). Comparison with
the works by (�, diamonds) Lingwood (1997) and (◦, circles) Appelquist & Imayama (2014). Re stands
for the local Reynolds number called Reδ in Eqs. (2.2.12)-(2.2.15).

Figure 2.19 – Eigenfunctions for Reδ = 430, m = 32.35, αr = 0.3618, ω = 0.0041i. Solid lines indicate
the present results of AVLP. Local linear stability results from Appelquist & Imayama (2014) (◦) are
given as reference.
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Stability of a swirling jet

Vortices with axial flow are encountered in many technical applications such as
leading-edge vortices on delta wings or flame holders in combustion devices. Because
of that, considerable effort (see Ash & Khorrami, 1995, for a complete review) has been
turned towards understanding the stability characteristics of these flows since, depending
on the amount of swirl and the base flow, they have been proven to be highly sensitive
to perturbations and exhibit vortex breakdown (Billant et al., 1998; Gallaire & Chomaz,
2003a). The interested reader is referred to Oberleithner (2012) for visual representa-
tions of such a phenomenon, or Fig. 2.25 where a two-dimensional representation of the
fluctuations of velocity induced by a m = 1 mode are showed. We consider in the present
paragraph both the temporal and spatial stability of a swirling jet flow, expecting the
results to show that the jet is indeed unstable to infinitesimal perturbations over a wide
range of α, m and ω. First, the accuracy of AVLP is checked by comparing the computed
eigenvalues with those calculated by direct numerical simulation by Gallaire & Chomaz
(2003a) in the case of a pure jet flow. The correctness of the computed eigenvalues allows
us then to apply the analyses to a more complex base flow originally exploited by Ober-
leithner (2011). In this last case, one also tries to reconstruct the global m = 1 mode
dominating the flow.

Figure 2.20 – Basic flow field from Eq. (2.2.49): (left) azimuthal velocity profile and (right) axial
velocity profile. Parameters fixed at N = 3, rv = 0.9 and a = 4.

The analytical representation of a swirling flow used by Gallaire & Chomaz (2003a)
to study its temporal stability was originally introduced by Monkewitz (1988). The
expressions for the three velocity components in non-dimensional variables read

U(r) = 0,
V (r) = qr exp (−(r/rv)a) ,
W (r) =

[
1 + (exp (r2 log(2))− 1)N

]−1
,

(2.2.49)

where the non-dimensional parameters N , rv and a have been set to the values N = 3,
rv = 0.9 and a = 4 (originally proposed to fit the experimental profiles investigated in
the work by Gallaire & Chomaz (2003a)). Note that the last parameter noted q is the
swirl number and determines the steepness of the azimuthal velocity component in the
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core of the jet. Such typical azimuthal and axial velocity distributions are displayed in
Fig. 2.20, for a case with a Reynolds number fixed at Re = 667 and used throughout the
following temporal analysis.

Figure 2.21 compares the results obtained with AVLP to those published by Gallaire
& Chomaz (2003a) for no swirl (q = 0) and obtained by direct numerical simulations
of the linear impulse response of this jet. The left hand side represents a plot of the
temporal amplification rate ωi against the axial wavenumber αr whereas the right hand
side represents the evolution of ωr, i.e. the opposite of the temporal frequency, with αr.
In this case, Fig. 2.21 clearly shows that both numerical methods - DNS and AVLP -
retrieve the same solutions for |m| ≤ 2, although for m = ±3, it appears that AVLP
slightly under-predicts the amplification rate for αr . 1.5.

Figure 2.21 – Temporal instability of a pure jet, i.e. at q = 0. (left) amplification rate ωi ; (right) ωr.
Comparison between (top) results by Gallaire & Chomaz (2003a) and (bottom) AVLP. Only the unstable
part of ωr is displayed.

The second base flow investigated here was used by Oberleithner (2011, 2012) and is
more complex in nature as it consists of two axial and two azimuthal shear layers. Again,
in dimensionless variables, the profiles are computed with the following expressions

U(r) = 0,
V (r) = 4F3(1− F4)Sloc,
W (r) = 4BF1(1−BF2),

(2.2.50)
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where the Fj are given by Monkewitz (1988),

Fj =
[
1 +

(
exp

(
r2bj

)
− 1

)Nj]−1
, (2.2.51)

and B, Sloc, the Nj and the bj are flow parameters given at a fixed axial position z and
obtained by fitting the corresponding experimental profiles - see Oberleithner (2011),
Tabs. 2 & 3 for more details. Corresponding azimuthal and axial velocity distributions
obtained with Eq. (2.2.50) are displayed in Fig. 2.20 for four distinct axial positions
z = 0.47, z = 0.98, z = 1.48 and z = 1.99.

Figure 2.22 – Azimuthal velocity (top) and axial velocity (bottom) profiles taken at four distinct
dimensionless axial locations z = 0.47, z = 0.98, z = 1.48 and z = 1.99 as a function of the dimensional
radial coordinate r. Profiles generated with the set of equations Eq. (2.2.51) and parameters from
Oberleithner (2011).

Contrary to the case of Gallaire & Chomaz (2003a) where the choices of non-
dimensionalizing scales yield a constant Reynolds number throughout the flow, the local
Reynolds number used by Oberleithner (2011) is computed based on the characteristic
length and velocity scales and is therefore also varying with z - refer to Fig. 2.23.

Before trying to reconstruct the two dimensional shape of the most amplified mode,
we fix the analysis location at the downstream station z = 0.5 in order to check whether
AVLP is first able to reproduce correctly the results of a local spatial stability analysis. To
proceed, the number of collocation points is fixed at NGL = 200 and a rational mapping
function frat (see Eq. (2.2.40)) with rc = 3.0 and rmax = 100 is used to project the
meanflows from r ∈ [0, 100] to ξ ∈ [−1, 1] - as used by Oberleithner (2011, 2012).

Figure 2.24 shows the spatial amplification rate of the most amplified mode with
m = 1 against the dimensionless frequency ωr at z = 0.5. The results obtained with
AVLP (full line) are compared to the data presented by Oberleithner (2011, 2012) and the
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Figure 2.23 – Axial evolution of the local Reynolds number based on local characteristic length and
velocity scale extracted from Oberleithner (2011).

Figure 2.24 – Spatial amplification rate of the mode m = 1 versus dimensionless ωr at z = 0.5.
Comparison between (◦) the data obtained by Oberleithner (2011) and (-) the present results with
AVLP.

agreement is excellent on the whole range of ωr ∈ [1.4, 6.]. The maximum amplification
rate is here equal to αi,max ' −0.527 and is reached for ωr ' 0.201. Note that the use
of the third method of resolution offered by the solver, referred to as tracking, was used
exclusively to obtain this data and consequently the exact match with the data obtained
by Oberleithner (2011, 2012) using a direct spatial resolution also serves as validation for
this method of resolution of AVLP.

Next, the process is repeated for all axial locations 0.2 ≤ z ≤ 3 and at each position the
eigenvector corresponding to the frequency of the most amplified mode of the experiments
(see Oberleithner (2011)), i.e 48 Hz, is extracted to reconstruct the three-dimensional
coherent velocity field using the technique described in Sec. 2.2.3. Figure 2.25 shows the
reconstructed fluctuation of radial velocity in a two dimensional (r, z)-plane, comparing
the data presented in Oberleithner (2011, 2012) (Fig. 2.25a) and the results obtained
with AVLP (Fig. 2.25b). Note that in both cases, to consistently assemble the local
eigenmodes to form a global solution, the eigenvectors are normalized using their 1-
norm ‖F‖1 = max|F |, and the phase angle is equalized at a characteristic length scale.
Except for the region close to the second outer shear layer (r ' 1) and the farthest region
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Figure 2.25 – Fluctuating radial velocity of the mode m = 1 pulsing at 48 Hz. Comparison be-
tween (a) the data obtained by Oberleithner (2011) and (b) the present results obtained with AVLP.
Eigenfunctions are clocked at an arbitrary phase angle. The contour lines represent u/max(u) =
[−1.0,−0.8,−0.6,−0.4,−0.2, 0.2, 0.4, 0.6, 0.8, 1.0].

downstream, the AVLP computation agrees well with the literature. The axial wavelength
and the radial amplitude distribution are well estimated, as well as the downstream spatial
growth and decay rates, with a maximum coherent amplitude at z ' 1.3 matching that
found by Oberleithner (2011) (resp. z ' 1.25), and a decaying region further downstream.

Underlying theoretical concepts and definitions pertaining to rotating flows and their
linear stability have been presented. Although well-known and often described in the
literature, their mention in the present thesis is necessary to ease the discussions about
the numerical simulation results proposed in the following chapters.

• The profiles of velocity and pressure for the laminar disc flows will be used as a
reference to qualify the level of turbulence in the LES predictions and therefore
participate in the validation of out unstructured approach.

• In turn, the simulations will be detailed focusing on the potential occurrence of the
unsteady pressure phenomena in the academic smooth rotor/stator cavities that
could lead to preliminary conclusions regarding the source of the ’pressure bands’
phenomenon at the heart of the present work.



2.2 Hydrodynamic stability of a rotating flow 55

• On the other hand, the linear stability analysis developments are later used to
investigate the possible links between the ’pressure bands’ phenomenon and the
stability of the mean flow in the academic smooth rotor/stator cavities.
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In the present chapter, the large scale dynamics of high Reynolds number, smooth
rotor/stator cavity �ows is investigated to gain insight about the unsteady pressure
phenomena appearing in an enclosed rotating �ow. Understanding the dynamics in
simpli�ed cavities is indeed a necessary �rst step before working in the next chap-
ter on the source of the 'pressure band' phenomenon in real industrial cavities. As
such, this study aims at improving our understanding of the in�uence of curvature
and aspect ratio on the large scale organisation and stability of a rotating �ow at a
known Reynolds number. Through an a posteriori validation, the Large Eddy Simu-
lation (LES) predictions are found to capture with precision the disc boundary layer
patterns while providing at the same time information on the spectral content of the
�ow everywhere in the cavity. It is then showed that in addition to the observa-
tions made in previous studies on disc boundary layers, the rotating �ows exhibit
characteristic patterns at mid-height in the homogeneous core. Furthermore, Dy-
namic Modal Decomposition (DMD) applied to the predictions reveals that the entire
dynamics of the �ow is driven by only a handful of atomic modes whose combina-
tion is linked to the oscillatory patterns observed in the boundary layers and in the
core of the cavity. These �uctuations are observed to form macro-structures, born
in the unstable stator boundary layer and extending through the homogeneous in-
viscid core to the rotating disc boundary layer, causing its instability under some
conditions. This also leads us to show that the constituent frequencies of point-
wise temporal spectra exactly match the frequencies of the identi�ed modes, along
with harmonics and frequencies resulting from the combination of these fundamental
modes. More importantly, the macro-structures signi�cantly di�er depending on the
con�guration simulated, pointing the need for deeper investigation of their trigger-
ing and selection mechanisms in relation to geometrical parameters and operating
conditions. The �nal part of the chapter is dedicated to the establishment of a link
between the unsteady phenomena observed in the cavities and the linear stability of
the mean �ow. In this matter, we use spatio-temporal stability analyses and show
that in certain cases the DMD modes are each related to a linear instability of the
mean �ow. It suggests that the 'pressure bands' phenomenon is the result of the
expression of globally unstable linear modes born in the discs boundary layers and
propagating to the whole �ow. In the other cases, the analyses reveal the presence of
multiple globally unstable modes at the same locations in the cavity suggesting nonlin-
ear interactions between the mode take place that lead to the solution given by LES.

3.1 Introduction

The motivation for the study presented in this chapter naturally comes from its appli-
cation in turbomachinery rather than an academic interest in crossflow boundary layer
instabilities (although links may appear). Indeed, issues of structural integrity of engines
and departure from nominal operating points due for instance to the ’pressure band’
phenomenon at the source of this thesis become paramount today. They consequently
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bring us back to the need for fundamental understanding of cavity flows, their instabilities
and large scale organization at high Reynolds numbers. The aim of this investigation is
hence to characterize the spectral content produced by the flow in a rotor/stator cavity
and associate, if possible, observed constituent frequencies to reported boundary layer
instabilities such as the one described earlier or to other phenomena that are yet to be
identified. To deal with high Reynolds number unsteady flows, the use of wall resolved
LES (Pope, 2001; Sagaut, 2006) is preferred in this specific chapter and analysis. Once
validated, numerical predictions in a simplified cylindrical configuration are probed to
study the relation between pressure fluctuations monitored in the cavity and the two- &
three-dimensional structures present in the core flow or in the boundary layers. For the
purpose of understanding, simulations and analyses are extended to a low aspect ratio
cavity without and with a central shaft to 1/ assess the impact of the aspect ratio G and
of the curvature parameter Rm as well as 2/ provide results for a geometry more relevant
to turbomachinery applications: i.e. with an interdisc gap only a fraction of the discs
radii and a stationary cylindrical shroud.

The flows between a stationary and a rotating disc, or more generally between two
rotating discs are known to be of fundamental importance as they are among the simplest
prototype flows with three dimensional boundary layers (e.g. Kang et al., 1998; Littell
& Eaton, 1994; Lygren & Andersson, 2001). Also, due to their occurrence in numerous
industrial applications ranging from computer hard-drives to aeronautical turbine stages
(refer to Owen & Rogers, 1989, 1995, for complete reviews), these flows actually prove
to be of high practical relevance. Despite this pertinence to numerous applications, the
effective response of such a fundamental flow problem at very high Reynolds numbers still
remains misunderstood and recurrent oscillatory motions are reported that cause many
practical device to fail. Numerous works, both experimental and numerical, have been
recently devoted to the investigation of the instabilities related to and characteristics of
single-disc flows (see e.g. Kobayashi et al., 1980; Littell & Eaton, 1994; Lingwood, 1995a,
1997; Pier, 2003; Lopez et al., 2009) but also to those associated with two-discs flows
(see e.g. Lopez, 1996; Serre et al., 2001, 2004; Séverac et al., 2007; Tuliszka-Sznitko &
Zielinski, 2007; Tuliszka-Sznitko et al., 2009; Lopez, 2012). The aforementioned studies
revealed that the structure of a rotor/stator flow depends almost exclusively on three
dimensionless numbers related to the dimensions of the cavity and the rotation speed
of the rotor Ω: the Reynolds number based on the outermost radius (denoted by R1
hereafter) of the cavity ReR1 = R2

1Ω/ν, the aspect ratio of the cavity G = h/(R1 − R0)
where R0 stands for the innermost radius and in the case of an annular cavity the average
curvature parameter Rm = (R1 + R0)/(R1 − R0), where h is the interdisc distance. In a
central article, Daily & Nece (1960) detailed the results of an extensive theoretical and
experimental campaign designed to characterize as exhaustively as possible the flows that
appear in a rotor/stator cavity. They found out four different flow regimes, two of which
are laminar (resp. noted I and II), the other two being turbulent (resp. noted III and IV),
each sub-type being qualified as merged (I and III) or separated (II and IV) boundary
layer flows. Note that hereafter, we refer to the boundary layer of the rotating disc as
an Ekman (1905) layer and to the boundary layer developing on the stationary disc as a
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Bödewadt (1940) layer. Daily & Nece (1960) observed also that the separated boundary
layers for flows of the second or fourth kind (II or IV) are susceptible to transition to
turbulence for local Reynolds numbers Rer = r2Ω/ν � 105 when G ≥ 0.04 and Rm ≈ 1.0,
with r being the local radial coordinate.

Early experimental work focused on the boundary layer developing above a rotating
disc (see e.g. Smith, 1947; Gregory et al., 1955; Kobayashi et al., 1980; Littell & Eaton,
1994). These showed that the Ekman layer is subject to crossflow-like instabilities (more
in the review by Reed & Saric, 1989), creating visible axisymmetric annular or three-
dimensional spiral patterns in the boundary layer. Wu & Squires (2000), aside from being
the first to use Large Eddy Simulation (LES) (Ferziger, 1997; Sagaut, 2006) to investigate
the behaviour of the turbulent flow over a rotating disc, confirmed the conclusions reached
for instance by Littell & Eaton (1994). The main outcome is that crossflow interactions
promote the appearance of sweeping structures and/or centrifugal ejections depending on
the sign difference between the mean flow vorticity and the streamwise vortices. Other
numerical works contributed in showing how coherent fluctuations of the axial velocity
component in the boundary layer are both time- and Reynolds-number-dependent, taking
the form of axisymmetric patterns at low local Reynolds numbers or generating three-
dimensional spiral sweeping vortices at intermediate to high Reynolds numbers (see e.g.
Serre et al., 2001, 2004; Tuliszka-Sznitko & Zielinski, 2006; Poncet et al., 2009; Launder
et al., 2010).

Although an auto-similar solution of the velocity profile in a Bödewadt layer has been
known since 1940, experimental difficulties to create a fluid in rotation over a stationary
disc have made such a configuration the target of far less studies than the aforementioned
Ekman layer. Savas (1983, 1987) experimentally and then Lopez & Weidman (1996)
and Lopez (1996) both numerically (with a two-dimensional axisymmetric code) and
experimentally, studied the characteristics of such a flow and its stability when initiated
by an impulsive spin-down-to-rest set-up. Analogously to the results obtained for the
Ekman layer, the authors observed axisymmetric waves and then spiral waves to appear
over the stationary disc. In their experiments on the flow between a rotating and a
stationary disc, Gauthier et al. (1999) also observed circular waves sometimes co-existing
with spiral vortices for flows becoming increasingly disordered at large local Reynolds
numbers. A more recent experimental work on a closed rotor/stator cavity by Schouveiler
(2001) showed that the boundary layer forming over the stationary disc indeed becomes
unstable to spiral vortices, either stationary or sweeping centrifugally.

Since then several numerical studies of the Bödewadt layer appeared to complement
these observations. For instance Serre et al. (2001) performed three-dimensional DNS at
low to intermediate Reynolds numbers (ReR1) in both annular and cylindrical cavities,
and obtained results showing the instability of the stationary layer to axisymmetric and
spiral vortices. Lopez et al. (2009) showed that the Bödewadt layer was for rotor/stator
configurations most sensitive to the axisymmetric waves but that these waves are noise
sustained and always found to decay in time in the absence of external forcing. Contrarily,
spiral waves are shown to be rather independent of any external forcing but tend to appear
spontaneously as the result of a Hopf bifurcation of the basic state (Lopez et al., 2009).
These last authors further show that in the case of co-existence, there is little to no
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interaction between the two categories of waves for the considered value of G.

The objective of this chapter, aside from the work on academic rotor/stator cavity
instability in itself, is to establish a preliminary strategy to identify the source of the
’pressure band’ phenomenon in the industrial cavities. To do so, the chapter is organized
as follows. First the three geometries are detailed, with a focus on the three charac-
teristic dimensionless numbers: ReR1 , G and Rm. Following is a general presentation
of the CFD approach, the modelling and the numerical set-up used for LES. The third
section then addresses the validation of the base flows produced by the wall-resolved LES
against available literature. The fourth section is dedicated to the presentation of signals
monitored at different points in space within the two cavities, including the constituent
frequencies present in the numerical predictions, their radial and axial evolutions. We
then move on to a detailed description of the advanced post-processing diagnostics used to
connect the spectral activity to the dynamic behaviour of the flow in these high Reynolds
number rotor/stator cavities. These diagnostics and post-processing techniques will be
validated on the three academic configurations discussed in this chapter so they can be
used on the real industrial flows to analyse their unsteady pressure content. The last
discussion of this chapter bears on the linear stability of the enclosed rotor/stator flows
and the identification of the global modes to be compared to the DMD modes using only
successive local linear stability analyses.

3.2 Geometrical models and physical parameters
Before heading to the validation of the LES predictions and the further analysis of the
high Reynolds dynamics of enclosed rotor/stator flows, this section offers a thorough
description of the three cases under study and refers the reader to the corresponding
reference literature.

The geometrical models correspond to two smooth discs enclosures of either cylindrical
or annular shape with a relative radial extent ∆R = R1 − R0, where R0 and R1 are
respectively the internal (shaft) and external (shroud) radii of the cavity. If R0 = 0, we
call the cavity cylindrical whereas for R0 > 0 the cavity is referred to as annular. The
geometrical domains of interest hence correspond to the views of Fig. 3.1: cylindrical or
annular volumes of height h. By construction one disc of the cavity is stationary (the
stator), filled in grey in Fig. 3.1, while the other (the rotor) rotates with an uniform
angular velocity ~Ω = Ω~ez. Note that throughout the discussion ~ez is the unit vector
along the z-axis and Ω (in rad/s), with a coordinate system origin that is centred on the
symmetry axis of the rotor wall. These smooth cavities have been designed so as to be
representative of basic elements found in a turbine engine, Fig. 3.1c being the closest to
the end application of Chap. 4.

For all three cases and based on literature, the flow solution is expected to be driven by
three main parameters: the Reynolds number Re and two geometrical parameters which
are the cavity aspect ratio G = h/∆R and the curvature parameter Rm = �R/∆R, where
�R = R1 + R0. However for the configurations such as the ones presented in Fig. 3.1,
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Figure 3.1 – Schematic diagram of the rotating cavities. (a) Cylindrical cavity G = 1.18. (b) Cylindrical
cavity G = 0.2. (c) Annular cavity G = 0.2, Rm = 1.8.

three different length scales h, R0, R1 can be identified and used in the definition of
the flow Reynolds number. It is common in the literature to characterize a rotor/stator
cavity with the Reynolds number based either on the outermost radius of the cavity,
ReR1 = R2

1/δ
2 (see e.g. Schultz-Grunow, 1935; Daily & Nece, 1960; Owen & Rogers,

1989; Lopez & Weidman, 1996; Lopez, 1996; Serre et al., 2004; Séverac et al., 2007) or
its height Reh = h2/δ2 (see e.g. Dijkstra & Heijst, 1983; Gauthier et al., 1999; Serre
et al., 2001), in which case δ =

√
ν/Ω originates from the radius-independent Ekman

layer and is representative of this standalone model flow. Note that δ is also often used
as a thickness factor for the Bödewadt (1940) layer. By definition, Reh gives an estimate
of the proportion of the cavity where the flow is purely driven by viscosity and large
values of Reh typically correspond to flows of the second or fourth kind (Daily & Nece,
1960). Small values on the other hand tend to indicate a flow of the first or third kind.
Consequently for large enough values of Reh, it is possible to treat the two boundary
layers independently as two flows over single discs. Earlier studies of such flows (Faller,
1991; Littell & Eaton, 1994; Lingwood, 1995a, 1997) demonstrated that the relevant
Reynolds number was rather a local Reynolds number Reδ = r/δ. With this definition,
the cavity Reynolds number ReR1 can thus be defined as an upper bound to Re2

δ .

In this document, we will consider ReR1 to be the relevant flow parameter but we will
also often use the parameter δ, and by extension the local Reynolds number Reδ in parts
of the discussion dedicated to the boundary layers. Note that to improve readability, the
radial Reynolds number ReR1 shall be simply named Re thereafter.
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Case 1 Case 2 Case 3

R0 — — 71 mm
R1 34 178 250 mm
h 40 35 35 mm
Ω 525 615 315 rad/s
Re 105 105 105 —
G 1.18 0.2 0.2 —
Rm 1.0 1.0 1.8 —
δ1 2 — 0.85 mm
δ2 — — 0.1 mm

Table 3.1 – Characteristic parameters of the three rotor/stator cavities. Parameters δ1 and δ2 represent
respectively, when relevant, the rotor/shroud clearance and the stator/shaft clearance present in the
experimental counterparts.

Table 3.1 summarizes the characteristics of the three cases investigated in this chapter.
These are:

• Case 1: a high aspect ratio cylindrical cavity first presented by Lachize et al. (2015)
in an experimental study of the large scale non-axisymmetric structures existed in
a high-Reynolds rotor/stator cavity flow. The values of the geometrical parameters
have been chosen to be relevant of industrial devices and to ease technical con-
straints such as pressurization and thermalization of the cavity. Note that in the
experimental cavity, there exists a small clearance between the rotor and the shroud
because of obvious mechanical constraints, δ1 ' 2 mm, that will not be resolved in
the numerical simulations described hereafter.

• Case 2: also a cylindrical cavity and was chosen to be the low aspect ratio equiv-
alent of the cavity used in Case 1. Comparing the results of these two cases shall
allow to assess the effect of the parameter G on the flow in the cavity. For this
case, G = 0.2 is selected as it is often considered in the literature (e.g. Serre et al.,
2001, 2004; Andersson & Lygren, 2006; Tuliszka-Sznitko & Zielinski, 2007; Lopez
et al., 2009) as relevant to model industrial cavities. Experimental results for such
a configuration can be found in Daily & Nece (1960) or Czarny et al. (2002).

• Finally, Case 3 is a low aspect ratio annular cavity with G = 0.2 and Rm = 1.8. It
only differs from Case 2 by the presence of the shaft (R0 > 0). It allows to discuss
the effect of a non-unit curvature parameter on the rotor/stator cavity flow and its
natural response to local perturbations. This specific value of Rm = 1.8 was chosen
because the corresponding flow was extensively studied by Séverac et al. (2007)
experimentally as well as numerically and later by Tuliszka-Sznitko et al. (2009),
both using very accurate LES methods. Similarly to Case 1, in the experimental
cavity used by Séverac et al. (2007) to conduct PIV measurements, there exists a
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rotor/shroud clearance, δ1 = 0.85 mm, as well as a stator/shaft clearance, δ2 =
0.1 mm, that will not be resolved in the numerical simulation of Case 3.

3.3 Numerical model
The understanding of large scale flow structures implies to numerically simulate accu-
rately high Reynolds number flows while preserving the inherent unsteady features of
the problem. To do so, current modelling capabilities naturally point to Large Eddy
Simulations (LES) (Sagaut, 2006; Ferziger & Peric, 2002; Gicquel et al., 2012) which is
intrinsically unsteady in nature and addresses turbulence through the modelling of the
smaller dissipative flow scale while preserving the large scale features. In the specific con-
text of wall-bounded flows these specificities need to be carefully addressed so as to ensure
reliable modelling of the near wall turbulent characteristics as detailed in numerous works
(Jimenez & Moin, 1991; Piomelli, 2008) and detailed in the following. As mentioned in
introduction of this chapter (Sec. 3.1) and in the previous section (Sec. 3.2), the three
configurations studied here have already been investigated numerically in the literature.
Naturally, this is not merely an attempt to duplicate the earlier work of others, but rather
to validate the results produced by our general unstructured LES solver against DNS or
LES solvers tuned specifically for rotating flows. What is more, the validation represents
only a first necessary step after which we use the predictions of the LES to study the dy-
namics of these model rotor/stator cavity flows to gain insight about the ’pressure band’
phenomenon. In order to prepare the study of the industrial turbine cavities proposed in
Chap. 4, the investigations of the academic LES are also used to establish and validate
specific post-processing strategies dedicated to the monitoring and analysis of pressure
fluctuations.

This section is organized as follow. A short description of the unstructured LES solver
used throughout this thesis is followed by the description of the boundary conditions and
criteria of initialization and convergence common to all cases. Finally, we conduct an
a posteriori study of the meshes resolutions to ensure the near-wall resolution is high
enough to capture the boundary layer dynamics.

3.3.1 Numerical method
The code chosen to perform the simulations, AVBP (Gourdain et al., 2009), is widely
used both for basic research and applied research of industrial interest. This parallel
code solves the full compressible Navier-Stokes equations using a finite-element scheme
TTGC (Colin & Rudgyard, 2000) based on a two step Taylor-Galerkin formulation. It
relies on a cell-vertex formalism and schemes (Lamarque, 2007; Colin & Rudgyard, 2000)
specifically designed for LES on multi-element meshes. The low diffusion and low disper-
sion properties of this explicit solver makes it indeed highly suitable for LES by providing
3rd order space and time accuracy. The subgrid scale modelling is here closed using the
WALE model (Nicoud & Ducros, 1999). It allows for a better behaviour of the turbulent
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subgrid eddy viscosity for wall bounded flows. It is also known to produce zero eddy vis-
cosity in case of pure shear, thus leading to a better prediction of the laminar to turbulent
transition process through the growth of linear unstable modes.

3.3.2 Computational details
First of all, note that the computational domains match exactly the geometries shown on
Fig. 3.1, i.e. 360◦ cylindrical or annular enclosures. Regarding the numerical boundary
treatments, radial and axial no-slip boundary conditions are applied on the rotating
discs (and shaft for Case 3). On those surfaces, ur = uz = 0 and uθ = rΩ, where
u = (ur, uθ, uz) are the three components of velocity in the cylindrical coordinates system
(r, θ, z). A no-slip boundary condition is enforced on the stationary discs so ur = uθ =
uz = 0. Note that the fluid is allowed to slip along the impermeable outer cylindrical
shrouds to alleviate the CPU cost associated with the fine near wall resolution of the
LES simulations as well as the numerical treatment of the corner singularity. Finally, all
boundaries are set to behave like fully adiabatic walls, with the direct consequence that
viscous friction slowly heats the fluid and increases the static pressure in the cavity (the
fluid follows the perfect gas law).

(a) (b)

Figure 3.2 – (a) Evolution of the dimensionless volume-averaged kinetic energy for the entire flow.
(b) Evolution of the dimensionless kinetic energy of the rotor boundary layer (filled symbols) and stator
boundary layer (open symbols) during the first instants of the LES. Comparison between Case 1 (circles),
Case 2 (squares) and Case 3 (diamonds) - see Tab. 3.1 for details. Time has been normalized by F0/G.
Notation |Ec|∞ refers to the infinity norm and |Ec|1 to the 1-norm of the kinetic energy.

Although experimental studies concerned with the steady-state of such flows often
have the fluid initially in a state of pre-rotation for texp < 0, all simulations presented
in this document have the fluid initially at rest and the two discs, the shaft and the
shroud are stationary. At t = 0, the rotor is instantaneously brought to its rotation
speed Ω rad/s (see Tab. 3.1) and the fluid in the cavity is subsequently put in motion
due to viscous entrainment. The base flows of the rotor/stator cavities used during this
investigation are then considered to have reached a numerically converged state when
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1/ the volume-averaged cavity kinetic energy reaches a plateau and 2/ the slope of the
volume-averaged cavity static temperature becomes almost constant, i.e. controlled by
the constant heating of the flow due to viscous forces. Note however that this is only a
convention used in this investigation as it is known that rotor/stator cavity flows display
unsteady sweeping structures in the discs boundary layers even when the mean flow has
reached its steady state (see e.g. Serre et al., 2001 or the review by Crespo del Arco
et al., 2005). To illustrate this, we present in Fig. 3.2a the temporal evolution of the
volume-averaged kinetic energy of the flow in the whole cavity for Case 1, Case 2 and
Case 3. Time has been scaled by F0/G where F0 is the frequency of the rotor (in Hz
with Ω = 2πF0 rad/s) and the kinetic energy has been normalized by its ∞-norm. Note
that the horizontal axis starts at the time of the first iteration rather than exactly at
t = 0. The choice of these non-dimensionalizing factors provoke the effective collapse of
all three lines that reach their plateau after a common delay t̃ = tF0/G = 200 hinting
that F0/G is an adequate time scale to describe the overall fluid motion in the cavity.

On the other hand, it is also interesting to qualify the response of the two boundary
layers separately to better understand how the mean flow organizes after the machine
start-up. To this end, we consider two surfaces in the boundary layers, at z ' δ and
z ' h− δ (recall that δ =

√
ν/Ω is representative of the thickness of single-disc rotating

flows boundary layers) respectively in the rotating disc layer and stator layer. We then
consider that the kinetic energy of each boundary layer can be approximated by the
average kinetic energy on the corresponding surface. Figure 3.2a represents the evolution
of the kinetic energy in both the rotor (top) and the stator (bottom) boundary layers for
all three simulations during the first instants of the computations. From such plots, the
fluid layers located immediately above the rotating discs can be seen to respond rapidly to
the acceleration whereas the layers close to the stationary discs have a delayed response
and stay in their initial resting state for a longer time. The time scale F0/G appears
once again very adequate as the rotoric kinetic energies also collapse and the response
time after which the plateau is reached is constant and independent of the configuration,
evaluated at t̃ = 2.5. Figure 3.2b also shows that t̃ = 2.5 is the time needed for the
statoric layers to start evolving and also the time span after which they reach a first
plateau (i.e. at t̃ = 2.5 + 2.5).

3.3.3 Spatial resolution
Now that clear criteria for the initialization and the convergence of the computations have
been discussed, the last primordial issue to address is that of the near-wall resolution that
has to be high enough to capture on its own the boundary layer dynamics.

The present investigation has been carried out using three different geometries (see
Tab. 3.1) with their respective meshes. Starting from a two-dimensional triangular mesh
of the rotating disc, the meshes are extruded along the z-axis to produce a 3D grid made
exclusively of prismatic elements to facilitate the resolution of the discs boundary layers.
Figures 3.3a-c present the schematic structures of the three meshes used for Case 1,
Case 2 and Case 3. In all cases, the layers of prisms have a constant thickness z1 of
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(a) (b) (c) (d)

Figure 3.3 – (a)-(b)-(c) Schematic structures of the wall-resolved LES meshes for Case 1, Case 2 and
Case 3 respectively. (d) Radial evolution of the wall coordinate z+ near the rotors (filled symbols) and
the stators (open symbols) for Case 1 (circles), Case 2 (squares) and Case 3 (diamonds). Note that
symbols do not indicate mesh nodes.

the order of the parameter δ to allow for the proper discretization of the disc boundary
layers and the unsteady phenomena occurring therein. Table 3.2 summarizes the values
of the key parameters pertaining to each mesh: the constant height of the prism layers
z1, the number of layers Nlayers, the number of nodes Nnodes and cells Ncells in the mesh,
as well as the average LES timestep ∆t.

For such simulations a wall-resolved type LES is guaranteed a posteriori by calculating
the first grid node wall normal coordinate z+ = z1uτ/ν, where uτ is the total wall-friction
velocity defined as uτ =

√
τw/ρ, with τw standing for the flow shear stress at the wall.

Figure 3.3d presents the radial distribution of the time- and azimuth-averaged axial wall
coordinate z+. As uτ increases towards the outer shroud, z+ is an increasing function
of the radius, but in all layers the first mesh point is always located within the viscous
sublayer (usually bounded by z+ ' 5.0 - see e.g. Schlichting, 1960 or Sagaut, 2006,
chap.10). Furthermore, far from the cylindrical walls, Fig. 3.3d shows that the viscous
sublayers of all three cases are described by 2 to 3 mesh points, which is well within the
recommendations for a wall-resolved LES (Sagaut, 2006). Table 3.2 also recapitulates
the maximum and minimum values of z+ for layers of Case 1, Case 2 and Case 3,
supplemented with an estimate of the average wall coordinates in the radial and azimuthal
directions denoted respectively r+

ave and θ+
ave to provide a comprehensive qualification of

the meshes and associated flow predictions.
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Case 1 Case 2 Case 3

δ 1.08× 10−4 5.65× 10−4 7.91× 10−4 m
z1 1.24× 10−4 3.90× 10−4 5.14× 10−4 m
z1/h 0.3 1.1 1.4 %
Nlayers 322 91 70 —
Nnodes 3.5× 106 4.7× 106 5.5× 106 —
Ncells 7.0× 106 9.2× 106 10.8× 106 —
∆t 2.4× 10−7 7.1× 10−7 7.6× 10−7 s
z+

min [0.197, 0.394] [0.321, 0.153] [0.975, 1.10] —
z+

max [4.03, 1.79] [2.79, 5.79] [2.87, 5.45] —
r+

ave [10.3, 5.3] [4.85, 9.27] [6.97, 11.88] —
θ+

ave [5.93, 3.07] [2.74, 5.24] [2.3, 7.5] —

Table 3.2 – Characteristic parameters of the three meshes related to Case 1, Case 2 and Case 3. z1
is the thickness of the layers of prisms. Bracketed values indicate the rotor and the stator values, in this
order.

To conclude this presentation, indications on the solver performance for the aforemen-
tioned settings and configurations, i.e. the related computational costs and efficiency, are
reported. The computation of Case 1 was performed on Sandy Bridge nodes (8 cores,
2.6 GHz) mounted in a Bullx B510 cluster (peak performance of 53 Tflops/s) whereas
the computations of Cases 2 & 3 were performed on Intel Haswell nodes (E5-2680v3,
12 cores, 2.5 GHz) mounted in a LENOVO cluster (peak performeance of 242 Tflops/s).
Both clusters are located within the facilities of CERFACS. Case 1 was computed using
32 nodes and for approximately 530 periods (to converge low frequencies relevant for the
dynamics of the flow, see Sec. 3.6.2) which yield a runtime of approximately 81 days. On
the other hand, Case 2 was computed using 30 nodes and for approximately 400 periods
which yield a runtime of approximately 17 days. Finally, Case 3 was also computed us-
ing 30 nodes and for approximately 300 periods, which yield a runtime of approximately
17 days too.Tab. 3.3 summarizes all performance data.

3.4 Basic state and mean flow description
The base flows developing in rotor/stator cavities identical or similar to Fig. 3.1 have been
extensively investigated and discussed in previous contributions (see e.g. Serre et al., 2001;
Séverac et al., 2007; Lopez et al., 2009). We hence only propose here a brief overview,
with two objectives: assess the accuracy of the simulations upon which the present study
is based and characterize the changes introduced by different values of G and/or the
presence of a shaft (i.e. Rm > 1.0). These two objectives are discussed, in this order, in
the two following separate sections and serve as foundation for the study of the pressure
fluctuations in the smooth cavities (Sec. 3.5 et sqq.) as well as the investigation in situ
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Case 1 Case 2 Case 3

∆t 0.236× 10−6 0.709× 10−6 0.763× 10−6 s
Nit 26 906 377 5 700 000 7 054 628 —
tphys,max 530 400 300 periods
tCPU ~500 152 722 144 060 h
NCPU 256 360 360 —
truntime 81 17 17 days

Table 3.3 – Summary of the solver performances for all three academic cases and related computational
costs. Case 1 computation has been performed on 32 Sandy Bridge nodes (8 cores, 2.6 GHz) whereas
Cases 2 & 3 computations have been performed on 30 Intel Haswell nodes (E5-2680v3, 12 cores, 2.5
GHz).

of the ’pressure band’ phenomenon in the real industrial turbine cavities (Chap. 4). The
datasets presented in this section are extracted from the plateau of Fig. 3.2b and averaged
both in time as well as in the azimuthal direction unless explicitly stated otherwise.

3.4.1 Accuracy of the simulations
As mentioned in section 3.2, Case 3 was selected for the present investigation because of
the next-to-exhaustive study of this flow proposed by Séverac et al. (2007). It therefore
serves to validate the base flows produced by the present LES predictions and associated
modelling.

The axial profiles of the dimensionless mean radial u∗r = ur/(rΩ) and azimuthal
u∗θ = uθ/(rΩ) velocity components at mid-radius r∗ = (r−R0)/(R1−R0) = 0.5 are shown
in Fig. 3.4. The dimensionless mean axial velocity component is very small compared
to the other two and therefore shall not be discussed here but the following conclusions
hold. In accordance with the predictions presented by Daily & Nece (1960) for the
Reynolds number and the aspect ratio of Case 3 (Re = 105, G = 0.2), the mean
flow displays separated boundary layers, showing it belongs to regime IV. Within the
boundary layers, the fluid is accelerated centrifugally on the bottom disc while it follows
a centripetal motion on the top disc. A nearly homogeneous core region separates the two
boundary layers where the radial velocity is close to zero and the tangential velocity is
constant u∗θ = K. For future reference, K is usually termed as the entrainment coefficient
and K = {0.379, 0.351, 0.383} in Case 1, 2 & 3 respectively. The agreement with the
experimental results of Séverac et al. (2007) (see Fig. 3.4(�)) is here excellent. Finally,
the comparison at this station with the auto-similar laminar profile developed by Rogers
& Lance (1962) (see Fig. 3.4(– –)) provides an illustration of the effect of cavity enclosure
on the mean flow: i.e. mainly inferred by a confinement which will be discussed in more
details in the next section.

Additional information about the mean flow is also provided by a polar plot of the
azimuthal and radial velocity in the whole axial extent of the cavity at r∗ = 0.5 shown on



3.4 Basic state and mean flow description 71

Figure 3.4 – Axial profiles of the dimensionless mean radial u∗r and azimuthal u∗θ velocity components
at r∗ = 0.5. Comparison between (–) the LES results, (�) the LDV data by Séverac et al. (2007) and (–
–) the auto-similar solution by Rogers & Lance (1962).

Fig. 3.5a. The LES polar profile is correctly located between the laminar solution (Rogers
& Lance, 1962) and the fully turbulent DNS (Lygren & Andersson, 2001) realized at a
slightly greater Reynolds number Re = 4 × 105. On the stator side (u∗r < 0), the LES
profile markedly differs from the laminar solution, which confirms the turbulent nature
of this boundary layer, as expected at the present Reynolds number Re = 1 × 105 (see
e.g. Poncet, 2005). The same applies for the rotor side (u∗r > 0), although the LES profile
appears to be somewhat closer to the auto-similar laminar solution: the flow might hence
be in a transitional rather than a fully turbulent regime. Another argument in favour of
the latter observation would be that contrary to the DNS results (see Fig. 3.5a(− ◦ −)),
neither the line on the rotor side nor on the stator exhibits the characteristic triangular
form commonly found for three-dimensional fully turbulent boundary layers (more in
Lygren & Andersson, 2001). Finally, the present LES predictions match closely the
experimental profiles (Séverac et al., 2007) which further supports the quality of the
results investigated in this chapter. Note also that although DNS is often thought to be
more accurate than LES, the LES results are here the closest to the experimental data
because the Reynolds number used by Lygren & Andersson (2001) is not exactly that of
the experiment, i.e. 4×105 for the former against 1×105 for the latter. Furthermore the
geometry chosen for the DNS has a much smaller aspect ratio, i.e. GDNS = 0.02 whereas
Gexp = 0.2. Focusing on Fig. 3.5b allows to draw similar conclusions for Case 1 and Case
2. In all three cases, the polar plots of the dimensionless mean velocity distribution are
located further from the laminar solution (– –) (Rogers & Lance, 1962) than from the
DNS results produced by Lygren & Andersson (2001). Case 2 and Case 3, which have
similar aspect ratio and only differ by the presence of the shaft (Case 3), display almost
identical boundary layer behaviours. Nonetheless, according to the interpretation of the
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distance between the profiles as proposed by Lygren & Andersson (2001), one can note
that the addition of an inner cylindrical shaft (Case 3) seems to induce a higher level of
turbulence in the boundary layers as the corresponding profile (Fig. 3.5b(−�−)) is closer
to the DNS predictions. Finally, one can notice that the profile obtained for Case 1
crosses the line corresponding to the DNS results (Lygren & Andersson, 2001). Extreme
care must be taken when interpreting this fact, since the cavity used in Case 1 strongly
differs geometrically from that used by Lygren & Andersson (2001). This being said, the
profile for Case 1 should only be compared with those from Case 2 & 3 and not those
from the literature.

(a) (b)

Figure 3.5 – Polar plot of the dimensionless mean velocity distribution at r∗ = 0.5. (a) Comparison
between (–) the LES results, (−�−) the LDV data by Séverac et al. (2007), (– –) the auto-similar
solution by Rogers & Lance (1962) and (− ◦ −) the DNS results by Lygren & Andersson (2001). (b)
Comparison between the results from (− • −) Case 1, (−�−) Case 2 and (−�−) Case 3, along with
the (– –) auto-similar solution by Rogers & Lance (1962) and (− ◦ −) the DNS results by Lygren &
Andersson (2001).

3.4.2 Mean flow organization
In the previous section, the accuracy of the mean flow predicted by the LES has been
validated against known literature. Therefore, we can now use the results of the three
configurations to draw general remarks about the mean organization of a smooth rotor/s-
tator cavity flow and assess the impact of the aspect ratio and the curvature parameter
by comparing the three cases.

The base flow solutions are steady, axisymmetric, composed of boundary layers on
each disc and contain a central core flow in near solid body rotation. This conclusion
drawn for Case 3 (see section 3.4.1) is also valid for Case 1 & Case 2. These solutions
are displayed hereafter for the three configurations in a dimensionless set of coordinates,
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Rotation axis located on the left of the contour maps.
Coordinates normalized to span from 0 to 1 to keep the same visual aspect ratio.
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Figure 3.6 – Contours of (top) streamlines, (middle) vortex lines and (bottom) azimuthal vorticity for
(left) Case 1, (centre) Case 2 and (right) Case 3. Streamlines are in the range ψ ∈

[
−1.0× 10−5, 0

]

for Case 1 and ψ ∈
[
−2.0× 10−3, 0

]
for Case 2 & 3. For all cases, vortex lines span (quadratically)

r∗2u∗θ ∈ [0, 1] and vorticity ηθ ∈ [−1, 1].
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i.e. r∗ = (r − R0)/(R1 − R0) ∈ [0, 1] and z∗ = z/h ∈ [0, 1]. The figure layout is as
follows: the cylindrical cavity at Rm = 1, G = 1.18 corresponds to Figs. 3.6a, 3.6d,
3.6g, the cylindrical cavity at Rm = 1, G = 0.2 to Figs. 3.6b, 3.6e, 3.6h and the annular
cavity at Rm = 1.8, G = 0.2 to Figs. 3.6c, 3.6f, 3.6i. For each case, the streamlines  
(top row), the vortex lines ruθ (middle row) and the azimuthal vorticity �θ (bottom row)
for the steady axisymmetric state are shown. Note that in the specific case of a fully
axisymmetric flow, these quantities are linked to the cylindrical velocity components
by ru = r(ur, uθ, uz) = (−∂ /∂z, ruθ, ∂ /∂r) and rr × u = (−∂ruθ/∂z, r�θ, ∂ruθ/∂r)
(detailed e.g. in White, 2006).

As can be seen from the streamline plots (Fig. 3.6, top row), all the computed flows
show a clear distinction between the layers close to the discs and the core of the cavity,
further supporting that they all are of the separated boundary layers types (see Daily &
Nece, 1960). Besides, as discussed further later, the boundary layers on the stationary
discs have the characteristic spatial oscillations associated with Bödewadt (1940) single-
disc flow solution. Likewise, the boundary layers on the rotating discs display the same
behaviour as the boundary layers developing over a disc rotating in a slower rotating
fluid and as described by Schultz-Grunow (1935). Also in all cases, it is clear that it
is the outer cylinder that closes the circulation of the flow. The flow is indeed ejected
radially outward on the rotor, moves upwards along the shroud to travel radially inward
along the stationary disc before returning to the rotating disc boundary layer at the
position r∗ = 0. Note that Fig. 3.6a evidences a secondary recirculation loop confined at
high radial locations r∗ ≥ 0.7 (similar to Lopez, 1996, figure 2) that does not appear in
Fig. 3.6b or Fig. 3.6c - independently of the number of  -isocontours. This observation
is consistent with the streamlines of the flows presented by Gelfgat (2015), obtained for
multiple cylindrical cavities of different aspect ratios going from G = 0.1 to G = 1.0.
Since the present Cases 2 & 3 do not display any secondary vortex, it is reasonable to
think that its appearance only occurs at high aspect ratios, with little to no dependency
on the curvature of the cavity.

Note that vortex lines are here plotted using a quadratic distribution of the isocon-
tours between (r∗2

u∗θ)min = 0.0 and (r∗2
u∗θ)max = 1.0, following the work by Lopez et al.

(2009). In such a view, the intent is to illustrate the departure of the core rotor/stator
flow from a flow in solid-body rotation (see e.g. the auto-similar solution by Rogers &
Lance, 1962) caused by the confinement between the axis r∗ = 0 (or the shaft, in Case
3) and the shroud. Indeed, were the flows in exact solid-body rotation in the core of the
cavity, the vortex lines would behave like r∗2

u∗θ / r∗
2 , and consequently the isocontours

on Fig. 3.6 (middle row) would appear radially equidistant. This is the case for r∗ < 0.5,
but for r∗ > 0.5 the presence of the outer shroud obviously forces the flow to adapt to the
boundary condition (see part 3.3.2) and the isocontours get closer to each other. When
Rm > 1.0 (Fig. 3.6f ), the same deviation appears when approaching the shaft, although
the adaptation of the flow to this boundary condition is faster since it is eased by the
azimuthal velocity component of the inner wall.

Vortex lines also clearly show the typical features of a rotating disc boundary layer
on the bottom and of the stationary disc boundary layer on the top. Assuming that, at
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leading order, the boundary layer thickness can be evaluated as the minimum distance
from the wall at which u∗θ = K, it is noticeable (see Fig. 3.6, middle row) that the
thicknesses along the bottom rotating discs are quite uniform. The boundary layers along
the top stationary discs however vary significantly with r∗, thinning out as r∗ increases to
1. This fact maybe more evidently illustrated by the isocontours of azimuthal vorticity
�θ shown on Fig. 3.6 (bottom row). Indeed, since the flow is virtually independent of z∗
and only slowly varies with r∗ outside of the boundary layers (as seen in Fig. 3.4 and 3.6,
top & bottom rows), one expects to find �θ 6= 0 within the boundary layers only, which
makes the azimuthal vorticity an ideal marker.

All present points finally contribute in the assessment of the simulations’ accuracy.
Many workers indeed report similar behaviours for the Bödewadt and Ekman layers in a
rotor/stator cavity: Lopez (1996) & Lopez et al. (2009) numerically and Gauthier et al.
(1999) experimentally in cylindrical cavities with different aspect ratios (resp. G = 1.0,
G = 0.2 and G = 0.048). Likewise Randriamampianina et al. (1997) report similar
features on the basis of numerical simulations in an annular cavity at Rm = 1.20 and
G = 0.1. In the latter contribution, the authors also varied the Reynolds number Re
from 102 to 1.75×105 and showed (see Randriamampianina et al., 1997, figure 3) that the
radial decay of the Bödewadt layer occurred only for Re ≥ 104, which is in agreement with
the present situation. Figure 3.6i adds to these observations that a non-unit curvature
parameter Rm induces the creation of a boundary layer along the shaft, similar to the
centrifugally unstable sidewall boundary layer found in rotating cylinder configurations
(see e.g. Lopez, 1998), linking together the top and bottom discs layers.

3.5 Flow instantaneous structures and organizations
We will now present the different flow patterns observed in the three cavities studied in
this document. First the instability patterns known to appear in the disc boundary layers
(refer e.g. to Serre et al., 2001) are discussed to show that our unstructured wall-resolved
LES approach is capable of reproducing such a dynamics. It is however only a necessary
step before focusing the attention on the whole-cavity flow dynamics to try and identify
macro-structures that could potentially be responsible for the ’pressure bands’.

The velocity fluctuations, denoted by a tilde superscript in what follows (i.e. ũr, ũθ
and ũz for the radial, azimuthal and axial fluctuations respectively), are used to display
the local spatial flow structures present in the LES predictions. These time-dependent
fluctuations are computed at specific instants with respect to the azimuthally-averaged
flow solution at this instant. Note that this procedure is chosen because when instability
arises (Smith, 1947; Gregory et al., 1955; Faller, 1963), the base flow is known to depart
from a purely parallel flow and the perturbations can be measured by the magnitude of
the axial velocity fluctuation which then varies around a zero mean (see e.g. Serre et al.,
2001; Lopez et al., 2009). The following analysis will hence focus exclusively on ũz as a
marker of the rotating flow patterns.
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For all considered cases, the stationary discs boundary layers evidence instability
patterns, whether axisymmetric or three-dimensional. The rotating disc boundary layers
however remain globally undisturbed except in the presence of an inner rotating shaft
(Case 3). Aside from the viscosity-driven boundary layers, the homogeneous core flow
also exhibits characteristic patterns and a coherent azimuthal organization that shall be
discussed last.

3.5.1 Vortex structures related to stationary disc boundary
layer instability

To start we examine the flow patterns also referred to as spatial instabilities hereafter in
the stationary discs boundary layers. The focus is first put on the azimuthal layout and
will then shift to the temporal evolution of the patterns in the respective simulations.

3.5.1.a Spatial organization

As in Schouveiler et al. (1999) or Serre et al. (2001, 2004) the present LES results show the
existence of two types of patterns in the Bödewadt boundary layer: axisymmetric annuli
and three-dimensional spirals. These are commonly referred to as type-2 (Gregory et al.,
1955; Faller, 1963; Lilly, 1966) and type-1 (Smith, 1947; Reed & Saric, 1989) instabilities.
Figure 3.8 presents the isocontours of axial velocity fluctuations in a horizontal section
positioned in the Bödewadt layer at z∗ ' 1− δ/h for all three cases. Contours show that
while the boundary layers in the two cylindrical cavities only display three-dimensional
spiral patterns, the annular cavity of Case 3 also presents quasi-axisymmetric structures
close to the shaft. With further extension in mind, we define the radial wavenumber of
an instability as kr = nr/∆r∗, where ∆r∗ is the radial length occupied by nr rolls, and
measure it with respect to δ as is usually done in the literature (Lingwood, 1995a, 1997;
Gauthier et al., 1999; Serre et al., 2001). We also define the angle ε made by a spiral arm
with the normal to the geostrophic flow as explained by the sketches in Fig. 3.7.

In the high aspect ratio configuration (Fig. 3.8a), the solution ultimately stabilizes
after t∗ = tF−1

0 = 150 with a spatially oscillatory state characterized by a 3-, 4- or 5-armed
spiral. Note that such uncertainty on the exact azimuthal organisation tends to imply
that the visible pattern may result from the superposition of several underlying structures.
As indicated on the label, the critical local Reynolds number above which the base flow
of Case 1 spatially destabilizes is around Reδ,I ' 90, producing spiral arms that extend
to the outer rim of the cavity where they merge with the cylindrical boundary layer. The
inclination of the arms with respect to the normal to the geostrophic flow evolves radially
from ε ' 60.9◦ close to the z-axis to ε ' 21.8◦ at the shroud. The wavefront has a radial
wavenumber krδ ' 0.018 ± 0.003, the uncertainty being evaluated by computing the
wavenumber along the radial direction at each azimuthal station and extracting average
and standard deviation. To the authors knowledge, the existing literature on high aspect
ratio rotating cavity flows does not provide any direct means to validate the nature of
the presently observed pattern. However and indirectly, the isocontours of ũz presented
by Gelfgat (2015) show a radially oscillating structure in the stationary disc boundary
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Figure 3.7 – Definition of the angle ε between a spiral arm (bold grey dash-outlined streak) and the
normal to the geostrophic flow in (a) polar view and (b) equivalent Cartesian coordinates.

layer with 2 to 5 vortices, which would tend to support the present observation.
Similarly to Case 1, Case 2 also exhibits (see Fig. 3.8b) a purely three-dimensional

spiral in its stator boundary layer. However the smaller aspect ratio (G = 0.2) induces
a markedly different pattern. Contrary to the previous case (Fig. 3.8a) where the spiral
arms extend throughout the boundary layer to finally merge with the cylindrical outer
layer, the vortices in Case 2 are restrained to a fixed radial range corresponding to
Reδ,I ∈ [Reδ,c;Reδ,f ] ≡ [45, 250]. Outside the flow is either stable (close to the z-axis)
or interactions with the outer cylindrical boundary layer induce loss of coherence. It is
noteworthy that the number of arms fluctuates within this radial range. Close to Reδ,c one
can count 7 spiral arms inclined at 59.03◦ ≤ ε ≤ 64.8◦ (decreasing with the increasing
radial position). At larger distances from the z-axis, the structure possesses 16 arms
(starting from Reδ ' 150 and outwards) with a much smaller inclination with respect to
the normal to the geostrophic flow 39.29◦ ≤ ε ≤ 46.55◦ (idem). Note also that further
dislocation yield 18 spiral vortices close to Reδ,f . Within the identified unstable interval,
the wavefront has a wavenumber krδ ' 0.33 ± 0.025, with the minimum being reached
for the 7-armed spiral and the maximum corresponding to the 18-armed spiral on the
outer edge of the interval. These observations are supported for instance by the linear
stability results obtained by Itoh (1991) or Tuliszka et al. (2002) who found a critical
local Reynolds number Reδ,c,LSA = 48.1 (resp. 47.5) for a wavefront propagating with
a wavenumber 0.260 ≤ krδ ≤ 0.265 (resp. 0.258 ≤ krδ ≤ 0.296). They can also be
compared to the DNS at Re = 4×104 of Serre et al. (2001) which revealed 16 spiral arms
close to the shroud in the stationary disc boundary layer, yielding Reδ,c,DNS ' 86.5 and
a wavenumber 0.37 ≤ krδ ≤ 0.71.

Introducing Case 3 indicates that the presence of a rotating shaft, i.e. Rm = 1.8
(Case 3, Fig. 3.8c), has a deep impact on the characteristics of the structure within
the stationary disc boundary layer. In the range Reδ,I ∈ [150, 260], the base flow loses
its stability and a 29-armed spiral inclined at a constant angle ε ' 18.4◦ appears over
this range. For Reδ < 150, the inner cylindrical boundary layer induces the dislocation
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Relatively to the cuts below, the rotor rotation is counter-clockwise
(a) (b) (c)

Figure 3.8 – Snapshots of the dimensional axial velocity fluctuations ũz in the stationary disc boundary
layer at z∗ ' 1 − δ/h for (a) Case 1, (b) Case 2 and (c) Case 3. Labels indicate radial positions of
interest and/or the radial extent of the patterns. Bold circles without labels mark the limits of the
computational domain.

of the spiral into a quasi-concentric structure but just like the spiral of Case 1, it is
highly probable that it results from the superposition of several structures. Both waves
propagate with similar wavenumbers: the annular wavefront has krδ ' 0.32 ± 0.03 and
the spiral structure krδ ' 0.3±0.02. Interestingly, these values are very similar to the one
found theoretically by Lingwood (1997) (krδ ≈ 0.33) at the convective/absolute transition
in the case of propagating circular waves in the Bödewadt flow above a single infinite disc.
Note also that the co-existence of the two types of instabilities in the Bödewadt boundary
layer has already been reported numerically and theoretically by several authors like Serre
et al. (2001, 2004) for a G = 0.2, Re = 3 × 104 (resp. 13200) cavity or Lopez et al.
(2009) for a G = 0.2, Re = 6 × 104 cavity. Although the number of spiral arms quoted
in the aforementioned sources (resp. 16, 10 and 32) is somewhat compatible with the
present observation, the authors consistently report the transient nature of the circular
waves that can only be maintained through a forced periodic modulation of the rotor
rotation speed. Consensus is however not reached since Gauthier et al. (1999) showed
experimentally using a very low aspect ratio cylindrical cavity (G = 0.047) that annular
structures (type II) can be observed in the Bödewadt boundary layer (174 < Reδ < 247)
together with spirals (type I, 247 < Reδ < 295). They also observe that the association
is steady although the circular wave characteristics strongly depend on the noise level.
It is noteworthy that in spite of the difference with Case 3 (G = 0.2), our observations
match quite accurately with Gauthier et al. (1999) findings and who report that the
spiral pattern has 31 arms and that the annular wavefront evolves with a wavenumber
0.2 . krδ . 0.5.

3.5.1.b Temporal evolution

Features exposed in the previous paragraph can be supplemented with the study of the
temporal evolution of the flow to focus on the establishment of axisymmetric and spiral



3.5 Flow instantaneous structures and organizations 79

(a) (b) (c)

Figure 3.9 – Space-time plots of ũz at z∗ ' 1 − δ/h, θ = 0 with r∗ ∈ [0, 1] for (a) Case 1, (b) Case
2 and (c) Case 3. Time range has been zoomed as needed to capture the right precession frequency.
Values outside of the colour range have been blanked out.

patterns present in the Bödewadt layer of all three cases. Figure 3.9 shows the space-time
plots of ũz at z∗ ' 1 − δ/h and θ = 0 for the whole radius (r∗ ∈ [0, 1]) for Cases 1, 2
and 3 (from left to right, resp.). These will allow assessing whether the structures precess
with respect to the base flow and at which frequency.

In Case 1, Fig. 3.8a shows that the flow azimuthal arrangement is dominated by a
spiral pattern, although it is unsure whether it has 3, 4 or 5 arms. This fact is supported
by the space-time plot presented in Fig. 3.9a where no clear regular striping can be
identified. This plot also reveals that the structure is not stationary but that it is made
of rotating waves. In this case, the average precession is prograde with the bottom
rotating disc, with a precession frequency Fp ' F0 (recall F0 is the frequency of the rotor
in Hz). What is more, the spiral vortices propagate inward from the outer rim of the disc
to the low local Reynolds number area with a velocity computable from Fig. 3.8a and
estimated at Vph/ΩR1 ' 9.5× 10−2.

The behaviour of the three-dimensional structure occurring in Case 2 is opposite to
Case 1. Figure 3.9b shows the space-time plot of ũz in the stationary disc boundary
layer of Case 2 over the whole simulation time. For t∗ > 10, structures closest to the
edge of the disc are already established and appear not to be rotating with respect to the
base flow. This latter conclusion can actually be extended to the whole spiral pattern
observable in the boundary layer. The stripes representing the spiral arms crossing the
θ = 0 line are indeed all horizontal, thus showing that this spatial instability is stationary.
This being said, it is of note that the establishment of the spiral arms is progressive. First
the 18-armed spiral appears (t∗ & 20) in the high local Reynolds number area, and as
the wavefront propagates towards the z-axis at Vph/ΩR1 ' 6.7 × 10−4 the 14- (t∗ & 40)
followed by the 7-armed (t∗ & 45) spiral structures are created and established.

The temporal evolution of the patterns present in Case 3 stator boundary layer (see
Fig. 3.8c) is displayed in Fig. 3.9c over 10 periods of the rotor and chosen when all
transients have been evacuated so the flow can be considered steady, albeit oscillatory
(t̃� 1). The space-time plot reveals that the 29-armed spiral contained between Reδ =
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150 and Reδ = 260 (see Fig. 3.8c) is precessing at a frequency Fp ' 3.58F0. Study of
successive instantaneous shots further shows that the wave is a three-dimensional time-
periodic state whose spatial structure is time invariant and precesses uniformly without
any superposed radial convective motion. Close to the shaft (Reδ < 150) on the other
hand one can observe the mark of the quasi-annular structure seen in Fig. 3.8c. The
space-time diagram (Fig. 3.9c) actually confirms that the visible pattern is the result of
the superposition of two or more underlying structures, one of which might be an inward
propagating annular wavefront, coupled with one or more spiral wavefronts. A detailed
decomposition of this visible pattern is done in the next section, as Fig. 3.8c alone does
not allow to conclude on the characteristics of the constituent wavefronts. All the results
from section 3.5.1 are summarized in Tab. 3.4.

3.5.2 Instability of the annular Ekman boundary layer
As stated earlier, the rotating discs boundary layers remain visibly undisturbed in all
three cases under study, to the exception of Case 3 where the presence of the inner
rotating shaft makes the layer unstable enough for coherent structures characteristic of
a transitional state to appear. Figure 3.10a displays an instantaneous contour plot of
the axial velocity fluctuations ũz in the (r∗, θ, z∗ = δ/h) section. The layer is apparently
occupied by a superposition of structures that give rise to a visible co-winding spiral
pattern exhibiting 6 or 7 arms over most of the radial extent of the disc, and up to 11
or 12 arms close to the outer cylindrical shroud. Close to the shaft on the other hand,
it is of note that another three-dimensional instability occurs with the apparition of a
5-armed counter-winding spiral connected to the second spiral. The situation resembles
the feature of the stationary disc of Case 1, where the number of spiral arms is unclear
and points to a potential combination of several types of spirals. Also and because of
the superposition of states, the evaluation of the wavenumbers of the two spirals suffers
from great inaccuracy. Close to the shaft, the wavefront has krδ = 0.24± 0.05 while the
outermost spiral wavefront evolves at krδ = 0.11± 0.02.

Figure 3.10b shows the temporal evolution of the aforementioned pattern, at θ = 0
and for the whole radial extent, for 10 periods of the rotor during the steady phase. It
tends to confirm that the visible pattern is actually a combination of multiple underlying
structures. For instance, one can note two independent sets of oriented stripes close
to the shaft. Similarly to the spiral found in the stationary disc boundary layer, the
main instability is convected outwards from the shaft to the large local Reynolds number
region with an approximate velocity Vph/ΩR1 ' 6.5 × 10−2. The innermost structure
appears to have a very similar behaviour, that is, also convected outwards with the same
approximate velocity. In terms of azimuthal motion, the space-time plot presented on
Fig. 3.10b shows that the visible structure has a prograde precession with an approximate
frequency Fp ' 3.17F0 ± 0.01F0 (depending on whether 6 or 7 arms are considered). At
the shroud, where the visible structure displays up to 11 arms, the space-time diagram
shows a different behaviour from what was previously identified in this Ekman boundary
layer. The vortices indeed appear to propagate inwards rather than outwards although
they keep the same precession frequency as the rest of the structure.
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Table 3.4 – Summary of the results on Bödewadt layer instabilities, m represents the number of arms
of a spiral pattern. Upper and lower values for a given parameters are indicated in brackets. Symbols y,
z and F used to match present studies to relevant references. Dashed cells indicate au unknown value.
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Relatively to the cuts below, the rotor rotation is counter-clockwise
(a) (b)

Figure 3.10 – (a) Snapshot and (b) space-time plot of the axial velocity fluctuations ũz in the rotating
disc boundary layer at z∗ ' δ/h for Case 3. Values outside the colour ranges have been blanked out.

Even though theoretical studies such as the one by Lingwood (1995a) place the critical
Reynolds for the triggering of Ekman layer instabilities at Reδ,I ' 507.3 (the maximum
local Reynolds number reached at the rim of the rotor is only Reδ,max = 316.2), the
unsteadiness of the annular rotating disc boundary layer was expected. Several authors
(e.g. Serre et al., 2001, 2004) performing three-dimensional numerical simulations indeed
already observed and reported that the primary effect of an increase in Rm (all other
parameters being fixed) is to destabilize the boundary layers, both on the stationary and
on the rotating discs. It is also reported to strongly decrease the value of the critical local
Reynolds number. Serre et al. (2001) show for instance in a cavity with G = 0.2 that the
Ekman layer is stable for Rm = 1.0 but becomes unstable to a 18-armed spiral when the
curvature parameter increases to Rm = 4.0, a similar behaviour to the one observed in
the present study with Case 2 and Case 3.

3.5.3 Behaviour of the homogeneous core of the cavity
Historically, studies bearing on rotor/stator cavity instabilities focus on the behaviour of
the discs boundary layers to present and identify structures born from the transitional
state of the layers and characterize the geometry under investigation. In more recent
years, a new interest has grown for the behaviour of the homogeneous core flow in the
cavities. Initially studied in relation with vortex breakdown inside tall rotating-lid cylin-
der enclosures (see e.g. Gelfgat et al., 1996; Lopez, 1996), the three-dimensional structures
present in the homogeneous core of the flow and connecting the discs boundary layers
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were only described later in a low aspect ratio cavity by Buisine et al. (2000) and Serre
et al. (2001). Both reported the existence of a complex helicoidal structure, without fur-
ther discussion. A very comprehensive study on the subject was done recently by Gelfgat
(2015) who considers all kind of rotor/stator cavities with aspect ratios ranging from
G = 0.1 to G = 1 concluding that this kind of flows are most unstable to patterns with
up to 15 arms for Reynolds numbers as small as Re ' 104. In a previous study (Gelfgat
et al., 2001) the authors also show that high aspect ratio cavities (1 ≤ G ≤ 3.5) are most
likely to be primarily unstable to circular waves or patterns with 1 or 2 arms.

This section will be dedicated to the description of the behaviour of the homogeneous
core flow in solid rotation (u∗θ = K, u∗r = 0) in all three cases used in the present study.
Similarly to the stationary discs boundary layers, all three cases display specific patterns
with an axial extent much greater than the previously documented patterns confined
respectively to the Bödewadt and Ekman layers. Now that the boundary layer structures
have been identified and thoroughly described, the objective of this study of the interdisc
flow dynamics is to gain more understanding of the potential flow macro-structures. It is
also an attempt to link such features to ’pressure bands’ that can be monitored everywhere
in the cavity and not only in the boundary layers.

3.5.3.a Azimuthal organization

Figure 3.11 shows the isocontours of ũz at mid-height (z∗ = 0.5) for the three cases under
study as well as the corresponding space-time plots. The three cavities exhibit specific
azimuthal organizations characterized by spiral structures winding in the same direction
as the rotor direction of rotation. The high aspect ratio cavity (Case 1, Fig. 3.11a)
however displays a pattern that slightly differs from the two others. Indeed in most of
the cavity the fluid appears to simply have a very low amplitude up-down oscillation (in
the snapshot, the upper half-disc is filled with fluid going upward and the lower with
fluid going downward). The flow is furthermore seen to organize itself only at large local
Reynolds numbers Reδ ≥ 290, where the fluctuations are shaped as a 5- or 6-armed co-
winding spiral pattern. Unfortunately, the short radial extent of the structure induces
high uncertainty on the radial wavenumber that shall consequently not be given here.
The core structure on the other hand closely resembles a bipolar structure characterized
by a zero radial wavenumber (kr ' 0). Lachize et al. (2015) hypothesized that the flow
in the cylindrical cavity of Case 1 may indeed organize based on a combination of a
bipolar, quadrupolar and sextupolar structures Unfortunately that assumption was not
supported by further visual diagnostics that could validate the present LES prediction.
The corresponding space-time plot (Fig. 3.11d) tends to show that the spiral arms may
actually extend all the way to the centre of the cavity, although their amplitude (in
absolute value) might be stronger close to the outer cylindrical shroud. In addition, this
plot shows that this structure has also a non-zero precession frequency of the order of
Fp ' 1.09F0, i.e. it rotates almost at the same velocity as the pattern observed in the
stationary disc boundary layer (see Fig. 3.8a & 3.9a). Visualization of successive similar
snapshots shows that the precession is prograde.

Figure 3.11b reveals that in the case of the low aspect ratio cylindrical cavity (Case
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Relatively to the cuts below, the rotor rotation is counter-clockwise
(a) (b) (c)

(d) (e) (f)

Figure 3.11 – Snapshots (top) and space-time plots (bottom) of the axial velocity fluctuations ũz at
z∗ = 0.5 for (a-d) Case 1, (b-e) Case 2 and (c-f) Case 3 respectively. Labels indicate radial positions
of interest and/or the radial extent of the patterns. Bold circles without labels mark the limits of the
computational domain.
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2), the fluctuations in the homogeneous core of the cavity organize themselves in a much
clearer system. It consists in a single spiral arm occupying approximately 70% of the
cavity and winding in the direction of the rotor’s rotation. Using the same technique as
before, the radial wavenumber of this pattern can be estimated at krδ ' 0.069 ± 0.007.
Close to the external shroud, the structure dislocates into several elongated vortices no
longer attached to each other. Not unlike the pattern present in the stationary disc
boundary layer (see Fig. 3.8b & 3.9b), the structure formed by the fluctuations of ve-
locity in the homogeneous core of the cavity seems to be stationary according to the
corresponding space-time plot shown on Fig. 3.11e. This plot also shows that the single-
armed spiral establishes itself after about 20 disc periods thus emerging slightly after
the Bödewadt layer is organized (see Fig. 3.9b). It can furthermore be seen that soon
after the establishment of the high-radius structure, the outermost vortex detaches and
is convected inward to the centre of the cavity with a phase velocity Vph ' 3.3×10−3 ΩR1
where it becomes stationary.

The situation forCase 3 (Fig. 3.11c & 3.11f ) is very similar to what can be observed in
the rotating disc boundary layer (see Fig. 3.10). In the homogeneous core, the flow indeed
organizes itself in a succession of co-winding spirals. Ten vortices can be observed attached
to the shaft boundary layer and for local Reynolds numbers Reδ ≥ 150, the fluctuations
form a 6- or 7-armed spiral structure whose arms extend to the outermost wall where they
merge with the cylindrical boundary layer. The two aforedescribed patterns have different
radial wavenumbers, namely krδ ' 0.078±0.009 for the innermost and krδ ' 0.06±0.008
for the outermost spiral. The corresponding space-time plot (Fig. 3.11f ) indicates that
the allegedly different structures have the same precession frequency Fp ' 3.6F0. It
is however unclear whether the structures propagate radially inward or outward as the
convection direction appears to be a function of the radial location.

3.5.3.b Three-dimensionality

As already mentioned, the specificity of the structures found in the homogeneous core of
the cavity is that they occupy a much greater axial extent than the structures confined
to the two disc boundary layers. In fact, these core structures are found to be attached
to patterns found in the fluid layers close to the discs and some features of the latter
patterns, so far unexplained, are thought to be due to the core structures.

Figure 3.12 presents, within a Cartesian box, the isosurface ũz = 0.02 of the axial
velocity fluctuations within the whole cavity (r∗, θ, z∗) ∈ [0, 1]× [0, 2π]× [0, 1] for Case
1. On the bottom plane (z∗ = 1, the stator), the stripes due to the spiral pattern
already discussed in section 3.5.1 can be seen, while the rotor layer (top, z∗ = 0) is
visibly undisturbed. The most important feature of the three-dimensional pattern present
between the two discs boundary layers consists of vertical protrusions that extend over
about 85% of the height of the cavity. These ’macro-structures’ seem to emerge from
the unstable Bödewadt layer (see circled area on Fig. 3.12) and propagate to the vicinity
of the rotating disc boundary layer, which actually suggests that there exists a local
low-magnitude pumping effect from the rotor.

The same visualization technique has been applied to Case 2 and results are shown
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Figure 3.12 – Isosurface of axial velocity fluctuation ũz = 0.02 in the core of the cavity for Case 1. A
Cartesian projection has been chosen that spans over the whole radial extent (0 ≤ r∗ ≤ 1), the whole
axial extent (0 ≤ z∗ ≤ 1) and the whole azimuthal extent (0 ≤ θ ≤ 2π) of the cavity.

Figure 3.13 – Isosurface of axial velocity fluctuation ũz = 8× 10−3 in the core of the cavity for Case
2. A Cartesian projection has been chosen that spans over the whole radial extent (0 ≤ r∗ ≤ 1), the
whole axial extent (0 ≤ z∗ ≤ 1) and the whole azimuthal extent (0 ≤ θ ≤ 2π) of the cavity.
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Figure 3.14 – Isosurface of axial velocity fluctuation ũz = 0.01 in the core of the cavity for Case 3. A
Cartesian projection has been chosen that spans over the whole radial extent (0 ≤ r∗ ≤ 1), the whole
axial extent (0 ≤ z∗ ≤ 1) and the whole azimuthal extent (0 ≤ θ ≤ 2π) of the cavity.

on Fig. 3.13. The isosurface ũz = 8×10−3 is drawn in the whole cavity to the exception of
a cut-out portion (bottom right of Fig. 3.13) removed to facilitate the observation of the
central features. Isocontours of ũz in the stationary disc boundary layer have also been
added to locate the vortices in the cut-out portion. As for Case 1, the spiral structure
previously observed in the Bödewadt layer (see Fig. 3.8b) is present near the bottom plane
of Fig. 3.13 under the form of elongated structures making a radius-dependent angle with
the geostrophic flow, while the rotor boundary layer appears effectively undisturbed. The
three-dimensional structures occupying most of the axial extent of the cavity exhibit two
major features in this case. First of all, and similarly toCase 1, the fluctuating structures
present in the homogeneous core of the cavity emerge from the unstable Bödewadt layer
and subsist in the cavity until they reach the rotating disc laminar boundary layer. It
is noteworthy that the emergence of a core vortex appears exactly at the local Reynolds
numbers where the stator spiral dislocates switching from a 7- to a 14-armed structure
(Reδ = 150) and later from a 14- to a 18-armed one. Surprisingly, as soon as the
vortices grow out of the stationary disc boundary layer their direction with respect to the
geostrophic flow changes markedly to the point where the spiral in the stator boundary
layer is counter-winding when the core structure is co-winding (all with respect to the
rotor rotation direction) immediately outside the Bödewadt layer.

For Case 3, the isosurface of axial velocity fluctuation ũz = 0.01 is presented in
Fig. 3.14 for the whole cavity. For the same reasons as for Case 2, portions of the cavity
have been removed to ease the visualization of the boundary layers, the core structures and
replaced with planes showing the isocontours of ũz. Again, one can observe the presence of
elongated vortices in the stationary disc boundary layer (bottom plane) corresponding to
the 29-armed spiral described earlier (Fig. 3.8c). Likewise larger vortices in the rotating
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Shape Winding Precession

Case 1 Rotor — — —
Stator Spiral Co Prograde

Case 2 Rotor — — —
Stator Spiral Counter Stationary

Case 3 Rotor Spiral Co Prograde
Stator [Annular, Spiral] [—, Counter] [Stationary, Prograde]

Table 3.5 – Summary of the major characteristics of the patterns observed in the boundary layers and
in the core of Case 1, Case 2 and Case 3.

disc boundary layer (top plane) correspond to the structure analysed in section 3.5.2
(Fig. 3.10). The core pattern in this case has a slightly different behaviour than for
Case 1 & 2 associated to the unsteadiness of the rotating disc boundary layer. The
core structures are attached to both the Ekman layer structures and the Bödewadt layer
structures. Isosurfaces from successive snapshots show that they actually emerge with
the stationary disc spiral and propagate towards the rotor (same low-amplitude pumping
effect hypothesized for Case 1 & 2). Immediately outside the stator boundary layer,
the direction of the vortices with respect to the geostrophic flow changes. The whole
core structures actually exhibit a torsional motion to adapt from the angle of the stator
spiral pattern to the angle of the rotor spiral to which they eventually attach. Although
we could not observe such a behaviour for Case 1 & 2 (due to the laminar nature of
the rotor boundary layer not imposing any direction to the core structures), such an
helicoidal trajectory was actually already shown in the literature but for studies bearing
on tall cylinder flows exclusively (see Lopez, 2012). The nature, the direction and the
temporal behaviour of all patterns described in section 3.5 are summarized in Tab. 3.5.

3.6 Modal analysis of the rotating flows
Now that a thorough presentation of the structures present in the boundary layers and
in the cores of the three cavities under study has been made, this section is dedicated to
understanding the composition of the observed patterns. Indeed as it was pointed out on
several occasions that the visible organization may be the result of the combination of sev-
eral specific underlying structures. In what follows, the underlying structures are referred
to as atomic modes or simply modes and shall be investigated using the Dynamic Modal
Decomposition (DMD) technique established by Schmid (2010). Contrary to the Proper
Orthogonal Decomposition (POD) technique (Lumley, 1970; Sirovich, 1987), DMD is
built to be the equivalent of a global stability analysis in the case of a linearised flow.
Indeed DMD acts as a three-dimensional linear stability analysis of the flow, i.e. it yields
the modes most relevant to the structure of the unsteady and potentially non-linear base
flow thanks to a coupled spatio-temporal analysis thus capturing even the least energetic
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Relatively to the cuts below, the rotor rotation is counter-clockwise
(a) (b) (c) (d)

Figure 3.15 – Isocontours of ũz ∈ [0, 0.05] at z∗ = 1 − δ/h (stator) for (a,b,c) the three major DMD
modes constituting Case 3 sorted out by their respective frequencies and (d) a composite made of the
LES prediction compared to the combination of the three DMD modes. Values outside the colour range
have been blanked out. To improve visibility, the colour scale has been inverted for (d).

but most important constituent modes (Schmid, 2010).
In what follows, the modes that are presented have been selected out of all the modes

yield by the DMD algorithm and identified as being the most energetic. They are also
chosen so that their linear combination is closest to the structures observed in the LES
visualizations. To compare with the visualizations shown in Fig. 3.8c, 3.10a and 3.11c,
similar (r∗, θ) cuts are made in the DMD solutions: z∗ = 1− δ/h, z∗ = δ/h and z∗ = 0.5
respectively. First we study the patterns appearing in the annular cavity (Case 3,
G = 0.2, Rm = 1.8) as they happen to be a simple linear combination of a few constituent
modes. The analysis is then extended to the equivalent cylindrical cavity (Case 2,
G = 0.2) and finally the more complex case of the high aspect ratio cavity (Case 1,
G = 1.18) is tackled.

Again and thanks to this decomposition, one tries to identify the potential appearance
of macro flow structures in an attempt to link these oscillations to the ’pressure bands’. If
they exist, links with the boundary layer structures should also appear at this occasion.

3.6.1 Spectral content of the annular cavity
In Case 3, the DMD algorithm is applied on a set of three-dimensional instantaneous
snapshots all taken during the steady phase of the flow over t∗DMD = 15 periods of the
rotor and every ∆t∗DMD = 0.05 period. In this case, the algorithm yields three major
modes that will be discussed below.

3.6.1.a Composition of the Bödewadt boundary layer

Figure 3.15 presents the isocontours of ũz ∈ [0, 0.05] in the statoric boundary layer
(z∗ = 1− δ/h) for the three major modes given by DMD. The first mode (Fig. 3.15a) is a
counter-winding 12-armed spiral confined between the shaft and a local Reynolds number
Reδ ' 210. Its radial wavenumber is krδ ' 0.26 and its temporal frequency Fp = 0.35F0.
To obtain the dislocated pattern observed in the near-shaft area in Fig. 3.8c, the previous
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spiral has to be combined with the axisymmetric pattern represented on Fig. 3.15b. This
structure has a very similar radial wavenumber krδ ' 0.27 but rather than precessing,
DMD shows it propagates radially inward at a frequency Fp = 3.25F0 within the top
stationary disc boundary layer. Note also that it disappears as it merges with the shaft
vertical cylindrical boundary layer. The third mode identified with DMD appears in the
statoric boundary layer as a counter-winding 29-armed spiral (Fig. 3.15c) with a radial
wavenumber krδ ' 0.31 and a precession frequency Fp = 3.60F0. These spiral waves and
the previous annular wave seem to coexist with very small mutual interference, and the
visible pattern shown on Fig. 3.8c is virtually identical to the linear superposition of these
two modes. This observation is further supported by the almost exact match between
the DMD frequency of the outermost 29-armed spiral (Fp = 3.60F0) and the precession
frequency identified previously using the axial velocity fluctuations of the LES prediction
(Fig. 3.9c).

In addition, Fig. 3.15d presents a comparison between the visible pattern formed by
the fluctuations of ũz in the LES prediction and the pattern made from the combina-
tion of the three constituent modes identified above by DMD. Clearly the comparison
supports the observations made previously and these three modes make most of the vis-
ible phenomena in the Bödewadt boundary layer. Nonetheless, a note has to be made
about the fact that the near-shaft dislocation is not as accurately reproduced as the out-
ermost spiral wavefront. The latter really appears to be the only mode responsible for
the azimuthal organization of the flow in the LES prediction for local Reynolds numbers
Reδ ∈ [140, 260].

3.6.1.b Extension to the cavity

Following the conclusions of section 3.5.3.b that the macro-structures present within the
homogeneous core of the cavity originate from the top disc Bödewadt boundary layer
and interfere with the bottom disc Ekman boundary layer, we will now study the three-
dimensional structure displayed by the DMD modes throughout the cavity.

Figures 3.16a, 3.16b & 3.16c respectively show the azimuthal organization of the
three aforementioned constituent DMD modes at mid-height in the cavity, i.e. in the
homogeneous inviscid-like core of the cavity. First of all, it is remarkable that the areas
of influence of all three modes shift to a different radial location than what can be
observed in the statoric boundary layer. The first mode, confined below Reδ = 210 in the
statoric boundary layer (Fig. 3.15a), appears to mark the homogeneous core mostly as a
2-armed spiral. Its strongest magnitude is reached near the outer cylindrical shroud and
has a much smaller radial wavenumber krδ ' 0.09. The annular waves confined below
Reδ = 185 in the Bödewadt boundary layer are seen to span the entire radial extent of
the cavity albeit with a lesser amplitude. It can also be remarked that while five annuli
are visible in the stator boundary layer (Fig. 3.15b), only three can be counted over the
whole radial extent at mid-height in the cavity (Fig. 3.16b). This is again due to a strong
decrease in radial wavenumber that is here estimated at krδ ' 0.0231. The third spiral
mode is also subject to strong transformations within the inviscid-like core of the cavity:
previously marking the boundary layer as a 29-armed spiral mostly confined between
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Relatively to the cuts below, the rotor rotation is counter-clockwise
(a) (b) (c)
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Figure 3.16 – Isocontours of ũz ∈ [0, 0.05] at (a,b,c) z∗ = 0.5 (mid-cavity) and (d,e,f ) z∗ = δ/h (rotor)
for the three major DMD modes constituting Case 3 sorted out by their respective frequencies. Values
outside the colour range have been blanked out.
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Reδ = 140 and Reδ = 260. It takes the form of a 12-armed spiral attached to the shaft
and spans the flow field no further than Reδ ' 170. Similarly to the two other constituent
DMD modes, the radial wavenumber of this third mode is also markedly decreased in the
homogeneous core of the cavity where it is evaluated at krδ ' 0.069.

In turn, Figs. 3.16d, 3.16e & 3.16f present the axial velocity fluctuations induced
by each constituent DMD mode in the bottom rotating disc boundary layer. At this
location, the modal patterns are seemingly present within the same radial interval as in
the homogeneous core of the cavity, to the exception of the third mode (Fp = 3.6F0).
This specific mode appears to induce stronger fluctuations near the outer cylindrical
shroud rather than at low and medium local Reynolds numbers as was the case in the
stationary disc boundary layer (Fig. 3.15c) and in the core (Fig. 3.16c). Nonetheless,
the transition from the homogeneous inviscid-like core flow to the Ekman boundary layer
also alters the visible patterns. The first mode (Fp = 0.35F0, Fig. 3.16d) again organizes
the flow as a 12-armed spiral that however differs from the mark in the stationary disc
boundary layer. It spans indeed the entire Ekman boundary layer rather than being
confined below Reδ ' 210 with a slightly greater radial wavenumber krδ ' 0.3008. The
pattern created by the second mode (Fp = 3.25F0, Fig. 3.16e) is identical to that already
observed at mid-height in the cavity, namely an annular wavefront with krδ ' 0.25, but
at high local Reynolds numbers Reδ & 265. It exhibits more of a spiral organization that
can reasonably be related to the influence of the 12-armed spiral pertaining to the first
mode. Finally, the last mode (Fp = 3.6F0, Fig. 3.16f ), whose radial extent has shifted
from the low to the high local Reynolds numbers area, marks the bottom rotating disc
as a 17-armed spiral with a radial wavenumber krδ ' 0.28. It is thus closer in terms of
behaviour to the pattern created in the stationary disc boundary layer (Fig. 3.15c).

A second phenomenon of importance that can be identified on Fig. 3.16 is the change
in winding direction of the pattern depending on the axial location in the cavity. Indeed,
the first and last modes (Fp = 0.35F0 and Fp = 3.6F0 respectively), organizing as counter-
winding spiral wavefronts on the top disc Bödewadt boundary layer form co-winding spiral
patterns at mid-height in the cavity and in the rotating disc boundary layer. Their arms
actually bend in the same direction as the geostrophic flow (counter-clockwise on Fig. 3.15
& 3.16). Although the reconstruction of mid-cavity and Ekman layer patterns has not
yet been discussed (see paragraph below and Fig. 3.17), this explains the behaviour of
the structures observed in the LES predictions (section 3.5.3.b).

The last observation of note one may draw from the coupled study of Fig. 3.15 and
Fig. 3.16 is the z-dependent energy redistribution that occurs between the three modes.
It can indeed be seen that the annular and 29-armed spiral modes are strongest in the
statoric boundary layer (Fig. 3.15, darker shades) but as z∗ goes to 0 (rotor), there
is marked energy transfer between the two spiral modes so that the 12-armed mode
(Fp = 0.35F0) actually becomes dominant in the Ekman boundary layer at the expense
of the high-frequency mode. The annular mode on the other hand, albeit presenting
smaller radial wavenumbers at mid-height and in the rotor boundary layer, induces axial
velocity fluctuations of approximately constant magnitudes throughout the cavity.

To conclude the present discussion, Fig. 3.17 presents two comparisons between the
visible patterns formed by the fluctuations of ũz in the LES prediction and the patterns
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Relatively to the cuts below, the rotor rotation is counter-clockwise
(a) (b)

Figure 3.17 – Isocontours of ũz ∈ [0, 0.05] for a composite made of the LES prediction for Case 3
compared to the combination of the three DMD modes at (a) z∗ = 0.5 (mid-cavity) and (b) z∗ = δ/h
(rotor). Values outside the colour range have been blanked out.

made from the combination of the three constituent modes yield by DMD. Visualization
are provided at mid-height in the cavity (Fig. 3.17a) and in the bottom rotating disc
boundary layer (Fig. 3.17b). The very close similarity between the reconstructions and
the LES predictions proves that not only do the three constituent DMD modes entirely
drive the dynamics of the stationary disc boundary layer but actually the dynamics of
the whole flow. This appears to be independent of the axial location, as it was indeed
shown that the patterns observed at different heights in the LES prediction are the prints
of the same three combined atomic modes.

3.6.1.c Identification of the one point temporal activity within the cavities

As stated earlier, the motivation for the present study is to characterize the spectral
content of the flow in a high Reynolds number rotor/stator cavity and pinpoint the
phenomena responsible for the different constituent frequencies. We saw in the latest
paragraphs that oscillations of the flow were driven by only three principal atomic modes.
Note that hereafter the three DMD modes will be exclusively referred to as ’first’, ’second’
and ’third’, and their frequencies of precession or radial propagation will be noted F1,
F2 and F3 for Fp = 0.35F0, Fp = 3.25F0 and Fp = 3.6F0 respectively. To monitor the
pointwise-temporal dynamics of the flow, a set of numerical probes has been added to the
geometry according to the distribution presented on Fig. 3.18. A total of fifteen circles
of sixty probes is spread on three levels in the axial direction to gather data from the
two discs boundary layers (z∗ = δ/h for rotor and z∗ = 1− δ/h for stator) and from the
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homogeneous core flow (z∗ = 0.5). The probes will be referred to as CxPy where x ∈ J1, 5K
for the rotor layer, x ∈ J6, 10K for the stator layer and x ∈ J11, 15K at mid-height, as well
as y ∈ J0, 59K so that CxPy is located at the azimuth θy = 2πy/60. A demonstration of
the numbering system is done on Fig. 3.18 in the case of the rotor layer.

Figure 3.18 – Locations of the numerical probes
in the cavity associated with Case 3. The bottom
disc, the homogeneous core and the top disc have
been instrumented with 300 probes arranged on 5
circles of 60 probes. Numbering example matches
that of the rotor layer.

To be coherent with the presentation of
the flow dynamics proposed in the previ-
ous paragraphs, Fig. 3.19 shows the Power
Spectral Density (PSD) of the fluctuating
axial velocity as registered by probes C6P0
to C10P0 in the top stationary disc bound-
ary layer of Case 3. First, signals regis-
tered by the outermost probes C9P0 and
C10P0 are on average 40 dB below the sig-
nals from the three other probes. This was
expected from the absence of strong fluc-
tuations of axial velocity close to the outer
cylindrical shroud observed on Fig. 3.15
which shows that most of the activity is ac-
tually confined below Reδ ' 260. Further-
more, it appears that all five signals display
the same set of peaking frequencies, some
of which have been reported on the top axis
of Fig. 3.19. The constituent frequencies
with the strongest peaks exactly match F2
and F3 in all signals. Their relative mag-
nitudes depend on the radial location and
correspond to the domains of existence of

the second and third modes. For example, C7P0 (Reδ = 152) registers its strongest peak
at F2 whereas C8P0 (Reδ = 202) highest peak is at F3, which is in agreement with the fact
that the second mode exists for Reδ ∈ [0, 185] and the third one becomes predominant
for Reδ ∈ [140, 260] only. It is noteworthy that the first mode frequency F1 is also de-
tected by some probes, although its presence is most strongly felt in the signal registered
by C7P0, at a radial location that expectedly coincides with the strongest axial velocity
fluctuations caused by the first mode (Fig. 3.15a). All the other identified peaks are
weaker and are actually all located at frequencies nF2±kF1 or nF3±kF1 (k, n integers),
once more supporting the fact that the three aforedescribed DMD modes are responsible
for the dynamics of the statoric boundary layer.

Figure 3.20 further shows the PSD of the fluctuations of axial velocity registered at
mid-height in the cavity (Fig. 3.20a) and in the rotating disc boundary layer (Fig. 3.20b).
Both show data in complete agreement with the conclusions drawn from the previous
study of the three constituent DMD modes. At mid-height in the cavity, the signals are
closely similar, independently of the radial location, and especially all share F1, F2 and
F3 as constituent frequencies and with the same magnitudes. This phenomenon is indeed
coherent with the azimuthal organizations induced by the three DMD modes at z∗ = 0.5
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Figure 3.19 – Power Spectral Densities (PSD) of the fluctuations of axial velocity in the stationary disc
boundary layer of Case 3 registered by probes C6P0 to C10P0 (darkest to lightest shade, respectively).

(a) (b)

Figure 3.20 – Power Spectral Densities (PSD) of the fluctuations of axial velocity (a) at mid-height in
the cavity registered by probes C11P0 to C16P0 and (b) in the rotating disc boundary layer registered by
probes C1P0 to C5P0. In both cases, innermost probes have the darkest shade of grey, and outermost
the lightest.
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(see Fig. 3.16a, 3.16b & 3.16c) where they all display the same order of magnitude and
span the whole radial extent of the cavity. It can also be verified on Fig. 3.20a that at high
local Reynolds numbers Reδ & 170, the magnitudes of the peaks located at nF3 ± kF1
strongly decrease in accordance with the amplitude of the third mode at such Reynolds
numbers (see Fig. 3.16c). In the bottom disc Ekman boundary layer on the other hand,
the influence of the first mode (peak at F1) is expectedly confined to the outermost radial
locations (probes C4P0 and C5P0). The third mode and its harmonics are hardly visible
anymore while the peak at F2 and the linear combinations nF2±kF1 dominate the signals
at all radial locations due to the second mode inducing velocity fluctuations over the entire
rotor boundary layer (see Fig. 3.16e). A final note about Fig. 3.19 and 3.20 concerns the
overall trend of the curves. As a matter of fact, the magnitudes of the fifteen spectra are
all overall decreasing as F/F0 increases with a −5/3 slope. In other words, a turbulent
Kolmogorov spectrum is present below large oscillatory structures. In the present case,
the occurrence of distinct peaks indicates that LES predicts an oscillatory state flow in
equilibrium with a fully turbulent flow, which supports the conclusions drawn earlier
using for instance Fig. 3.5.

The analysis of the PSD at different radial extents as well as different heights in the
cavity contributes in showing that the three constituent DMD modes primarily identified
as pertinent to the dynamics of the statoric boundary layer are the only modes responsible
for the dynamics of the whole cavity flow and thereby the spatial organization of the
velocity fluctuations everywhere in the cavity.

At this point, it is interesting to focus on recent findings about the stability of rotor/s-
tator cavity flows. On this matter, recent work by Gutierrez-Castillo & Lopez (2015) on
flows in rapidly rotating split cylindrical cavities shows the importance of the corner be-
tween the rotating disc and the outer rotating shroud. The corner was indeed observed to
drive the generation of inertial waves propagating within the cavity and sole responsible
for the peaks detected by adequately located numerical probes. Among Cases 1, 2 & 3,
only the latter relies on a configuration similar to the one used by Gutierrez-Castillo &
Lopez (2015) where the intersection between the rotating disc and the the inner rotat-
ing shaft is susceptible to play the role of inertial waves generator. On the other hand,
recall that quantitatively linear inviscid theory on rotating flows (see e.g. Greenspan,
1988) shows that inertial waves can only be generated by perturbations whose pulsation
is less than twice the angular speed of the flow driver. In the present cases the refer-
ence speed can be assimilated to the bottom disc rotation speed Ω. Consequently, as
we non-dimensionalized the frequencies using F0 = Ω/2π (see Fig. 3.19 & 3.20), the only
perturbation susceptible to produce such an inertial wave is that found at F1 = 0.35F0, all
other pulsation occurring at too high an angular frequency. To try visualizing these iner-
tial waves, the same diagnostics as those used by Gutierrez-Castillo & Lopez (2015) have
been applied to an instantaneous snapshot of Case 3 taken for t̃ � 200. Figure 3.21
presents the isocontours of the fluctuations of azimuthal vorticity in a meridional cut
(r∗, θ = 0, z∗) from (a) the LES prediction and (b) the first DMD mode of frequency
F1. Contrary to the results presented by Gutierrez-Castillo & Lopez (2015), no wavelike
structure emitted from the bottom-left corner can be observed in the cavity of Case 3 in
the full LES solution (Fig. 3.21a). On the other hand, the first DMD mode (Fig. 3.21b)



3.6 Modal analysis of the rotating flows 97

Relatively to the cuts below, the axis of rotation is located on the left.
(a)

(b)

Figure 3.21 – Isocontours of the fluctuations of azimuthal vorticity η in a meridional cut (r∗, θ = 0, z∗)
from (a) the LES solution (η ∈ [−2.0, 2.0] × 103) and (b) only the first constituent DMD mode pulsing
at 2πF1 � Ω (η ∈ [−30, 30]).

presents clear vorticity oscillations in the vicinity of the shaft-rotor intersection but these
waves are confined to the viscous boundary layers and do not seem to propagate within
the homogeneous core of the cavity as the inertial waves observed by Gutierrez-Castillo
& Lopez (2015).

Now that the possibility of inertial waves globally destabilizing the flow has been
discarded, one must turn to other explanations for the sources of the observed DMD
modes. To do so, the linear stability of the enclosed rotor/stator flows is investigated
later in Sec. 3.7 to show the relation between the three-dimensional structures observed in
the LES solutions and unstable global linear modes of the mean flow. Out of thoroughness
however, the following section first presents the modal structure of the two cylindrical
flows.

3.6.2 Spectral content of the cylindrical cavities
The last point of the present study is to extend the previous modal analysis to the other
two cylindrical cavities (resp. Case 2 & 1, in this order) and prove that although both
the aspect ratio and the mean curvature parameter have a marked effect on the behaviour
of the flow, it remains driven by a small set of modes. As before, the two cavities are
equipped with as many probes as in Case 3 and they are organized as described on
Fig. 3.18 to the exception of their radial locations which are given in Tab. 3.6.

As stated earlier, decreasing the mean curvature by removing the shaft from Case
3, has two major effects on the flow. First, it causes the disappearance of the annular-
like near-shaft wavefront in the top Bödewadt boundary layer (see Fig. 3.8b) where the
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C1,6,11 C2,7,12 C3,8,13 C4,9,14 C5,10,15

Case 1 0.194 0.388 0.582 0.776 0.971

Case 2 0.197 0.393 0.590 0.786 0.983

Table 3.6 – Dimensionless radial locations of the probes circles for Case 1 and Case 2. Meaning of
Cx detailed in section 3.6.1.c.

fluctuations rather organize as a spiral wavefront with 7 (resp. 16) arms for Reδ . 150
(resp. Reδ & 150). This observation can also actually be extended to the organization
of the homogeneous core of the cavity (see Fig. 3.11b). The second notable impact of
the lack of shaft is the re-laminarization of the bottom rotating disc boundary layer that
does not display any coherent azimuthal organization (section 3.5.2) in Case 2. Unlike
the three constituent modes necessary to describe accurately the dynamics of Case 3,
DMD shows that the fluctuations observed in the LES prediction (see Fig. 3.8b and 3.11b)
are due to a single stationary mode (Fp = 0.0). This mode is expectedly closely similar
to the LES patterns (see Fig. 3.22) both (a) in the top stationary disc boundary layer
and (b) at mid-height in the cavity. The static nature of this mode also implies that
the PSD at a given position (see Fig. 3.22c) does not show any peak similar to the ones
relevant to Case 3 (see section 3.6.1.c). The −5/3 slope relevant to the inertial range
of a Kolmogorov spectrum in a fully turbulent flow (Pope, 2001) is also present, thus
supporting a turbulent LES flow in the core and boundary layers that are not yet fully
turbulent but rather in a transitional state.

Although the dependency of the flow dynamics on the mean curvature parameter
seems limited, we will show now that increasing the aspect ratio of the cylindrical cavity
from G = 0.2 to G = 1.18 leads to noteworthy changes in the way the flow is driven. The
foremost difference stands in the minimum number of DMD modes required to adequately
describe the patterns and the organization predicted by LES (see Tab. 3.7 for details,
App. E.1, App. E.2 and App. E.3). This profusion of modes caused by the large aspect
ratio of Case 1 (G = 1.18), although impressive, is not unexpected. Gelfgat et al. (2001),
Gelfgat (2015) and Lopez (2012), amongst others, indeed show how sensitive the flow in
a tall rotating cylindrical cavity is to the Reynolds number. In particular, Gelfgat (2015)
gives the critical Reynolds numbers for the triggering of modes m = 0 to m = 25 for
cylindrical cavities with 0.1 ≤ G ≤ 1.0 which by extension supports the fact that the
co-existence of 11 constituent modes is not unreasonable. As previously, we present in
Fig. 3.23 a comparison of the azimuthal organizations obtained from the LES prediction
and the linear combination of the relevant DMD modes. Again the focus is first put
on both the top Bödewadt boundary layer (Fig. 3.23a) and at mid-height in the cavity
(Fig. 3.23b). The agreement between the two halves is very good in both cases. It also
appears that the recombination slightly underestimates the amplitude of the axial velocity
fluctuations in the stator boundary layer (Fig. 3.23a). However, as the reconstruction
seems to match perfectly the mid-cavity pattern (Fig. 3.23b), both in amplitude and
azimuthal organization, it appears that the DMD selection process discarded only one
too many mode.
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Relatively to the cuts below, the rotor rotation is counterclockwise
(a) (b)

(c)

Figure 3.22 – (a-b) Isocontours of ũz ∈ [0, 0.05] for a composite made of the LES prediction for Case
2 compared to the combination of the DMD mode at (a) z∗ = 1 − δ/h (stator) and (b) z∗ = 0.5 (mid-
cavity). Values outside the colour range have been blanked out. (c) Power Spectral Densities (PSD) of
the fluctuations of axial velocity in the stationary disc boundary layer of Case 2 registered by probes
C8P0.

Mode No. Fs,0 Fs,1 Fs,2 Fs,3 Fs,4 Fs,5 Fs,6 Fs,7 Fs,8 Fs,9 Fs,10

Frequency (Fs,i/F0) 0.28 0.39 0.84 0.92 1.02 1.36 1.90 2.73 3.64 4.52 5.36

Harmonics 2Fs,3 3Fs,3 4Fs,3 5Fs,3 6Fs,3
Table 3.7 – Frequencies (of precession) of the eleven DMD constituent modes of Case 1 non-
dimensionalized by F0. Fundamental/harmonics relation have been indicated.
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Relatively to the cuts below, the rotor rotation is counter-clockwise
(a) (b)

Figure 3.23 – Isocontours of ũz ∈ [0, 0.05] for a composite made of the LES prediction for Case 1
compared to the combination of the eleven DMD modes at (a) z∗ = 1 − δ/h (stator) and (b) z∗ = 0.5
(mid-cavity). Values outside the colour range have been blanked out.

For the sake of completeness we present in Fig. 3.24 the power spectral density of the
axial velocity fluctuations as registered by probes C6P0 to C10P0 in the top stationary
disc boundary layer of Case 1. The conclusions are of the same kind as those drawn
from Fig. 3.19 for Case 3. The first remark is that the frequencies at which the signals
peak expectedly match the frequencies of the DMD modes. It can also be added that
although DMD only yield up to the 6th harmonic of Fs,3 (see Tab. 3.7), the higher cut-
off frequency of the Fourier transform allows to observe that near the edge of the disc,
harmonics up to the 13th harmonic actually coexist with equal magnitudes (see Fig. 3.24,
C10P0). Furthermore, it can be seen that the five signals have amplitudes of the same order
of magnitude but that the highest frequencies are most strongly felt by the outermost
probes, which is in agreement with the spatial organization of the corresponding modes
(see App. E.1), comparably to Case 3.

To conclude, current predictions of high Reynolds number rotor/stator cavities evi-
dence the potential establishment of highly oscillating large scale motions. These features
seem to be strongly dependent on the cavity geometry as well as coupled to the dynamics
of the different flow boundary layers and inviscid core. Although stability analyses of the
individual flow layers present in such cavities are today mastered, in-cavity organization
and coupling as well as selection mechanisms of the observed global features are still
missing. In that respect and on the basis of LES as detailed here, numerical predictions
can help qualifying potential scenarios or designs. However, as introduced earlier, the
present work will now turn to linear stability analyses of the present enclosed flows with
the intent to shed some light on the source of the structures observed by LES and their



3.7 Stability analysis of the enclosed rotating flows 101

Figure 3.24 – Power Spectral Densities (PSD) of the fluctuations of axial velocity in the stationary disc
boundary layer of Case 1 registered by probes C6P0 to C10P0 (darkest to lightest shade, respectively).

frequency selection mechanism.

3.7 Stability analysis of the enclosed rotating flows

3.7.1 Motivation and approach

In all three cases investigated in the previous sections and numerous papers (Gauthier
et al., 1999; Serre et al., 2001, 2004; Séverac et al., 2007), the cavity macro-structures are
observed to organize as three-dimensional spiral vortices or axisymmetric rolls similar to
what is drawn on Fig. 2.8. On the other hand, Dynamic Modal Decomposition (DMD,
Schmid (2010)) proved really effective to identify the dynamics of the flow as it indeed
yields the modes responsible for the macro-structures marking the boundary layers and
the homogeneous core and responsible for the unsteady pressure phenomena. It is of note
at this point that, by definition, DMD is strictly equivalent to a global linear stability
analysis (see Sec. 2.2.3 or the review by Theofilis (2011)) of linearised flow. For nonlinear
flows on the other hand, the algorithm produces modes of a linear tangent approximation
to the underlying flow. These two remarks naturally point to Linear Stability Analysis
(LSA, see Sec. 2.2) as a potential tool for the prediction of the patterns appearing in a
rotating flow. The sought instabilities would have a normal mode decomposition resem-
bling the one given by Eq. (2.2.11) and presented in the previous chapter. We recall it
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here for completeness:

[ũ, ṽ, w̃, p̃] = [iu, v, w, p] (z) exp [i (αr +mθ − ωt)] , (3.7.1)

where ũ, ṽ, w̃ and p̃ represent the fluctuations of the three velocity components and of
pressure (see Eq. (2.2.1)). Also, α ∈ C is the complex radial wavenumber, m ∈ Z the
azimuthal wavenumber and ω ∈ C the complex temporal frequency (refer to Sec. 2.2.2.c
for more details). Inspired by the success of Juniper (2011) and Oberleithner (2011, 2012)
who obtained the experimentally observed instability in a wake and a swirling jet (resp.)
using mode reconstruction (resp. global and spatial), the following investigation aims at
adapting such a procedure to rotating flows (the main steps are described in Sec. 2.2.3c,
and shall be recalled when necessary).

First a concise presentation of the mean axisymmetric flows used as bases for the
linear stability analyses in all three cases is proposed. Preliminary results obtained by
temporal stability analyses are then presented. Remarking that a non-zero αi is necessary
to reconstruct properly the modes obtained by DMD, the discussion is then oriented
towards the presence of global modes in the disc boundary layers and their relations with
the unsteady phenomena present in the rotor/stator cavities.

3.7.2 Base flow
Any stability analysis, as discussed thoroughly in Sec. 2.2, is built upon a base flow.
For instance, the theoretical cases of flows over- (Sec. 2.2.2.a) or between- (Sec. 2.2.2.b)
infinite discs use a mean flow that is derived analytically from a set of simplified Navier-
Stokes equations. Unfortunately, these auto-similar models do not hold anymore for
enclosed rotor/stator cavity flows subject to confinement (refer to Fig. 3.4 for instance)
so the base flow has to be derived by other means. In the present investigation, and
in all following sections, the base flow is extracted from the temporally and azimuthally
averaged LES predictions studied in Sec. 3.4.2 and made adequately dimensionless using
the factors given in Sec. 2.2.2.b. Figure 3.25 shows an example at mid-radius of the profiles
of the radial, azimuthal and axial velocity in Case 1, 2 and 3 used with AVLP along
with the distribution of collocation points used for each configuration. In all three cases,
the axial extent has been split into three sub-domains (Sec. 2.2.4.c) with characteristics
summarized in Tab. 3.8. Note that in each case the number of Gauss-Lobatto points
has been increased iteratively until the eigenvalues converge, i.e. their values do not
depend on the discretization anymore. All other informations necessary to reproduce the
perturbation analyses are given in Tab. 3.1.

To conclude this introductory paragraph, please note that for all computations only
the molecular viscosity has been used to compute the local Reynolds numbers.

3.7.3 Temporal stability
To assess the ability of AVLP to deal with real enclosed rotor/stator flows, this first
section discusses the results obtained from temporal stability analyses of the three flows.
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Figure 3.25 – Axial profiles of the three velocity components (radial, azimuthal and axial resp. from
left to right) for Case 1, Case 2 and Case 3 (resp. top to bottom). Extraction made at r∗ = 0.5. The
distribution of collocation points used in AVLP is indicated by the markers.

Note that throughout this section, the region of expression of a mode refers to the region
where the corresponding eigenvectors reach their maximum magnitude.

Throughout this investigation, the (αr,m) plane is swept and for each pair of
wavenumbers the dispersion relation (see Sec. 2.2.2.b) is solved for all possible values
of ω ∈ C. In Case 1, the temporal stability analysis reveals two dominant modes exist-
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Case 1 Case 2 Case 3
Ndom 3 3 3
I0 [0, 0.08[ [0, 0.1[ [0, 0.15[
I1 [0.08, 0.9[ [0.1, 0.8[ [0.15, 0.7228[
I2 [0.9, 1.0] [0.8, 1.0] [0.7228, 1.0]
NGL,0 40 40 40
NGL,1 10 3 3
NGL,2 40 40 40

Table 3.8 – Summary of the characteristics of the multiple sub-domains used in AVLP for Case 1,
Case 2 and Case 3.

ing in distinct Reynolds number regions:

• a dominant unstable mode which expresses itself in the stator boundary layer for
all values of the local Reynolds number,

• a second less unstable mode, expressing itself in the rotating disc boundary layer
and present only for large values of the local Reynolds number.

On the other hand, for Cases 2 & 3, two dominant unstable modes appear at all
Reynolds numbers. Similarly to Case 1 however, one mode expresses itself most in
the rotor boundary layer whereas the eigenvectors of the second reach their greatest
magnitude in the stator boundary layer. It is also remarkable that in all cases, the
temporal branch with the greatest maximum amplification rate is related to the stator
eigenvector, i.e. qualitatively consistent with the LES displaying a stronger unstable
behaviour of the stator boundary layers. Finally, note that the branch expressing itself
most in the stator (resp. rotor) boundary layer will be referred to as ’stator branch’
(resp. ’rotor branch’) thereafter.

In Case 1, at mid-radius, the stator branch (see Fig. 3.26a-c) reaches a maximum
of amplification ωRe = 1.4346i − 2.22 for (αr/

√
Reh,m) = (0.119,−2) as shown on

Fig. 3.26a. Qualitatively, these results agree with the LES predictions. At mid-radius,
one of the three strongest peaks (see Fig. 3.24) detected by the pointwise probes indeed
corresponds to a mode marking the flow in the stator boundary layer as a two-armed
co-winding spiral, i.e. m = −2. What is more, the two-armed spiral mark given by DMD
(see App. E.1, Fig. g) has a radial wavenumber krδ ' 0.11975 in the stator layer which
is found to match well the value of αr given by LSA. Finally, Fig. 3.26b shows that, also
in agreement with the results yield by DMD (App. E), LSA indicates that most of the
activity is shared between m = −2,−3,−4 and − 5 modes at radial stations far enough
from the r = 0 singularity and from the shroud.

The results obtained for Case 2 are illustrated on Fig. 3.27. On this figure, a map of
amplification rate at mid-radius Re = 2.94 (Fig. 3.27a), the evolution of the maximum of
amplification with the Reynolds number (Fig. 3.27b) and an example of eigenvector for
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(a) (b)

(c)

Figure 3.26 – Results of the temporal stability analysis (αi = 0) in Case 1, ’stator branch’. (a)
Amplification rate ωiRe map overlaid with frequency −ωrRe contours at Re = 0.495. (b) Progression
of the most amplified point with the local Reynolds number Re (marker colour), characterized by the
value of the amplification rate (marker size). (c) Example of eigenvector taken at the maximum of
amplification.

this branch (Fig. 3.27c) are shown. The maximum of amplification ωRe = 1.501i− 13.67
is reached for (αr/

√
Reh,m) = (0.272, 16) (see Fig. 3.27a). Similarly to the previous case,

the temporal analysis, albeit local, provides interesting information about the dynamics
of the rotor/stator flow and agrees with the characteristics of the statistically converged
LES predictions. At mid-radius, the fluctuations of velocity in the stator boundary layer
(see Fig. 3.22) are indeed organized as a counter-winding 16-armed spiral. Furthermore,
extracting only that spiral mode by DMD, it is found that its radial wavenumber krδ '
0.264 agrees with the value obtained by LSA, i.e. αr/

√
Reh = 0.272. However the

frequency yield by LSA (−ωrRe = 13.67) at the present location is strongly positive
whereas LES predicts the spiral structure to be steady with a temporal frequency of zero.
The radial evolution of the structure as predicted by LES is also fairly well matched by
LSA results. Figure 3.27b indeed shows a growth of the local radial wavenumber over
the disc while the azimuthal wavenumber grows from m = +7 close to the axis to reach
m ' +18 around r ' 0.139 - similar to the r ' 0.150 obtained by DMD. Note finally
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(a) (b)

(c)

Figure 3.27 – Results of the temporal stability analysis (αi = 0) in Case 2, ’stator branch’. (a)
Amplification rate ωiRe map overlaid with frequency −ωrRe contours at Re = 2.94. (b) Progression of
the most amplified point with the local Reynolds number (marker colour), characterized by the value of
the amplification rate (marker size). (c) Example of eigenvector taken at the maximum of amplification.

that the size of the region close to the discs where the eigenvector is non-zero varies in
agreement with the corresponding value of

√
Reh. The disc layer in Case 1 (Fig. 3.26c)

is indeed approximately 10 times thinner than the disc layer in Case 2 (Fig. 3.27c),
corresponding to the value of the ratio

√
Reh,1/Reh,2.

Regarding Case 3, it has been shown previously that the presence of the inner shaft
promotes transition and triggers the appearance of spiral and axisymmetric structures
in the rotating disc boundary layer. According to the results obtained by DMD, the
dominant mode (in terms of magnitude) marks the stator boundary layer as a counter-
winding spiral with 29 arms (m = +29) whereas the rotor layer dynamics is mostly
driven by a co-winding spiral with 12 arms (m = −12). Both modes are present over the
entire radial range of the discs, but recall that the stator structure is strongest for radial
locations r . 0.205 m, whereas the rotor structure magnitude is greatest at the edge of
the disc, for r & 0.16 m. Figures 3.28 and 3.29 present respectively the stator (Fig. 3.28c)
and rotor (Fig. 3.29c) branches obtained by LSA of Case 3. Contrary to the results yield
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(a) (b)

(c)

Figure 3.28 – Results of the temporal stability analysis (αi = 0) in Case 3, ’stator branch’. (a)
Amplification rate ωiRe map overlaid with frequency −ωrRe contours at Re = 4.48. (b) Progression of
the most amplified point with the local Reynolds number (marker colour), characterized by the value of
the amplification rate (marker size). (c) Example of eigenvector taken at the maximum of amplification.

by LSA of Case 1 and Case 2, the coordinates in parameters space (αr/
√
Reh,m) of the

maxima of temporal amplification do not match the aforementioned DMD results. On
one hand, the stator branch given by the LSA has its maximum ωiRe = 1.58 located at
(αr/
√
Reh,m) = (0.269, 20) for a temporal frequency −ωrRe = 17.15. On the other hand,

the rotor branch has its maximum ωiRe = 1.19 located at (αr/
√
Reh,m) = (0.226,−3)

with a temporal frequency −ωrRe = 7.52. Consequently, for both branches although the
local radial wavenumbers agree reasonably well with the values obtained by DMD (resp.
krδ = 0.31 and krδ = 0.26), the azimuthal wavenumbers and the temporal frequencies
are not found to correspond to the ones of the DMD modes. The radial evolutions of
the maxima for both branches are also quite different from what is observed in the LES
results. The computation indeed shows that the stator layer is dominated by the 29-armed
spiral while LSA yields a constant growth of the azimuthal and radial wavenumbers over
the disc. The rotor layer is however dominated by modes with m = −5,−6 at low radius,
which is reasonably well reproduced by LSA and a mode at m = −12 at high radius that
does not appear in the present linear results.
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(a) (b)

(c)

Figure 3.29 – Results of the temporal stability analysis (αi = 0) in Case 3, ’rotor branch’. (a)
Amplification rate ωiRe map overlaid with frequency −ωrRe contours at Re = 4.48. (b) Progression of
the most amplified point with the local Reynolds number (marker colour), characterized by the value of
the amplification rate (marker size). (c) Example of eigenvector taken at the maximum of amplification.

The local temporal analyses of the three flows of interest in the present chapter
(Sec. 3.2) therefore appear to yield interesting information about the structures observed
in the LES solutions. However, this kind of analysis is not adequate for the reconstruction
of the spatial organization of a mode due to a major shortcoming illustrated on Fig. 3.30.
In this figure, a two dimensional (r, θ = 0, z)-cut of 29-armed spiral DMD mode is com-
pared with the same view of the LSA stator branch of Case 3 (see Fig. 3.28) reconstructed
by selecting at every radial location the eigenvector and the (αr,m) pair corresponding
to the greatest temporal amplification rate. Although the overall wavenumber of the
structure seems well approximated by the technique, it is clear that letting αi = 0 at all
radii makes it impossible to capture correctly the radial organization of the structure.

3.7.4 Absolute instability of a rotor/stator flow
In the previous paragraph, we concluded that a simple temporal stability analysis is
not suitable to predict the instability of the studied rotating flows. To do so, it indeed
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Figure 3.30 – Fluctuations of axial velocity w, normalized by their ∞-norm, in Case 3. (a) Strongest
DMD mode in the stator boundary layer organizing as a 29-armed spiral confined in r ∈ [0.110, 0.2]
(see Sec. 3.6.1.a). (b) LSA stator mode reconstructed by selecting at each location the eigenvector and
(αr,m) pair corresponding to the greatest temporal amplification rate (see Fig. 3.28).

appears mandatory that the spatial amplification αi of the selected linear modes evolves
with the radial location. In a comprehensive paper about the stability of the Von Kármán
(1921) boundary layer, Healey (2007) shows that the presence of an outer wall promotes
the absolute instability of an otherwise convectively unstable rotating flow. Following
these results, we use AVLP with a fixed azimuthal wavenumber m to track the saddle
points in the (αr, αi) plane at all radial locations (which yields the absolute ω of a mode,
see Sec. 2.2.3) and assess whether the associated eigenvectors are good candidates to
reconstruct the corresponding DMD mode.

We focus the following discussion on the configuration that has the geometrical char-
acteristics closest to that of an industrial turbine rotor/stator cavity, i.e. Case 3. In
that case, recall that both disc boundary layers are unstable, although the rotating disc
boundary layer of Case 3 is, by nature, the least prone to instability and unsteady
patterns develop therein only because of the presence of the inner shaft. Previous LSA
results agree well with this remark as they show that the number of temporally amplified
rotor branches is markedly less than the number of temporally amplified stator branches.
We therefore detail first the reconstruction of the dominant rotor mode, the one that
organizes the fluctuations as a co-winding 12-armed spiral with a frequency of 0.35F0.
We then move on to the dominant stator mode that takes the form of a counter-winding
29-armed spiral with a frequency of 3.6F0.

Global reconstruction of the rotor branch in Case 3

Throughout the present paragraph, note that we fix the azimuthal wavenumber m =
+12. Thanks to the symmetry inherent to the stability analysis (Eq. (2.2.30)), seeking
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m = +12 is equivalent to seeking the mode m = −12 present in LES, only with the
opposite temporal frequency.

First, a temporal stability analysis is performed at an arbitrarily chosen radial location
in the flow where the maximum temporal growth rate of the rotor branch is identified.
Under the parallel flow assumption, this growth rate indeed represents the upper bound
for the absolute growth rate at this location (Chomaz et al., 1991a). Consequently, if an
absolute instability is to appear in the flow, it has to be greater than zero. The results
of the temporal analysis for the rotor branch yield by LSA of Case 3 are displayed on
Fig. 3.31. In this figure, the temporal amplification rate ωiRe and temporal frequency
−ωrRe are plotted as a function of the radial wavenumber αr/

√
Reh, and the maximum

ωRe = 0.85 + 0.94i is reached at αr/
√
Reh = 0.244.

Figure 3.31 – Evolution of (left) the temporal amplification rate ωiRe and (right) temporal frequency
−ωrRe with the radial wavenumber αr/

√
Reh at m = 12 for the rotor branch of Case 3 at Re = 4.48.

Zero amplification is marked by an horizontal line.

A spatio-temporal stability analysis is then performed by allowing αi to be non-zero,
and the absolute temporal growth rate is obtained by finding the saddle points of ω(α),
as shown on Fig. 3.32. In this case, only one saddle point can be identified at coordinates
(αr/
√
Reh, αi/

√
Reh) = (0.265,−0.155) where the absolute complex frequency is ω0Re =

1.135 − 0.1i. Note the negative temporal amplification rate indicative of the convective
nature of this instability at this radial location.

The saddle point is then followed downstream and upstream as the base flow changes.
The values of ω0 function of the radial coordinate are plotted in Fig. 3.33. In the present
situation, there are three regions in which the branch is absolutely unstable (i.e. ω0,i > 0
at the saddle point), all confined close to the edge of the disc (r & 0.175 m) and occupying
no more than 10% of the radial extent of the cavity each. According to the procedure
originally described in Chomaz et al. (1991a) and later used for instance by Juniper
(2011) for the study of the global stability of confined planar wakes, we assume that the
absolute complex frequency ω0(r ∈ R) can be continued analytically into the complex
r-plane, i.e. to become ω0(r ∈ C). The complex frequency of the global mode ωG is
then found at the saddle point closest to the real axis. Here, the continued function in
the complex r-plane and by extension the position of the aforementioned saddle point
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Figure 3.32 – Isocontours of (a) amplification rate ωiRe and (b) temporal frequency −ωrRe in the
(αr/
√
Reh, αi/

√
Reh) plane for the rotor branch of Case 3 at Re = 4.48. Zero-contours are represented

by a thicker line.

Figure 3.33 – Radial evolution of the absolute complex frequency ω0Re for the rotor branch of Case
3. Markers indicate all the datapoints with ω0,i > 0.

are estimated by selecting the region of ω0(r) around the maximum of ω0,i and then
fitting these values by Padé polynomial that takes the form P/Q where P and Q are
two polynomials of degrees n and n − 1 respectively - see the thorough development by
Cooper & Crighton (2000). Initially, the position of a saddle point is found for n = 3,
and it is then followed as n increases until there is no significant change in its location
in the (Re(r),Im(r)) plane. The position of ωGRe = 2.16 + 0.54i after convergence of
the fitting process (for n = 9) is displayed in Fig. 3.34 along with the isocontours of the
imaginary and real part of the continued function ω0(r ∈ C). The positive amplification
rate ωG,iRe suggests that an unstable global mode can indeed appear in the flow. Note
finally the agreement between the frequency of the mode obtained by DMD 0.35F0 and
the frequency obtained here FG = Re(ωGRe)/(2π) = 0.34F0.
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(a) (b)

(c) (d)

Figure 3.34 – (a-b) Radial evolution of the absolute complex frequency for the rotor branch of Case 3
with the fitted Padé polynomial in the region of interest (dashed line) and the position of ωG (marker).
(c-d) Isocontours of (c) absolute amplification rate ω0,iRe and (d) absolute temporal frequency −ω0,rRe
for the continued function ω0(r) in the complex r-plane for the rotor branch of Case 3 with the position
of ωG (marker) and the corresponding isolines.

The two-dimensional global mode shape can then be computed by seeking the response
of the flow to a perturbation with complex frequency ωG so that the integral Eq. (2.2.35)
can be evaluated. To do so the third resolution method of AVLP, tracking, is used (refer
to Sec. 2.2.4.d). Starting from the known value of α at the radial location rG of ωG, the
evolution of α at fixed ω = ωG is followed as r varies slowly upstream and downstream
of rG. At each radial station, the eigenvector is also computed to consistently gather
the local eigenfunctions contributing to the global solution. For this step, eigenvectors
are normalized using their 2-norm (see Sec. 2.2.3b) and the phase angle is equalized at
an arbitrary axial location (Sec. 2.2.3b). The resulting fluctuations of axial velocity are
shown in Fig. 3.35 where they are compared to the fluctuations generated by the 12-
armed DMD mode (Fig. 3.16d). As clearly seen, the AVLP computations agree well with
the results obtained by DMD. The axial wavelength and the axial amplitude distribution
are well estimated, as well as the radial amplification, with a maximum of amplitude at
r ' 0.24 m and a decaying region upstream. Note however that the integration of the
local stability analyses yield a slightly higher spatial growth rate that causes a slight shift
of the global mode upstream of its position obtained by DMD. Such behaviour is not
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Figure 3.35 – Fluctuating axial velocity of the global rotor mode m = 12 of Case 3. Com-
parison between (top) the mode obtained by DMD and (bottom) the present results with AVLP.
Eigenfunctions are clocked at an arbitrary phase angle. The contour lines represent w/max(w) =
[−1.0,−0.8,−0.6,−0.4,−0.2, 0.2, 0.4, 0.6, 0.8, 1.0].

unexpected for the reconstruction of a global mode from local stability analyses and has
already been observed for wake and jet flows (see e.g. Juniper, 2011).

Global reconstruction of the stator branch in Case 3

A similar strategy is applied on the stator branch of Case 3 (see Fig. 3.28), with
m = +29. After tracking the saddle point at all radial locations and upon convergence
of the Padé fitting process, one obtains the results shown on Fig. 3.36. The plots reveal
that ωGRe = −24.19 + 1.37i which once again agrees well with the DMD frequency of
3.6F0 since FG = −Re(ωGRe)/(2π) = 3.85F0.

The corresponding fluctuations of axial velocity are shown in Fig. 3.35 where they
are compared to the fluctuations generated by the 29-armed DMD mode (Fig. 3.15c).
Similarly to the previous reconstruction of the rotor branch, the AVLP computations
agree well with the results obtained by DMD. The maximum amplitude of the fluctuations
is correctly reached at r ' 0.16 m and they decay both up- and downstream of rG as
observed in the LES predictions. However, it is of note that similarly to the previous
rotor branch, the spatial growth rate for r < rG and the spatial decay rate for r > rG are
both slightly overestimated, causing the vortices to appear to shift to a region closer to
the shaft.

These two successful reconstructions show that assimilating the modes driving the
dynamics of an enclosed rotor/stator flow to unstable global linear modes of the mean
flowfield is a very promising approach. Note also that when the azimuthal wavenumber is
fixed at m = 0 to search for the mode responsible for the axisymmetric pattern obtained
by DMD (Fig. 3.15b), no globally unstable mode can be found, i.e. for all radial locations,
ω0,i < 0. This observation would tend to support the opinion of several workers (see e.g.
Lopez et al., 2009) that such axisymmetric waves are not self-sustained and could indeed
maintain themselves in the boundary layer through some forcing. In the present situation,
such forcing could be achieved due to numerical noise or nonlinear phenomena occurring
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Figure 3.36 – (a-b) Radial evolution of the absolute complex frequency for the stator branch of Case
3 with the fitted Padé polynomial in the region of interest (dashed line) and the position of ωG (marker).
(c-d) Isocontours of (c) absolute amplification rate ω0,iRe and (d) absolute temporal frequency −ω0,rRe
for the continued function ω0(r) in the complex r-plane for the rotor branch of Case 3 with the position
of ωG (marker) and the corresponding isolines.

Figure 3.37 – Fluctuating axial velocity of the global stator mode m = 29 of Case 3. Com-
parison between (top) the mode obtained by DMD and (bottom) the present results with AVLP.
Eigenfunctions are clocked at an arbitrary phase angle. The contour lines represent w/max(w) =
[−1.0,−0.8,−0.6,−0.4,−0.2, 0.2, 0.4, 0.6, 0.8, 1.0].

in the boundary layer during the limit energetic cycle resulting from the interactions
between the globally unstable modes and the convectively unstable modes.
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It is now interesting to turn to Cases 1 & 2 to assess whether the technique represents
a general solution or a process that has to be adapted for each configuration.

Analysis of the low aspect ratio cylindrical cavity

In Case 2, recall that only the stationary disc boundary layer exhibits coherent
structures. Similarly to the previous flow, the fluctuations in the Bödewadt layer organize
as a spiral wavefront with a radially growing azimuthal wavenumber. In spite of this latter
fact, DMD shows that a unique mode is at the source of the three-dimensional pattern
(Fig. 3.22a) displaying 7 arms for Reδ . 150, 16 arms for Reδ & 150 and up to 18 arms
at Reδ ' 250. Note that the spiral is consistently counter-winding and therefore it can
be associated with positive values of the azimuthal wavenumber m (Sec. 2.2.2.c).

In the previous search of the global mode at the origin of the dominant mode in the
stator layer of Case 3, m = 29 was selected because the corresponding DMD mode
has a unique azimuthal wavenumber at all radial locations. In the present case however,
the difficulty comes from the unknown value of m at which to search for the potentially
unstable global mode corresponding to the one obtained by DMD. This information being
missing, it appears necessary to investigate all three possibilities, i.e. m = 7, m = 16 and
m = 18, starting from radial locations where these azimuthal wavenumbers are observed,
e.g. Re = 1.96, Re = 2.94 and Re = 3.92 respectively. Furthermore, given the structure
is observed in the stationary disc boundary layer in LES results (Fig. 3.8b), we naturally
choose to study the behaviour of the ’stator branch’ (Fig. 3.27a) of Case 2.

Allowing αi to be non-zero, it is possible to pinpoint the saddle points of ω(α) cor-
responding to the absolutely unstable behaviour of the mean flow at each location. Fig-
ures 3.38, 3.39 & 3.40 show the isocontours of ω0,iRe and −ω0,rRe in the (αr, αi) for the
three possibilities, i.e. at Re = 1.96, Re = 2.94 and Re = 3.92 for m = 7, m = 16 and
m = 18 respectively. In all three cases, the saddle points have characteristics similar to
the one found at Re = 4.48 in Case 3 (previous paragraph), i.e. located in the αi > 0
half-plane with a positive temporal amplification rate ω0,iRe indicative of a local absolute
instability. Note however that the saddle point found at mid-radius in Case 3 already
had a frequency of 3.75F0 close to the frequency of the mode yield by DMD whereas in the
present cases, all three saddle points have strongly positive frequencies that completely
disagree with the frequency found by DMD.

As discussed previously, the next step is to follow the saddle point away from the
initial location as the base flow changes. This allows to build the line ω0(r) that can then
be continued in the complex r ∈ C plane to find the position of the wavemaker. The
positions of the wavemaker in each case are summarized in Tab. 3.9. First of all, note
that in all cases, the global modes appear to be unstable (ωG,i > 0). Furthermore, it is
remarkable that the global modes with m = 16 and m = 18 are predicted to have their
sources located at the same radial location rG ' 1.55 with frequencies that are close to
each other. On the other hand, the location of the wavemaker of the global mode with
m = 7 appears further away from the outer cylindrical wall and its frequency is much
lower, i.e. 1.44F0 (see Tab. 3.9), but still far from the frequency obtained by DMD.

All this being said, the reconstructed fluctuations of the three global modes (Figs. 3.41-
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Figure 3.38 – Isocontours of (a) amplification rate ωiRe and (b) temporal frequency −ωrRe in the
(αr/
√
Reh, αi/

√
Reh) plane for the rotor branch of Case 2 at Re = 1.96 and m = 7.

Figure 3.39 – Isocontours of (a) amplification rate ωiRe and (b) temporal frequency −ωrRe in the
(αr/
√
Reh, αi/

√
Reh) plane for the rotor branch of Case 2 at Re = 2.94 and m = 16.

Figure 3.40 – Isocontours of (a) amplification rate ωiRe and (b) temporal frequency −ωrRe in the
(αr/
√
Reh, αi/

√
Reh) plane for the rotor branch of Case 2 at Re = 3.92 and m = 18.
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Radial location Amplification Frequency Normalized frequency
rG ωG,iRe −ωG,rRe −ωG,rRe/(2π)

Case m = 7 0.13 0.427 9.06 1.44F0
Case m = 16 0.153 0.656 15.63 2.49F0
Case m = 18 0.158 0.656 16.90 2.69F0

Table 3.9 – Positions and characteristics of the wavemakers for the unstable global modes of Case
2 sought at m = 7, m = 16 and m = 18. The normalized frequency can be directly compared to the
frequency obtained by DMD.

Figure 3.41 – Fluctuating axial velocity of the global stator mode m = 7 of Case 2. Com-
parison between (top) the only mode obtained by DMD (Sec. 3.6) and (bottom) the present results
with AVLP. Eigenfunctions are clocked at an arbitrary phase angle. The contour lines represent
w/max(w) = [−1.0,−0.8,−0.6,−0.4,−0.2, 0.2, 0.4, 0.6, 0.8, 1.0].

Figure 3.42 – Fluctuating axial velocity of the global stator mode m = 16 of Case 2. Com-
parison between (top) the only mode obtained by DMD (Sec. 3.6) and (bottom) the present results
with AVLP. Eigenfunctions are clocked at an arbitrary phase angle. The contour lines represent
w/max(w) = [−1.0,−0.8,−0.6,−0.4,−0.2, 0.2, 0.4, 0.6, 0.8, 1.0].

3.43) agree qualitatively well with the results obtained by LES. Naturally by definition
the radial evolution of the azimuthal wavenumber cannot be found by LSA. However, the
radial span of the three modes match the location of the strongest vortices given by DMD,
i.e. for 0.06 . r . 0.12, with a maximum of magnitude reached around r ' 0.08 as for
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Figure 3.43 – Fluctuating axial velocity of the global stator mode m = 18 of Case 2. Com-
parison between (top) the only mode obtained by DMD (Sec. 3.6) and (bottom) the present results
with AVLP. Eigenfunctions are clocked at an arbitrary phase angle. The contour lines represent
w/max(w) = [−1.0,−0.8,−0.6,−0.4,−0.2, 0.2, 0.4, 0.6, 0.8, 1.0].

the DMD mode. Based on the results obtained previously for Case 3, it is reasonable to
think that they are present in the flow obtained by LES, although the frequencies given by
LSA (Tab. 3.9) do not appear on the pointwise spectra (Fig. 3.22c) or the DMD spectrum
(Sec. 3.6.2). The three modes appearing in the same radial intervals indeed hints at the
existence of interactions between them that could lead to nonlinear phenomena that
are unpredictable by LSA and may induce the zero-frequency and fluctuating azimuthal
wavenumber observed in LES.

Discussion about the high aspect ratio cylinder

The same strategy was finally applied to Case 1. In this case, only the stationary disc
boundary layer is unstable and displays a spiral pattern resulting from the combination
of 11 constituent modes according to the DMD results (App. E). Amongst these modes,
a 3-armed counter-clockwise spiral with frequency 2.73F0 appears as the mode with the
strongest magnitude, and we therefore detail in this paragraph our attempt to link it
to a globally unstable linear mode of the mean cavity flow. The results obtained with
LSA markedly disagree with the characteristics and the two-dimensional organization of
the mode obtained by DMD, and hence we focus the present discussion on the potential
causes of this discrepancy.

As usual, the investigation starts with a temporal stability analysis that we choose to
conduct at mid-radius, i.e. Re = 0.495 in the present case, and at a constant azimuthal
wavenumber m = −3. In accordance with the two previous low aspect ratio cases, the
most amplified stator branch is selected to pursue the spatio-temporal analysis, and it is
found that the maximum ωRe = −3.04 + 1.42i is reached at αr/

√
Reh = 0.15.

These values being qualitatively similar to the ones obtained in Cases 2 & 3, the
investigation continues by allowing αi to be non-zero. Thereupon, only one saddle point in
the (αr, αi) plane is found to be independent of the discretization in α and of the number
of Gauss-Lobatto points NGL. It is identified at coordinates (αr/

√
Reh, αi/

√
Reh) =

(0.035, 0.042) where the absolute complex frequency is ω0Re = −0.1 + 1.11i as shown in
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Fig. 3.44. Unlike the values obtained for the stator branches of Cases 2 & 3, the saddle

Figure 3.44 – Isocontours of (a) amplification rate ωiRe and (b) temporal frequency −ωrRe in the
(αr/
√
Reh, αi/

√
Reh) plane for the rotor branch of Case 1 at Re = 0.495. Zero-contours are represented

by a thicker line.

point is not found at a value of αr/
√
Reh in the vicinity of αr/

√
Reh = 0.15 maximizing

the temporal growth rate. The value of αi/
√
Reh is also unusually close to zero.

These interesting remarks set aside, the next step of the investigation is to follow
the saddle point away from the initial location as the base flow changes. The resulting
evolution of ω0(r ∈ R) with the radial coordinate is shown in Fig. 3.45 along with markers
indicating the positions of the saddle points of the continued function ω̃0(r ∈ C) upon
convergence of the fitting process. The oscillating character of ωrRe(r ∈ R) differs

(a) (b)

Figure 3.45 – Radial evolution of (a) the growth rate and (b) the temporal frequency of the stator
branch of Case 1 with the fitted Padé polynomial in the region of interest (dashed line) and the position
of the saddle points of ω̃0(r ∈ C).

from the trends obtained in Cases 2 & 3 but the behaviour of ωiRe(r ∈ R) is similar.
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After convergence of the Padé polynomials fitting process, the location of the wavemaker
ωGRe = 0.67 + 1.23i is found at rG = 0.026 m. Based on these results, a first remark
concerns the positive sign of ωG,iRe which expectedly implies the possible existence of
a globally unstable linear mode with m = −3. On the other hand and similarly to the
results of the LSA conducted for Case 2, the predicted frequency of this global mode,
i.e. ωG,rRe/(2π) = 0.1F0 noticeably differs from the frequency 2.73F0 yield by DMD.
Furthermore in the present case, the two-dimensional organization of the LSA mode -

Figure 3.46 – Fluctuating axial velocity of the global stator mode m = −3 of Case 1. Com-
parison between (top) the mode obtained by DMD and (bottom) the present results with AVLP.
Eigenfunctions are clocked at an arbitrary phase angle. The contour lines represent w/max(w) =
[−1.0,−0.8,−0.6,−0.4,−0.2, 0.2, 0.4, 0.6, 0.8, 1.0].

shown on Fig. 3.46 - also disagrees significantly with the structure of the DMD mode.
Figure 3.46 actually illustrates several issues.

1. The region of expression of the eigenvectors is located between z ' 38 mm and
z = 40 mm according to the DMD results, but it is overestimated by LSA that
yields vortices contained in the [30, 40] mm interval. Although as usual the number
of Gauss-Lobatto points has been optimized so that the eigenvalues are converged
(Sec. 3.7.2), one can’t exclude the possibility that this discrepancy hints the need
for an even finer grid to resolve the eigenvectors.

2. Also, both the radial wavenumber and the radial amplification of the LSA structure
are incorrect. This points to a wrong estimation of the eigenvalue α, either when
the saddle points are searched at all radial locations or when the natural response
of the flow to an excitation of frequency ωG is studied.

Now that the attempt to link the m = −3 mode of Case 1 to a globally unstable
linear mode has been detailed, we centre the discussion on the potential causes of this lack
of success. The difference between the frequency predicted by LSA and the one obtained
by DMD can be attributed to nonlinear phenomena provoked by the interactions between
the numerous modes constituting the dynamics of the flow. By nature, such phenomena
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cannot indeed be captured by LSA and are known to induce modal pairing (see e.g.
Ho & Huerre, 1984) and subsequent changes in the effective frequency of the structures.
Regarding the difficulty to solve the dispersion relation, note that the value of the interdisc
Reynolds number Reh may play a significant role as in Case 1 Reh ' 1.4 × 105 is two
orders of magnitude greater than in Cases 2 & 3. Recall indeed that the interdisc
Reynolds number had to be introduced during the development of the linearised equations
for two-disc flows (Eqs. (2.2.22)-(2.2.25)) and more specifically appears directly as a factor
of α in Eq. (2.2.23). This still has to be verified, but the large value of Reh might cause
the differential equations pertaining to the linear response of Case 1 to be steeper and
the different terms more unbalanced, hence inducing larger errors during the resolution
of the system than in Cases 2 & 3. Finally, recall that Case 1 displays two separate
recirculation bubbles (Sec. 3.4.2) and other characteristics more common in tall cylinder
enclosures than low aspect ratio rotor/stator cavities. They create among other things a
thick outer cylindrical boundary layer and limit the region where the flow behaves like
a rotor/stator flow to radial locations between 6 mm and 28 mm. Altogether, these two
facts question our fundamental assumptions that the flow can be considered as locally
parallel and one-dimensional. These two hypothesis are indeed mandatory for the results
from local linear stability analyses to be valid and by extension the combination of local
eigenmodes into a global mode to be physically meaningful. In the present case, the
discrepancies with the reference data could therefore be explained by the greater three-
dimensionality of Case 1, although a thorough investigation is left to be conducted to
support this assumption.

Discussion of the results

A first spatio-temporal stability analysis was led based on the temporally and az-
imuthally averaged flow of Case 3 (Sec. 3.4.2). In addition to the spectral characteristics
of the DMD modes that can be predicted by LSA, the two-dimensional organization can
also be reconstructed and is found to agree very well with each mode spatial represen-
tation. The principal conclusion of this investigation of Case 3 is therefore that each
boundary layer structure corresponds to the mark of a globally unstable linear mode of the
rotor/stator cavity mean flow whose wavemaker is located close to the outer cylindrical
boundary layer. It leads to several important remarks.

• First of all, our results agree with the observations of Healey (2007) that enclosing a
rotor/stator flow turns a usually convectively unstable flow into a globally unstable
flow.

• Contrary to swirling jets for instance (Oberleithner, 2012), the dynamics of a transi-
tional rotor/stator flow appears to be driven by several global modes with different
frequencies, cohabiting within the flow but expressing themselves most at distinct
axial location.

• As a global mode propagates by definition to the whole flow, it is now easier to
understand why the probes placed at different locations within the cavities (see
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Fig. 3.18 and Tab. 3.6) would capture signals constituted of the same frequencies.
These frequencies, that we previously identified as the frequencies of the DMD
modes, are in fact the frequencies of the global modes of the mean flow.

• It is finally important to note that LSA did not reveal any global mode expressing
itself at a height corresponding to that of the homogeneous core where only weak
traces of the identified boundary layer modes are seen. This observation leads to the
conclusion that the patterns observed at mid-height in the cavity (Sec. 3.5.3) result
from the interactions between the cohabiting global modes and their influence on
the mean flow. Note that this remark also agrees with the DMD that did not yield
any mode present exclusively in the core flow.

All in all, this technique appears to be very promising for the prediction of the dominant
instabilities responsible for the strong pressure fluctuations in an enclosed rotor/stator
flow.

When a similar strategy is applied to the averaged flow of Case 2, a difficulty arises
due to the radial evolution of the azimuthal wavenumber of the pattern in the boundary
layer. Three different wavenumbers were therefore considered and for each one the corre-
sponding global mode is found to be unstable. Also, the two-dimensional reconstructions
of the velocity fluctuations show that all three modes exist in the same radial interval,
and their radial wavenumber and radial amplification are found to agree with the results
obtained by DMD. Although by nature LSA cannot capture the radial evolution of the
azimuthal wavenumber of the pattern observed in the LES solutions, the three modes
located at the same radial position hint at potential interactions that could trigger a
combination of the vortices and a locking of their overall frequency at the value yield by
LES.

In Case 1, the approach appears to find its limits. In this high aspect ratio configura-
tion driven by numerous DMD modes, the link between these modes and globally unstable
linear modes of the mean cavity flow cannot indeed be found. Aside from making this
configuration unrepresentative of industrial turbine stages cavities, the large aspect ratio
of Case 1, i.e. G = 1.18, causes the flow to exhibit characteristics commonly associated
with tall rotating lid-cylinder flows (Gelfgat et al., 2001). These are believed to generate
a flow with a greater three-dimensionality that questions the fundamental assumptions
of LSA, i.e. that the flow can be considered as locally parallel and one-dimensional.
Although it requires a thorough verification, these facts are thought to constitute the
reason why the DMD modes cannot be associated to global linear modes as directly as
in Cases 2 & 3.

3.8 Conclusion
High Reynolds number rotating cavity flow is a recurrent and basic fundamental prob-
lem that often results in flow instabilities with the main consequence that in industrial
applications they may yield system failure or mistuned operating conditions. Although
fundamental, these flows and more importantly the occurrence of such instabilities need
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to be further understood. With such an objective in mind and in an effort to contribute
to this improved understanding several wall-resolved LES have been performed on ro-
tor/stator cylindrical cavities (Rm = 1) with two aspect ratios G = 1.18 and G = 0.2
and on an annular cavity of aspect ratio G = 0.2 with a value of the curvature parameter
Rm = 1.8. The flow high Reynolds number Re = 105 was the only constant between the
different configurations. The literature (e.g. Séverac et al., 2007) and well known auto-
similar solutions (Rogers & Lance, 1962) of the flow between a rotating and a stationary
disc allowed to validate the mean flows extracted from the LES predictions. The first
observation is that such high Reynolds number rotor/stator cavity flows all organize the
same way in the mean and belong to the fourth kind of rotor/stator flows according to
Daily & Nece (1960) classification, with viscosity driven disc boundary layers separated
by a homogeneous core rotating in bulk. Furthermore, adequate comparisons demon-
strate the capacity of wall-resolved LES to accurately capture the level of turbulence
(Lygren & Andersson, 2001) of such a high Reynolds number rotor/stator cavity flow as
well as to resolve the disc boundary layers while predicting the correct thickness of the
inviscid-like homogeneous core flow in the cavity.

Once validated, the LES predictions are used to investigate the dynamic behaviour
and organization of the different layers of the flow. In all cases, the top stationary disc
boundary layers were found unstable to circular and spiral waves akin to those described
by Serre et al. (2001) whereas the bottom rotating disc boundary layers remained undis-
turbed except in the presence of an inner cylindrical shaft (Case 3). For the Bödewadt
layer instabilities, the characteristic parameters (radial and azimuthal wavenumbers, spi-
ral inclination angle, frequency, phase velocity) were found to be in good agreement with
available results (Gelfgat, 2015; Itoh, 1991; Tuliszka et al., 2002; Serre et al., 2001; Gau-
thier et al., 1999; Lopez et al., 2009), either experimental, theoretical or numerical. The
characteristic parameters of the patterns present in the Ekman layer also take expected
values according to the theoretical development made for instance by Lingwood (1995a)
or the numerical work by Serre et al. (2001), although the experimental or numerical
description of an unstable rotating boundary layer is less common in the literature. In
addition to the aforementioned descriptions of the well known boundary layer patterns,
the LES predictions are used to show that in spite of its quasi-inviscid nature, the ho-
mogeneous core flow becomes unstable to annular and spiral patterns in all three cases
too. These waves, although not described so far in the literature, might be compared to
patterns observed for instance by Gelfgat et al. (2001) in the course of an investigation
bearing on the flow in tall rotating-lid cylinder enclosures. Further study of the velocity
fluctuations show that the core structures actually emerge in the stationary disc boundary
layer and extend throughout the central core until they reach the rotating disc bound-
ary layer. The structures in the boundary layers and within the inviscid-like core were
therefore found to be dependent on each other, even though the azimuthal organization
in the different layers of the flow are markedly different as well as the inclination of said
structures with respect to the geostrophic flow.

The investigation is then pursued using dedicated tools such as three-dimensional
Dynamic Modal Decomposition (DMD) (Schmid, 2010) to qualify in more details the flow
patterns present in the entire cavities. It is first shown how, based on the visible pattern
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predicted by the LES, only a few DMD modes are necessary to rebuild the dynamics of
the stationary disc boundary layer (three modes in Case 3, a unique mode in Case 2
and eleven modes in Case 1). The three-dimensional nature of the DMD modes allow to
compare the induced azimuthal organization of the flow at every axial position within the
cavity, and it actually shows that the superposition of the modes drives the dynamics of
the stationary disc boundary layer as well as the dynamics of the whole flow, everywhere
in the cavity. The different patterns observed in the LES predictions (annular and/or
spiral waves in the boundary layers and the homogeneous core) are then found to simply
be the result of the interactions between these atomic modes and the mean flow. Finally,
to address more specifically the industrial or experimental data, the three cavities are
equipped with pointwise probes to locally monitor the axial velocity fluctuations. All
signals, wherever the probe is located, turn out to be based on the same few constituent
frequencies whose magnitudes are seen to fluctuate with the position inside the cavity.
These constituent frequencies are an exact match to the frequencies of the few DMD
modes proven to be necessary to drive the dynamics of the rotor/stator cavity flow, and
what is more the fluctuations in magnitude noticed between the pointwise signals also
reflect exactly the space amplitude distribution pictured by the DMD modes.

Considering all three cavities with different values of Rm and G permits an explo-
ration of the parametric space and allows us to extend the previous conclusions to all
rotor/stator geometries: independently of the radial and axial confinements, an enclosed
rotor/stator cavity flow unsteady activity seems likely to be driven by only few modes,
either axisymmetric or three-dimensional, whose combination is responsible for the pat-
terns observed in the predictions. Due to the three-dimensional nature of such modes,
their respective frequencies are also the constituent frequencies of all signals monitored
anywhere in the cavity using pointwise probes. This point also makes the connection
with the potential application in turbomachinery or more generally industrial applica-
tions where strong velocity fluctuations are indeed monitored in rotor/stator cavities and
which could correspond, according to the present investigation, to the frequencies of a
handful dynamic modes responsible for the overall organization of the flow.

Finally we oriented the discussion towards the linear stability analyses of the enclosed
rotating flows with the objective to propose a strategy to predict the appearance of
the dominant modes observed in LES. It was shown that although temporal analyses
yield interesting information about the local dynamics of the fluctuations, letting the
radial amplification αi = 0 at all locations does not allow to capture the correct two
dimensional shape of a mode. Inspired by well-known literature dealing with global
mode reconstruction for jet and wake flows (see e.g. Juniper, 2011; Oberleithner, 2012),
the attention was focused on spatio-temporal stability analyses in order to capture, at
each radial location, the absolute stability of the base flow to a given perturbation. In
some cases, the study shows that the unsteady phenomena observed in LES are related to
globally unstable linear modes of the mean flow. Furthermore in these cases, integration
of the successive local analyses and an adequate assembling of the local eigenmodes lead
to an accurate estimation of the two-dimensional organization of the mode.
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Following the previous investigation on smooth rotor/stator cavities �ow dynamics,
this chapter focuses on the large scale dynamics of high Reynolds number indus-
trial grade rotor/stator cavities using Large Eddy Simulation (LES). In the present
case, of speci�c interest are the unsteady pressure phenomena known as 'pressure
bands' and their dependency on geometrical and thermal parameters. Such dan-
gerous operating modes are today not captured by CFD: the present primary goal
is to investigate the ability of LES to accurately reproduce such �ows and their
sensitivity in terms of large scale motions and spectral content. After validation
of LES based on two geometries and thermalization, we show that LES repro-
duces the spectral content overhaul triggered by the change of thermalization. The
second objective is a study of the activity recorded in the di�erent cases to im-
prove our understanding of the 'pressure bands' phenomena. To do so, Dynamic
Modal Decomposition (DMD) reveals that the dynamics of the �ow is driven by
some atomic modes whose combination explains the oscillatory signals registered by
pointwise-probes. These modes form macro-structures occupying the interdisc space
and are at the origin of the large-scale �ow dynamics. Finally, they are observed
to signi�cantly di�er depending on the con�guration, con�rming the dependency of
'pressure bands' phenomena on the operating condition and geometrical parameters.

4.1 Introduction
Benchmarking campaigns targeting cryogenic engines turbopumps often reveal the ex-
istence of unidentified unsteady pressure phenomena registered within the rotor/stator
cavities of the first stage of the turbine. As mentioned in the introduction, the cor-
responding signals are often marked by a handful of constituent frequencies indicative
of strong oscillatory and coherent phenomena that have proven highly detrimental to
the proper operation of the turbopump, eventually threatening the structural integrity
of the rocket. Furthermore, such features, named ’pressure bands’ due to the patterns
appearing on the spectrograms, have been observed to be highly sensitive to changes
in the rotor/stator cavity geometry. As a consequence of such changes, the pressure
fluctuations have been seen to cancel, be damped or amplified, their frequencies blue-
or red-shifted. Interestingly, for a fixed geometry, this unsteady phenomenon has also
proven to be very sensitive to the operating point and the thermal state of the machin-
ery. The present study, using the diagnostics and post-processing techniques validated
on academic cavities (Chap. 3) is intended to shed some light on these thermal and geo-
metrical dependencies to improve our understanding of the ’pressure band’ phenomenon.
To do so, three different configurations are considered, with either different geometries
or average flow temperature.

If all complex geometrical features of a turbine stage are neglected, the problem
reduces to a flow between two coaxial disks, one of which is in rotation (the rotor) while
the other is stationary (the stator). This similarity guided us towards a preliminary in-
depth study of the dynamics of flows in academic smooth rotor/stator cavities (Chap. 3).
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The results of such studies, albeit only first-order model for turbomachinery rotor/stator
flows, led to a better understanding of the behaviours of rotating flows at all regimes.
They indeed showed that the unsteady pressure phenomena registered everywhere in the
cavities are modal in nature and constituted of a few modes that can be obtained by DMD.
Following these conclusions, we use in the present chapter the same unstructured LES
approach to simulate actual industrial turbine flows at extreme Reynolds numbers. Then,
the post-processing techniques and diagnostics techniques validated on the academic flows
are applied to the industrial flows to analyse the pressure fluctuations in situ and clarify
the causes of the ’pressure bands’.

The chapter is organized as follows. First a discussion about the geometrical set-up
is provided and the differences between the two geometries under study are given. Then
a general presentation of the CFD software and of the numerical details follows. Sec-
ond, as the primary goal of this paper is to qualify LES-based CFD tools in providing
informations about such complex industrial turbomachinery flows, we establish a com-
parison between the mean flow fields predicted by LES and well-known results from the
literature on enclosed smooth rotor/stator cavity flows. The last section focuses on an
in-depth analysis of the dynamics of the flow, based on pointwise spectral analyses and a
three-dimensional modal decomposition. At this point, influence of the geometry and of
the thermal environment on the nature of the pressure fluctuations is analysed. Finally,
conclusions and opening remarks are provided.

4.2 Presentation of the configurations

4.2.1 Geometries and modelling
During the course of this study, a total of three complex industry-like geometries have
been computed. This section presents the geometrical and numerical configurations used
in the three cases, in addition to the meshing strategies and the resulting grids.

4.2.1.a Geometries and characteristics

A schematic of the base geometry used in the present investigation is seen in Fig. 4.1. It
can be decomposed into three main cavities:

• the rotor/stator cavity, referred to as C1, located at the bottom and outlined in
light-grey;

• the outer channel, called C2, outlined in dark-grey;

• the high-radius cavity, C5, outlined in black.

To further simplify discussions, the portion of C1 located between the locking ring and
the C1-C2 pass (filled with darker grey on Fig. 4.1) will be referred to as C3. Within C1
and C3, four radial locations of interest have been marked as they indicate four regions
where the distance between the rotor and the stator do not vary much and where the flow



128
Chapter 4 : Investigation of the flow in the first-stage of an industrial turbopump

turbine

Figure 4.1 – (r,z)-cut of the axisymmetric geometry used for Case 1 (without C5) and Case 2 & 3
marked with relevant notations pertaining to the names of the cavities, the inlets & outlets, the location
of the rotor, four radial stations of special interest and the trace of the (r,θ)-cut used for the DMD
algorithm (see Sec. 4.4.2.b).

can therefore be compared to the flow between two smooth discs. These locations will
be referred to as r1 = 0.278, r2 = 0.378, r3 = 0.488 and r4 = 0.701. Also, we indicate on
Fig. 4.1 the axial location at which (r, θ)-cuts were extracted to run the DMD algorithm
(refer to Sec. 4.4.2.b). This location will be referred to as zpass = 0.165. Note that all
length mentioned in the present document, either radial or axial distances, have been
normalized by the maximum radius of the geometry.

Both geometrical configurations to be detailed hereafter have the same flow inlets and
outlets, respectively marked on Fig. 4.1 by full lines and dashed arrows. The inlet located
at lowest radius, called I1, represents the pure Species1 leak that appears in real machines
and due to the joint isolating the turbine stage from the turbopump fuel intake. The
inlet of C2, called I2, corresponds to the flow of hot combustion products coming from
the gas generator which drives the turbine stage. One can also identify on Fig. 4.1 the
rotor wall marked with long dashed lines, whereas the rest of the stationary walls of the
cavity are marked with full lines. Since one of the objectives of this study is to assess
the capacity of LES to recover the geometrical sensitivity of pressure bands, two specific
computational domains derived from the original configuration detailed on Fig. 4.1 are to
be addressed. In the first LES named Case 1, the outermost cavity C5 is omitted from
the computational domain (see grey dashed box on Fig. 4.1) to serve as the reference
prediction. Case 2 is similar to Case 1 but C5 is kept in the computational domain
to assess its impact on the flow and on the behaviour of the pressure bands. Finally,
using the complete geometry, the temperature of the shaft leak-flow (inlet I1, refer to
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Fig. 4.1) is raised from its initial value to test whether the thermal state of the main
cavity flow, often changing during the operation of the machine, markedly affects the
unsteady pressure phenomena (Case 3). A summary of the cavities used in each case is
provided in Tab. 4.1.

Cavity C1 Cavity C2 Cavity C5 I1 fluid
Case 1 × × cold
Case 2 × × × cold
Case 3 × × × warm

Table 4.1 – Geometrical composition of the computational domains retained for the LES’s along with
the leak thermal state.

4.2.1.b Meshes

The two geometries used in the present investigation (see Tab. 4.1 and Fig. 4.1) have been
meshed entirely with tetrahedrons. To ensure consistency between the computations, the
mesh of the second geometry is simply a linear combination of the mesh used for the first
geometry and the mesh created for C5. In other words, the meshes used for C1, C2 and
C3 are identical for both geometries, and the mesh of C5 is added for the computations
of Case 2 and Case 3.

Figure 4.2 – (r,z)-cut of the three-dimensional mesh used for
Case 1, Case 2 & Case 3, supplemented with insets showing
the areas of refinement: (top, red) C2-C5 pass, (bottom, blue)
inlet I1.

Figure 4.2 presents an
overview of the mesh and of the
multiple zones of refinement in a
(r,z)-cut of the three-dimensional
grid used for Case 1 (if C5
is omitted) and Cases 2 & 3
(otherwise). To capture the shaft
H2 jet characteristics (inlet I1,
see Fig. 4.1), the low-radius area
of the geometry (see Fig. 4.2,
bottom-blue inset) has been
refined such that tetrahedrons in
this regions have, on average, half
the volume of the tetrahedrons
used in C1. The same strategy
has been applied to C3 (see
Fig. 4.1) and the C2-C5 pass (see
Fig. 4.2, upper-red inset) so as
to improve the resolution of the
flow in these regions of strong

mixing. No special treatment has been applied to C2 where the mesh is radially and
longitudinally homogeneous. The principal characteristics of the two meshes used
respectively with Case 1 and Cases 2 & 3 are summarized in Tab. 4.2.
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Case 1 Cases 2 & 3 Gain
Ntet — 82 551 252 109 578 962 132 %
Nnodes — 14 686 682 19 551 603 133 %
Vmin [m3] 6.8× 10−14 7.2× 10−14 106 %
Vmax [m3] 3.2× 10−10 4.4× 10−10 137 %

Table 4.2 – Summary of the meshes principal characteristic values. Mesh growth induced by the
addition of C5 reported under the ’Gain’ heading.

As mentioned in introduction, the purpose of the present investigation is to assess the
ability of the LES to reproduce the unsteady phenomena occurring in these geometries.
As a consequence, note that the two configurations are not sectors but rather full 360◦
geometries to capture all fluid motion, without any restrictions or simplifications and
especially without forcing any azimuthal periodicity.

4.2.2 Numerics
The purpose of this work dedicated to industry-like configurations is to compare the
behaviour of the flows and assess the impact of different factors (presence or not of the
different cavities, temperature of the injected fluid) originally reported of importance
in the experiments on the instability. To do so and in addition to the use of identical
meshes, identical initialization processes, convergence criteria and numerical parameters
have been devised for all three cases. These are detailed in the present section. A
final note is made on the performances of the solver and the cost of the computations.
The numerical parameters and models are kept constant for the three cases and can be
organized according to two categories: the solver parameters and the turbulent closures
as well as flow overall modelling.

As mentioned above (see Fig. 4.1), both geometries have two inlets (resp. I1 and I2)
and a single outlet (O1), the rest of the boundaries being fixed walls, to the exception
of the rotor naturally. The three Cartesian velocity components (u, v, w) (along (z, x, y)
resp.), the static temperature Ts and the species mass fraction (YSpecies1 ,YSpecies2) are
imposed at the inlets, whereas a static pressure Ps is given at the outlet. All walls are
chosen to be adiabatic, impermeable and the fluid is supposed to assume the velocity
of the wall (no-slip condition), be it zero (stator) or some tangential velocity (rotor).
Furthermore, due to the unreasonable CPU cost necessary to refine sufficiently the mesh
near the walls to capture the flow boundary layers, a classical law-of-the-wall is used
on all fixed walls in order to impose the wall shear stress instead of computing it. The
expression of the law is equivalent to the formulation presented by Coles & Hirst (1968)
and is as follow: (

u+ = n+ for n+ ≤ 11.445
u+ = k−1 ln (En+) for n+ > 11.445 (4.2.1)

with k = 0.41 and E = 9.2, where u+ = u/v∗ and n+ = nv∗/ν are respectively the inner
velocity and normal wall distance, v∗ being the wall-friction velocity defined using the
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wall shear stress τw (v∗2 = τw/ρ), while ν is the kinematic viscosity of the fluid and ρ
its density. Additionally, the wall-normal heat-flux and velocity is set to zero to induce
respectively adiabaticity and impermeability. Note that to ease the computation, two
exceptions have been made for a part of the channel immediately after I1 and the channel
extension in C2. There, the fluid is allowed to slip on the adiabatic and impermeable
walls. These conditions are summarized on the illustration shown in Fig. 4.3.

Wall law

Wall no-slip rotating at
Ω = 2πF0

Wall slip

Inlet
(u, v, w, Ts, YSpecies1 , YSpecies2)

Outlet Ps

Figure 4.3 – Schematic representation of the boundary conditions used in Case 1, Case 2 and Case
3 along with relevant legend annotations.

The choice of a law-of-the-wall modelling approach i.e. so called wall modelled LES
has a major impact on the meshing strategy. In the present case, the implementation
of the law expressed in Eq. (4.2.1) indeed allows to capture best the boundary-layer
dynamics when the first mesh nodes have a normal wall coordinate n+ ' 30. This
implies that once a mesh is produced, the values of the normal wall coordinate n+ have
to be checked a posteriori and if a majority of nodes does not approach the above criterion
then corrections have to be applied to the mesh and an iterative process is needed leading
to an optimized mesh. For the present studies, the values of n+ at the last iteration are
displayed under the form of probability densities in Fig. 4.4, for Case 2 (Fig. 4.4a) and
Case 3 (Fig. 4.4b), the values obtained in Case 1 being very similar to those predicted
by the LES of Case 2. The densities are plotted separately to allow for a more accurate
interpretation. The left black bars correspond to the upper channel (C2) wall, the middle
brown bars to the stator wall and the right light blue bars to the rotor wall. These
values are obtained by azimuthal sampling of the last instantaneous LES field obtained
for Cases 2 & 3, when the flow is statistically stationary. There is a marked difference
between the values yield for Case 2 and Case 3, the latter being smaller on average. The
most important change occurs along the rotor wall where values of n+ barely go beyond
50 in Case 3 whereas there is a non-negligible proportion of nodes with n+ ≥ 100 in
Case 2. All in all, these values give precious information relative to the accuracy of the
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(a) (b)

Figure 4.4 – Density probability of normal wall coordinate n+ predicted by the LES of (a) Case 2
and (b) Case 3. The repartition over C2 upper wall (left black), the stator wall (middle brown) and the
rotor wall (right light blue) have been separated from each other.

LES predictions close to the walls. The histograms indeed show that most points have
n+ < 35, ensuring that the mesh close to the walls is sufficiently refined to potentially
allow for the right description of the wall turbulent boundary layers by the model as well
as the in cavity flow dynamics (refer to Bridel-Bertomeu et al., 2016, for more details -
see App. F).

To conclude the discussion about the boundary conditions, it is noteworthy that the
inlets I1 and I2 and the outlet O1, as commonly done in the context of compressible LES,
are treated with Navier-Stokes Characteristic Boundary Conditions (NSCBCs) (Poinsot
& Lele, 1992; Lodato et al., 2008; Pirozzoli & Colonius, 2013). It has been verified in
the present cases that these treatments allowed for the correct prediction of the radial
equilibrium is C2 (see the thorough demonstration by Koupper et al. (2014) for more
details and refer to App. G for the demonstration of the radial equilibrium formula).

Another necessity to ensure coherence between the three computations relates to the
settings of the numerical solver and their relevance with regard to LES recommendations.
The compressible multi-species Navier-Stokes equations are solved using a finite-element
scheme TTGC (Colin & Rudgyard, 2000) based on a two step Taylor-Galerkin formulation
that relies on a cell-vertex formalism and schemes (Lamarque, 2007; Colin & Rudgyard,
2000) specifically designed for LES. The solver possesses low diffusion and dispersion
properties which make it highly suitable for LES by providing 3rd order space and time
accuracy. The subgrid scale modelling is closed using the WALE model (Nicoud & Ducros,
1999), which allows for a better behaviour of the turbulent subgrid eddy viscosity for wall
bounded flows, while the laminar dynamic viscosity, µ, assumes a power law. Note also
that the fluid is assumed to follow the ideal gas law for complex mixtures: i.e. dependent
on the local composition issued by the multi-species problem solved. To avoid the small-
scale oscillations (a.k.a. wiggles) in the vicinity of steep variations and to smooth very
strong gradients, artificial viscosity is introduced in the three computations, both 2nd

order to smooth under-resolved gradients and 4th order to dissipate potential wiggles.
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The artificial viscosity application is based on the ’Colin-sensor’ (Colin & Rudgyard,
2000) modified for multi-species flow. All these parameters are summarized in Tab. 4.3.

Solver type Navier-Stokes

Di�usion scheme Finite elements, 2∆ stencil

Convection scheme Two-steps Taylor Galerkin TTGC
O(∆t3), O(∆x3)

Subgrid scales model WALE

Laminar viscosity µ = µ0(T/T0)n

Arti�cial viscosity
Colin-sensor
Extra 10% 4th order onto conservative (ρu, ρv, ρw)
Over- & undershoots in Yk handled

Table 4.3 – Summary of the numerical parameters common to Case 1, Case 2 and Case 3.

Finally, before moving on to the interpretation of the LES predictions, it is paramount
to ensure that all transients, numerical and/or physical have been evacuated and that the
flow under scrutiny is indeed statistically stationary. In the present investigation, two
criteria have been considered to ensure the global equilibrium of the flow:

(a) that the total kinetic energy of the flow is at a plateau with zero-mean fluctuations,

(b) that the difference between the inflowing and outflowing mass is balanced.

Figure. 4.5 shows an example of global mass flow balance taken from Case 2. The
behaviours in Case 1 and Case 3 are identical, and after about 0.015 s (10 periods) the
flow reaches an oscillating equilibrium characterized by zero-mean fluctuations visible in
the bottom-right inset of Fig. 4.5.

To conclude this presentation, indications on the solver performance for the afore-
described settings, i.e. the related computational costs and its efficiency, are reported.
All computations were performed for approximately 25 full rotations of the rotor using
Intel Haswell processors (E5-2680v3, 12 cores per processor) mounted in a LENOVO
cluster (peak performance of 242 Tflops/s) located within the facilities of CERFACS.
Case 1 was computed using 200 processors with a runtime of approximately 7 days,
whereas Case 2 and Case 3 used only 60 processors and therefore have runtimes of
approximately 19 days and 41 days, respectively. Tab. 4.4 summarizes all performance
data.

4.3 Comparative study of the mean carrier flow
Now that the three configurations of interest have been described in details (Sec. 4.2),
this section focuses on the characteristics of the predicted mean flowfields. The pur-
pose of the present study is twofold: first the analysis of the averaged fields provides a
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Figure 4.5 – Balance of the inflows and outflows of Case 2 plotted as a global mass flow rate with an
inset showing the convergence to zero.

Case 1 Case 2 Case 3

∆t 1.540× 10−5 1.320× 10−5 8.718× 10−6 periods
Nit 1 697 200 1 980 000 4 365 000 —
tphys,max 26.5 26 38.25 periods
tCPU 203 042 330 926 708 794 h
NCPU 2400 720 720 —
truntime 7 19 41 days

Table 4.4 – Summary of the solver performances for all three industrial cases and related computational
costs. All computations have been performed on 60 or 200 Intel Haswell (E5-2680v3) processors (12 cores
per processor).

first-order evaluation of the quality of the LES predictions, and second the use of more
advanced diagnostics only based on the average data (root-mean square fields, stream
lines computations, . . . ) allows to pinpoint zones of high activity in the flow where it is
most interesting to focus the investigations about the flow dynamic behaviour (Sec. 4.4).

4.3.1 Presentation of the averaging operators
The results presented in Sec. 4.3.2 are obtained through the application of one of three
distinct averaging operators that will be referred to as ’temporal’, ’azimuthal’ and ’en-
semble’ averages.

The temporal average of a three-dimensional unsteady field X, noted 〈X〉t is the
arithmetic average of multiple samples of X equireparted in time such that

〈X〉t (r, θ, z) = 1
Nt

Nt∑

k=1
X (r, θ, z, t0 + k∆t) (4.3.1)

where t0 represents the time at which the first sample is taken and ∆t the time elapsed
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between two successive samples. This quantity is therefore a three-dimensional field and
as such it can be used to observe the mean flow motion within the geometries and provide
information concerning, for instance, the privileged direction of the flow in the different
cavities. Note that it is mathematically correct to omit the time dependence of 〈X〉t
if and only if all tk are chosen over a period when the flow is temporally converged,
i.e. statistically stationary - during the early stages of the computation for instance,
changing the triplet (t0, ∆t, Nt) will change the value of 〈X〉t. Fig. 4.6 provides a visual
representation the operator 〈·〉t.

Figure 4.6 – Visual representation of the temporal averaging operator 〈·〉t (Eq. (4.3.1))

The azimuthal average of X, noted 〈X〉θ uses the same strategy as 〈·〉t only it is
based on the arithmetic average of multiple samples of X taken at a specific instant and
equireparted in azimuth (the tangential direction along θ) such that

〈X〉θ (r, z, t) = 1
Nθ

Nθ∑

k=1
X (r, θ0 + k∆θ, z, t) (4.3.2)

where θ0 represents the azimuthal position of the first sample, and ∆θ the angle between
two successive samples. This operator consequently yields a two-dimensional unsteady
quantity that may be used to represent the temporal evolution of the three-dimensional
mean flow projected on a (r, z) plane. Fig. 4.7 provides a visual representation the
operator 〈·〉θ.

Finally, the ensemble average of X can be seen as the combination of the two previous
operators 〈·〉t and 〈·〉θ. It is noted X and is built as the arithmetic average of azimuthally-
equireparted slices of temporally-equireparted samples of X or in other words

X (r, z) = 1
NtNθ

Nt∑

i=1

Nθ∑

j=1
X (r, θ0 + j∆θ, z, t0 + i∆t) (4.3.3)

This operator produces a two-dimensional field located in the (r, z) plane that gives an
axisymmetric approximation of the three-dimensional mean field - in other words

if ∂X
∂θ
≡ 0 then ∀ θ ∈ [0, 2π] , 〈X〉t(r, θ, z) = X(r, z) (4.3.4)
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Figure 4.7 – Visual representation of the azimuthal averaging operator 〈·〉θ (Eq. (4.3.2))

Naturally, similarly to the temporal average (see Eq. (4.3.1)), this operator has no de-
pendence on time if and only if the samples X(r, θj, z, tk) are all taken when the flow is
temporally converged.

All such manipulations serve different purpose and all three will be used in what
follows, but unless otherwise specified two discretization parameters will be kept constant,
that is the number of azimuthal samples Nθ = 360 and time samples Nt = 40, taken for
t ≈ 3 periods to t ≈ 26 periods, i.e. ∆t ' 0.6 periods apart. By default the transient
(see Fig. 4.5) is consistently removed and the operators rely on solutions only extracted
during the limit energetic cycle where the flow is statistically stationary.

4.3.2 Quality of the LES predictions
As mentioned in the introduction, the first goal of the present investigation is to assess
the capacity of wall-modelled LES to correctly predict the flow in an industrial grade
rotor/stator cavity. The literature is however scarce when it comes to experimental
data or reference numerical simulations for such complex flows and as a consequence
in this section we intend to compare the LES predictions for Cases 1 to 3 against
results obtained in smooth rotor/stator cavities at approximately the same characteristic
dimensionless numbers. Within the portions of C1 where the distance between the rotor
and the stator is approximately constant, the base flow would indeed be expected to
behave similarly to that within a smooth annular rotor/stator cavity such as those studied
in Chap. 3 (refer to Serre et al., 2001; Séverac et al., 2007, for more details).

Based on this remark, four stations have been identified in C1 and C3 (see Fig. 4.1)
around the radial locations r1, r2, r3 and r4 (see Sec. 4.2.1.a). Figure 4.8a (resp. b)
shows the evolution of the axial (resp. radial) Reynolds number Reh = h2Ω/ν̂ (resp.
Rer = r2Ω/ν̂) with the radial coordinate. Note that in those expressions, ν̂ is the mean
kinematic viscosity at the corresponding radial station, i.e. ν̂(r) =

∫ zmax
zmin ν(r, ξ)dξ. All

trends are in very good agreement. It is however noteworthy that with a warm shaft
Species1 leak (I1, Case 3), both Reynolds numbers everywhere in C1 decrease by about an
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order of magnitude due to the different evolution of viscosity with the temperature of the
near wall fluid. Interestingly, this operating condition change brings the radial Reynolds
number around r1 and r2 below 106, thus hinting at the possibility of a transitional rather
than a fully turbulent flow in the rotor and stator boundary layers (see e.g. results by
Séverac et al., 2007; Serre et al., 2001).

Figure 4.8 – Evolution with the dimensionless radial coordinate of (a) the axial Reynolds number
Reh = h2Ω/ν̂ and (b) the radial Reynolds number Rer = r2Ω/ν̂. The four locations of extraction r1, r2,
r3 and r4 are marked by symbols and the viscosity is defined by ν̂(r) =

∫ zmax
zmin

ν(r, ξ)dξ

Figure 4.9 shows the axial profiles of the dimensionless mean radial u∗r = ur/(rΩ)
and azimuthal u∗θ = uθ/(rΩ) velocity components at all four extraction locations (see
Fig. 4.1a) and for all three configurations, compared to the auto-similar laminar solution
by Rogers & Lance (1962) computed at the corresponding axial Reynolds number Reh.
Note that strong caution is advised regarding the interpretation of the results that follow.
First, the solutions proposed by Rogers & Lance (1962) were designed to match the
evolution of a laminar flow between two infinite discs, which is not the case here as there
are some strong geometrical effects due to the rapid changes in aspect ratio within C1
(see below). Second, the flow in all three cases is undoubtedly strongly turbulent and as
such may at best qualitatively behave like the self-similar solutions. All this being said, it
is therefore not surprising that contrary to the academic cavities (Chap. 3) that could be
exactly classified under the categories established by Daily & Nece (1960) (see Sec. 2.1.3,
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Fig. 2.7), the present results show more variability.

(a) (b)

Figure 4.9 – Axial profiles of the dimensionless mean (a) radial u∗r and (b) azimuthal u∗θ velocity
components extracted at the locations indicated on Fig. 4.8a. Comparison between (symbols) the LES
results and (- -) the auto-similar laminar solution from Rogers & Lance (1962) at the ad-hoc axial
Reynolds number (see Fig. 4.8b-top).

At r1, r2 and r3 the mean flows display separated boundary layers. According to Daily
& Nece (1960) predictions, such a behaviour coupled to the very high radial Reynolds
numbers at the extraction locations qualifies all three flows as regime IV flows. However,
and it is especially obvious at r1 and r2, the discs boundary layers predicted by the LES
are markedly thicker than the laminar solution, when one would expect thinner boundary
layers for the high rotor speed regime IV flows. This specific behaviour can however be
better understood if one considers the two following points. First on the stationary disc,
the law-of-the-wall (Eq. (4.2.1)) used as boundary treatment is constructed to work best
if the normal coordinate at the wall n+ ' 30 whereas in the present cases it is one to
two orders of magnitude greater (Fig. 4.4), leading to a biased estimation of the velocity
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Figure 4.10 – Locations of the seeds for the streamlines computations. (�) Single particle is tracked
from that location. ( ) 10 particles are seeded at the corresponding radial location. All seeding locations
are duplicated at azimuths θ = 0, π/2, π, 3π/2.

profiles close to the stator. Note that in Case 3, the values of n+ are closest to the
accepted range of accuracy of the law-of-the-wall, the differences between the theoretical
and the LES azimuthal velocity profiles are smallest too. The same remark applies to
the rotating disc, for which it was thoroughly proven (see Chap. 3) that obtaining a
correct estimate of the boundary layer profiles on the disc is contingent upon the first
mesh node being such that n+ ' 30, whereas again in the present cases the probability
of finding nodes with n+ � 30 is not negligible. At r4 on the other hand, the radial
velocity u∗r profile hardly resembles a classic rotor/stator velocity profile and it is therefore
unreasonable to conclude on the nature of the mean flow. However, by comparison with
the examples provided by Daily & Nece (1960), it can be seen that the azimuthal velocity
profiles u∗θ actually present two merged boundary layers, and one can say that these flows
belong to regime III (described as "turbulent flow, close clearance" by the aforementioned
authors).

Finally, the discrepancies between the values of u∗θ predicted by the LES and given
by the auto-similar laminar profile (Rogers & Lance, 1962) in the core of the flow (i.e.
where u∗r ' 0) provide an illustration of the effect of cavity enclosure on the mean flow
that has already been discussed in Chap. 3. In the present configurations however, it is
reasonable to think that the sudden changes in aspect ratio from one portion to the next
are responsible for strong deviations of the flow from a self-similar (laminar) solution.
Such geometrically different sub-cavities in the configurations is actually believed to be
of utmost importance to qualify the mass exchanges and flow organization as well as
unsteady activity inside the geometries and shall be discussed in more details in Sec. 4.3.3
and Sec. 4.4.1.
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4.3.3 Streamlines and confinement
Mean flow streamlines issued by the three present cases gives a first approximation of the
regions of mass exchanges between the cavities. Note that it is important to underline
that the fluctuations of the velocity field might locally change the behaviour of the fluid
particles, but these potential deviations are discussed more thoroughly in Sec. 4.4.1. To
properly evaluate the fluid particles motion everywhere in the geometry, several seeding
points have been used as starting positions for the streamlines reconstruction ; these
locations are summarized on Fig. 4.10.

The two first locations at r = 0.26 and r = 0.30 have been chosen to study the mean
trajectories of particles from their injection in the cavity through the inlet I1 (see Fig. 4.1).
Figure 4.11 shows the comparison of such streamlines for all three cases and obtained
after an integration time of approximately 5 periods. As evidenced by these results, all
particles injected through I1 are projected axially downstream and move along the rotor,
subject to a centrifugal acceleration. In all three cases, it is of note that within 5 periods of
the rotor, all particles stay confined in C1 and only about 25 % of the injected particles
successfully move beyond the locking ring into C3. As an intermediary conclusion, it
therefore appears that the sharpness of the edge of the locking ring (i.e. at r = 0.63)
expectedly acts as a non-isotropic stagnation point such that, in its vicinity, particles are
only allowed to travel azimuthally.

Figure 4.11 – Streamlines seeded at r = 0.26 and r = 0.30 for (a) Case 1, (b) Case 2 and (c) Case
3, integrated over 5 periods. The tubes are coloured by the age of the fluid particle.

The third seeding line (at r = 0.69) allows to focus on the behaviour of the fluid
particles when they have already moved passed the locking ring - the results are shown
on Fig. 4.12. Contrary to the quasi-homogeneous behaviour of the particles in the previous
case, when particles are injected immediately after the locking ring, three different kind
of trajectories can be observed. Most of the particles stay trapped in C3 but they still
appear to evolve radially and axially within the limit of this sub-cavity. Out of the
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particles injected, between 16% (Cases 1 & 2) and 26% (Case 3) move beyond the pass
and into C2 where they are pushed by the strong axial flow towards the outlet O1. The
rest, about 30% of the particles injected on the lines at (r, θ) = 0.69 × [0, π/2, π] travel
centripetally along the stator wall and back into C1.

Figure 4.12 – Streamlines seeded at r = 0.69 for (a) Case 1, (b) Case 2 and (c) Case 3, all integrated
over 5 periods. The tubes are coloured by the age of the fluid particle.

The streamlines starting at r = 0.77 (see Fig. 4.13) represent the average path taken
by particles funnelled through the shear layer between C3 and C2. To the exception of
one particle that goes back towards C1 (Case 2, Fig. 4.13b), all particles placed along
the C3-C2 shear layer move into C2 and are pushed towards O1 by the strong axial flow.
From the three previous observations, it can therefore be gathered that C3 is a sub-cavity
where, on average, a strong mixing takes place that prevents large mass exchanges from
occurring between C1 and C2.

Finally, the outermost seeding location (at r = 0.92) allows to evaluate the mean
motion of the fluid in C5, mainly to assess whether there is some mass exchange between
C5 and C2. Figure 4.14 shows the streamlines obtained in Cases 2 & 3 for an integration
time close to 5 periods. The conclusion is identical in both cases: on average, the fluid
particles found in C5 are confined in the sub-cavity and there is no interaction with the
flow in C2.

This analysis of the flow confinement is continued in the next section (Sec. 4.4) with
the study of the time-resolved streaklines, but already it seems clear that the mass trans-
fers between C1 and C2 (as well as between C2 and C5 in Cases 2 & 3) are very limited
such that the unsteady phenomena that could be observed with the LES are rather likely
to be caused by wave-like perturbations.
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Figure 4.13 – Streamlines seeded at r = 0.77 for (a) Case 1, (b) Case 2 and (c) Case 3, integrated
over 5 periods. The tubes are coloured by the age of the fluid particle.

Figure 4.14 – Streamlines seeded at r = 0.92 for (a) Case 2 and (b) Case 3, integrated over 5 periods.
The tubes are coloured by the age of the fluid particle.

4.3.4 Base flow
To conclude this section detailing the mean behaviour of the flow in the three configu-
rations under study, the following paragraphs present succinctly the base flow solutions,
that we define as being axisymmetric and steady, along with the root-mean-square fluctu-
ations as a first approximation of the zones of highest activity in the cavities. Given the
definition of the ’base flow’, please note that all averaged quantities below are produced
using the ensemble operator X described in Eq. (4.3.3).

Figure 4.15 shows the contours of the average static pressure field P s in all three
configurations - the colorbar indicated for Case 1 (Fig. 4.15a) is also valid for Cases
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2 & 3. First of all, there is no doubt that in all three cases, the centrifugal acceleration
created by the rotating disc induces a strong radial compression of the fluid, as expected.
Comparing the two figures Fig. 4.15a and Fig. 4.15b also reveals that the addition of C5,
all other parameters being kept constant, induces a decrease in pressure in the bottom
half of C1. Injection of warm Species1 through inlet I1 (Case 3, see Fig. 4.1 for legend)
on the other hand participates in reducing the levels of static pressure everywhere in the
cavity, with a maximum reached in C5 at approximately 0.875, to be compared to the
0.95 in Case 2 and 0.9 at the top of C2 in Case 1.

Figure 4.15 – Contours of the averaged static pressure P s for (a) Case 1, (b) Case 2 and (c) Case
3. The the range indicated in (a) is valid in all three cases.

The streamlines detailed in the previous section (Sec. 4.3.3) showed, among other
things, that particles injected through I1 were projected against the rotating disc and
accelerated centrifugally along the rotor wall until they reached the sharp edge of the
locking ring at r ' 0.63. This phenomenon is clearly visible on Figs. 4.16a & 4.16b
where the stream of cold Species1 is coloured in bright pink and can indeed be seen
to follow the rotor wall closely. Again, the addition of C5 induces some minor changes
in the thermodynamic behaviour of the flow in the whole cavity and warming the fluid
entering the cavity through I1 participates in raising markedly the average level of static
temperature everywhere in C1.

The phenomenon occurring at the transition between C3 and C2 remains of greater
interest: expectedly, the static temperature varies rapidly in the vicinity of the pass,
but it is remarkable that the temperature gradient extends far in C3 (down to r ' 0.68
approximately in Case 1). This supports the remark made previously (see Sec. 4.3.3)
that C3 appears to be a sub-cavity where most of the mixing between the warm flow from
I2 and the fluid in C1 occurs. Naturally, as shown (for example) by the contours of static
pressure RMS (Fig. 4.17), the C3-C2 pass concentrates most of the activity of the flow -
and so does the C2-C5 pass where similar phenomena occur.

A final comment can be made about the thermal segregation of the fluid in C2 (see
Fig. 4.16), where colder fluid is concentrated in the centre of the channel and surrounded
by warmer layers. It occurs both up- and downstream of the C3-C2 pass but while the
temperature at the wall seems constant near I2 for all three cases, the bottom of the
channel extension (see Fig. 4.3) is markedly warmer in Case 3. These warmer layers
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Figure 4.16 – Contours of the averaged static temperature T s for (a) Case 1, (b) Case 2 and (c)
Case 3. The range indicated in (a) is valid in all three cases.

Figure 4.17 – Contours of the static pressure RMS PRMS
s for (a) Case 1, (b) Case 2 and (c) Case 3.

The range indicated in (a) is valid in all three cases.

match zones of higher wall friction in C2 as can be deduced from the contours of average
axial velocity presented on Fig. 4.18.

4.4 Detailed analysis of the cavity flow dynamics
The main objective of the present section is to pursue the investigation of the three
computations thanks to an in-depth study of the dynamics of the flows. A study of
the streamlines obtained from the average velocity field (see Sec. 4.3.3) revealed how
scarce the mass exchanges between the cavity seem to be: this issue will be tackled in
more detailed by looking at how fluid particles travel within the instantaneous velocity
field. The presentation of some root-mean-square fields (see Sec. 4.3.4, Fig. 4.17) allowed
to pinpoint the zones of most activity in the turbine stage, and this analysis shall also
be continued in the present section. The examination of these zones of oscillations is
supplemented with spectral considerations to evidence the three-dimensional underlying
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Figure 4.18 – Contours of the averaged axial velocity u for (a) Case 1, (b) Case 2 and (c) Case 3.
The velocity is expressed in m/s and the range indicated in (a) is valid in all three cases.

modal organization of the flow. All these diagnostics will allow us to ascertain whether
mass exchanges occur in-between the sub-cavities (C1, C2, C5), and aim at improving
our understanding of the pressure fluctuations that were the original motivation for the
present study (see Sec. 4.1) and use of LES.

4.4.1 Presentation of the inner dynamics
4.4.1.a Two-dimensional projection & particle tracking

As an introduction to the dynamics of the flow in the rotor/stator cavity, this section fo-
cuses on two-dimensional pathlines drawn from the LES predictions obtained for Case 3.
Eventually, this investigation aims at supporting the conclusions about the confinement of
the flow in sub-cavities reached in Sec. 4.3.3 and capturing the radial and axial displace-
ments of the particles appears consequently more critical than accurately pinpointing
their azimuthal motion. This allows us to reduce the cost of the pathlines computation
by forcing to zero the azimuthal velocity component and therefore working in an (r, z)
plane upon which we project all particle trajectories.

To avoid any misinterpretation due to numerical and/or physical transients not being
fully evacuated, the pathlines are drawn from tpath,0 = 0.0249 s to tpath,max = 0.0532 s
with ∆tpath = 10−4 s, such that all instantaneous solutions are taken when the flow has
reached global equilibrium (see Fig. 4.5). As for streamlines, several injection stations
were tested to characterize the behaviour of the different sub-cavities: in C5, close to the
inlet I2 of the channel C2 and close to the inlet I1 of the rotor/stator cavity C1 (refer to
Fig. 4.1 for the notations). Figure 4.19 presents the results respectively in subplots (a),
(b) and (c) where the particles have been coloured by their age relative to the seeding at
t = tpath,0.

The agreement with the behaviour suggested by the meanflow streamlines (Sec. 4.3.3)
is excellent. The first remark is that the confinement of the particles within C5 is indeed
very effective, although it appears that given time, about 20% of the particles escape to
C2 where they are promptly driven towards O1 by the strong axial current. The latter
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(a) (b) (c)

Figure 4.19 – Projection upon an (r, z) plane of pathlines obtained with solutions from Case 3, seeded
(a) in C5, (b) close to the inlet I2 of the channel C2 and (c) close to the inlet I1 of the rotor/stator cavity
C1. Colormap is identical in all three subplots and represents the age of the fluid particles in seconds.

can be observed more clearly in Fig. 4.19b. All particles injected near I2 move directly
to O1 and there is no evidence of particles flowing into C3 or C5 from there ; note the
confinement of the pathlines towards the core of the channel downstream of the C3-C2 &
C2-C5 passes corresponding to particles avoiding the boundary layers already discussed in
Sec. 4.3.4. The data also support the fact that C3 is a zone of intense mixing where most
particles stay trapped since, even after almost 0.03 s, only about 10% of the particles
injected close to I1 find they way to C2. All in all, considering those particles that flow
from C1 (or C5) to C2, it is clear that there are no direct mass exchanges between C1
and C5 because of the strong axial current present in C2 that eject all particles out of the
cavity through O1.

This concludes the investigation about the mass exchanges between the sub-cavities
within the geometry that have been proven to be scarce at best. It will be nonetheless
shown later (see Sec. 4.4.2) that the sub-cavities still communicate together, only not
with mass transfers but rather via hydrodynamic interactions.

4.4.1.b Macro-structures development

Figure. 4.8b presents the evolution of the radial Reynolds number throughout the geome-
tries and shows how independently of the location, we systematically have Rer > 105.
According to the literature (see e.g. Serre et al. (2001, 2004); Séverac et al. (2007)) and
to the previous discussion about smooth rotor/stator cavities (see Chap. 3), such high
values of Rer suggest that the boundary layer on the stationary disc is fully turbulent at
all radial locations, whereas there remains a possibility that the rotor boundary layer is
in a transitional state. To confirm this assumption, Fig. 4.20 shows an isovolume of high
Species1 mass fractions (YSpecies1 ≥ 0.75) in C1 for all three cases - the walls have been
made transparent and the cavities oriented so that the nearest wall is the rotor. Coloured
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(a) (b) (c)

Figure 4.20 – Isovolume of Species1 mass fraction YSpecies1 ∈ [0.75, 1.0] coloured by the static temper-
ature field Ts in (a) Case 1, (b) Case 2 and (c) Case 3. View has been restricted to C1. The closest
wall (right hand side of each subplot) is the rotor wall.

by the static temperature field Ts and post-processed with a volumetric rendering algo-
rithm (Levoy, 1988) to emphasize the hottest structures, the isovolumes of YSpecies1 reveal
the formation of a spiral pattern along the rotor in Case 3 similar to the boundary layer
instability in a smooth enclosed rotor/stator cavity (refer e.g. to Serre et al. (2001),
or Chap. 3), whereas the flow is obviously fully turbulent in both Cases 1 & 2. The
spiral appears confined between the shaft and about mid-radius in the cavity, which is
in agreement with what was shown on Fig. 4.8b i.e. in Case 3, 2× 105 < Rer < 106 for
r/rmax . 0.48. Interestingly, when the diagnostic is extended to the whole geometry, a
very clear coherent pattern also appears close to the bottom wall of C2, downstream of
the C3-C2 pass. This structure, present in all three cases, is seen on Fig. 4.21 (the same
visualization technique as for Fig. 4.20 is applied to the entire geometry) for Cases 1 &
2 with values of YSpecies1 ∈ [0.5, 1.0], and is made of swirling plums of hot gas extending
from the C3-C2 pass downstream to the outlet O1 (see Fig. 4.1). In Case 3 however, it
seems that these arms can only be seen to extend throughout C2 if the lower bound of the
interval is slightly decreased, i.e. for an isovolume YSpecies1 ∈ [0.48, 1.0]. Although it is
tempting to characterize these C2-structures as spiral-like, one must note that there is no
obvious relation between the C1-spiral seen in Case 3 and those C2-spirals insofar as the
author know. The former is indeed most likely due to the rotor boundary layer instability
(discussed thoroughly in Chap. 3) whereas the latter follows from a cavity instability as
is detailed in Sec. 4.4.2 of the present chapter.

The formation of coherent structures at such high radial location also suggests a
departure from the fully turbulent state previously identified in C3. As mentioned before,
the arms appear immediately downstream of the C3-C2 pass, in a region where the flow
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(a) (b) (c)

Figure 4.21 – Isovolume of Species1 mass fraction YSpecies1 coloured by the static temperature field
Ts in (a) Case 1 for YSpecies1 ∈ [0.5, 1.0], (b) Case 2 for YSpecies1 ∈ [0.5, 1.0] and (c) Case 3 for
YSpecies1 ∈ [0.48, 1.0]. The whole geometry is shown, orientation is similar to that in Fig. 4.20.

behaves like a cylindrical Couette flow due to the combination of the inner cylindrical
rotating wall (the bottom wall of C2, see Fig. 4.3) and the outer cylindrical stationary
wall (the top wall of C2). In this context, the characteristic numbers of the flow become
(Andereck et al., 1986; Grossmann et al., 2016) the ratio of radii � = R0/R1, the inner-
cylinder Reynolds number Rei = R0(R1 − R0)Ω/ν̂ and the Taylor number Ta = 64(1 +
�)4(R1 − R0)2(R1 + R0)2Ω2�−2ν̂−2, where R0 ' 0.775 and R1 ' 0.880 are respectively
the radius of the bottom and top walls of C2 and ν̂(z) =

∫ R1
R0 ν(ρ, z)dρ. In the present

cases, the values of the different dimensionless parameters are summarized in Tab. 4.5,
where the abscissa immediately after the C3-C2 pass z = zpass ' 0.165 was considered to
compute ν̂.

Case 1 Case 2 Case 3
� 0.88 0.88 0.88
ν̂(zpass) [m2.s−2] 1.95× 10−5 2.04× 10−5 2.4× 10−5

Rei 3.3× 105 3.2× 105 2.7× 105

Ta 5.2× 1014 4.8× 1014 3.5× 1014

Table 4.5 – Summary of the dimensionless parameters defining the cylindrical Couette flow downstream
of the C3-C2 pass at the axial location zpass = 0.165.

In spite of the impressive work done by Ostilla-Mónico et al. (2014) to extend the
parameter space of Andereck et al. (1986) toward much larger Reynolds numbers, the
three Couette flows obtained in the present cases are at the limit of the known space and



4.4 Detailed analysis of the cavity flow dynamics 149

Figure 4.22 – Locations of the numerical probes. Each symbol corresponds to 60 equireparted az-
imuthally. Blue squares match the locations of probes used during the benchmarking campaigns. Red
circles are additions to cover all the cavity.

one can hardly validate the behaviour observed in Fig. 4.21 against published results.
Given the stationary character of the outer cylinder however, our three configurations
are indeed limit cases about which there remains an uncertainty: it has been shown
(see the review by Grossmann et al., 2016) that the flows either display featureless fully
developed turbulence, or a fully developed turbulence accompanied by some coherent
Taylor rolls (Taylor, 1923), which might be what is observed here. It will however be
concluded later that these ’spiral arms’ observable in C2 are simply the continuation of
the rotor/stator cavity flow organization activated by the shear layer present at the C3-C2
pass.

4.4.2 Complete spectral investigation
This section focuses on a study of the spectral content of the three industrial flows, similar
to the modal analysis lead previously in Chap. 3. To monitor the pointwise-temporal
dynamics of the flows, a set of numerical probes has been added to the geometry according
to the distribution presented on Fig. 4.22. There is a total of 22 circles (Np = 22) of sixty
probes (Nθ = 60) positioned everywhere in the cavity to register the unsteady activity
of the flow. In the following, note that the probes will be referred to as Px,y where
x ∈ J1, NpK indicates the number of the circle, i.e. the radial location (see Fig. 4.22) and
y ∈ J0, Nθ − 1K is such that Px,y is located at the azimuth θy = y∆θ = 2πy/Nθ. Using
the Power Spectral Densities (PSD) of the fluctuations of pressure and axial velocity
registered by the different probes:

1. LES reports the existence of high-frequency, strong magnitude unsteady phenomena
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in the turbine cavity and,

2. these fluctuations are organized spatially within the cavity, pinpointing to zones of
greatest activity.

The addition of Cross-Spectral Densities (CSD) allows to characterize more finely the un-
derlying fluctuation organization thanks to the analysis of frequency-dependent coherence
factors and phase between sub-cavities. All the conclusions drawn using the pointwise
data are finally supplemented by the investigation of the underlying modes using the
Dynamic Modal (DMD, Schmid (2010)) analysis.

4.4.2.a Pointwise temporal activity within the cavities

The study of the spectra yield by the numerous probes placed within the sub-cavities (see
Fig. 4.22) revealed a rich spectral content of the cavity flow as well as a great variability
of the constituent frequencies depending on the geometrical and thermal configurations.
This is clearly visible in Tab. 4.6 where the dominant frequencies are given for each case:
the addition of C5 apparently mostly overrides the high-frequency content of the cavity
flow when the temperature increase of the fluid injected through I1 (see Fig. 4.1) triggers
a complete overhaul of the natural response of the flow.

Ff F1 F2 F3 F4 F5 F6 F7 F8 F9

Case 1 1.4 — 1.72 2.90 — 4.1 — 5.9 — —
Case 2 — — 1.78 — 3.48 — — — — —
Case 3 — 1.5 — — — — 4.71 — 9.42 13.88

Table 4.6 – Dominant frequencies, in fractions of F0, in Case 1, Case 2 and Case 3. Subscript f
indicates a fictitious fundamental frequency for the harmonics F3, F5 and F7.

Figures 4.23-4.25 show the PSD of the fluctuations of static pressure predicted by the
LES of Cases 1, 2 & 3 (resp.) as registered by probes located at diverse radial stations
(refer to Fig. 4.22). In addition to the PSD of the signals, the right hand side of each figure
is dedicated to the radial evolutions of the amplitudes of the most important constituent
frequencies of the spectra. In Case 1 (Fig. 4.23), the absence of the outermost cavity C5
leads to the consideration of only 9 probes from P1 to P17, at the same axial coordinate.
In Case 2 & 3 however (resp. Figs. 4.24 & 4.25), P19, P20 and P22 are added to report
the activity inside C5.

In Case 1, Fig. 4.23, it appears that the flow is dominated by hydrodynamic oscilla-
tions at four distinct frequencies F2, F3, F5 and F7 (refer to Tab. 4.6). If F2 is set apart,
note that it seems that the other registered frequencies are the second, third and fourth
harmonics of a fundamental frequency Ff , that can unfortunately barely be identified
on Fig. 4.23 due to a weak Signal to Noise Ratio (SNR) for F/F0 . 1.5. It is notewor-
thy that all probes, independently of their location within the cavity, detect the same
constituent frequencies only with varying amplitudes. The subplots on the right hand
side of Fig. 4.23 indeed show that, for all four frequencies F2, F3, F5 and F7, the peak
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Figure 4.23 – Power Spectral Densities (PSD) of the pressure fluctuations in Case 1 (left) and radial
evolutions of the amplitudes of the dominant frequencies (right).

magnitudes grow as r increases, plateauing at a maximum for r & 0.756, i.e. in C3 and
C2. It can also be pointed out that the higher the constituent frequency, the higher the
amplitude of the PSD peaks throughout the geometry. A last remark concerns the radial
evolution of the amplitude of F2 which, contrary to the three harmonics of Ff , displays
two local maxima: one in C1 in the region between P3 and P7, and the second around
P9-P11 close to the C3-C2 pass.

For Case 2, Fig. 4.24, the addition of the outermost cavity C5 leads to a simplification
of the flow natural response, since only two frequencies now appear to be constitutive
of the flow dynamics. First of all, regardless of how different the flows in Case 1 and
Case 2 are, it appears that F2 = 1.78F0 is also a dominant frequency of this second
case, hinting that adjoining C5 has little to no impact on the low-frequency dynamics of
the flow. The upper-right subplot of Fig. 4.24 shows however that the peak amplitude is
on average higher than in Case 1, and that the maximum is now reached in the region
around P19 near the C2-C5 pass. On the other hand, instead of the three harmonics of
Ff , only one higher frequency remains and appears to be of importance: F4 = 3.48F0,
interestingly such that F4 ' 2F2. The magnitude of this oscillation is greater than that
of F2 throughout the cavity, but it also reaches an absolute maximum around P19. As
mentioned during the analysis of Fig. 4.23, the evolution of the amplitude of the low-
frequency oscillation (i.e. at F2 = 1.78F0) is marked by several local maxima, one of
which is located within C3.

For Case 3, Fig. 4.25, the temperature increase of the shaft leak (inlet I1, see Fig. 4.1)
induces drastic modifications in the natural response of the flow. In this case, the spectra
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Figure 4.24 – Power Spectral Densities (PSD) of the pressure fluctuations in Case 2 (left) and radial
evolutions of the amplitudes of the dominant frequencies (right).

Figure 4.25 – Power Spectral Densities (PSD) of the pressure fluctuations in Case 3 (left) and radial
evolutions of the amplitudes of the dominant frequencies (right).
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registered by the probes are dominated by four constituent frequencies F1, F6, F8, F9 (refer
to Tab. 4.6), where F8 ' 2F6 and F9 ' 3F6 appear respectively as the second and third
harmonics of F6. It is also remarkable that this warm configuration supports at the same
time the smallest and highest frequencies of all cases. In opposition to the previous cases,
it is furthermore noteworthy that the constitution of the signals depends on the radial
location, and the four aforementioned frequencies can indeed be sorted into two categories:
the oscillations at F1 and F6 are detected by all probes without regard of their location,
whereas the harmonics at F8 and F9 have a negligible magnitude within C1 and only exist
in C3 and beyond. Regarding the radial evolutions of the amplitudes (see subplots on the
right hand side of Fig. 4.25), the presence of multiple local maxima is now independent
of the frequency, and all four oscillations display a maximum in amplitude in C3 (in the
vicinity of probe P9, see Fig. 4.22) and another in the region around the C2-C5 pass - the
latter being also the absolute maximum.
In conclusion, it can be noted that:

• The outermost cavity C5 plays an important role in the frequency selection process
of the rotor/stator cavity flow, and although its impact is limited on frequencies
close to that of the rotor (i.e. for F / F0), it acts as a band pass filter for higher
frequencies, focusing all activity around a single constituent frequency (F4 = 3.48F0
in Case 2 and F6 = 4.71F0 in Case 3)

• The temperature increase of the shaft leak in Case 3 triggers an overhaul of the
spectral content:

– the low frequency F2 common to both cold cases (Cases 1 & 2) is replaced
by the lower pulsation F1

– while previously the whole cavity responded to the same frequencies, the high
radius cavities (i.e. C3, C2 and C5) now excites higher harmonics than the
rotor/stator cavity C1 itself

• Under the simple assumption that the amplitude is strongest close to its source, it
can be concluded that the pressure fluctuations propagating within the geometry
are created by the strong mixing in C3 in Case 1, and the strong mixing occurring
in the region close to the C2-C5 pass in Cases 2 & 3.

Interactions between the sub-cavities

Before moving on to the spatial description and the identification of specific modes,
this last part addresses the question of the communication of the oscillatory activity
between sub-cavities. In Sec. 4.4.1.a it was concluded that there is no mass exchange
between C1 & C2 or between C2 & C5, mostly due to the strong axial current in C2
propelling all fluid particles directly towards the outlet O1. Nonetheless, the previous
analysis shows that in all cases, probes placed in the different sub-cavities capture signals
built of the same constituent frequencies, thus proving that energy is actually exchanged
between the sub-cavities, albeit most likely via wave interactions. Based on this remark,
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it is interesting to study the modifications of the wavefronts as they travel from one sub-
cavity to the next, especially in terms of loss of coherence and phase-shift. Figure 4.26
shows, in Case 2 (Fig. 4.26a & Fig. 4.26b) and Case 3 (Fig. 4.26c & Fig. 4.26d), the
coherence and phase-shift between pairs of probes at the constituent frequencies (refer to
Figs. 4.24 & 4.25).

Figure 4.26 – Coherence (a, c) and phase-shift (b, d) of the wavefronts at the constituent frequencies
spotted in (a, b) Case 2 and (c, d) Case 3. Four pairs of probes have been considered to characterize
the modal organization throughout the geometry.

In Case 2 first, the coherence plot shows that the two principal modes do not behave
identically in the different sub-cavities. While the geometry appears to act as a perfect
linear system for the second mode (coherence at 1.0 everywhere), the first mode seems
to organize in three different ways respectively in C1, C3 & C2 as well as C5. What is
more, the weak coherence between the signals from P3 and P9 shows that the fluctuations
induced by the first mode in C1 have almost no influence on the behaviour of the mode in
C3, whereas the organization of the perturbations in C3, C2 and C5 look closely related.
With regard to the first mode, the phase-shifts between the sub-cavities actually sup-
port the conclusions drawn from the coherence data that this mode displays two strictly
different behaviours: the fluctuations induced in C1 on one hand and the fluctuations
induced in C3-C2-C5 on the other hand appear to be out of phase. The second mode is
again markedly different: although the network of cavities forms a linear transfer func-
tion at this frequency, slight phase shifts appear at the transition from one sub-cavity to
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the next. It can hence be concluded that in Case 2, the hydrodynamic mode with the
strongest effect on the flow is the second mode pulsing at F4.

Figures 4.26c & 4.26d also shows that in Case 3, it is possible to distinguish two types
of modes based on their coherence within the geometry. The first mode (at F1) produces
fluctuations which are strongly independent from one sub-cavity to the other, whereas the
three other modes (resp. at F6, F8 and F9) appear very coherent within their respective
domains of existence, thus indicating that the fluctuations they induce are closely related.
According to the phase-shifts observed at these four constituent frequencies (Fig. 4.26d),
the first mode appears to be strongly impacted by the transition from C2 to C5, whereas
the spatial organizations of the phases of the three other modes appear very similar (F8
and F9 were actually said to be harmonics of F6) and strongly impacted by the C3-C2
transition and weakly by the C2-C5 pass. All the remarks drawn from Fig. 4.25 and
Figs. 4.26c & 4.26d tend to show that the second mode pulsating at F6 seems to be the
predominant driver of the dynamics of Case 3.

4.4.2.b Three-dimensional modal organization

Now that a thorough presentation of the spectral content of the flow in each case has
been made, this section is dedicated to the understanding of the flow composition or
large scale motions and organisation, as it is most likely that each constituent frequency
corresponds to a specific cavity mode with a specific underlying structure. To evidence
such macro-structures, the DMD algorithm Schmid (2010) is systematically applied on a
set of two-dimensional (r, θ)-cuts made at z = zpass. This abscissa is chosen to coincide
with the axial location of the C3-C2 and C2-C5 passes to visualize the spatial organization
of the modes in all sub-cavities. The cuts used as input to the DMD algorithm are all
taken during the steady phase of the flow every ∆tDMD = 0.06 periods of the rotor over
a duration of 17 periods of the rotor.

An immediate way to present dynamically predominant modes detected by the DMD
algorithm first is to plot the modal spectrum yield by the analysis. These spectra, some-
what similar to the PSD presented above, show the magnitude of the primary identified
modes against their frequencies. For comparison purpose, Fig. 4.27 shows the DMD
spectra obtained in all three cases (Cases 1, 2 & 3 resp. at the top, center & bottom),
supplemented with markers distinguishing the modes previously identified on the PSD
(refer to Figs. 4.23-4.25) and modes given by the DMD only. Note that because of the
high value of ∆tDMD = 0.06 periods, the Nyquist frequency of the DMD process is fixed at
Fcut ' 8.3F0, and as a consequence the high-frequency modes found previously in Case
3 (F8 and F9, see Fig. 4.25) are aliased at lower frequencies as indicated in Fig. 4.27
(bottom) by green squares. DMD being not limited by a minimum frequency resolution
1/(NDMD∆tDMD) like PSD (refer to Schmid (2010) for a detailed explanation), it usually
yields slightly different modal frequencies than PSD if applied to the same signal. In the
present cases, the modes of interest are summarized in Tab. 4.7 where the PSD frequen-
cies and the DMD frequencies are compared. Reassuringly, it appears that the results
yield by the two techniques do not differ by more than 4.5%.

If one considers the azimuthal organization of the four modes identified for Case 1



156
Chapter 4 : Investigation of the flow in the first-stage of an industrial turbopump

turbine

Figure 4.27 – DMD spectrum for (top) Case 1, (middle) Case 2 and (bottom) Case 3, obtained
with instantaneous snapshots sampled at ∆tDMD = 0.06 period for a time tDMD = 17 periods. PSD
frequencies are indicated with dots. Aliased PSD frequencies are indicated with squares. Extra modes
only given by the DMD are indicated with diamonds.

Case 1 Case 2 Case 3
PSD DMD Rel. PSD DMD Rel. PSD DMD Rel.

Mode 1 1.72 1.76 2.32 1.78 1.70 -4.5 1.50 1.53 2.0
Mode 2 2.90 2.91 0.34 3.48 3.47 -0.29 4.71 4.61 -2.12
Mode 3 4.10 4.08 -0.49 — — — 9.42 9.23 -2.02
Mode 4 5.90 5.84 -1.02 — — — 13.88 13.79 -0.65

Table 4.7 – Frequencies (in fractions of F0) of the modes of interest in Case 1, Case 2 and Case 3 as
given by the PSD (Sec. 4.4.2.a) and the DMD (Sec. 4.4.2.b), and relative difference (in percent). Aliases
are unfolded to ease the comparison.
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(Fig. 4.28) by DMD, it can be seen that they correspond to four consecutive azimuthal
modes whose wavenumber go respectively from m = 1 to m = 4. This observation
would tend to support the first hypothesis formulated during the analysis of Fig. 4.23,
that theses modes are four harmonic representations of a fundamental mode pulsating at
Ff ' 1.4F0.

(a) (b) (c) (d)
1.76F0 2.91F0 4.08F0 5.84F0

Figure 4.28 – Isocontours of the phase of the pressure fluctuations arg
(
P̃s
)
for the four major DMD

modes constituting Case 1 sorted out by their respective frequencies.

Based on this assumption, it can be further determined that the four extra peaks in
the DMD spectrum (see Fig. 4.27, top, blue diamonds) match respectively (from lowest
frequency to highest) the 11th, 8th, 7th and 5th harmonics of Ff and that the three first are
therefore aliases of the real frequencies. These modes are represented on Fig. 4.29, sorted
by the frequency they appear at on Fig. 4.27 (top) and with an indication of their natural
frequency if necessary. Put all together, an obvious linear dispersion relation therefore
appears between the expressed azimuthal wavenumber and the temporal frequency, that
is F/F0 ' 1.45m. This dispersion relation is verified by all the modes with a maximum
deviation of 21% reached for F11 and an otherwise average deviation of 2.2%. A final
note about the four main frequencies F2, F3, F5 & F7 is that the associated DMD modes
(Fig. 4.28) exhibit strong phase shifts when passing from to inner cavities to the outer
channel C2. In all cases, the modes are approximately clocked the same way in C1 and
C3, but going through the shear layer located at the C3-C2 pass induces approximate
phase shifts of −90◦, −70◦, −45◦ and −45◦ respectively.

In Case 2, as aforementioned, the addition of C5 to the geometry decreases the
number of constituent frequencies driving the dynamics of the flow to two: F2 & F4, and
we hypothesized that F4 was most likely a harmonic of F2. The azimuthal organization
of the modes would, once again, tend to support this assumption. Figures 4.30a & 4.30b
indeed show that the mode with frequency F2 has an azimuthal wavenumber m = 1
whereas the one with frequency F4 organizes the fluctuations as a two-armed spiral, i.e.
m = 2. The relation between the temporal frequency and the azimuthal wavenumber
is then naturally m = h, where h is the number of the harmonic of F2. It can also be
expressed as the dispersion relation F/F0 ' 1.7 m verified by all modes of interest with
an average deviation of 1.14%. This linear behaviour is also supported by a third mode
that the DMD places at 5.17F0 ' 3F2 which displays an azimuthal wavenumber m = 3.
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(a) (b) (c) (d)
0.91F0 4.99F0 6.74F0 7.59F0

Alias of 15.75F0 Alias of 11.67F0 Alias of 9.92F0 —

Figure 4.29 – Isocontours of the phase of the pressure fluctuations arg
(
P̃s
)
for the four extra DMD

modes constituting Case 1 sorted out by their respective frequencies.

Two-dimensional visualizations also support the results presented in Fig. 4.26a. First,

(a) (b) (c)
1.70F0 3.47F0 5.17F0

Figure 4.30 – Isocontours of the phase of the pressure fluctuations arg
(
P̃s
)
for (a)-(b) the two major

DMD modes and (c) the least noisy extra DMD mode constituting Case 2, sorted out by their respective
frequencies.

amongst all the modes characterized by a peak in the DMD spectrum of Case 2 (see
Fig. 4.27, middle), only the mode at F4 exhibits a high SNR, whereas the first and third
modes display very noisy spatial organizations coherent with the weak SNR visible on
the CSD at those frequencies. Also, for both the modes at F2 and F4, the phase-shifts
have the same sign between C1 & C3 and C3 & C2 but change sign between C2 & C5
when the wavefront goes through the shear layer present at the C2-C5 pass.

These remarks also apply to the results yield by the DMD algorithm for Case 3:
only the modes pulsing at F6 and F8 are not too noisy whereas the two others can
hardly be seen as coherent patterns - refer to Fig. 4.31. Not considering the latter, it
appears that the azimuthal wavenumbers of the two modes are m = 4 and m = 8 for
F6 and F8 respectively, with therefore a linear relation m = 4h if F6 is assumed to be
the fundamental frequency, i.e. a dispersion relation F/F0 ' 1.15m that is verified with
an average deviation of 0.16%. Consequently, the highest harmonic (i.e. pulsing at F9)



4.4 Detailed analysis of the cavity flow dynamics 159

is expected to have an azimuthal wavenumber m = 12: this is indeed supported by
Fig. 4.31b on which one can indeed count 12 lobes at the maximum radius in C5.

(a) (b) (c) (d)
1.53F0 2.86F0 4.61F0 7.44F0
— Alias of 13.79F0 — Alias of 9.23F0

Figure 4.31 – Isocontours of the phase of the pressure fluctuations arg
(
P̃s
)
for the four major DMD

modes constituting Case 3 sorted out by their respective frequencies.

Out of thoroughness, we present on Fig. 4.32 the two extra modes identified by DMD
as important to the dynamics of the flow. Interestingly, their frequencies and azimuthal
wavenumbers do not satisfy the assumed dispersion relation F/F0 ' 1.15 m which is
contrary to the behaviours observed in Case 1 and Case 2 for which all modes identified
by DMD verify a unique dispersion relation.

(a) (b)
3.71F0 6.09F0

Figure 4.32 – Isocontours of the phase of the pressure fluctuations arg
(
P̃s
)
for the two extra DMD

modes constituting Case 3 sorted out by their respective frequencies.

To conclude this section, Fig. 4.33 presents the patterns made from the combinations
of the constituent modes identified above by DMD, marched forward in time so as to
be as close as possible from the perturbations of the flow in the limit energetic cycle.
The resulting shapes issued by the dynamics of these structures at the bottom radius
of C2 can be compared to the three dimensional motifs discussed in Sec. 4.4.1.b during
the analysis of Fig. 4.21. In Case 1 and Case 3 (resp. Fig. 4.33a and Fig. 4.33c), the
flow is dynamically dominated by a fourfold mode that matches exactly the number of
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spiral arms found attached at the bottom of C2 visible respectively on Fig. 4.21a and
Fig. 4.21c. On the other hand, the reconstruction issued by the main DMD modes of
Case 2 (Fig. 4.33b) yields a two-lobed structure that is hardly discernible on Fig. 4.21b
as the spiral arms rapidly separate downstream of the C3-C2 pass, although immediately
at the pass it might be argued that all spiral arms indeed join together.

(a) (b) (c)

Figure 4.33 – Isocontours of the pressure fluctuations P̃s obtained by combination of the constituent
DMD modes in (a) Case 1, (b) Case 2 and (c) Case 3. The scalar fields have been normalized by their
maximum values.

4.5 Conclusion
A LES-based numerical study of three configurations of an industrial turbine first stage
cavity is proposed to investigate the unsteady pressure phenomenon known as "pressure
band" within a turbomachinery rotor/stator cavity. In all cases, the LES is observed
to be able to capture the flow dynamics and its sensitivity to geometrical and operating
condition changes. In terms of geometry, the addition of the outermost cavity C5 has little
influence on the low-frequency content of the flow whereas it acts as a band pass filter
on the higher frequencies. A change in the temperature of the fluid entering the cavity
through the shaft leak (I1) provokes on the other hand a complete overhaul of the flow
dynamics, confirming the sensitivity of such devices to the operating point of the machine.
Furthermore and for all cases, the LES high-amplitude pressure fluctuations registered
are proven to be composed of basic constituent frequency, each one corresponding to
an underlying three-dimensional mode, with a four-lobed mode dominating the flow in
Cases 1 & 3 and a two-lobed mode dominating the flow in Case 2. Also of note from
these fully unsteady three dimensional full cavity simulations, is that all modes are most
likely generated in the general vicinity of one of the two shear layers, located respectively
at the pass between C3 & C2 and between C2 & C5, and their magnitudes tend to decrease
when moving through C5 or through C1. Combined together, all these cavity modes also
appear to be linked to coherent structures (spiral arms) observed close to the bottom
wall of the channel C2.

All in all, we showed that our unstructured LES approach is able to reproduce accu-
rately the flow in an actual industrial turbine stage. In this matter, the dependence of
the flow on geometrical changes and on the operating point is captured and the results
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agree well with the qualitative experimental observations. Furthermore the ’pressure
bands’ phenomena as well as their sensitivity to the configurations parameters are also
observed, and their characteristics are close to the experimental data. Similarly to the
academic cavities, we finally find that the ’pressure bands’ phenomena are associated to
the presence of a few three-dimensional cavity modes driving the dynamics of the entire
flow that can be predicted by DMD. Since Case 3 displays a coherent spiral pattern in
the rotor boundary layer, the next step would be to investigate the potential links be-
tween the macro-structures and globally unstable linear modes of the mean cavity flow,
as was done in Sec. 3.7 for the academic flows. The technique would however have to be
adapted to take into account all the intricacies of the industrial configuration, i.e. the
strong temperature gradient and the complex geometry.
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The enclosed rotating flow configuration combines numerous physical mechanisms
whose understanding is very challenging. In spite of the obvious scientific challenge, iden-
tifying and explaining the sources of their interactions is paramount for the design of space
engines turbopumps (see for instance the review by Owen & Rogers, 1989). The present
thesis aims at shedding some light on the origins of the ’pressure bands’ phenomenon
known to disrupt the operation of modern turbopumps turbine stages. Throughout this
work, results are collected and conclusions are drawn by means of Large Eddy Simulations
(LES) supplemented with state-of-the-art post-processing techniques, in conjunction with
linear stability analyses.

The theoretical concepts used in this document are classic and have already been
presented by many workers. Nonetheless, we find their thorough description a neces-
sary step to push their applications further than what is commonly done. Numerical
simulations of enclosed rotating flows are indeed usually restricted to purely academic
investigations based on low to medium Reynolds numbers Direct Numerical Simulations
(DNS) or using dedicated simulation models (rotating frame Reynolds-Averaged Navier-
Stokes closure terms, specific subgrid-scale modelling in LES, . . . ). In the present work,
a general-purpose LES solver is used on high-Reynolds number academic configurations
to study the dynamics of the flows and the formation of macro-structures in relation with
unsteady pressure phenomena. The good agreement between the mean flowfields yield
by the simulations and the reference data confirms that our unstructured LES approach
is suitable for the accurate description of transitional rotating flows. This allows the
dedication of our LES solver to the study of ’pressure bands’ in actual industrial flows
rotating at extreme Reynolds numbers.

The major part of this thesis deals with numerical simulations of rotating flows, aca-
demic in a first time, then real turbine flows. The detailed investigation of the academic
cavities confirms the well-known sensitivity of the disc boundary layers to crossflow insta-
bilities inducing therein the formation of three-dimensional and axisymmetric patterns.
In supplement to these commonly discussed phenomena, the wall-resolved simulations
show that the homogeneous core flow also becomes unstable. It displays an instability
similar to vortex breakdown and the velocity and pressure fluctuations are observed to
also form annular and/or spiral patterns. State-of-the-art post-processing techniques, e.g.
Dynamic Modal Decomposition (DMD), applied onto the instantaneous LES solutions
then prove that the dynamics of the boundary layers and of the core are closely related.
The different spiral and annular patterns visible at different heights within the cavities
indeed result from the interaction of the mean flow with a few three-dimensional DMD
modes driving the entire dynamics of the flow. This point leads us to the application of
our unstructured LES approach to real turbomachinery applications. Due to the three-
dimensional nature of the constituent modes, their frequencies are naturally captured by
probes placed anywhere in the cavity, independently of their locations. As this is one
of the major characteristics of the ’pressure bands’ phenomenon, similar advanced diag-
nostics are applied to the LES of actual industrial flows. Expectedly, they lead to the
conclusion that the strong unsteady pressure fluctuations called ’pressure bands’ are the
result of the combination of a few three-dimensional cavity modes and their interaction
with the mean rotating flow.
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Given the three-dimensional nature of the modes responsible for the ’pressure bands’,
the present work finally attempts to relate them to global stability concepts. Temporal
stability analyses are commonly used in the literature to gather some information on
academic rotating flows, but they prove insufficient to obtain the actual characteristics
of a constituent mode or its three-dimensional representation. In Chap. 3, we therefore
extend the analyses to spatio-temporal investigations. They show that in some cases,
the boundary layer modes are actually related to globally unstable linear modes whose
wavemakers are located close to the outer cylindrical boundary layer. Furthermore, in
these cases, the integration of successive local linear stability analyses yields an accurate
representation of the three-dimensional structure of the corresponding mode. Finally,
it is noteworthy that the successful analyses point to the fact that the ’pressure bands’
in some smooth rotor/stator cavities are driven by cohabitating globally unstable linear
modes born in the disc boundary layers.

In other cases with low aspect ratios, where a DMD reveals that the combination of
a larger number of modes is responsible for the dynamics of the cavity flow, the success
of the linear stability analyses is limited. Although it appears that each DMD mode
taken separately corresponds to a globally unstable linear mode, their frequencies usually
disagree with the frequencies obtained by DMD. Nonetheless, upon reconstruction of the
two-dimensional structures of these global linear modes it is of note that their regions of
expression (see Sec. 3.7) coincide with the region where the DMD mode has its largest
magnitude. This fact points to the possibility of interactions between the global modes
leading to a potentially nonlinear state of the system. The existence of this nonlinear
response could explain in itself the different overall frequency obtained by DMD as well
as the pairing of the different structures (Ho & Huerre, 1984). A careful investigation of
this hypothesis is however necessary before one draws any further conclusions. On the
other hand, in the very specific case of the high aspect ratio cavity studied in the present
work, the approach proves unsuccessful. It is believed that because of the high aspect
ratio, the flow exhibits characteristics commonly attributed to tall rotating lid-cylinder
enclosures that increase the three-dimensionality of the flow. Subsequently, it questions
the validity of the fundamental hypothesis in LSA that the flow can be assumed to be
locally parallel and one-dimensional. Although it remains to be confirmed, these facts
are proposed as the cause for this lack of success.

Regarding the application of such techniques to actual industrial turbine flows such
as the ones studied in Chap. 4, several remarks can be made. First of all, even if the
Reynolds numbers at the rim of the turbines rotors were expected to be too large for the
flows to sustain any coherent structure, Case 3 displays a spiral structure in the rotor
boundary layer (Fig. 4.20c) that is consistent with the patterns observed in the academic
LES solutions. Based on the results presented in Sec. 3.7, a perturbation analysis could
therefore be performed on the base flow obtained in Case 3 to assess whether the spiral
is related to a globally unstable linear mode. However in this situation, the comparison
between the modes reconstructed by LSA and the structures observed in the LES solutions
should be established carefully. Due to the unreasonable CPU cost necessary to refine
sufficiently the mesh near the walls to capture the flow boundary layers, recall indeed
that a classical law-of-the-wall is used to solve for the boundary layers dynamics close
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to the walls. Although the impact of this wall model on the boundary layer patterns is
found to be limited in academic configurations (App. F), the greater complexity of the
industrial flow may benefit from a wall-law specifically dedicated to rotating flows. The
implementation and the use of such a law can then reasonably be thought to be a necessary
step before drawing any conclusions on the nature of the rotor layer instability patterns,
their link with globally unstable linear modes and their relation to the ’pressure bands’
phenomenon. Another interesting investigation could then be dedicated to the potential
interactions between the rotor/stator cavity (called C1 in Chap. 4) boundary layer modes
and the shear layer at the pass with the outer channel (called C2 in Chap. 4). Such a
study could indeed provide more information regarding the coherent structures observed
in the boundary layer at the bottom of C2 as well as explain how the rotor/stator cavity
global modes propagate to the outermost cavity C5.

Note finally that the current Ph.D. work has resulted in the following publications
and conferences.
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• T. Bridel-Bertomeu, L.Y. Gicquel, G. Staffelbach, Large scale unsteady features
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• L. Lacassagne, T. Bridel-Bertomeu, E. Riber, B. Cuenot, G. Casalis, F. Nicoud,
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Propulsion Paper, 2016
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Appendix A

Non-dimensionalizing BEK
equations

Let the dimensional Navier-Stokes equations in cylindrical-polar coordinates in a frame
rotating at Ω∗d be written as
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Let us then plug the non-dimensionalized expressions for U , V , W and P from
Eqs. (2.1.5)-(2.1.8) in the above Eqs. (A.1)-(A.4).
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After a few preliminary simplifications we get
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In turn, this set of equations leads to

2U +W 0 = 0 (A.13)

r∗Ro2U2 + r∗Ro2WU 0 −Ro2r∗V 2 − Cor∗RoV = −L∗Ro2∂P

∂r
+ r∗RoU 00 (A.14)

RoUV +RoWV 0 +RoUV + CoU = V 00 (A.15)

RoWW 0 = −Ro∂P
∂z

+W 00 (A.16)

To formulate Eq. (2.1.12) it is necessary to determine the radial pressure gradient from
the azimuthal flow as z → ∞, i.e. V → 1. Assuming that U(z → ∞) = U 0(z → ∞) =
U 00(z →∞) = 0, we get

Ro+ Co = Ro

r

∂P

∂r
(A.17)

which is taken as a constant in z. Thus the dimensionless pressure has the form

P (r, z) = r2(Ro+ Co)
2Ro + P (z) + const. (A.18)

Plugging Eq. (A.18) in the four equations above leads to Eqs. (2.1.11)-(2.1.14). �



Appendix B

Non-dimensionalizing two discs
equations

Again, let the dimensional Navier-Stokes equations in cylindrical-polar coordinates
(r∗, θ, z∗) in a frame rotating at Ω∗d be written as

1
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= 0 (B.1)
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Let us then plug the non-dimensionalized expressions for U , V , W and P from
Eq. (2.1.17)-(2.1.20) in the above Eq. (B.1)-(B.4).
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After a few preliminary simplifications we get
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In turn, this set of equations leads to
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Finally, plugging the dimensionless expression for P (r, z) given in Eq. (2.1.20) leads to
Eqs. (2.1.21)-(2.1.24). �



Appendix C

BEK flow generator

Although the equations yielding the auto-similar velocity and pressure profiles of a disc
flows are simplified version of the Navier-Stokes equations, a numerical resolution remains
necessary to solve the system. To ensure repeatability when solving the sets of equations
for one- or two-disc flows, the boundary value problem (BVP) is systematically solved by
use of Shampine et al. (2006) algorithm. Starting from an initial solution for all variables
and unknown parameters, the solver iterates the system of ordinary differential equations
(reduced to the form y0(x) = f(x, y, p) where x is the scalar independent variable and
y the vector of dependent variables) using a 2nd, 4th or 6th Runge-Kutta scheme until a
user-prescribed precision ε is reached. Throughout Sec. 2.1.2, a 4th order Runge-Kutta
scheme is used with a tolerance ε = 10−9.

Listing C.1 - Single-disc and two-discs meanflow generator, according to
Eq. (2.1.11)-(2.1.14) and Eq. (2.1.21)-(2.1.24).

1 '''
2 This script generates solutions of the simplified
3 Navier-Stokes equations for auto-similar flows related to
4 disk flows (Bodewadt, Ekman, Karman and two-discs flows)
5

6 Necessary libraries : numpy,matplotlib,scikits
7

8 :Author: Thibault Bridel Bertomeu
9 :Creation: 10/11/2015

10

11 :Last Modification: April 22, 2016
12 :Purpose: Working for any rossby now
13 '''
14

15 # ================================
16 # Load libraries
17 # ================================
18

19 import sys as sys
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20

21 import scikits.bvp_solver as scbs
22 import numpy as np
23

24 import matplotlib as mpl
25 mpl.use('Agg')
26 font = {'family': 'serif', 'weight': 'medium', 'size': 40}
27 mpl.rc('font', **font)
28 mpl.rcParams['axes.linewidth'] = 5.0
29 import matplotlib.pyplot as plt
30 import matplotlib.cm as cm
31

32 # ================================
33 # Parse user input
34 # ================================
35

36 if len(sys.argv) == 1 or (len(sys.argv) == 2 and 'help' in sys.argv[2]):
37 exit()
38 else:
39 for arg in sys.argv:
40 if arg[:4] == '--re':
41 reynolds = float(arg.split('=')[1])
42 elif arg[:4] == '--ka':
43 kappa = float(arg.split('=')[1])
44 if not abs(kappa) <= 1.0:
45 exit()
46 elif arg[:5] == '--ver':
47 verbose = int(arg.split('=')[1])
48 if verbose != 0 and verbose != 1 and verbose != 2:
49 exit()
50 elif arg[:4] == '--rk':
51 rk = int(arg.split('=')[1])
52 if rk != 2 and rk != 4 and rk != 6:
53 exit()
54 elif arg[:5] == '--tol':
55 tol = float(arg.split('=')[1])
56 elif arg[:5] == '--num':
57 disks = int(arg.split('=')[1])
58 if disks != 1 and disks != 2:
59 exit()
60

61 # ================================
62 # Define the ODEs
63 # ================================
64

65

66 def oneDiskODE(z, y):
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67 # Y0 = H, Y1 = F', Y2 = F, Y3 = G', Y4 = G
68 dydz = np.array([-
69 2.0 *
70 y[2], kappa *
71 (y[2] *
72 y[2] +
73 y[0] *
74 y[1] -
75 (y[4] *
76 y[4] -
77 1.0)) -
78 (2.0 -
79 kappa -
80 kappa**2) *
81 (y[4] -
82 1.0), y[1], kappa *
83 (2.0 *
84 y[2] *
85 y[4] +
86 y[0] *
87 y[3]) +
88 (2.0 -
89 kappa -
90 kappa**2) *
91 y[2], y[3]])
92 return dydz
93

94

95 def oneDiskBC(y0, yinf):
96 res0 = np.array([y0[0],
97 y0[2],
98 y0[4]])
99

100 resinf = np.array([yinf[2],
101 yinf[4] - 1.0])
102 return (res0, resinf)
103

104

105 def twoDiskODE(z, y, k):
106 # Y0 = H, Y1 = F', Y2 = F, Y3 = G', Y4 = G
107 dydz = np.array([-
108 2.0 *
109 np.sqrt(reynolds) *
110 y[2], reynolds *
111 (y[0] *
112 y[1] /
113 np.sqrt(reynolds) +
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114 y[2] *
115 y[2] -
116 (y[4] +
117 1.0)**2 +
118 k), y[1], reynolds *
119 (y[0] *
120 y[3] /
121 np.sqrt(reynolds) +
122 2.0 *
123 y[2] *
124 (y[4] +
125 1)), y[3]])
126 return dydz
127

128

129 def twoDiskBC(y0, yinf, k):
130 res0 = np.array([y0[0],
131 y0[2],
132 y0[4]])
133

134 resinf = np.array([yinf[0],
135 yinf[2],
136 yinf[4] + 1.0])
137 return (res0, resinf)
138

139 # ================================
140 # Define the problem
141 # ================================
142

143 if disks == 1:
144 problem = scbs.ProblemDefinition(num_ODE=5,
145 num_parameters=0,
146 num_left_boundary_conditions=3,
147 boundary_points=(0.0, np.sqrt(reynolds)),
148 function=oneDiskODE,
149 boundary_conditions=oneDiskBC)
150

151 if kappa == -1:
152 solguess = [1.0, 0.0, 0.0, 0.0, 1.0]
153 elif kappa == 1:
154 solguess = [1.2, 0.0, 0.0, 0.0, 1.0]
155 else:
156 solguess = [1.0, 0.0, 0.0, 0.0, 1.0]
157 solguess = np.array(solguess)
158

159 solution = scbs.solve(
160 problem,



175

161 solution_guess=solguess,
162 initial_mesh=np.linspace(
163 0.0,
164 np.sqrt(reynolds),
165 2000),
166 method=int(rk),
167 tolerance=float(tol),
168 max_subintervals=1000000,
169 trace=int(verbose))
170

171 vecZ = np.linspace(0.0, np.sqrt(reynolds), 2000)
172

173 elif disks == 2:
174 solution = None
175 solguess = np.array([0.0, 0.0, 0.0, 0.0, 0.3])
176

177 problem = scbs.ProblemDefinition(num_ODE=5,
178 num_parameters=1,
179 num_left_boundary_conditions=3,
180 boundary_points=(0.0, 1.0),
181 function=twoDiskODE,
182 boundary_conditions=twoDiskBC)
183

184 solution = scbs.solve(problem,
185 solution_guess=solguess,
186 parameter_guess=0.09,
187 initial_mesh=np.linspace(0.0, 1.0, 2000),
188 method=int(rk),
189 tolerance=float(tol),
190 max_subintervals=1000000,
191 trace=int(verbose)
192 )
193

194 vecZ = np.linspace(0.0, 1.0, 2000)
195

196 # ================================
197 # Plot the solution
198 # ================================
199

200 if disks == 2:
201 print solution.parameters
202

203 vecH, vecFp, vecF, vecGp, vecG = solution(vecZ)
204

205 fig = plt.figure(figsize=(30, 20), dpi=300)
206 ax = plt.subplot(111)
207 plt.plot(vecH, vecZ, '-k', lw=4, label='Axial')
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208 plt.plot(vecG, vecZ, '-b', lw=4, label='Azimutal')
209 plt.plot(vecF, vecZ, '-r', lw=4, label='Radial')
210 plt.legend(loc='best')
211 plt.savefig('meanflow.png', bbox_inches='tight')
212 plt.close()
213

214 # ================================
215 # Export the solution
216 # ================================
217

218 fid = open('mean.dat', 'w')
219 for idx in xrange(vecZ.size):
220 fid.write('%+.12f %+.12f %+.12f %+.12f %+.12f %+.12f %+.12f\n' %
221 (vecF[idx], vecG[idx], vecH[idx], vecFp[idx], vecGp[idx], -
222 2.0 *
223 np.sqrt(reynolds) *
224 vecF[idx], vecZ[idx]))
225 fid.close()



Appendix D

Perturbation equations for a jet flow

Starting from the dimensional Navier-Stokes equations in cylindrical-polar coordinates
written in an inertial frame, and following the same procedure as for the development of
Eqs. (2.2.12)-(2.2.15), the linearized Navier-Stokes implemented in AVLP (see Sec. 2.2.4)
for jet flows read
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where the modal decomposition is radially normal, i.e.

[ũ, ṽ, w̃, p̃] = [iu, v, w, p](r) exp (i [αz +mθ − ωt]) . (D.6)
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Appendix E

Constituent DMD modes for the
dynamics of Case 1

E.1 Isocontours of ũz ∈ [0, 0.05] at z∗ = 1−δ/h (stator)

Relatively to the cuts below, the rotor rotation is counterclockwise
(a) (b) (c)

(d) (e) (f)



180 Appendix E : Constituent DMD modes for the dynamics of Case 1

(g) (h) (i)

(j) (k)
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E.2 Isocontours of ũz ∈ [0, 0.05] at z∗ = 0.5 (mid-
cavity)

Relatively to the cuts below, the rotor rotation is counterclockwise
(a) (b) (c)

(d) (e) (f)

(g) (h) (i)
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(j) (k)
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E.3 Isocontours of ũz ∈ [0, 0.05] at z∗ = δ/h (rotor)

Relatively to the cuts below, the rotor rotation is counterclockwise
(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k)
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Wall modeled LES and rotor/stator
cavity unsteady features
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ABSTRACT
Cavity flows are essential components of many aero-

nautical and spatial engines. For example, in gas turbines
a network of cavities is calibrated and managed to divert
part of the main cold stream which is then re-injected in the
hot regions of the engine to shield walls from the hot com-
bustion products. For pumps, cavities are naturally present
at the junction of fixed and rotating parts. In both contexts,
mastering the flow stability in rotor/stator cavities is essen-
tial to avoid imposing too large flow variations which could
lead to miss-tuned operating conditions in the engine and
a drastic loss of performance or life-span. Although stabil-
ity of these flows has been widely studied in the literature,
a lack of clear understanding of the triggering mechanisms
from stable to unstable flow solutions remains, especially in
the context of industrial applications where Reynolds num-
bers are very high and difficult to handle. To cope with such
complex geometry, fully unsteady flows, the so-called Large
Eddy Simulation (LES) approach appears as a very promis-
ing method. However and for such high Reynolds number
industrial applications, wall modeling still remains a ne-
cessity to alleviate the computational cost of LES. Under-
standing the impact of such a strong modeling hypothesis
on the mean flow features and unsteady energetic content

∗Address all correspondence to this author.

is hence mandatory and the objective of the present discus-
sion. To do so, the present paper studies LES flow solutions
in an enclosed rotor-stator configuration with a stationary
shroud. These simulations are performed using a two-steps
Taylor-Galerkin finite-element scheme coupled to a WALE
subgrid scale model giving a better prediction of the eddy
viscosity in zones of strong shear. This allows capturing
the unsteady structures known to be present in the bound-
ary layers. Two sets of statoric boundary conditions are
investigated: the dynamics of the boundary layer is either
resolved using a fine mesh grid or modeled using a classic
boundary layer law of the wall. It is shown that the model-
ing of the stationary disc layer induces an underestimation
of the flow velocity at low radii and loss of accuracy in the
radial description of the boundary layer structures. Despite
these differences, the most energetic structures are found to
have the same azimuthal organization as in the wall resolved
configuration as well as the same pulsation, which in turn
produces a boundary layer with the same spectral content as
in the wall resolved test case.

INTRODUCTION
Rotating disc flows have been a subject of renewed in-

terest over the last years because of their relevance to many

1 Copyright c© 2016 by ASME



industrial applications, e.g. turbines, compressors, turbop-
umps, electrical machinery or even hard-drives (see the re-
view by Owen and Rogers [1, 2]). Numerous studies have
been dedicated to the flow between a smooth rotating disc
and a fixed parallel disc to serve as a first-order model for
turbomachinery rotor/stator flows [3–6] and because the
rotating disc flow is one of the simplest cases where the
turbulent boundary layers are fully three-dimensional [7–9].
So far all kinds of numerical studies have been attempted:
axisymmetric flows using Reynolds Averaged Navier-Stokes
(RANS) [10], annular cavities using Large Eddy Simula-
tions (LES) [5, 11], or enclosed rotor/stator cavities at
lower Reynolds numbers using Direct Numerical Simulation
(DNS) [4, 12].

The structure of a rotor-stator flow is in large part de-
pendent on the combination of the interdisc height h and
the rotation speed Ω. An extensive coupled theoretical and
experimental study has been lead by Daily and Nece [13]
who found out that four different flow regimes could exist.
Two of those regimes are laminar (respectively noted I and
II), and two are fully turbulent (III and IV), each charac-
terized either by merged (I and III) or separated (II and IV)
boundary layers. In the latter case, the two boundary layers
are separated by a central rotating core, and are said to be
of the Ekman [14] type on the rotating disc and of the Böde-
wadt [15] type on the stationary disc. The authors also pro-
posed an estimation of the critical Reynolds number beyond
which the separated boundary layers from a flow of category
II or IV become fully turbulent; i.e. Rer = Ωr2/ν ∼ 105 for
aspect ratios G = h/(R1 −R0) ≥ 0.04 where r is the ra-
dial coordinate and R1 & R0 are respectively the outer and
inner radii of the cavity. It is also known that transitional
Ekman and Bödewadt layers present characteristic patterns
(see the review by Serre et al. [16]). These coherent fluctu-
ations of the axial velocity component are both time- and
Reynolds-dependent and often take the form of annuli at low
Reynolds numbers (see e.g. Tuliszka-Sznitko et al. [12]) or
spiral arms at intermediate Reynolds numbers (see e.g [17]
or the review by Launder et al. [18]).

Extensive experimental work around this transition
regime has been performed by Itoh et al. [19,20] in a closed
cavity. By capturing the meanflow and all the Reynolds
tensor components they were able to characterize accurately
the turbulence in the cavity and then pointed out the exis-
tence of a re-laminarized zone near the axis at high rotation
rates. From these detailed measurements, Itoh et al. [20] re-
ported that the critical Reynolds number for transition was
lower on the stator side than on the rotor for G = 0.08,
and respectively evaluated at Rer = 8×103 and 3.6×105 <
Rer < 6.4× 105. These results agree with the experiments
of Cheah et al. [21] performed for rotational Reynolds num-
bers in the range 3× 105 < Rer < 1.6× 106 within an en-

closed rotor/stator cavity of aspect ratio G= 0.127. In this
last work, the rotor boundary layer indeed becomes turbu-
lent for Rer ≥ 4×105 whereas the stator boundary layer is
turbulent over the whole range of Reynolds numbers.

As evidenced above, many specific features are present
in such rotor/stator cavity flows and many parameters are
at play. This in part explains the difficulty to simulate reli-
ably such problems especially in the range of high-velocity
regimes relevant to industrial applications. A typical fea-
ture of rotor/stator cavity flows is indeed the existence of
multiple flow regions where very different scalings apply:
boundary layers on the two discs driven by viscosity sepa-
rated by an inviscid bulk flow rotating at constant speed.
Furthermore, the turbulence, when present, is strongly in-
homogeneous and anisotropic due to rotation and finite-
cavity effects. Therefore RANS approaches can hardly cap-
ture accurately at the same time the inviscid-like bulk struc-
ture and the transitional behavior of the boundary layers.
On the other extreme, computer capabilities only permit to-
day low to medium Reynolds number DNS. Wu and Squires
[22] were the first to use LES to predict the behavior of a
three-dimensional turbulent boundary layer over a rotating
disc in an attempt to provide detailed flow information and
organization. They tested several subgrid-scale models and
compared the results to the experimental data that Littell
and Eaton [8] obtained for ReR =Rer(r =R1) = 6.5×105.
Their results supported the observations of [8] that crossflow
interactions promote sweeping structures if the streamwise
vortices and the mean flow vorticity have an opposite sign,
or favor centrifugal ejections if the streamwise vortices and
the mean flow vorticity share the same sign. Since then, sev-
eral numerically-oriented works (e.g. [5, 16]) have reported
the existence of coherent concentric and/or spiral structures
in the layers immediately above the discs and Andersson
and Lygren [23] concluded with the help of numerical sim-
ulations that the mean flow three-dimensionality plays a
major role in the generation of near-wall vortices, as evi-
denced by Littell and Eaton [8] in their early experimental
work.

Although the existence of coherent near-wall vortices
in industrial configurations has not been reported in the
literature per se to the authors knowledge, data-gathering
campaigns dealing with industrial turbomachinery stages
(e.g. a turbopump turbine stage, a compressor, . . . ) or
more academic experimental facilities confirm the strong
unsteady character of such flows. One intent of the current
contribution is to qualify LES-based CFD tools in providing
informations on such unsteady flow features. The choice of
LES is due, as aforementionned, to the high Reynolds num-
bers imposed by the end-use of LES on industrial operating
points preventing the use of DNS. With this in mind, we in-
vestigate here in a simplified cylindrical configuration, the
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FIGURE 1. (a) Schematic representation of the rotating cav-
ity with relevant notations: radius R1, height h and rotation
speed Ω. (b) Detail of the five probes used in the experimental
configuration.

effects of using a wall modeled LES approch at the station-
ary disc and evaluate its impact on the unsteady structures
known to appear in the flow. Whether a wall-modeled LES
satisfactorily preserves the unstable nature of the configu-
ration is assessed by comparing the dynamics of the flow
against a wall-resolved LES simulation.

The document is organized as follows. First the origin
of the geometrical set-up is discussed, followed by a general
presentation of the CFD software and the numerical details.
The second section of this document is then dedicated to
an in-depth study of the reference wall resolved LES. The
last section further focuses on the wall modeled LES and
the assessment of its ability to capture accurately unsteady
phenomena occurring in the boundary layer. Finally, con-
clusions and opening remarks are provided.

THE EXPERIMENTAL SET-UP
The cavity showed in Fig. 1(a) is composed of a smooth

stationary disc (the stator) and a smooth rotating disc
(the rotor) delimited by an outer stationary cylinder (the
shroud). The rotor rotates at the uniform angular veloc-
ity Ω = Ω þez, þez being the unit vector pointing in the axial
direction. The origin of the z-axis is located on the stator.

The mean flow is controlled by two physical parameters
which are the Reynolds number, Re, and the cavity aspect
ratio, G= h/R1 = 1.176. Note that such an enclosed geom-
etry can be characterized by two distinct length scales, the
radius R1 or the height h, either of which can be used to
define the Reynolds number. In this document, we consider
a radial Reynolds number ReR = R2

1Ω/ν = 1.0 × 105 (used
for instance by Séverac et al. [5] or Serre et al. [4]) where
ν is the kinematic viscosity of the fluid, R1 = 34 mm is the
outer radius of the rotating disc and Ω = 2 π F0 Ä 525 rad.s − 1

its rotation speed (we call F0 the frequency of the rotor).
The values of the geometrical parameters have been

chosen by the first team who studied this configuration ex-
perimentally (see [24]) in order to be relevant to industrial
devices and to ease technical constraints such as the pres-
surization and the thermalization of the cavity. In the ex-
perimental set-up there exists a small clearance δ 1 = 2 mm
between the rotor and the shroud (δ 1/h= 0.05) because of
obvious mechanical constraints, that will not be resolved in
the numerical simulations described further in this docu-
ment.

Measurements are performed using five pressure probes
located on the stationary disc at the positions shown on
Fig. 1(b): three probes (PB1, PB5 and PB2) separated by
a constant angle of 120 ◦ with a low temporal resolution
provide time-averaged pressure data whereas the last two
probes (PB3 and PB4) monitor time-resolved pressure fluc-
tuations. The sensors can achieve a maximum sampling rate
of 200 kHz but it was bounded to 10 kHz during the exper-
iments, yielding a resolution ∆F of the order of 10− 2 Hz
or ∆(F/F0) Ä 10− 4. The experimental signal has been con-
verged over about 5000 rotations of the disc before any spec-
tral analysis was attempted.

THE NUMERICAL MODELING

Numerical method
The code chosen to perform the simulations, AVBP

[25], is widely used both for basic research and applied
research of industrial interest. This parallel code solves
the full compressible Navier-Stokes equations using a finite-
element scheme TTGC [26] based on a two steps Taylor-
Galerkin formulation. It also relies on a cell-vertex diffu-
sion scheme [26, 27] specifically designed for LES on multi-
element meshes: low diffusion and low dispersion properties
of this explicit scheme makes it indeed highly suitable for
LES by providing 3rd order space and time accuracy. The
subgrid scales are modeled using the WALE model [28]. It
allows for a better behavior of the eddy viscosity produc-
tion than the classical Smagorinsky [29] formulation for wall
bounded flows. It is also known to produce zero eddy viscos-
ity in case of pure shear, thus leading to a better prediction
of the laminar to turbulent transition process through the
growth of linear unstable modes.

Computational details
For all simulations the fluid is initially at rest in the

cavity and the discs are stationary. At t= 0, the upper disc
is instantaneously brought to its velocity (Ω rad/s) and the
fluid is subsequently put in motion due to viscous interac-
tions.

Radial and axial no-slip boundary conditions are ap-
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plied on the rotating disc. There, ur = uz = 0 whereas the
azimuthal velocity is set to u θ = rΩ, where u = (ur,u θ ,uz)
are the three components of velocity in the cylindrical coor-
dinates system (r, θ , z). On the contrary a slip-wall con-
dition is applied to the outer shroud i.e. u · þn = 0 and
d
(
u · þ t
)
/dþt= 0 where þn and þ t represent respectively the nor-

mal and tangential vectors to the walls. Two different sta-
toric boundary conditions are used to study the impact of
wall modeling on the structures present in the flow

(BC1) a no-slip wall boundary with u = 0

(BC2) a wall model imposing Coles et al. law-of-the-wall [30]
u+ = κ − 1 log

(
y+)+E, with κ = 0.41 and E = 5.4.

Note also that all boundaries are set to be adiabatic, so the
flow is said to be in a converged state as soon as the volume-
averaged kinetic energy reaches a plateau and the slope
of the volume-averaged temperature becomes constant, i.e.
when the heating due to viscous friction within the flow and
on adiabatic walls in the enclosed cavity stabilizes.

The present investigation has been carried out using
four different configurations for which either the mesh, the
set of boundary conditions, or both, were modified. Three
different meshes were involved: a refined grid, an average
quality LES mesh and a coarse mesh designed specifically
for the use of (BC2). The three meshes are made exclusively
of prismatic elements to facilitate the resolution of the two
discs boundary layers. The first layer close to the stator al-
ways has a height proportional to δ =

√
ν /Ω as it is known

to be a factor relevant to the boundary layer thickness in
rotating flows [1,15,31]. The results obtained with the com-
putation on the most refined mesh (see next section) will
serve as reference for the other simulations.

Comparing the results obtained on the first mesh and on
the third mesh will indeed allow us to assess the discrepan-
cies in the flow dynamics introduced by the law-of-the-wall
model used on the stationary disc and to check whether a
wall modeled LES preserves the unstable nature of the flow,
and subsequently whether it can be used in an industrial-
grade computation.

WALL RESOLVED LES
This section is dedicated to the detailed study of the

wall resolved LES - ran on the most refined mesh with (BC1)
- to serve as a reference for the other three configurations.
It principally focuses on the coherent structures expected
to be present in the Bödewadt layer and that may be most
impacted by the changes in the boundary profile described
in more details in the next section. Figure 2(a) shows the
skeleton of the refined mesh used for the reference simula-
tion: it is made of layers of prisms of constant thickness

FIGURE 2. (a) Schematic structure of the wall-resolved LES
mesh. (b) Radial evolution of the wall normal coordinate z+

near the rotor and the stator.

z1 = 1.15δ where δ =
√
ν /Ω, i.e. z1/h Ä 3.2 × 10 − 3. In ad-

dition, Fig. 2(b) presents the radial distribution of the axial
wall coordinate near the two discs z+ = z1v ∗ /ν where v ∗

is the wall-friction velocity. It shows that z+ . 2 and is
greatest at the tip of the stationary disc, thus confirming
the mesh meets the conditions of a wall-resolved LES [32].

Given the nature of the diagnostics used during the
experimental campaign, and the primary interest which fo-
cuses on the unsteady features of the flow, a first paragraph
is dedicated to an analysis of the spectral content of the
stationary disc boundary layer. Once it has been shown
that the resolved LES matches the experimental results on
a spectral level, a more detailed study of the mean fields and
turbulence statistics is presented that leads to the display
of the coherent structures captured by the simulation.

Spectral content
It has been noticed during the experiments and the sim-

ulation that both PB3 and PB4 (see Fig. 1(b)) gathered the
same data and yield the same temporal spectra. Therefore
we shall work with the data from PB3 thereafter, unless
explicitely stated otherwise.

As noted in the previous section, all configurations use
water-tight geometries and adiabatic boundary conditions
hence the strain exerted by the flow on the walls heats up
the fluid inside the cavity and induces a proportional in-
crease in mean pressure. Consequently, and in order to
prevent high-amplitude low-frequency content from pollut-
ing the spectra, we extract the pressure fluctuations p̃ from
the ever-increasing static pressure signal Ps using a moving
average as shown on Fig. 3.

The signal is then processed through the Discrete Fast
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FIGURE 3. Demonstration of the separation between mean car-
rier signal and superimposed fluctuations using a moving aver-
age.

Fourier Transform algorithm [33] to reveal its constituent
frequencies. The power spectral density, defined by

PSD(p̃) = 10log10

(∣∣F
[
Ps − Ps

]∣∣2
)

dB (1)

is plotted on Fig. 4 for the reference LES, with a resolu-
tion ∆(F/F0) Ä 2 × 10− 3. The three principal experimental
frequencies detected by Lachize et al. [24] are located at
0.25F0, 0.5F0, 0.75F0 and F0 respectively and reported on
the bottom axis of Fig. 4 ; on the other hand, the constituent
frequencies of the LES signal are indicated on the top axis
and with dashed lines. Figure 4 shows that the fundamental
frequency the stationary disc boundary layer responds to is
close to Ff = 0.4F0: the first (2Ff ) and second even har-
monics (4Ff ) are present albeit in intervals with high dis-
persion, followed by marked peaks at odd higher harmonics
(7Ff , 9Ff , etc. . . ). Besides from the 2Ff peak which can be
associated with the third experimental frequency (0.75F0),
it is of note that the LES signal also shows peaks at 0.54F0
and F0 as expected according to the experimental data.

These observations, made for a high aspect-ratio cav-
ity, are qualitatively similar to the conclusions reached by
Gauthier et al. [34]. The authors indeed show that, with-
out any external forcing, a low aspect-ratio rotor/stator
flow (G = 0.047) displays its strongest peak around 4F0
and weaker amplitudes aligned with multiples of F0. On
the other hand, in our high aspect-ratio configuration the
strongest peak is located around F0 and weaker waves align
both with fractions and multiples of F0.

Meanfl ow profi les
All the calculated quantities presented in the following

paragraphs are averaged in time and/or in the azimuthal
direction using a generic discrete averaging operator defined
as follows:

FIGURE 4. Temporal power spectral density of the pressure
fluctuations (1) registered at the pointwise probe PB3 (see
Fig. 1(b)) plotted against the normalized frequency. Constituent
frequencies from the experiments (dot-dashed lines) and from the
LES (dashed lines) are also presented.

〈 X(xi; χ )〉 χ = 1
Nχ

N χ∑

k=1
X(xi; χ k) (2)

where χ represents either the temporal discretization
or azimuthal discretization in N χ instantaneous snapshots
equidistributed in time or azimuth, respectively, xi being
all the other independent variables. All the data has been
averaged both in time and in the tangential direction using
Nt∆t= 100Ω− 1 and N θ = 360.

The axial profiles of the time- and θ -averaged radial,
azimuthal and axial velocity components at mid-radius
(r = 0.5R1) are shown in Fig. 5, non-dimensionalized re-
spectively by rΩ, rΩ and

√
ν Ω. A comparison is established

with the auto-similar solution suggested by Batchelor [35]
and developed mathematically by Lance and Rogers [36]
amongst others.

The mean flow (Fig. 5) clearly exhibits separated
boundary layers, thus confirming it belongs to regime IV
according to the classification by Daily and Nece [13]. In
terms of organization, the fluid close to the rotor is directed
outward (ur > 0) due to centrifugal acceleration and this
outflow is compensated by the fluid going towards the hub
near the stator (ur < 0). As for single-disc flows (see e.g.
the analysis by Lingwood [37]), the layer close to the ro-
tor is referred to as the Ekman layer while the boundary
layer close to the stator is known as the Bödewadt layer. In
these two boundary layers the three components of velocity
vary rapidly but they are separated by a homogeneous re-
gion where no radial flow occurs (ur = 0) and where the az-
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FIGURE 5. Axial profiles of the dimensionless time- and theta-
averaged (N θ = 360, Nt∆t= 100Ω − 1) radial, azimuthal and axial
velocity components (from left to right) at mid-radius r= 0.5R1.
Comparison with the auto-similar solution by Lance et al. [36]
(––).

imuthal velocity remains constant, equal to a dimensionless
value u θ /rΩ =K Ä 0.38, where K is called the entrainment
coefficient. It is of note that K is below 0.5 between the two
discs, which is the limit value obtained for the plane Cou-
ette flow (see e.g. [38]). Besides, the entrainment coefficient
can be compared to the value K Ä 0.35 measured by Cheah
et al. [21] for ReR up to 2.6 × 105 and to the one K Ä 0.4
obtained by Andersson and Lygren [23] at ReR = 6.4 × 105

(G= 0.1). The comparison with the auto-similar solution to
two-discs rotating flows developed by Lance et al. [36] (see
Fig. 5 [––]) also shows that the confinement due to the outer
cylindrical wall induces an overestimation of the entraine-
ment coefficient and an underestimation of the core axial
velocity, but that the LES is able to capture the boundary
layers thickness with fair accuracy.

Extra information about the meanflow can be gath-
ered from the polar plot of the azimuthal and radial ve-
locity components in the whole space between the discs, at
r= 0.5R1 as given on Fig. 6. Both the polar plot part corre-
sponding to the rotating disc boundary layer (ur > 0) and
that corresponding to the stationary disc boundary layer
(ur < 0) largely differ from the laminar auto-similar solu-
tion by Lance et al. [36] (see also [31, 35]) as already ob-
served on Fig. 5. In addition, the LES solution does not
exactly match the DNS results obtained by Lygren et al. [9]
for a larger Reynolds number ReR = 4 × 105. What is more,
according to these authors, the distance to the laminar so-
lution provides a direct evaluation of the level of turbulence
of the two boundary layers. This means that the station-
ary disc boundary layer produced by the LES is less tur-
bulent than the DNS layer as expected, however the LES

FIGURE 6. Polar plot of the dimensionless time- and theta-
averaged (N θ = 360, Nt∆t = 100Ω − 1) velocity distribution at
mid-radius r = 0.5R1. Comparison between (-) the LES results,
(––) the auto-similar solution by Lance et al. [36] and (o–o) the
DNS results of Lygren and Andersson [9].

slightly overpredicts the turbulent behavior of the rotating
disc boundary layer (see Fig. 6).

Boundary layers
Due to the presence of the outer stationary cylinder at

r = R1, the flow is radially confined and so behaves differ-
ently than rotor/stator flows between infinite discs as de-
scribed originally by Batchelor [35] (see [36] for more de-
tails). Contrary to the latter, the confined flow does not
have a constant entrainment coefficient K but it rather
increases with the radius as shown on Fig. 7. The com-
parison with the auto-similar solution of Batchelor actually
shows that the combination of the confinement and the high
aspect-ratio prevents the flow from behaving like the the-
oretical case at all radii, partly explaining the differences
with theory observed on the polars of Fig. 6. Current pro-
files of K compare well with the trend reported by Pon-
cet [39] for a slimmer cavity G = 0.036 and an equivalent
Reynolds number ReR Ä 5 × 105. Note that the line corre-
sponding to Poncet et al. (Fig. 7 (◦ )) does not start strictly
at r ∗ = r/R1 = 0 for lack of data in this part of the cavity
(see [39]). Differences in terms of magnitude may be linked
to the difference in aspect ratio, but as well to the treatment
used on the outer cylinder. Indeed a slip-wall condition is
used in this document making the entrainement coefficient
converge to 1 at the outer wall whereas a no-slip condition
is imposed by Poncet [39] which forces K to go to 0 at this
extremity, although his line (Fig. 7 (◦ )) is clipped before it
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FIGURE 7. Radial evolution of the entrainement coefficient K
for the confined flow. Comparison with the auto-similar solution
from Lance et al. [36] (––) and the results obtained by Poncet
[39] for a cavity with G= 0.036 and ReR Ä 5 × 105 (◦ ).

reaches the outer cylinder.
The confinement typically present in industrial ro-

tor/stator cavities will not only have repercussions in the
core of the configuration where the flow is in solid body ro-
tation, but it also implies that the flow along the discs is
no longer perfectly parallel contrary to the flows between
infinite discs [35, 36]. Such non-parallel evolutions will in
turn have an impact on the boundary layers spatial evolu-
tions. Radial evolutions of the discs boundary layers are
presented on Fig. 8, together with the experimental results
obtained by Gauthier et al. [34] for a cavity with G= 0.047
and Reynolds numbers 2.0 × 104 < ReR < 6.3 × 104. The
stationary (resp. rotating) disc boundary layer thickness is
noted δ B (resp. δ E) and is defined as the distance between
the stationary (resp. rotating) disc and the first point where
ur = 0 away from the disc.

In spite of the strong differences in aspect ratios be-
tween the two cases, the results are qualitatively in agree-
ment. Both on the stator and on the rotor sides the bound-
ary layer thicknesses are found to strongly decrease with
the radius, even in the inner regions 0.2< r/R1 < 0.8 where
the flow is expected to follow the auto-similar solution of
Lance et al. (see Fig. 5) i.e. of constant thickness [35,36] as
evidenced experimentally by Gauthier et al. results. To ex-
plain this phenomenon, one may have to consider the local
Reynolds number Rer = r2Ω/ν , that increases linearly with
the radius which naturally causes the boundary layer to get
thinner with increasing r. This inverse dependency between
the local Reynolds number and the thickness of the bound-
ary layers has indeed been pointed out by several authors

FIGURE 8. Radial distributions of the boundary layer thick-
nesses, non-dimensionalized by the factor δ =

√
ν /Ω, plotted

against the dimensionless radius r/R1. Both the stationary disc
δ B and the rotating disc δ E boundary layers are presented. Com-
parison with the experimental results of Gauthier et al. [34].

(see e.g. [5,13,39]), but such a trend is not always confirmed
and only a few authors produce configurations that possess
radially diminishing boundary layers. For one, Gauthier
et al. [34] showed experimentally that, for their low aspect
ratio configuration, the Bödewadt boundary layer thickness
decreased from the hub to the shroud while the Ekman layer
kept constant. Another example is the work by Lopez [40]:
it can indeed be seen that the Bödewadt boundary layer
gets thinner as the radius increases, and so does the Ekman
layer.

Flow Structures
For all cases investigated in this document, and in par-

ticular for the wall resolved LES, instability patterns exist in
the stationary disc boundary layer whereas the Ekman layer
remains globally undisturbed. This observation is in quali-
tative agreement with previous LES of enclosed rotor/stator
flows (e.g. [5, 41]) that predict the Ekman layer to become
turbulent from Rer Ä 4 × 105, while the Bödewadt layer is
already turbulent at Rer = 7 × 104. Figure 9 shows the iso-
lines of the axial velocity component uz in an azimuthal sec-
tion at z/h= 0.025 (z/δ Ä 9.0, δ =

√
ν /Ω) located above the

stationary disc and in a vertical cut parametrized by θ = 0
and 0.0 ≤ z/h ≤ 0.1 (0 ≤ z/δ . 35). It exposes the existence
of a three-armed spiral structure contained between two lo-
cal Reynolds numbers ReI Ä 8 × 103 and ReII Ä 5.5 × 104

and reveals the presence of a centered concentric struc-
ture. It is noteworthy that the outermost location ReII
can also be identified on Fig. 8 as the upside-down feature
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FIGURE 9. Top: (r/R1, θ , z/h= 0.025) slice (stator) colored by
uz with relevant notations. Bottom: (r/R1,0,0.0 ≤ z/h ≤ 0.1)
slice colored by axial velocity uz and selected contours uz =
[0.02,0.04].

(marked by an arrow) displayed by δ B(r/R1) in the vicinity
of r/R1 Ä 0.75.

All in all, these results are not surprising as several pub-
lications showed the existence of coherent patterns in the
Bödewadt layer for different kinds of enclosed rotor/stator
cavities, often with a peculiar focus on the nature and char-
acteristics of the spiral vortices. Schouveiler et al. [42, 43]
lead two comprehensive experimental studies revealing the
co-existence of circular and spiral rolls, for values of the as-
pect ratio 0.07 ≤ G ≤ 0.15, in which the circular rolls were
confined below a local Reynolds number ReI Ä 9.0 × 103

after which the spiral rolls extended to the edge of the
disc. From the numerical point of view, a very complete
review has been written by Serre, Crespo del Arco and Bon-
toux [16]. For a cylindrical cavity of aspect ratio G = 0.5,
at a very low Reynolds number ReR = 1.6 × 104, they noted
the presence of circular rolls from ReI Ä 450 and the transi-
tion to spiral rolls at ReII Ä 1000. Unfortunately, as far as
the authors know, the presentation of the Bödewadt layer
structures has never been done before for G& 1.0 hence the
comparison with the literature can be no more than quali-

TABLE 1. Summary of the four configurations studied to assess
the impact of wall modelisation on the structures of rotating
flows boundary layers. Boundary conditions and mesh properties
are given to characterize each configuration.

MR1 MR2 MM1 MM2

Mesh cst. cst. cst. var.

Prism height 1.15δ 2δ 2δ var.

z+
(
R1
2

)
1 8 11 31

Stator b.c. (BC1) (BC1) (BC2)

tative and approximative at this point.

WALL MODELED LES PREDICTIONS
Now that the reference wall resolved LES has been stud-

ied extensively and that it has been shown it compared
qualitatively well with the literature and the experimen-
tal data, this part focuses on the other configurations in-
vestigated. Table 1 summarizes the characteristics of all
four configurations, MR1 corresponding to the wall resolved
LES presented in details in the previous section of this doc-
ument. Figure 10 shows the skeletons of the two meshes
used respectively with the cases MR2 and MM1, and the
wall modeled case MM2, along with a comparison of the
radial distributions of the axial wall coordinate close to the
stator (see [32]). Interest is first focused on how the mean
flow differs from that of the reference LES. We then look
at the structures present in the Bödewadt layer, and con-
clude this section with a comparison of the pressure spectra
and energetic content of all predictions to statuate on the
impact of the wall model.

Mean fi elds and boundary layers
The axial profiles of the time- and θ -averaged radial

velocity component at mid-radius (r = 0.5R1) for all four
configurations are compared on Fig. 11. Note that from
now on the core flow is omitted since all the differences
between the four configurations are confined to the bound-
ary layers. Looking at Fig. 11(top), it appears that the
three configurations MR2, MM1 and MM2 based on the
same near-rotor mesh produce qualitatively consistent re-
sults. The Ekman boundary layer thickness is overesti-
mated in all three cases due to the poor mesh resolution
close to the rotating disc, and one can also note that the
amplitude of the centrifugal ejection is underestimated by
MM2. Discrepancies can also be observed on the station-
ary disc side (Fig. 11(bottom)): at this location (r= 0.5R1)
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FIGURE 10. (a) Schematic structure of the mesh for MR2 and
MM1. (b) Schematic structure of the mesh for MM2. (c) Radial
evolution of the wall normal coordinate z+ near the stator for
all four cases (see Tab. 1).

TABLE 2. Summary of the entrainement coefficients obtained
from the four configurations at mid-radius r = 0.5R1.

MR1 MR2 MM1 MM2

K 0.38 0.34 0.36 0.53

the thickness of the Bödewadt layer fluctuates around the
reference value provided by MR1, and it is also remarkable
that in the two cases with a law-of-the-wall boundary condi-
tion (MM1 and MM2), the velocity profiles do not have the
same two inflection points as in MR1 and MR2. The differ-
ences in boundary layer thickness at all radial locations can
be assessed on Fig. 12. Configuration MR2 strongly over-
estimates the boundary layer thickness due to the lack of
resolution usually requested by a wall resolved LES. On the
other hand, configurations MM1 and MM2 provide qualita-
tively good results and of the same order of magnitude as
MR1. It is furthermore noticeable that configuration MM2
yields a stator boundary layer of approximately constant
thickness as reported in the literature (e.g. [5,39,41,44]) al-
though in constrast with the behavior of the reference case.

All configurations produce values ofK at r= 0.5R1 (see
Tab. 2) of the same order of magnitude to the exception of
MM2 which fails to capture the rotation velocity of the fluid
core and shows a behavior closer to that of an equivalent
plane Couette flow.

Flow structures and unsteadiness
It has been shown in the previous section that the wall

modeling used for configuration MM2 introduces differences

FIGURE 11. Axial profiles of the dimensionless time- and
theta-averaged (Nθ = 360, Nt∆t= 100Ω− 1) radial velocity com-
ponents at mid-radius r = 0.5R1. Comparison between the four
configurations of Tab. 1. Rotor layer at the top, stator layer at
the bottom.

FIGURE 12. Radial distributions of the Bödewadt boundary
layer thickness, non-dimensionalized by the factor δ =

√
ν /Ω,

plotted against the dimensionless radius r/R1. Comparison be-
tween the four cases discussed in this document (see Tab. 1).

in the boundary layer thickness radial evolution and fails to
properly capture the bulk behavior of the core. This para-
graph now concentrates on the structures already known
to exist in the Bödewadt boundary layer (see Fig. 9) and
the related unsteady pressure signals found for all simula-
tions to see if the discrepancies in meanflow do impede the
unsteady character of the cavity flow.

To this end, Fig. 13 compares the isolines of axial veloc-

9 Copyright c© 2016 by ASME



FIGURE 13. (r/R1, θ , z/h= 0.025) slice colored by uz with rel-
evant notations. From (a) to (d), configurations MR1 to MM2,
respectively. ReII indicates the outermost Reynolds number of
flow coherence observed in all four configurations.

ity in the stator boundary layer in an azimuthal section at
z/h= 0.025 (z/δ Ä 9.0) for all four configurations. First of
all, it appears as expected that the density of the mesh im-
mediately above the stationary disc has a direct impact on
the resolution of the spiral arms, with the radial wavenum-
ber decreasing when the mesh becomes more resolved as
shown from Fig. 13(d) to Fig. 13(a). This phenomenon is
accompanied by an increase in the average amplitude of the
perturbation reflected by the saturation of the color scale
in the figure. It is also of note that while configurations
MR1 and MR2 display a high-velocity kernel from which
the spiral arms spread, configurations MM1 and MM2 yield
a lower critical Reynolds number and no disturbed kernel
at all. The influence of the wall modeling is most obvious
between configurations MR2 and MM1 (resp. Fig. 13(b)
and Fig. 13(c)) for which the mesh is conserved and only
the differences in boundary conditions influence the flow.

In conclusion, as mentioned before, all simulations agree
on the existence of two types of unstable structures in
the stationary disc boundary layer: two-dimensional an-
nuli confined close to the singularity r/R1 = 0 and three-
dimensional structures occurring at higher Reynolds num-
bers, as often described in the literature e.g. [5,16,41,45,46].
The structures themselves look markedly different from one

FIGURE 14. Temporal power spectral density of the pressure
fluctuations (1) registered at probe PB3 (Fig. 1(b)). Comparison
between all four configurations, MR1 to MM2 (see Tab. 1).

configuration to another, but Fig. 13 proves that the wall
modeling introduced in MM2 preserves the azimuthal or-
ganization of the flow, albeit slightly different radially. In
order to come back to our initial investigation bearing on
the unsteady pressure signals obtained during the experi-
mental campaign (see [24]), we compare in Fig. 14 the con-
stituent frequencies of the unsteady signals obtained for the
four configurations MR1 to MM2. Figure 14 mainly shows
that the natural response of the flow appears to be indepen-
dent of the mesh and/or the statoric boundary condition.
First of all, although the fundamental Ff does not appear
as clearly as in MR1, all three signals display pronounced
peaks around the two first even harmonics 2Ff and 4Ff ,
and around the odd harmonics beyond the third (7Ff , 9Ff ,
etc. . . ) as it was the case in the reference LES. It is also
noteworthy that contrary to the reference LES, the three
test cases obviously show a strong response of the fluid to
the second odd harmonic 5Ff Ä 2.0F0. The fluid also hap-
pens to be excited at the frequency of the rotor F0 in all
three test cases, whereas the peak located at 0.54F0 in MR1
does not stand out of the ambiant noise in any of the test
cases. Nonetheless, it could be argued that in case MM2
the fluid has a response at a frequency close to 0.6F0 which
could be associated with the experimental 0.5F0. All in
all, Fig. 13 and Fig. 14 show that although the station-
ary disc boundary layer somewhat loses its radial organi-
zation because of the law-of-the-wall modeling, the modal
(azimuthal) organization as well as the spectral fauna are
conserved. It is therefore reasonable to consider the use of
a law-of-the-wall to simulate and characterize the unsteady
character of the pressure field in a rotor/stator configura-
tion.

10 Copyright c© 2016 by ASME



CONCLUSION

Large Eddy Simulations of the turbulent flow in a cylin-
drical rotor-stator cavity has been performed. We focused
on the impact of boundary conditions on the flow dynamics
and particularly on the development of coherent structures
in the stationary disc boundary layer. Four different sets of
boundary conditions have been investigated, each using ei-
ther a no-slip boundary condition on the stator or modeling
the boundary layer using a classical law-of-the-wall model,
and a dedicated mesh. The results obtained on the most re-
fined mesh with a no-slip statoric boundary condition served
as reference.

The time- and theta-averaged flow has been closely
studied in terms of extracted axial profiles and bound-
ary layers. From these quantities the current prediction
is shown to be in good agreement with previous results and
experimental data. Below a certain Reynolds number, the
modeling of the stationary disc boundary layer is found to
induce an underestimation of the velocity of the flow that
leads to the disappearance of the low-Reynolds coherent
bulbous structure observable in the reference flow. Over-
all, the law-of-the-wall boundary condition deteriorates the
radial resolution of the spiral structure found in the station-
ary disc boundary layer. Nonetheless, the 3/4-armed spiral
structure found in the reference configuration appears in
all three configurations which indicates that the transition
to the modeling of the stator boundary layer conserves the
azimuthal resolution of the structures. What is more, a
spectral analysis of the pressure signals yield by numeri-
cal probes located close to the stationary disc proved that
although the amplitudes of the peaks slightly fluctuate be-
tween the configurations, the overall spectral content of the
boundary layer stays identical. Altogether these observa-
tions validate the ability of a wall modeled LES to preserve
the unstable nature of a high-Reynolds enclosed rotor-stator
flow and to reproduce satisfactorily the coherent structures
expected in the stationary disc boundary layer.
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198 Appendix F : Wall modeled LES and rotor/stator cavity unsteady features



Appendix G

Radial equilibrium analysis

Figure G.1 – Schematic rep-
resentation of a fluid element
in a rotating fluid with relevant
annotations.

Let an infinitesimal element be in a rotating fluid (Fig. G.1).
It is subject to the centrifugal force

Fc = (ρrdrdθ)ω2r = ρu2
θdrdθ (G.1)

The pressure force on the element, on the other hand, is

Fp = rdpdθ (G.2)

All other forces being neglected, the particle will move at con-
stant radius if and only if

Fp = Fc ⇔ dp = ρu2
θdr/r ⇔ ρ/ρ0 = (r/r0)u2

θ/RgTs (G.3)

where Rg is the gas constant, Ts the static pressure, the 0-
subscripted variables are integration constants and the perfect
gas law gives p = ρRgTs.
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Résumé court

Ce manuscrit présente une étude couplée, numérique et théorique, portant sur les
écoulements tournants transitionnels et turbulents. L’accent y est mis sur la formation de
structures macroscopiques cohérentes au sein de l’écoulement, générées par des procédés
rendus fortement tri-dimensionnels par la présence des couches limites sur les disques et le
long des parois cylindriques extérieure (carter) et/ou intérieure (moyeu). La complexité de
ces écoulements pose de véritables difficultés en recherche fondamentale mais les résultats
de ces travaux ont aussi une importance non négligeable pour les machines industrielles
tournantes, depuis les disque-durs jusqu’aux turbopompes spatiales, la conception de ces
dernières étant la motivation première pour ces travaux de thèse.

Ce travail peut être divisé en deux sous-parties. Dans un premier temps, les cavités
industrielles sont modélisées par de simples cavités rotor/stator lisses pour y étudier
la dynamique de l’écoulement. Comme les campagnes expérimentales sur les machines
industrielles ont révélé de dangereux phénomènes instationnaires en leur sein, l’accent est
mis sur l’obtention et l’étude des fluctuations de pression dans les écoulements modèles.
Ensuite, les SGE de trois configurations de turbine industrielle réelle sont réalisées pour
étudier les fluctuations de pression in situ et appliquer les diagnostiques éprouvés sur les
géométries modèles.

Short abstract

This thesis provides a numerical and theoretical investigation of transitional and tur-
bulent enclosed rotating flows, with a focus on the formation of macroscopic coherent flow
structures. The underlying processes are strongly three-dimensional due to the presence
of boundary layers on the discs and on the walls of the outer (resp. inner) cylindrical
shroud (resp. shaft). The complexity of these flows poses a great challenge in funda-
mental research however the present work is also of importance for industrial rotating
machinery, from hard-drives to space engines turbopumps - the design issues of the latter
being behind the motivation for this thesis.

The present work consists of two major investigations. First, industrial cavities are
modeled by smooth rotor/stator cavities and therein the dominant flow dynamics is
investigated. For the experimental campaigns on industrial machinery revealed dangerous
unsteady phenomena within the cavities, the emphasis is put on the reproduction and
monitoring of unsteady pressure fluctuations within the smooth cavities. Then, the LES
of three configurations of real industrial turbines are conducted to study in situ the
pressure fluctuations and apply the diagnostics already vetted on academic problems.
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