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Abstract

Network science constitutes now a fundamental framework for studying complex systems and modeling
the ever-growing data deluge that occurs in virtually all fields of knowledge. Over the last decade,
multilayer networks contributed to revolutionize the study of systems characterized by multiple scales
or levels, i.e. ,layers of interactions. These models shed a new light on interconnected systems by
exhibiting unexpected topological correlations, robustness and synchronization properties, just to name
a few. Historically, multilayer networks leveraged their comparative advantages over classical networks,
focusing on the interactions of nodes both within and between layers. Although recent studies started to
characterize layer properties per se, the layer characterization and its interplay with the classical node
characterization still remain to be explored.

In this manuscript, we propose the node-layer duality, a unifying framework to study the structural
properties of nodes and layers. We show that both node and layer properties provide complementary
information when considering the second moment of their distribution ,i.e. , the variance. We extensively
study these complementarity by deriving a stochastic rewiring model that selectively rewires links
according to either node, or layer or both dimensions. Using this rewiring approach, we analytically
derive and numerically validate a formal duality relationship between the node and layer dimensions. In
particular, we derive and validate a closed-form of this relationship in the case of random multiplex and
multilayer networks.

Based on local connectivity, we show that the complementarity of the node-layer duality clusters real-
world multiplex networks coming from di�erent contexts (social, biological, infrastructure...) into networks
that have a spatial connotation and others that do not have one. Moreover, we provide a method to
e�ciently visualise the connectivity of multiplex networks in the node and layer dimensions.

In this e�ort to characterize real-world systems, we focus our analysis on multilayer brain networks.
The brain is perhaps the most striking example of complex systems that has benefited from the multi-
layer thrust. Actually the brain at the large-scale can be recorded using many neuroimaging technics
(MRI,EEG,MEG,fMRI...) and its functional properties can be investigated along di�erent modes (temporal,
frequential). The properties of these brain networks are fundamental to uncover the normal brain
functioning as well as new e�ective biomarkers to prevent, track or even cure brain diseases.

In particular, cross-frequency coupling, i.e., interactions between di�erent brain frequencies has been
shown to be a major component of information transfer within the brain across spatiotemporal scales.
Although modeling cross-frequency coupling was already suggested to better characterize diseases,
multilayer brain networks that integrate cross-frequency coupling are still relatively unexplored. In
parallel, the frequency-based multilayer networks, i.e., layers representing the frequency of brain activity
showed promising results in characterizing Alzheimer’s disease. Therefore, we apply the node-layer duality
framework to characterize simultaneously the regions (nodes) and frequencies (layers) of multi-frequency
brain networks including cross-frequency coupling.

Based on the correlation between local and global measures of connectivity and cognitive decline,
we find that Alzheimer’s disease seems to be characterized not only by the disruption of connectivity
in specific brain regions, but more importantly by the aberrant coordination between frequencies. In
particular, we recover the importance of the connectivity disruption in the alpha band (8-13 Hz) which is
a well-kown feature of Alzheimer’s disease.

We conclude on the opportunity of systematically adopting a dual characterization in the study of
the structure of multilayer networks by exploiting its characteristics which are shared among duality
relationships in general.
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frequency bands. Panel b) Top: hub disruption of MEG multifrequency networks in patients
with Alzheimer’s disease. Each point corresponds to a di�erent brain area; k = slope of the
regressing line. Bottom: Brain regions with significant between-group di�erence in overlapping
weigthed degree. PCUN.R = right precuneus; HIP.L = left hippocampus; IPL.R = right inferior
parietal, but supramarginal and angular gyri; SPG.R = right superior parietal gyrus; MOG.L = left
middle occipital gyrus; SOG.L = left superior occipital gyrus; IOG.L = left inferior occipital gyrus.
Panel c) Scatter plot showing the Mahalanobis distance of each subject from AD or control
group when combining of multiplex clustering coe�cient (MCC) and participation coe�cient
(MPC) extracted from time-varying networks (gray line indicates equal distance). Pictures and
captions adapted from [298] (panel a, b) and from [3] (panel b). . . . . . . . . . . . . . . . . . . 57



4.11 Multimodal brain networks reveal disrupted core-periphery structure in Alzheimer’s disease.
Panel a) Multimodal brain networks (multiplex) are constructed by layering DTI, fMRI, and
several frequency-based MEG brain connectivity. Panel b) Spearman correlation (R = 0.59,
p = 0.005) between the coreness disruption index (�) and the memory impairment of AD
patients as measured by the free recall (FR) test. Panel c) Boxplots show the values of coreness
disruption index (�) obtained by progressively removing the links preferentially connected
to the multiplex periphery of the HC group. The blue (x-axis HC) and red (x-axis AD) boxplots
illustrate respectively the � values for the HC and AD groups. Pictures and captions adapted
from [2] (Panel a) and [301] (Panel b,c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.1 Topological duality in multilayer networks. The unitary element of a multilayer network is the
duplet (8 , ) corresponding to the node 8 and the layer . Because of the intrinsic node-layer
isomorphism, the system can be equivalently represented by nodes plunged into layers or
by layers plunged into nodes. Depending on the representation side, two complementary
descriptions of the same system can be obtained. In the primal nodewise, connectivity is
integrated across the layers and the topological properties of the nodes are provided. In the
dual layerwise, connectivity is integrated across the nodes and the topological properties of
the layers are obtained instead. In the networks, solid lines = intralayer links, grey lines =
interlayer links, dashed lines = replica links. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.2 Nodewise and layerwise distributions are non-constrained from each other. The MC distri-
butions are normalized in order to have the same mean. a) Nodewise (blue) and layerwise
(orange) MC distribution of the EuAir multiplex network [65]. The normalized nodewise standard
deviation is �X = 0.73. The normalized layerwise standard deviation is �Y = 0.45.b) EuAir
multiplex network is rewired in a way that layerwise degree distribution stays fixed and the
nodewise one is modified using the stochastic rewiring algorithm (A = 1, ?=>34 = 1, see Sec.
5.2.2). The normalized standard deviations become �X = 0.10, �Y = 0.45.c) EuAir multiplex
network is rewired in a way that nodewise degree distribution stays fixed and the layerwise
one is modified using the stochastic rewiring algorithm (A = 0.66, ?;0H4A = 1, see Sec. 5.2.2).The
normalized standard deviations become �X = 0.73, �Y = 0.15. Kernel density estimation are
obtained using the seaborn Python library. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.3 Schematic illustration of the di�erent types of link rewiring. The type of rewiring is determined
by the combination of three parameters. Specifically, ?=>34 determines the probability to make
a link displacement while keeping the layers unchanged. ?;0H4A determines the probability to
make a link displacement while keeping the nodes unchanged. ?C4 ; determines the probability
to make a link displacement while changing both nodes and layers. Dotted lines = old position,
solid lines = new position. ?=>34 + ?;0H4A + ?C4 ; = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.4 E�ect of the density on the matching between analytical and numerical distances. Curves
are the analytical distances as obtained with Eqs. 5.14,5.17 for the layer multidegre centrality
(MC) and Eqs.5.15,5.16 for the node multidegree centrality.Dots are the numerical distances
obtained with the stochastic rewiring algorithm (see Appendix 8). The numerical expected MC
is obtained by 100 rewiring of the initial networks. Error bars represents 3 times the standard
error of the mean. a) Nodewise distance in function of r for random multilayer networks
(# = 20, " = 20) at 5 di�erent densities � (?=>34 = 1). b) Layerwise distance in function of
r for random multilayer networks (# = 20, " = 20) at 5 di�erent densities � (?;0H4A = 1). c)
Nodewise distance in function of r for random multilayer networks (# = 20, " = 20) at 5
di�erent densities � (?C4 ; = 1). d) Layerwise distance in function of r for random multilayer
networks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72



5.5 E�ect of intralayer link additions on node and layer multidegree centralities. In general,
adding one intralayer link in the nodewise description increases the multidegree centrality in
the layerwise description by a factor of 2 (right side), while the node multidegree centrality
only increases by a factor of one (left side). Because in multiplex networks only changes
within layers are allowed, this e�ect increments more by construction the variance of the layer
multidegree centrality and its distance as compared to the nodewise counterpart. . . . . . . 74

5.6 Invisibility zones for multidegree centrality distances. Nodewise distances (3X) increase
linearly with ?=>34 (x-axis) and ?C4 ; (white diagonals) but they cannot see link displacements
that keep nodes unchanged (?;0H4A → 1). Layerwise distances (3Y) increase linearly with
?;0H4A (y-axis) and ?C4 ;(white diagonals) but they are blind to link displacements that keep
layers unchanged (?=>34 → 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.7 Linear relation between layerwise and nodewisee multidegree centrality distances in random
multilayer networks. Lower slopes (higher 3X) are obtained for ?=>34 > ?;0H4A . Higher slopes
(higher 3Y) are obtained for ?;0H4A > ?=>34 ). Solid lines correspond to Eqs. 5.26, 5.27 in the case
of random multilayer networks with # = " = 200, � = 0.0005, by varying the entire range of
possible rewiring A (color line). Scattered points correspond to synthetic random networks
simulated with the same parameters (one synthetic random network di�erent for each point). 76

5.8 Linear relation between layerwise and nodewisee multidegree centrality distances in random
multiplex networks. Lower slopes (higher 3X) are obtained for ?=>34 > ?;0H4A . Higher slopes
(higher 3Y) are obtained for ?;0H4A > ?=>34 ). Solid lines correspond to Eqs. 5.29, 5.30 in the
case of random multiplex networks with # = " = 200, � = 0.01 by varying the entire range
of possible rewiring A (color line). Scattered points correspond to synthetic random mutiplex
networks simulated with the same parameters (one synthetic random network di�erent for
each point). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.9 Dependence of multidegree centrality distances on multilayer and multiplex networks’ size.
In multilayer networks, nodewise and layerwise distances equally reach the highest value
when the number of nodes N is equal to the number of layers M (black lines). However, in
multiplex networks, the maximum is reached when there are more nodes than layers. In
addition, layerwise distances (orange) are by construction higher than nodewise distances
(blue). Solid lines correspond to the theoretical formulas for random networks with connection
density � = 0.0005, rewiring ratio A = 0.5, and uniform rewiring probability (see Sec.5.2.3).
Di�erent combination of number of nodes and layers are considered, with the condition
# +" = 200. The figure boundaries are not accurate since the scaling is obtained in the limit
of large networks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6.1 Dual characterization of real-world multiplex networks.Scatter plot of the nodewise (x-axis)
and layerwise (y-axis) distances of real networks’ MCs from uniformly rewired counterparts. To
avoid network-size and density biases, all values are further divided by the distances obtained
from equivalent random networks. The logarithm of the aforementioned quantities are shown
in the plot. The optimal partition through k-mean clustering separates the network into two
clusters (green and purple). Zones indicate in which cluster the networks belong to. . . . . . 83

6.2 Optimal partition of the dual characterization of real-world multiplex networks (k-means
clustering). a) Elbow method. Sum of the squared error in function of the number of clusters.
The elbow point corresponds to the partition of space into two clusters which is considered as
the optimum trade-o� between error and the number of clusters (with knee-point detected
using python package kneed). b) The silhouette coe�cient in function of the number of clusters.
The bigger is the silhouette coe�cient, the more cohesive and separated the clusters. Its
values ranges from -1 to 1. Here the maximum is obtained for two clusters, B = 0.70. . . . . . 84

6.3 Clusters of real-world multiplex networks using hierarchical clustering. Colors of each network
indicate in which cluster they belong to (green or purple). . . . . . . . . . . . . . . . . . . . . . 85



6.4 Projection plots of real-world multiplex networks. . In the nodewise description, layers are
represented by lines and nodes are represented by markers (blue). In the layerwise description,
layers are represented by markers (orange) and nodes by lines. Nodewise and layerwise plots
are put on the same scale. a) Projection plots of the C.Elegans multiplex connectome (279
nodes, 3 layers). b) Projection plots of the Arxiv multiplex network (14 489 nodes, 13 layers).
c)Projection plots of the Chemnitz multiplex network in the German Transport dataset (1168
nodes, 79 layers). d) Projection plots of the PierreAuger multiplex network (514 nodes, 16 layers).
Inset in the nodewise projection plot represents a zoom where markers are concentrated. . 87

6.5 Number of nodes # in function of the number of layers " for real-world multiplex networks.
Size of the markers is proportional to the logarithm of the density of each multiplex network.
Purple indicates networks with a strong spatial connotation and green, networks with no or
weak spatial correlation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

7.1 Distribution of the total multistrength centrality of AD patients compared to the group-
averaged HC. The total multistrength centralities of AD patients (orange bars) are compared to
the one of the group-averaged HC(blue line). For every tested layer configuration, the ratio
between the total multistrength centrality of the group-averaged AD patient over the one of
the group-averaged HC is constant equal to 1.06. All AD patients except 3 outliers have a total
multistrength centrality that is very close to the one of the group-averaged HC. a) 70 layers
configuration. b) 31 layers configuration. c) 7 layers configuration. d) 3 layers configuration. The
layers (frequencies) are removed evenly on the range 2 to 40 Hz. . . . . . . . . . . . . . . . . . 92

7.2 Group-averaged nodewise and layerwise distances between AD and HC for di�erent fre-
quency resolutions (from M=77 to M=3). Layers are iteratively removed with a linear spacing to
ensure no frequency layers are favored. The asterisk marks the number of layers (" <= 31)
for which the di�erence between the distances becomes significantly di�erent (? < 0.05, FDR
corrected). Vertical bars denote standard deviations. . . . . . . . . . . . . . . . . . . . . . . . . . 93

7.3 Distribution of connectivity changes in AD multifrequency brain networks across di�erent
number of layers. Connectivity changes are computed as the absolute value of the di�erence
between the links’ weights of each AD network and those from the group-averaged HC brain
network. Colored histograms correspond to di�erences between replica (green), intralayer
(blue) and interlayer links (yellow). The number of nodes (brain areas) stays the same, i.e.,
N=70. a) 70 layers configuration. b) 31 layers configuration. c) 7 layers configuration. d) 3 layers
configuration. The layers (frequencies) are removed evenly on the range 2 to 40 Hz. . . . . . 93

7.4 Alzheimer’s disease multilayer brain networks’ global disruption in region-wise and frequency-
wise dimensions. a) Di�erence between the average node multistrength centrality distribution
of AD patients and HC in function of the average node multistrength centrality of HC. Regression
line coe�cient, i.e. , nodewise disruption index is ΔX = −0.44('2 = 0.23). b) Di�erence between
the average layer multistrength centrality distribution of AD patients and HC in function of
the average layer multistrength centrality of HC. Regression line coe�cient, i.e., layerwise
disruption index is ΔY = −0.38('2 = 0.78). c) Cognitive decline of AD patients (y-axis, MMSE)
as a function of the individual nodewise disruption indices ΔX (x-axis). Spearman correlation
test returns ( = −0.12, ? = 0.60 between ΔX and MMSE scores. d) Cognitive decline of AD
patients (y-axis, MMSE) as a function of the individual layerwise disruption indices ΔY (x-axis).
Spearman correlation test returns ( = 0.63, ? = 1.94 − 3 between ΔY and MMSE scores. . . . 95



7.5 Alzheimer’s disease multilayer brain networks’ local disruption in region-wise and frequency-
wise dimensions. Multilayer brain networks are inferred from source-reconstructed MEG signals
using cross-frequency coupling. In the primal dimension, nodes correspond to brain regions
(# = 70) and layers to di�erent frequency bins (" = 77). a) Statistical di�erence (Wilcoxon
test, Z-score) between node multistrength centralities of AD patients and healthy controls
(HC) across di�erent brain regions. b) Statistical di�erence (Wilcoxon test, Z-score) between
layer multistrength centralities of AD patients and healthy controls (HC) across di�erent
brain frequencies. c) Cognitive decline of AD patients (y-axis, MMSE) as a function of the
multistrength centrality decrement in the left anterior caudal cingulate cortex (x-axis, :X).
Spearman correlation test returns ( = 0.54, ? = 84 − 3 between :X and MMSE scores. d)
Cognitive decline of AD patients (y-axis, MMSE) as a function of the multistrength centrality
decrement at 9 Hz (x-axis, :��
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Introduction 1
At the dawn of the 21BC century, network science appeared as a major
paradigm for studying complex systems, i.e. , systems that exhibit
emergent phenomena, rooted in the interactions between their com-
ponents. Epidemics, climate and opinion formation are a few examples
of complex systems whose understanding is crucial for our societies.
In network science, the components of a system are modeled by nodes
and their interaction by links, which together form a network. Such ab-
straction is now a common language of an interdisciplinary endeavor
ranging from physics to sociology passing through computer science
to tame complexity as well as the ongoing data deluge present in
virtually all fields of knowledge.

Among many other fields, the concepts of network science have found
a prolific echo in neuroscience. Actually, the brain is a complex system
par excellence exhibiting a wide repertoire of emergent phenomena
from the molecular to the behavioral scale which makes it amenable
to network modeling. In network neuroscience, nodes can correspond
to di�erent brain sites, such as neurons, neuronal ensembles or even
large-scale areas but also to electrical or optical sensors. The links
correspond to either anatomical/structural connections or functional/-
dynamical interactions between nodes. This holistic approach opens
up novel perspectives on the brain, e.g. , by demontrating, that brain
networks are globally characterized by nodes that form an optimal
balance between being clustered and being integrated in the whole
network at the same time. Network properties are fundamental for
quantifying and understanding normal and abnormal brains and ul-
timately for unveiling e�ective biomarkers to prevent, track or even
cure brain diseases.

Nonetheless, networks and particularly brain networks su�er from
a major limitation: complex systems, such as the brain, often inter-
act through multiple types of interactions along with di�erent spa-
tiotemporal scales. For instance, in a social network, individuals may
exchange information through face-to-to face interactions, phone,
email or online social networks. Each of these layer of interactions
has a structure that is constrained by its nature and its characteristic
temporal scale. Therefore, over the last decade, multilayer networks
were put forward to model these interacting layers in an integrated
framework. Multilayer networks exhibit unexpected properties arising
from the topological interplay between layers that impact system-
wide synchronization, robustness and controllability as compared to
equivalent single-layer networks. Actually, multilayer network analysis
has leveraged its comparative strengths, with respect to classical net-
works, focusing on the interactions of nodes both within and between
layers.

However, a complementary characterization could in principle be de-
rived based on how the layers interact across nodes. Recent studies
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[1]: Arenas et al. (2010), ‘Optimal map
of the modular structure of complex
networks’,

[2]: Guillon et al. (2017), ‘Loss of brain
inter-frequency hubs in Alzheimer’s dis-
ease’,
[3]: Yu et al. (2017), ‘Selective impair-
ment of hippocampus and posterior
hub areas in Alzheimer’s disease’,
[4]: Buldú et al. (2018), ‘Frequency-
based brain networks’,
[5]: Tewarie et al. (2016), ‘Integrating
cross-frequency and within band func-
tional networks in resting-state MEG’,
[6]: Tewarie et al. (2021), ‘Interlayer con-
nectivity reconstruction for multilayer
brain networks using phase oscillator
models’,

started to characterize structural layer properties such as their clus-
tering or ranking. Nonetheless, the peculiarities and the interplay
between such nodewise and layerwise characterization remain to be
elucidated. To bridge this gap, our contribution is to propose the node-
layer duality, an unifying framework to study the structure of nodewise
and layerwise representation in multilayer networks. We show that
properties of both representations are not trivially related when con-
sidering the second moment of their distribution ,i.e. , the variance.
Based on the local connectivity, we adopt a perturbative approach to
track how each link toggle is reflected in one or both of the dimensions.
This approach allows us to establish a formal duality between the two
dimensions based on a distance between a multilayer network and its
perturbed version. In return, it quantifies the situations in which one
dimension better discriminates two multilayer networks compared
to the other one. Specifically, we derive a complete closed-form of
the formal node-layer duality in the case of random multilayer and
multiplex networks.

Next, we provide a first characterization of di�erent real-world mul-
tiplexes using the node-layer duality based on the aforementioned
perturbation approach. We find that the real-world multiplex con-
nectivity structure in both dimensions seems to be characterized by
the spatial nature of each network. Also, results suggest that classes
of multiplexes could be characterized by their peculiar interplay be-
tween the nodewise and the layerwise dimension. Inspired by [1], we
also propose a visualization approach to represent the connectivity of
multilayer networks in the nodewise and layerwise dimensions.

In this e�ort to characterize real-world systems, we then focus our work
on multilayer brain networks. Among real-world systems, multilayer
brain networks rapidly emerged as an interesting new candidate for
multiscale modeling of the brain (Fig. 1.1). In particular, the formalism
allows to study the complex interplay between structural interactions
and functional interactions within the brain. It also allows to under-
stand how the di�erent modes of brain activity are reorgnized during
a cognitive task or a disease and how they are related to behavior in
an unprecedented way. For instance, multifrequency brain networks
recently have shown promising results to characterize Alzheimer’s
disease [2, 3]. Also, the formalism seems well suited to study the
cross-frequency coupling, i.e. , interactions between brain frequencies.
Although integrating cross-frequency coupling was already suggested
to better characterize diseases [4], multilayer brain networks integrat-
ing cross-frequency coupling are still relatively unexplored [5, 6].

In this perspective, we consider that the node-layer duality is a natural
framework to study such systems by analyzing simultaneously regions
(nodes) and frequencies (layers) to characterize Alzheimer’s disease
based on local connectivity. Relying on local and global measures on
the connectivity, we find that the layerwise dimension provides better
descriptors than the nodewise one in terms of the severity of the
cognitive decline. In particular, we recover the connectivity disruption
in the alpha band (8-13 Hz) which is a well-kown feature of Alzheimer’s
disease. All in all, it validates the need to systematically characterize
the layerwise dimension in multi-frequency brain networks.
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.
Figure 1.1: Multiscale brain organization. The di�erent organizational aspects of the brain system are represented over a multidi-
mensional manifold. Three type of dimensions, or levels, are illustrated here, i.e. , time, space, and topology. From the top to the
bottom of the manifold, the scales of each organizational level go from micro to macro. Image credit: Thibault Rolland. Adapted
from [7]

The manuscript is structured as follows:

I In Chapter 2, we briefly introduce the basic concepts and tools
in network science that are of relevance for this manuscript. In
particular we briefly review network comparison methods which
provide an important background for group-wise comparison be-
tween normal and abnormal brain networks. Then, we describe
how concepts and tools of network science have been general-
ized to multilayer networks. We also briefly review the literature
that started to characterize layers in multilayer networks.

I In Chapter 3, we first present an overview of the neuroimaging
techniques that constitute the basics for the contruction of brain
network. Then we describe the di�erent ways to define nodes
and links in brain networks. In particular we highlight the pecu-
liarities of defining either structural or functional links. Finally
we provide a brief overview on the main results related to brain
networks. Specifically, we review the network characterization
of Alzheimer’s disease which lies at the core of our data-driven
work.

I In Chapter 4, we extensively review the literature on multilayer
brain networks. We first present a brief overview of the multiscale
modeling of the brain before introducing multilayer networks.
Then, we present the peculiarities of multilayer brain networks
as compared to classical brain networks in terms of structure
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and filtering techniques. Next, we detail the associated litera-
ture under the following pilar questions: the relation between
structure and functions, the balance between integration and
segregation and the behavioral adaption to tasks or learning.
Finally we detail the contribution of multilayer networks to the
characterization of brain diseases. In particular, we put the em-
phasis on the multilayer characterization of Alzheimer’s disease.

I In Chapter 5, we present our theoretical contribution, i.e. , the
node-layer duality framework. We present its principles and
where it is relevant for a dual structural analysis of multilayer
networks. Then, we show that the dual analysis of multilayer net-
work retains complementary information about the position and
the number of links in the system which is the basis of our per-
turbation approach. To apply it, we present a stochastic rewiring
model that is tailored to switch links in a way that emphasizes
the connectivity di�erences between the two dimensions. We
present the analytical derivation of the expected multidegree
centrality sequence after a rewiring by the model. We validate
the model by comparing it with an equivalent numerical rewiring.
In the limit of large networks, we derive a formal node-layer du-
ality based on the notion of distance between a network and
a particular perturbed version of it. We prove and numerically
validate a closed-from of this formal duality relationship in the
case of random multiplex and multilayer networks. In particular,
we show how this relationship scales with the size of the network.
We finally discuss the potential implications of the node-layer
duality framework for multilayer network analysis.

I In Chapter 6, we present an application of the node-layer dual-
ity framework. Especially we test the hypothesis that the node
and layer multidegree centrality distributions uniquely charac-
terize classes of real-world multiplex networks ranging from
transportation networks to social ones passing through neural
networks. For each network, we compute the distance between
it and a perturbed version of it, normalized by its equivalent
random null counterpart to avoid size e�ects. Using k-means
clustering we show that the multiplex systems are well separated
into two clusters that seem to distinguish between networks with
a spatial connotation and others without. Aside, we provide a
method to visualize the organization of connectivity in both
dimensionswithin multiplex networks based on singular value
decomposition. Finally, we discuss the potential of the node-
layer duality framework for characterizing classes of multiplex
networks.

I In Chapter 7, we apply the node-layer duality framework to the
study of cross-frequency coupling in Alzheimer’s disease. We
show that the nodewise and layerwise distances between the
Alzheimer’s disease patients’ networks and the averaged healthy
control have the same discriminative power between the two con-
ditions. However as the frequency resolution becomes coarser
the layerwise dimension discriminates patients better. We show
that indices of global connectivity disruption correlate signifi-
cantly with the severity of the cognitive decline in the layerwise
dimension but not in the nodewise one. Similarly the disruption
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of local connectivity of specific regions and frequencies corre-
lates with the cognitive decline although a higher number of
strongest correlations were found in the frequency dimension.
Notably, the strongest correlations include the caudal anterior
cingulate gyri and the frequencies of the alpha band. Finally, we
discuss the observed comparative advantage of the layerwise
dimension since Alzheimer’s disease seems to be characterized
not only by the connectivity disruption in specific brain areas,
but more importantly by the aberrant coordination between
frequencies.

I In Chapter 8, we draw a conclusion and a perspective on the sig-
nificance of our work in the broad picture of multilayer networks
in general and multilayer brain networks in particular. We also
relate our work to the general concept of duality.





1: In mathematics, V and E are often
called the vertex set and the layer set
respectively

2: When �88 = 0 the graph is said to
have no self-loops.
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2.1 Classical networks

In this chapter, we introduce the basic concepts and tools of network
science. Then, we show how these concepts and tools generalize in
the context of multilayer networks. Specifically, we put the focus on
the principle of network comparison and layer characterization which
we will be used in chapter 5 to 7.

2.1.1 Basics and concepts

A network is the wiring map of any system whose components interact
through pairwise interactions. The mathematical representation of a
network is a graph G = (+, �), where + = {E8 |8 ∈ [1, #]} is the nodes
set and E is the links set with � ⊆ {48 9 |(8 , 9) ∈ + ×+}. 1. The element
48 9 of E represents the interaction between node E8 and node E 9 . The
number of components of the network, i.e. , the number of nodes is
denoted N=|+ | and its number of interactions, i.e. , the number of
links, L = |� |.

The definition of a graph can be refined in two ways. First, if the graph
is combined with a function, : �→ ℝ that associates to each pair of
nodes E8 , E 9 a value F8 9 , the graph is defined to be weighted, otherwise
it is defined to be unweighted. Weighted graphs take into account the
di�erence of intensity in the interactions between nodes. Second, if it
exists elements of E such that 48 9 ≠ 4 98 , meaning that the interaction
from nodes E8 to E 9 is di�erent from the interaction from nodes E 9 to
E8 the graph is defined to be directed, otherwise it is defined to be
undirected. Directed graphs take into account the directionality of the
interactions between nodes. In the case of weighted directed graph, it
translates to F8 9 ≠ F 98 .

Any graph G = (+, �), can be represented by its adjacency matrix. Let
G being a weigthed directed graph with N nodes. Its adjacency matrix
� is a # × # matrix whose elements read:

�8 9 =

{
F8 9 if there is a link from node i to j
0 if there is no link between i and j

(2.1)

In the case of undirected graph, � is symmetric since �8 9 = � 98 . For
undirected graph, �8 9 = 1 if there is a link between i and j.2

The adjacency matrix o�ers an operational and completely determined
representation of a graph. It allows to use the mathematical apparatus
of linear algebra on graphs like the Perron-Frobenius theorem or the
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spectral theorem. In an undirected graph, the number of links L read:

2! =
∑
8 9

�8 9 , (2.2)

where the factor 2 comes from the fact that each link is counted twice
since �8 9 = � 98 . In the case of directed network !38A =

∑
8 9 �8 9 , because

the presence of a link from 8 to 9 does not necessarily imply a link
from 9 to 8. A fundamental aspect of network modeling is to correctly
define the nodes and links which compose the system of interest.

2.1.2 Measures on networks

A major part of network science relies on deriving network measures in
order to characterize network properties. In the following, we expose
measures that are classical in the field. For the sake of simplicity, we
use systematically the term networks even to designate graph.

Density. The density � of a network is the ratio of the total number
of links ! over the maximum number of possible links in the network
!<0G . For undirected graph the density read:

� =
!

!<0G
=

2!

#(# − 1) , (2.3)

where !<0G =
(#
2

)
, i.e. , the number of possible pair with N elements,

in the undirected case. In the directed case, the maximum number of
possible links is egal to #(#−1), the number of o�-diagonal elements
in the adjacency matrix. Therefore �38A =

!38A
#(#−1) .

For � = 1 the network is said to be complete. For �→ 0, the network
is said to be sparse.

Node degree. The node degree is the sum of the number of links
connected to a given node. For undirected and unweighted network
the node degree read:

:8 =
∑
9≠8

�8 9 (2.4)

In the undirected weighted case, the previous formula is called the
node strength, the sum of weights connected to a given node. For
undirected weighted graph, the degree read :8 =

∑
9≠8 Θ(�8 9), where

Θ is the Heaviside function.

In directed unweighted network, we distinguish between the sum of
links that terminate to a node, i.e., the in-degree and the sum of links
that originate from a node, i.e. , the out-degree:

: 8=8 =
∑
9≠8

�8 9 :>DC8 =
∑
9≠8

� 98 (2.5)

In the rest of the manuscript, we will focus on the properties of undi-
rected unweighted networks.
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Figure 2.1: Illustration of a Barabási-Albert network (N=100) and its node degree distribution.
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Node degree distribution. The node degree distribution is the probabil-
ity distribution % to find a node of degree : in the network (Fig. 2.1):

%( = :) = =:
#
, (2.6)

where =: is the number of nodes of degree equals :. Note that∑
: %(:) = 1. A node that has a high degree is called a hub. A classical

result in network science is that a vast majority of real-world networks
are scale-free, i.e. , they follow a power-law distribution (%(:) ∼ :−�)
[8]. Scale-free networks were reported in technological, social and
biological networks just to name a few [9, 10]. Such universality of
the power law distribution prompted a considerable attention on the
generative mechanisms [11] and the advantages of scale-free networks
(e.g., the robustness against random attacks [9]). However, the claim
of universality is debated due to the lack of statistical testing on early
studies [12] and the rarity of scale-free networks when such tests
are applied [13]. On the other side, statistical tests could not detect
a power-law distribution due to finite-size scaling of the latter [14].
All in all, the minimal baseline in this controversy could be that the
"knowledge of whether or not a distribution is heavy-tailed is far more
important than whether it can be fit using a power law" [15].

Network motif. Network motifs are recurrent connection patterns in-
volving few nodes and are therefore easily interpretable (Fig. 2.2). They
constitute the basic building blocks of a complex system architecture
which can code for essential biological functions such as autoregula-
tion, cascades and feed-forward loops [16–18] in biological networks.
To ensure suitable comparisons, frequencies of appearance of network
motifs are often compared with the ones of matched null models (see
Sec. 2.1.3).

PageRank centrality. The node degree is a centrality measure of the
first order as it takes into account only the immediate vicinity of a
node. The PageRank centrality is a higher-order centrality measure
which avoids to nodes related to a highly central nodes to be quite
central whereas they are not by other regards. If G8 is the PageRank
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Figure 2.2: The 13 possible connected
3-nodes subnetworks with directed
links. Adpated from [16].

[19]: Brin et al. (1998), ‘The anatomy of
a large-scale hypertextual Web search
engine’,

centrality of node 8, it read:

G8 = 
∑
9

�8 9
G 9

:>DC
9

+ �, (2.7)

where �, , :>DC
9

are a centrality term added to every node, the balance
between the added centrality and the one coming from the structure of
the network and the out-degree of node 9, respectively. For undirected
networks :>DC

9
becomes : 9 . Interestingly, PageRank centrality of node

8 can be interpreted (and computed) as the probability of a random
walker to be present at node 8 at equilibrium. In this directed version,
PageRank is at the core of the Google web search engine [19].

Clustering coe�cient. In social networks (among others), we often
observe that individuals form dense clusters of relationships. The
local clustering coe�cient measures the tendency for two neighbors
of a given node to be also connected to each other. More accurately,
it measures the ratio of closed triangles containing a node and two of
its neighbors over the total possible pairs of neighbors.

For a node 8 it read:
�8 =

2C8
:8(:8 − 1)

, (2.8)

where C8 , :8 are the number of closed triangles from 8 and the node
degree of node 8, respectively.

To obtain the global tendency of a network to form triangles, we
can average the previous metrics to obtain the average clustering
coe�cient:

〈�〉 = 1

#

∑
8

�8 (2.9)

Shortest path. An important question in network science is to know
how far each node is separated from each other. In other words, it is
important to know how convenient it is to navigate across the network
by following path between nodes. The shortest path 38 9 is defined
as the smallest number of links that separates node 8 and node 9.
The characteristic path length ; is the average shortest path for all
possible pairs of nodes in the network:

; =
1

#(# − 1)
∑
8;9≠8

38 9 (2.10)

In practice, to find the distance between nodes, we use the Breadth-
Search algorithm whose time complexity is linear in the number of
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nodes and the number of links Ω(# + �) [8].

Betweenness centrality. Based on shortest paths, the betweenness
centrality of a node is its tendency to connect structurally connected
distant parts of the network [20]. More precisely, the betweenness
centrality of node i is the proportion of shortest paths between any
nodes j and h that pass through i:

18 =
1

(# − 1)(# − 2)
∑

ℎ≠8 ,ℎ≠9 , 9≠8

=ℎ 9(8)
=ℎ 9

, (2.11)

where =ℎ 9(8) is the number of shortest paths between h and j that
pass through i and =ℎ 9 is the total number of shortest paths between
h and j.

Interestingly, the ranking given by the node betweenness centrality
can be di�erent from the one given by the node degree. It means that
the higher degree node is not necessarily the most central in terms of
betweenness [21]. Under the hypothesis that information circulates
on shortest paths on networks, the betweenness centrality informs
on nodes that could control the passage of information or that can
be a bottleneck for it [22].

Local and global e�ciency. The local e�ciency can be seen as a
generalization of the clustering coe�cient:

�;>2(8) =
1

#�8 (#�8 − 1)
∑
9 ,ℎ∈�8

1

38 9
, (2.12)

where �8 is the subgraph including all #�8 nodes that are in the
immediate topological vicinity of node 8. The measure is normalized
to take into account all the possible pairs around node 8. Unlike the
clustering coe�cient, it takes into account direct and indirect paths
that can link nodes in the vicinity of node 8. In this sense, it measures
how well the neighborhood of node 8 is integrated and resilient under
the disruption of the aforementioned node. The global e�ciency
measures how well the information exchange works when passing by
shortest paths in the network at the global scale [23]. It read:

�6;>1 =
1

#(# − 1)
∑
8≠9

1

38 9
(2.13)

Communities and modularity. In real-world systems , it is common
to find communities, i.e., a group of nodes that are more densely
connected to each other than to the rest of the network (Fig. 2.3).
3 Detecting these communities, i.e. , detecting the number and the
composition of the relevant partition in a network is an important
task in network science since their properties can supposedly deviate
from the average properties of nodes. In particular, communities can
possess information processing or functional properties in a network
[24].

A widespread method to quantify the quality of the community detec-
tion is the modularity index. Its principle relies upon the hypothesis
that networks where links are attributed at random do not have a
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community structure. Therefore, it quantifies how far the community
structure of a network is from the one that would be expected by
chance if the network would be random. More precisely, in its most
popular declination, the modularity compares the network of interest
to a network that has the same degree distribution but is completely
random otherwise (see Sec.2.1.3). In this case the modularity read:

& =
1

2!

∑
8 9

(�8 9 −
:8 : 9

2!
)�(68 , 69), (2.14)

where �(68 , 69) is the Kronecker delta function that is equal to one if 8
and 9 belongs to the same community, i.e., 68 = 69 and zero otherwise.
& is inferior or equals one. When it is close to 1, it indicates that the
community partition is maximally di�erent as compared to the one of
a random network.

The modularity maximization is a community detection method that is
based on the idea that the more maximized is the modularity the better
is the associated partition of the network. Since finding the global
optimal partition is a NP-hard problem , modularity maximization relies
on greedy algorithms whose most popular is the Louvain algorithm [25]
associated with a time complexity that scales linearly in the number
of links in the network $(!).

It is worth noting that modularity maximization su�ers from some lim-
itations like, for instance, a resolution limit under which a community
is undetectable [26]. Community detection method based on bayesian
inference were shown to overcome the limitations of modularity max-
imization [27].

Figure 2.3: Communities and rich clubs.
(A) A network composed of four com-
munities that are linked by hub nodes
(black). (B) With the addition of further
inter-module connections hub nodes
now form a densely interconnected rich
club, consisting of 5 nodes with a de-
gree of 4 or higher. Figure and caption
adapted from [28].

Rich-club phenomenon. The rich-club phenomenon is tendency for
nodes with the highest degree to be more interconnected than ex-
pected by chance [29]. To quantify this phenomenon, the rich-club
coe�cient at degree : is the density of links of nodes with degree at
least :, �>: over the number of nodes with degree at least :, #>: :

)(:) = 2�>:
#>:(#>: − 1)

(2.15)

If )(:) increases as : is increased, it means that highly connected
nodes are highly connected between each other and form a ’rich club’
(Fig. 2.3). Since even a network where nodes are attributed at random
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can show such phenomenon, the rich club coe�cient is normalized
as following:

)(:)=>A< =
)(:)

〈)A0=3(:)〉
, (2.16)

where 〈)A0=3(:)〉 is the average rich club coe�cient of an ensemble
of random networks with the same degree distribution as the the
one of )(:) (see Sec.2.1.3). )(:)=>A< > 1 indicates that the rich-club
phenomenon is higher that what could be expected by chance.

Laplacian matrix. By modeling linear di�usion processes on networks,
the Laplacian matrix, naturally arises as the graph equivalent of the
Laplace operator in calculus. It read:

L= � − �, (2.17)

where � is the degree matrix, i.e. , a diagonal matrix where the 8 − Cℎ
diagonal entry is the node degree of node 8. L has many implications
from denoising to low-dimensional embedding [30]. In particular, the
eigenvalues of L are informative on the way to partition the network
into two parts or into communities [24]. By construction L, the small-
est eigenvalue is equal to zero. The second smallest eigenvalue is
called the algebraic connectivity and relates to many properties of
the network. For instance, its inverse is proportional to the time re-
quired to reach equilibrium in linear di�usion processes and to reach
synchronization for linearly and di�usely coupled oscillators [10].

2.1.3 Null models in network science

Null models. Many measures on networks scale with the number of
nodes # and the number of links !. For instance, higher clustering
coe�cients arise on networks with a high number of links. Actually, it
increases the probability of making triangles by chance, without being
informative on the clustering properties of the system.

The purpose of null models is to provide a reference model to the
system under interest to disentangle what is an essential property from
what is a mere consequence of contingent properties in the system
[31]. Concretely, null models provide rules to build an ensemble of
synthetic networks that satisfies some desired properties. Ideally, the
null model should match the properties of the system except the
one under investigation which is not possible in reality. Therefore,
only basic properties are often match like the number of nodes, the
(expected) density or the degree distribution. Then, the comparison
between real-world systems and the synthetic networks allows to
assess whether the real-world properties can be explained by the
null models or not. Since null models are also generative models of
networks, they can provide explicability on the arising of patterns or
properties in real-world networks.

Erdös-Renyi model. The simplest model to generate random network
is the Erdos-Renyi model [32]. In its more widely used variation [33],
the �#,? model, it is defined by two parameters: the number of nodes
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# and the probability ? ∈ [0, 1] for any nodes to connect to each other.
By construction, the degree distribution of the �#,? is binomial:

%(346A44 = :) =
(
# − 1
:

)
?:(1 − ?)#−1−: (2.18)

For large and sparse networks which are closer to real-world systems,
the degree distribution can be approximated by a Poisson distribution:

%(346A44 = :) ≈ (#?)
: 4−#?

:!
(2.19)

In any case, the node degrees are located at a single-scale around
the mean with few fluctuations. In terms of generative model for
real-world network, it limits its applicability since a vast majority of
empirical degree distributions are right-skewed (see Sec.2.1.2).

However, its simplicity allows to derive analytically many of its proper-
ties such as its clustering coe�cient or its characteristic path length
[8]. Furthermore, it constitutes a good minimal null model to investi-
gate the dependence in the number of nodes and density of a property
of interest. We can use the expected properties of an ensemble of
Erdös-Renyi network to normalize a measure (e.g., the network motifs)
on real-world networks. If the normalized value is close to one, it
means that the property under interest in the real-world network is
not di�erent from what would be expected by chance. If the normaliza-
tion is greatly di�erent than one, the investigated property is deemed
to be a characteristic of the system.

Figure 2.4: Illustration of Maslov-
Sneppen rewiring procedure. The links
of two pairs of nodes are reshu�ed in a
way to keep the node degree sequence
fixed.

Configuration model. The configuration model is a null model that
allows to completely randomize a network while preserving its degree
sequence, i.e., the exact degree of each node in the network. This
enables to study the implications of particular degree distributions
(e.g. , scale-free) on the properties of interest. The Maslov-Sneppen
algorithm is a rewiring procedure that allows to generate the config-
uration ensemble from an initial network. It consists in successively
selecting two pairs at random and then in rewiring these two between
the four implicated nodes while keeping their node degree sequence
fixed (Fig. 2.4) . If one link already exists, then the rewiring step is
abandoned and the algorithm selects two new pairs at random [34].
4
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2.1.4 Network comparison

A major challenge in network science is to quantify the similarity or
dissimilarity between two networks (or group of networks). Applica-
tions are numerous in biology such as comparing between networks of
diseased proteins with healthy ones which can give insights on how to
cure the disease or comparing genetics networks between species to
give clues on the di�erent evolutions’ dynamics [35]. In neuroscience,
the statistical comparison of a population of diseased brain networks
and a population of healthy ones can deepen our understanding on a
given disease [36, 37]. On the theoretical level, comparisons between
real-world networks and synthetic networks generated with null mod-
els are crucial to select the potential generative mechanisms upon
which empirical networks are built.

Theoretically and historically, network comparison relies upon the
graph isomorphism problem [38] which consists in finding whether
two networks are isomorphic or not 5. To study real-world networks, the
graph isomorphism problem su�ers from two theoretical drawbacks.
First, it is likely that there exists no method to solve it in a polynomial
time [39]. Second, real-world networks can be reconstructed from
noisy, incomplete data which makes it likely that two instances of the
same network would be deemed to be not isomorphic with no mean
to quantify this noise-induced di�erence.

Therefore, from the graph isomorphism problem, network comparison
evolved towards defining heuristics which give a measure of distance
that quantify the dissimilarity between graphs by focusing on its rele-
vant aspects. In this framework, a distance equals to zero between two
networks indicates that they are the same, regarding the property mea-
sured by the heuristics. Given two networks �1 and �2, a measure ’M’
having two arguments, denoted by "(�1 , �2), performing a mapping
from �1 × �2 → ℝ, is called a ’bivariate network measure’. "(�1 , �2)
is either the similarity or the dissimilarity (distance) between two
networks, hence, we use the symbol B(�1 , �2) to indicate the simi-
larity and 3(�1 , �2) for the distance. The definition of heuristics is a
trade-o� between their time-complexity and the interpretation and
the relevance of their results regarding the domain where they apply
[40].

The comparison methods largely fall into two categories depending
on the scale of network features: global and local. Global methods
assess a global property of a network (e.g. , the average clustering
coe�cient, the average shortest path or the degree distribution). On
the contrary, local methods assess property at the scale of subgraph
or graphlet [35, 41] or at the node scale (e.g., with the degree). Then,
comparison methods can be classified according to di�erent classes
of distances based on global or local methods.

In the following, we focus on 3 classes of comparison methods. In
particular we focus on heuristics that requires networks to have the
same number of nodes. Should the reader be interested in delving
into network comparison methods, we refer him/her to the following
review [38].
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Euclidean distance. Let �1 and �2 be two networks to be compared
associated with their adjacency matrices �1 and �2 respectively. One
of the most naive comparison methods is to take the Frobenius norm
of the di�erence between �1 and �2:

3(�1 , �2) = | |�1 − �2 | |� = CA((�1 − �2)(�1 − �2))) (2.20)

Thought simple, this distance was shown to be highly discriminative
as compared to much sophisticated one in a social and brain networks
context [42].

Structural descriptor-based distance. This class of distance is based
on structural properties (e.g. , degree, clustering coe�cients. . . ) that are
mapped one-to-one between networks. One of the simplest measures
of this kind is the degree-based distance. Let :1 and :2 be the degree
sequence of each node of the networks �1 and �2 respectively, the
distance read:

3(�1 , �2) = | |:1 − :2 | |2 (2.21)

Though easily computable, this distance reduces to one simple aspect
of the structure of each network. Therefore, very similar networks ac-
cording to this measure can be actually very di�erent. For example, the
previous distance between a network and its reshu�ed counterpart
with the configuration model will be equal to zero albeit they can be
otherwise very di�erent. Therefore, structural descriptor-based dis-
tances are usually composite distances that take into account several,
hopefully irreducible aspect of the networks [43].

Graph kernels. Graph kernels are functions  : � × �→ ℝ, that are
positive semi-definite and therefore can be defined as an inner product
)(() where S is a vector of network features. Like the traditional inner
product, they are measures of similarity, i.e., networks are maximally
di�erent where  (�, �′) = 0. In most of graph kernels, ( is defined
as the frequency of subgraph patterns in the networks (e.g., it counts
the di�erent subgraphs of node size 3). The most important di�erence
between graph kernels and previous methods is that )(() can be
defined explicitly with ( having an arbitrary dimensionality. Therefore,
networks can be compared by algorithms-made features instead of
human-made features [44].

2.2 Multilayer networks

Part of this section has been published in Reviews of Modern Physics:

I Title: Colloquium: Multiscale modeling of brain network organi-
zation

I Authors: Charley Presigny and Fabrizio De Vico Fallani
I DOI: doi.org/10.1103/RevModPhys.94.031002

https://doi.org/10.1103/RevModPhys.94.031002
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Quite rapidly in network science emerged the need to model systems
by structures of the higher order compared to networks [45, 46]. Ac-
tually, in many systems that can be represented by networks, there
exists multiple types of interactions between their constituents. Within
a social network, people have the opportunity to share information
by means of direct personal interactions, telephone conversations,
written correspondence, or various online social platforms. Each of
these layers of interaction possesses a distinct framework, which is in-
fluenced by its inherent nature and the specific time frame it operates
within. The conceptual advance of multilayer networks is to consider
these layers in interaction which makes emerge new properties that
are crucial for the understanding of systems.

In the next section, we define the di�erent types of multilayer networks
and how network measures and null models generalize to them. Finally,
we insist on the characterization of layers, the emerging dimension of
multilayer networks compared to single-layer networks.

2.2.1 Types of multilayer networks

Figure 2.5: Main configurations of multilayer networks. Panel a) Full multilayer network. Both within- and between-layer connections
are allowed with no specific restrictions. This configuration could typically be adopted to model multifrequency brain networks.
Panel b) Multiplex network. Only interlayer connections between the replica nodes are allowed. No restrictions on connections
within layers. This configuration is typically used to model real-world systems with multiple interactions such as multimodal
brain networks. Panel c) Temporal network. Interlayer connections are allowed only between adjacent layers. No restrictions on
connections within layers. This configuration is typically adopted to model time-varying networks. Image credit: Thibault Rolland.

The need to investigate complex systems with multiple types of connec-
tivity has emerged, almost independently, from di�erent disciplines
including social science, engineering, and computer science [47–49].
More recently, the physics community also produced pioneering works
on various notions such as networks of networks [50, 51], node-colored
networks [52, 53] interdependent networks [54, 55] or multilayer net-
works [56, 57]. As a consequence, di�erent terms have been introduced
and adopted, thus producing a lack of a consensus set of terminology
and mathematical formulation. Only in the last decade, we have even-
tually witnessed the dawning of general frameworks compatible with
tools from complex systems and network science [45, 58] or based on
tensorial formalisms [59].

Formally, a multilayer network is defined as M= (G, C) where G is a
set of graphs and Ca set of links connecting the nodes of the di�erent
graphs More precisely, G = {� | ∈ ℕ} with � = (+ , �) being a
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graph at layer .+ is the set of nodes of � and � the set of its links,
with � ⊆ + ×+ . The set of links between the nodes of the graphs at
di�erent layers  and � is denoted by C= {�� ⊆ + ×+� | ≠ �}.

Similar to classical single-layer networks, a convenient and operational
representation of a multilayer network is given by the so-called supra-
adjacency matrix. Let Gbe a binary undirected multilayer network with
# nodes and " layers. Its supra-adjacency matrix � is a #" × #"
block matrix whose elements read:

�
�
8 9
=

{
1 if there is a link from node i in layer  to node j in layer �
0 otherwise

(2.22)
Hence, � results in a matrix with " blocks on the main diagonal, ac-
counting for the connections within layers, and "(" − 1) o�-diagonal
blocks describing the links between di�erent layers.

The above definitions are quite general and allow to describe com-
plex systems exhibiting di�erent number of nodes in each layer or
scale, directed or undirected interactions, as well as weighted or un-
weighted connectivity. We consider here multilayer networks com-
posed of replica nodes, i.e. , where all the layers have the same number
of nodes representing the same units of the system across di�erent
layers. Note that this is a very particular condition, which however
matches the nature of data presented in the large part of the stud-
ies so far. In this configuration + = +,  ∈ {1, ..., "} and only the
connectivity within and between layers is allowed to change. In the
following, we will refer to these general configurations as to multilayer
networks (Fig.2.5a). The supra-adjacency matrix of multilayer networks
has the following form:

� =

©«
�11 �12 . . . �1"

�21 �22 . . . �2"

...
. . .

...
...

�"1 �"2 . . . �""

ª®®®®¬
, (2.23)

where �� contains interlayer links when  ≠ � and intralayer links
when  = �.

There are few examples of multilayer networks in the literature. For
instance, they can model social coordination where individuals interact
trough a learning network (the interlayer) and learn in two di�erent
social network layers [60]. In neuroscience, full multilayer nerworks
can be used to integrate the cross-frequency-coupling phenomenon
[61] in multifrequency brain networks where brain regions interact
through di�erent frequency bands.

Specific cases of multilayer networks are the so-called multiplex net-
works (Fig.2.5b). In multiplexes, interlayer connections are not present
apart from those between replica nodes. These links inform the model
of the existing nodal correspondences across layers. Hence, in a mul-
tiplex + = +,  ∈ {1, ..., "} and C = {�� ⊆ {(E, E)|E ∈ +}| ≠ �}.
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The associated supra-adjacency matrix becomes:

� =

©«
�11 � . . . �

� �22 . . . �
...

. . .
...

...

� � . . . �""

ª®®®®¬
, (2.24)

where � is the # × # identity matrix.

Multiplex networks are the most studied structure so far and pervade
the field of complex systems [45, 62]. As an example, they can model
the di�erent types of interactions in a social network whether it is
characterized by means of communications (phone, email, face-to-
face...) or di�erent social ties (friendship, enmity...) [63, 64].

Based on the above configurations, many types of multiscale intercon-
nected systems (e.g., spatial, temporal, multimodal) can be represented
and investigated. For example, temporal networks are represented
by a particular type of multiplex, where only replica nodes between
adjacent layers are interconnected, and the blocks after the first di-
agonals in Eq. 2.24 become null matrices (Fig. 2.5c). We notice that in
general, the information contained in multilayer networks can be ob-
tained neither from equivalent aggregated versions (e.g., where links
are averaged across layers) nor from standard network metrics and
tools [65, 66]. For this reason, it is crucial to derive new concepts and
methods to quantify the higher-order topological properties emerging
from multilayer networks. In the next subsection, we introduce some
of the metrics and tools that have been developed so far. For the sake
of simplicity, we will focus on unweighted and undirected multilayer
networks.

2.2.2 Multilayer network measures

In the following, we briefly present some of the multilayer methods
that are classical in the field, whith a particular focus on those that
have been most frequently used in neuroscience (see Ch.4).

Overlapping degree. The overlapping degree is the sum of links con-
nected to a node within layers and across all layers, it read:

>8 =
∑


∑
9≠8

�
8 9 (2.25)

For weighted multilayer networks, this measure translates into the
overlapping strength.

Multilinks and multi-degree. Layers in real-world networks tend to be
significantly correlated between each other, i.e., a given pair of nodes
are connected through multiples layers. For instance, in a social mul-
tiplex network where layers are modalities and nodes are individuals,
people that connect in the real-life interactions will likely to connect
by phone or social media as well. To take into account these correla-
tions, multilinks were defined as the "-uplet (" being the number of
layers) where a given pair of node 8 and 9 are connected. For instance,
for M=2, if 8 and 9 are connected by multilink(1,1), it means that they
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6: The multi-degree, with a dash,
should not be confused with the node
and layer multidegree centrality that
are introduced later in the manuscript
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[68]: Battiston et al. (2014), ‘Structural
measures for multiplex networks’,

[69]: Cozzo et al. (2015), ‘Structure of Tri-
adic Relations in Multiplex Networks’,

[3]: Yu et al. (2017), ‘Selective impair-
ment of hippocampus and posterior
hub areas in Alzheimer’s disease’,

are connected within the 2 layers of the multiplex network (Fig. 2.6). In
general the pair 8,9 is connected by a multilink −→< 8 9 = (018 9 , 0

2
8 9
, ..., 0"

89
).

The multi-degree :
−→<
8

is the number of multilinks −→< incident to node
8.6

Figure 2.6: Example of all possible mul-
tilinks in a multiplex network with M
= 2 layers and N = 5 nodes. Figure and
caption adapted from [67].

Multiplex participation coe�cient. Nodes of similar overlapping de-
gree can have dramatically di�erent roles across layers. Actually, one
node can be a hub in one layer and almost isolated in the other ones
whereas the links of other nodes can be equally distributed across
layers. Furthermore, the degree distribution of each layer is heteroge-
neous. To take into account this heterogeneity and the contribution of
nodes to each layer, the multiplex participation coe�cient is defined
as [68]:

?8 =
"

" − 1 [1 −
"∑


(
:
8

>8
)2], (2.26)

where :
8

is the degree of node 8 at layer . When ?8 = 0, the node’s
links are all concentrated in one layer; when ?8 = 1, they are uniformly
distributed across layers.

Multiplex clustering coe�cient. A relatively straigtforward extension
of the clustering coe�cient is the multiplex clustering coe�cient
[69]:

28 =

∑

∑

�≠
∑
9≠8 ,<≠8 0


8 9
0
�
9<
0
<8

(" − 1)∑
∑
9≠8 ,<≠8 0


8 9
0
<8

, (2.27)

which takes into account the possibility to form triangles by means of
links belonging to two di�erent layers.

Overlapping betweenness centrality and multiplex PageRank cen-
trality. The extension of betweenness centrality to multiplex networks
is the so-called overlapping betweenness centrality which read [3]:
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18 =
1

(# − 1)(# − 2)
∑


∑
B,B≠C

∑
C ,C≠8

�BC(8)
�BC

, (2.28)

where �BC(8) is the number of shortest paths from node B to C passing
through node 8 in layer  and �BC is the total number of shortest paths
between node B and C in layer .

PageRank centrality is another centrality measure that was adapted to
multiplex networks [70]. In multiplex networks, random walkers have
the possibility to jump to adjacent nodes and teleport to nodes in other
layers, according to a modified version of the transition probability
[71].

Multiplex networks motifs. When dealing with multiplex networks,
motifs can be formed by links belonging to di�erent layers [72]. Hence,
the total number of possible configurations depends on the number
of layers but also on the type of interaction, (e.g., negative or positive).
In these cases, /-scores are typically used to determine the statistical
abundance of a multiplex motif � according to the following formula:

/(�) = �(�) − �̄'(�)
('(�)

, (2.29)

where � is the occurrence frequency of a given multiplex motif, while
�̄'(�) and ('(�) are respectively the mean frequency and its stan-
dard deviation obtained from a set of equivalent random multiplex
networks R.

Multiplex modularity. In the case of multiplex networks, the definition
of modularity incorporates the relation between di�erent layers and
partitions all the layers simultaneously [73]:

& =
1

2;

∑
8 9�

[(08 9 − �
:
8
:
9

2;
)�� + �8 9�8 9�]�68 ,69� , (2.30)

where ; is the total number of links in the multilayer, � sets the
granularity of the community structure in each layer, ; is the total
number of links in layer , �8 9� is a parameter that tunes the consis-
tency of communities across layers and �68 ,69� = 1 when node 8 in
layer  and node 9 in layer � belong to the same community, and zero
otherwise. Maximization of & is finally obtained by similar heuristic
as in the singe-layer one. In temporal networks, nodal metrics reflect-
ing mesoscale network properties can be defined by measuring, for
example, the node flexibility, i.e., the average number of times that a
node changes community assignment across layers [74].

Multiplex core-periphery. A peculiar network partition consists in
separating the network in a core of tightly connected nodes, and
a periphery made by the remaining weakly connected nodes [75].
Similarly to a rich-club, the presence of a core is crucial for the e�cient
integration of information between remote parts of the network [76, 77].
[78] introduced a fast core-periphery detection algorithm for multiplex
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networks .Based on local information [79], the method first defines a
multiplex richness of a node by combining its degrees in each layer.
Nodes are then ranked according to their multiplex richness values
and the core-periphery separation is given by the following optimal
rank [80]:

A∗ = 0A6<0G(�+A )A , (2.31)

where �+A is the richness obtained when considering only the links of
the node ranked in position r towards nodes with higher ranks.

In the case of weighted multiplexes, the coreness of a node is given by
the number of times it belongs to the core after filtering and binarizing
the network’s links with a range of di�erent threshold values.

Overlapping global and local e�ciency. Based on topological dis-
tances, one can also quantify the global tendency of a multiplex net-
work to form highly clustered and e�cient groups via the overlapping
local-e�ciency [81]:

�;>2 =
1

#(# − 1)
∑


∑
8 ,8≠9∈�8

1

:
8
(:
8
− 1)

1

3(8 , 9) , (2.32)

where �8 is a sub-graph containing the neighbors of node i and 3(8 , 9)
is the length of the shortest path between node i and j at layer .
The multiplex extension of global e�ciency consists in computing the
shortest paths also across layers.

Characteristic temporal path length.[82] extended the concept of
topological distance to temporal networks by introducing the char-
acteristic temporal path length !, which measures the formation of
shortest paths across consecutive layers.

Same authors also introduced a metric to quantify the probability that
the neighbor set of a node that is present at time C is also present at
time C + 1. By averaging over all the nodes, they eventually defined
the temporal-correlation coe�cient C as:

� =
1

#(" − 1)
#∑
8=1

"−1∑
C=1

∑
9 0

C
8 9
0C+1
8 9√

(∑9 0
C
8 9
)(∑9 0

C+1
8 9
)

(2.33)

Together, the last two global metrics measure how the system infor-
mation is respectively integrated and segregated over time and can be
used to assess the small-world properties of time-varying networks.

Supra-Laplacian matrix..In a full multilayer network, �2 is calculated
from the associated supra-Laplacian matrix, whose elements are de-
fined as:

L
�
8 9
=

{
�
8
− 0

88
, if i = j,  = �

−0�
8 9

, otherwise
(2.34)
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,where �
8

is the is the total number of links incoming to node i at
layer .

In multilayer networks, �2 is sensitive to the amount of intra- and
inter-layer connectivity, and typically quantifies the integration/seg-
regation balance among layers from a dynamical perspective [83, 84].
Notably, �2 exhibits a phase transition when increasing the interlayer
connection intensity, from layers being independent/segregated to a
high overall dependence/integration [84].

2.2.3 Null models of multilayer networks

As for single-layers networks, it is necessary to compare the properties
of real-world multilayer networks (e.g., multiplex motifs or dynamical
properties) to random multilayer network ensembles. An important
aspect of multiplex networks is that layers can be correlated. There-
fore, we can distinguish between null models that preserve the layer
structural correlations from the ones that do not. The configuration
model (see Sec. 2.1.3) has been adapted to multiplex networks along
these two lines.

Configuration model with independent layers.. Since the layers are
not required to be correlated, one of the simplest ways to generate
multiplex networks with fixed layerwise degree sequence (i.e., fixed
overlapping degree sequence) is to apply a configuration model on
each layer of the multiplex network of interest. This model was shown
to generate a multiplex network ensemble where layers are indepen-
dent, i.e. , they do not show a significant overlap [85].

Configuration model with multi-degree sequence.. In order to pre-
serve the structural correlations across layers, one can fix the multi-
degree sequence [62]. Similar to the Maslov-Sneppen algorithm, it
consists in assigning :

−→<
8

stubs to node 8. Next, pairs of stubs (of the
same type −→< ) belonging to di�erent nodes are matched. If nodes have
matching stubs of type −→< , then they are connected with a multilink
−→< (Fig.2.7).

Figure 2.7: Schematic representation
of the construction of a multiplex net-
work with a given multi-degree se-
quence. Stubs of di�erent types are as-
sociated with nodes. Solid line, dashed
line and dot-dashed line stubs refer
to multilinks (1,1), multilinks (1,0) and
multilinks (0,1) respectively. Stubs of
the same type are randomly matched,
forming the multiplex network. Figure
and caption adapted from [62].

Like for single-layer model, null models of multilayer networks can
fix several other properties of the networks of interest (e.g., the com-
munity structure). The multilayer networks of the null ensemble are
either built to strictly respect those constraints or only on average.
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2.2.4 Layer characterization

Historically, multilayer network analysis focused on the emergent prop-
erties of nodes when considering the di�erent modes of connectivity
of a system in interaction. Although still poorly explored, part of the
literature started to characterize the layers, i.e., the emergent object in
multilayer network as compared with single layer ones. In particular,
studies developed along two main lines of forces. How similar layers
are, i.e. , how do they cluster ? how central do layers are, i.e. , how to
rank them ?

[86] developed a stochastic block model7 that cluster layers into
groups called ‘strata’. More specifically, their model co-cluster nodes
to community and layers to strata. They show that if the multiplex
networks are built from strata of layers, their model is more e�cient
than stochastic block models applied on the all network or on layer to
layer to recover strata. Another approach consists in clustering layers
through their redundancy as assessed with an entropy-based measure
[87]. More specifically, [87] used Jensen–Shannon (JS) divergence [88]
between couples of layers and used their measure to hierarchically
cluster layers in a human microbiome multiplex network, with similar
results as in the literature. Similarly, [89] built a measure of layer
similarity based on the entropy of network ensembles constrained by
some properties (Fig.2.8). Through this approach, they discern how
the organization of knowledge in physics manifests itself within the
structure of collaboration networks.

Figure 2.8: Layer clustering based on the entropy of network ensemble. a) The entropy ∑
: ,@ in layer  with respect to a property

@
8

is computed and then compared with a randomized entropy distribution with mean ��[
∑
: ,�(@ )] and standard deviation

��[
∑
: ,�(@ )]. Θ: ,�(@ ) measures how far is the computed entropy compared to the mean of the null distribution (it is a z-score).

b) The quantity Θ
: ,�(@� ) represent the information about the structure in layer  carried by the properties of nodes in layer �. The

ratio of the two aforementioned properties give a measure of similarity between layers. If the ratio is one, the property @� has the
same level of information for the structure level  as the property @ for the layer . Finally, to obtain the similarity function the
ratio is symmetrized as show in the picture. Adapted from [89].

Finally, [90] considered a measure of link overlap between layers.
From that , they build a single-layer network whose interacting agents
are the layers linked by their similarity measure. Then, they form
cluster using regular tools of node community detection in single
layer networks. For example, their approach grouped airlines that
are based in the same regions into layer communities in an airline
network.

Regarding the development of centrality measures for layers, [91]
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introduced a version of the eigenvector centrality that ranks nodes
and layers of undirected multiplex networks in a coupled fashion
based on multi-homogeneous maps8. More precisely, they show that
a multi-homogeneous map is the unique existing solution of a non-
linear equation where the centrality of a node 8 depends on a product
of the centrality of its neighbors times the centrality of the layer in
which the nodes are connected. Similarly, the centrality of the layers
depends on the product of the centrality of each pair interacting in this
layer. These centrality measures provide other ranking as compared
with classical eigenvector centrality measures on real-world multiplex.
Elaborating on the principle of centrality by association, [92] presented
the MultiRank algorithm to rank both nodes and layers by the mean
of coupled equations. The centrality is estimated through PageRank
algorithm where the probability to hop to a neighbor node of a given
layer  depends on the centrality of the layer. Similarly, the centrality of
a layer is determined by the centrality of nodes that are connected in
it. The parameters of the model make it versatile to evaluate di�erent
types of centralities. For instance, it is able to consider or not consider
the total weight of layers to determine their influence. Similarly, it can
favor (or not) layers with high number of highly central nodes. Finally,
it applies to weighted, directed multiplex networks.

In the same fashion, [93] recently proposed Co-Rank algorithm, based
on a random walk, to estimate simultaneously the centrality of nodes,
layers and times in a temporal multilayer network.

Finally, [94] developed the supracentrality matrix, a block matrix whose
diagonal blocks are the centrality matrices related to each layer (e.g.
the adjacency matrices of each layer in the case of the computation
of eigenvector centrality). The o�-diagonals blocks represents the
diagonal coupling that are tuned by a parameter. Once the vector of
centrality is computed over the node-layers, it is then summed over
correct dimensions to obtain either the centrality of layers or the
centrality of nodes. Authors focus on the e�ect of interlayer coupling
on the node and layer centrality. They found that a weak coupling yields
a layer decoupling and a strong coupling yields a layer aggregation
e�ect in terms of centrality. It emphasizes on the value of the interlayer
coupling to determine nodes and layer centrality. In particular, for
the European Airline multiplex [65], they found that nodes that are
important for the weak and strong coupling receive a boost of centrality
at intermediate regimes compared to the ones that are highly central
in only one of these limits.
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3.1 Neuroimaging data

3.1.1 Magnetic Resonance Imaging

The magnetic resonance imaging (MRI), is a medical imaging technique,
that lies upon the quantum physics phenomenon called nuclear mag-
netic resonance (NMR). NMR consists in aligning atom nuclei spins1

1: a quantum quantity analogous to a
tendency to rotate, i.e., a moment, in
classical physics.

with a strong magnetic field. Then, radiofrequency waves are applied in
short pulse of microseconds and their energy are absorbed by nuclei
which deviate their spin from the former magnetic field. Next, nuclei
released this energy up to thermal equilibrium in the so-called relax-
ation. The time it takes for nuclei to release their energy to thermal
equilibrium, i.e., the relaxation and the amount of energy released, is
informative on the chemical environment of the nuclei.

Since biological tissues are composed of high quantity of hydrogen
nuclei, NMR is able to provide crucial information on their nature and
organization in living beings. During a MRI experiment each 3D-volume
of tissue is summarized in a small unit called voxel. The reconstruction
of the studied objects(e.g., the brain) is made possible by repeating
the NMR over each voxel.

Diverse methods, each adapted to experiments or clinical conditions,
are derived from the NMR principles among which T1- and T2-weighted
MRI, di�usion weighted imaging (DWI) and functional MRI (fMRI).

Figure 3.1: 3-Tesla MRI of a normal hu-
man brain. Left) T1 image. Right) T2 im-
age. Adapted from [95].

T1- and T2-weighted MRI: T1- and T2-weighted MRI are based on the
time spins relax on the longitudinal and transverse direction of the
magnetic field, respectively. They allow to obtain di�erent contrasts
in the MRI image. For instance, T1 is used in priority to study healthy
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2: Body fluid that surrounds the brain
and the spinal cord.
3: White matter are bundles of myelin
that connect grey matter areas.
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[96]: Lazar (2010), ‘Mapping brain
anatomical connectivity using white
matter tractography’,

Figure 3.2: Schematic of the di�usion
of a water molecule within the fiber
bundles. Adapted from [97]

[98]: Ogawa et al. (1990), ‘Brain mag-
netic resonance imaging with contrast
dependent on blood oxygenation.’,

[99]: Corsi (2022), ‘Electroencephalogra-
phy and Magnetoencephalography’,
5: Ridge of the cortical surface area.
6: Depression of the cortical surface
area.

Figure 3.3: Illustation of the alternance
of gyri and sulci at the surface of the
cerebral cortex.

brain anatomy while T2 is better suited to identify lesions (Fig. 3.1)
Their high spatial resolution allows to distinguish the cerebrospinal
fluid2 (long relaxation time, appears darker on the image) from white3

or grey matter 4 (short relaxation time appears brighter on the image).
The typical voxel size for a T1-weighted MRI is about 1<<3.

Di�usion weighted imaging: Di�usion weighted imaging is based on
the three-dimensional di�usion (Brownian motion) of water molecules
in the brain. Without constraints, water molecules di�use in every direc-
tion, i.e., in isotropic directions. However, in certain brain tissues, such
as white matter, the water di�usivity is constrained into a preferred
directions, i.e., in anisotropic directions that influences the nuclei prop-
erties observable by MRI. In particular, water di�uses preferentially
in the direction of the white matter fiber. Therefore, by measuring
the di�usion profile voxel-by-voxel (a process called Di�usion Tensor
Imaging, DTI), it allows to obtain the pathways of white matter fibers
in the brain [96] (Fig. 3.2).

Functional MRI: Neurons need oxygen to function. Therefore, at the
capillari level, there is an increase of the cerebral blood flow and a
change in the oxygen concentration when neurons fire. Yet, the NMR
properties of hemoglobin molecules carrying oxygen are di�erent
from the ones which do not carry it. This is called the blood oxygen
level dependent (BOLD) contrast and it allows an indirect measure of
the brain functioning by targeting regions that are more in demand
of oxygen as compared to the others [98]. fMRI has a poor temporal
resolution (0̃.1-1 second at best) and a voxel resolution of 3<<3.

3.1.2 EEG and MEG

Electroencephalography (EEG) and Magnetoencephalography (MEG),
abbreviated by M/EEG, are recording technics of the brain electric
and magnetic field, respectively. These fields are primarily rooted in
intracellular and extracellular ionic currents existing at the neuron
level. MEG signals arises more from intracellular currents whereas
EEG arises from extracellular currents. More precisely, M/EEG signals
record the oscillatory activity of a large population of synchronous
neurons that are spatially localized. Oscillatory by nature, the M/EEG
signals are characterized by their frequency, amplitude, phase, shape
and their duration [99].

In the literature, frequency bands are associated with di�erent tasks or
behavior. � band (0.5-3Hz) and � (3-7Hz) are observed when subjects
are in deep or light sleeps, respectively.  band (8-12Hz) is generally
associated with resting states (with eyes closed). � band (13- 30Hz) is
observed during motor tasks for instance. Finally, � band (>30 Hz) is
detected during specific highly demanding tasks.

Di�erences between EEG and MEG are diverse. First, EEG is more sensi-
tive to radial currents, i.e., activity located at the gyrus level5 whereas
MEG is more sensitive to tangential currents ,i.e., activity located at
the sulci level6 (Fig.3.3).

Second, the EEG signal is highly deformed by crossing the di�erent
layers of materials (e.g., the skull) between the sources and the sensors
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apparatus. Adapted from [99].
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whereas MEG signal is less sensitive to this feature. Third, the MEG
signal has a slightly better spatial resolution (around 1 cm) than the
EEG (around 2-3 cm). The drawbacks of EEG are compensated by the fact
that it is a cheap and portable device as it mainly consists in placing
electrodes on the scalp (Fig. 3.4). On the contrary, MEG requires to
place the subject under a cumbersome and costly machine made of
magnetometers and gradiometers (which measure the gradient of
magnetic field) in a magnetically shielded room7.

Unlike MRI data, M/EEG signals are not associated with a source in the
brain but they are associated to a mix of signals recorded at the level
of the scalp sensors. In order to reconstruct the brain sources from the
recorded data, one has to solve the direct and inverse problems [99].
The direct problem is about defining a physical model of the source
and a model of how the source-generated electromagnetic field is
recorded at the scalp level. The aim is to model the electromagnetic
field produced by a cerebral source with known characteristics. For
that purpose, it is necessary to consider both a physical model of the
sources, and a model that predicts the way that these sources will
generate electromagnetic fields at the scalp level. Realistic models
are geometrical reconstructions of the head materials (cerebrospinal
fluid, skull. . . ) obtained directly from the MRI of the subject. Then each
material is associated with a electric/magnetic conductivity.

The inverse problem consists in estimating the number of sources.
Since it has an infinite number of solutions, it requires further as-
sumptions to be solved. For instance, the dipole modeling method
sets an a priori number of sources and associate each of them to
dipoles. The source reconstruction problem is made challenging by
volume conduction e�ects, i.e., the di�usion of the electromagnetic
field through the head tissues.

When no source reconstruction is performed, the M/EEG analysis is
said to take place in the sensor space. Otherwise, the M/EEG analysis
takes place in the source space.

3.2 Brain networks reconstruction

3.2.1 How to define nodes ?

Building a network requires crucially to determine what are the nodes,
i.e., what interacts in the systems of interest. While at the micro-scale,
neurons constitute the straightforward unit to be modelled as nodes,
the macro-scale is left with a multiplicity of brain atlases to define
the regions of interests (ROIs), i.e., the nodes at the whole-brain scale.
Following [21], the ideal node should encompass similar cell popula-
tions, i.e., should be a coarse-graining of the neuronal architecture at
the lower scale, i.e. , the mesoscale.

A natural starting point is to define nodes as the thinnest possible
unit that we can extract from data. It would consist in taking voxels
as nodes in MRI data or sensors for M/EEG data [100, 101]. However,
voxels or sensors data do not necessarily correspond to cell population.
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Even worse, it can separate a given cell population into two nodes
which would lead to a spurious increase of connectivity between those
nodes.

Another approach consists in defining the nodes directly as regions
that share a similar cell population and organization under the micro-
scope, i.e., a similar cytoarchitectonic architecture. Since the seminal
work of Broadmann [102], who mapped the human brain in 52 regions
according to their cytoarchitectonic architecture8 other related meth-
ods using the myelin architecture instead were tried but not on the
entire brain. The major problem lies in the interindividual variability
of the cytoarchitectonic architecture that can be up to a factor of 2 in
the volume of brain regions [103].

An alternative relies on delineating the ROIs based on macroscopic
landmarks recordable with MRI such as gyri and sulci. For instance, a
popular parcellation scheme is the Automated Anatomical labeling
(AAL) [104] thought it cannot account for interindividual variability
since it is based on a single brain. To take into account interindividual
variability, the Desikan-Killiany atlas [105] is generated from a proba-
bilistic map (each point in the brain is assigned a probability to belong
to a ROI) based on a population of 40 brains that are diverse in terms
of sex, age and condition. Again, these methods do not reflect the
underlying cytoarchitectonic architecture areas that cut across sulci
and gyri. Furthermore, nodes can represent regions with huge size
di�erences which can bias the connectivity estimation in favor of the
larger regions. Indeed, these variations can be biologically grounded
(e.g., when considering a hub area) but there is no guarantee that the
defined nodes are meaningful.

Finally, one can start from connectivity to define nodes by postulat-
ing that each functional area possesses a unique connection pattern.
Therefore, a measure of similarity (e.g., Pearson correlation. . . ) is de-
fined for every pair of voxels that is then cluster to obtain functional
ROIs. Though largely used for functional connectivity data, it is still
limited in structural data by the capacity of MRI to track long-range
pathways. One of the interests of these methods is that it can be
computed individually on each scan of each patient, leading to con-
sistent parcellation for subsequent connectivity analysis [106, 107].
Since there exists no gold standard, the choice of nodes definition
should be guided by the scientific question and cross-validation with
di�erent schemes are necessary to provide rigorous claims on the
human brain.

3.2.2 Structural connectivity

Once nodes have been defined, the next step to build brain networks
is to define and compute the connectivity estimator between nodes.
From DWI-data, the potential trajectories of axonal fibers can be re-
constructed using tractography algorithms9. Such algorithms define a
local model of the direction of propagation of the fiber at the voxel
level and then they use this model to build fiber tracts ,i.e., 3D trajec-
tories of putative fibers. The most used model is the Di�usion Tensor
Imaging which seeds a voxel and then propagates a fiber tract along
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Figure 3.5: Deterministic tractography.
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lines). Adapted from [114].
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the principal direction of water di�usion (Fig. 3.5). A probabilistic ver-
sion of this model exists in order to estimate the uncertainty relative to
the fiber tract direction. DTI is limited since it cannot capture complex
fiber entanglements like fiber branching or crossing. Models capturing
multiple fiber orientations are, for instance, the multiple tensor model
[110], 2-ball imaging [111], or the di�usion spectrum imaging [96]. Re-
gions of grey matter are the most interesting to track since they are the
most concentrated region in terms of neurons. This would make those
regions interesting to seed. However, the poor water di�usion in grey
matter renders di�cult the fiber tract in those areas and necessitates
appropriate seeding strategies [112, 113].

Once the fiber tracts have been generated between all pairs of nodes,
it is possible to derive estimated measures of connectivity strength.
The most common structural measures consist in counting the number
of streamlines between any given node 8 and node 9 to construct the
adjacency matrix. Since it is not possible to recover the directionality of
the fibers, the adjacency measures from fiber tract count is symmetric,
i.e, the associate network is undirected. This measures postulates
that there is a direct correspondence between the number of axonal
fibers and the number of fiber tracts. However, the fiber tracts count is
sensitive to many factors such as the presence of myelin or noise (head
motion, physiological noise. . . ). Furthermore, since the fiber tracts are
reconstructed voxel-wise, the long-range fibers reconstruction remains
a challenge. Notably, most human brain reconstruction based on DWI
does not display such long-range fibers for this reason [21]. Other
estimators can use the length as the fiber tracts between two ROIs
as the measure of the connectivity strength [115] or by covariation of
grey matter volume/cortical thickness of ROIs [116].

3.2.3 Functional connectivity

Functional connectivity estimator

Once nodes have been defined, M/EEG and fMRI techniques provide
brain functional data under the form of time series associated to each
node. Estimating the functional connectivity consists in computing a
measure of statistical dependency between each pair of nodes 8 and 9
from the time series. The magnitude of this dependency is the weight
F8 9 between nodes 8 and 9. Functional connectivity estimators fall into
several nested categories:

I linear or non-linear dependencies between the data.
I directed or undirected which informs if they return a di�erent

weight for the interaction from node 8 to node 9 compared to
the interaction from node 9 to node 8.

I Can be of pure statistical nature (Pearson correlation. . . ) or taking
advantages of the oscillatory nature of the signal (amplitude,
phase, power. . . ) or based on an information theory measure.

One of the simplest linear connectivity estimators is the Pearson cor-
relation of the time series. It provides undirected weights between
−1 and 1 where −1 means that the two nodes are perfectly anticor-
related and 1 that they are perfectly correlated. A common practice
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is to take the absolute value of negative correlation to obtain only
positive weights on the network. Though it could be sensible to biases
[117], the Pearson correlation on fMRI signal was shown to perform
well against other measures [118].

Other linear measures can be for instance coherence, the equivalent
of Pearson correlation in the frequency domain that captures am-
plitude correlations between two signals at the same frequency but
at di�erent nodes [119]. In the frequency domain, one can quantify
the pure phase synchronization at a given frequency for a pair of
nodes through the phase locking value [120]. FC estimators like the
imaginary coherence [121], or the phase lag index [122] can even take
into account phase lag correlations which are thought to describe un-
derlying partial synchronization or traveling wave phenomena at the
cell population scale [123]. Regarding directed FC estimators, Granger
causality is the most widely used one and it is defined both in the
frequency and time domain. In essence, it quantifies how much the
past signal of node 9 is more informative on the signal of node 8 than
the past signal of node 8 alone [124]. The quantification of non-linear
measures can be made throught the information theoretical measures
of mutual information [125] or synchronization likelihood [126]. An im-
portant requirement of almost all the FC estimator is the stationarity
of the signals, i.e., signal properties like mean and variance do not
change over the recorded period. To reach stationarity, a widely used
method is the sliding window analysis. It consists in estimating the
connectivity in a small window of the recorded time (e.g., on the first
10 time points over 300 ones) and then to slide the window and again
estimate the connectivity (e.g, on the time points 2 to 11).

The choice of the FC estimator should be grounded in the scientific
question that the model is meant to solve. In [127], Authors make the
parallel with measuring the level of acquaintance between people in a
social network by either measuring the number of mails or the number
of time people see each other. Yet, depending on the context, some
people may exchange mail while never meet each other and viceversa.
For instance, a directed measure would be more appropriate to capture
the spread of the epileptic synchronization than and undirected one.

Thresholding and binarization

By construction, functional networks are complete ,i.e., each pair of
nodes in the graph has an attributed weight. However, some pairs
are likely to be induced by noise either coming from the parcellation
scheme, head motion or volume conduction e�ects or simply the
number of nodes and the length of the signal [128] among other
sources. Even if some noise reduction can be performed a priori by
appropriate FC estimators [129] it is a very common procedure to filter
the network by keeping only the most significant weights. A widely
used procedure consists in fixing a threshold below which any link
weight is cancelled. Fixing the threshold can rely on statistical methods
,e.g., by fixing a statistical threshold on a null distribution obtained
with surrogate data. The choice of the threshold can also be driven by
the subsequent network analysis since many network measures are
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directly influenced by the density of the network [130]. As an example,
the characteristic path length decreases as the density increases
which can render di�cult the comparison on di�erent subjects or
conditions if filtering methods do not lead to the same density for
each considered graph. Furthermore, it is important to mention that
network measures were conceived for networks where nodes were
connected with a measure of physical distance and not for similarity
measure. Therefore, we need to be cautious when interpreting the
measures like the characteristic path length on similarity networks.

Since most network measures were validated in the context of un-
weighted network, the significant weights after filtering can be bina-
rized ,i.e., their weights set to 1 to obtain an unweighted network.

All in all, the FC network reconstruction and analysis is a combination
of choices where it exists no gold standard. [131] report an extensive
literature that has shown that FC analysis is strongly influenced by
these choices which makes tedious any claim of generalities on one
side but allows claims of specificity, i.e. , analysis whose choices were
made toward a specific scientific question, in the other side. A summary
of the functional brain networks analysis pipeline is given in Fig.3.6.

Figure 3.6: Pipeline for functional brain networks modelling and analysis. Nodes correspond to specific brain sites according to
the used neuroimaging technique. Links are estimated by measuring the FC between the activity of brain nodes; this information is
contained in a connectivity matrix. By means of filtering procedures, based on thresholds, only the most important links constitute
the brain network. The topology of the brain network is quantified by di�erent network measures that can be represented as
numbers (e.g., the colored bars). These measures can be the input to statistical analysis to look for significant di�erences between
populations/conditions (e.g., red points correspond to brain network measures of diseased patients or tasks, blue points stand for
healthy subjects or resting states. Figure and caption adapted from [127].
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3.3 Characterization of brain networks

In regards of the diversity of brain networks reconstruction and ex-
perimental conditions, no unique characterization of the node de-
gree seems possible to be found to characterize brain networks [132].
Nonetheless, like a vast majority of real-world systems, brain structural
and functional networks were found to exhibit a broad node degree
distribution, i.e., that brain networks exhibit the presence of hubs.
While some studies reported a power-law degree distribution [100,
101] possibly corrected by an exponential decay at its tail [133], others
reported distribution with an exponential decay [115, 134]. Remarkably,
it was shown that brain networks are more resilient under attacks than
equivalent random or scale-free networks which could be explained
by the previously reported tail exponential decay [135].

Functional and structural networks at di�erent scales all exhibit a
small-world behavior [28]. It means that they exhibit both a qualita-
tively high average clustering and a low characteristic path length or
equivalently a high global and local e�ciency. This balance have been
related to the neuroscience concept of balance between information
integration and segregation. It states that the brain functioning is
rendered possible by the treatment of the information through spe-
cialized units integrated through large and e�cient communication
pathways. However, it was shown that the concept of small-world
should be invoke with caution especially for functional brain networks
due to pitfalls such as their reconstruction [136]. Focusing on segre-
gation, the high clustering was shown to emerge from the presence
of communities of densely interconnected brain regions which were
shown to be part of the same functional system [137]. Furthermore,
modules were shown to exhibit a nested hierarchical structure ,i.e.,
modules into modules that are typical of information processing net-
works [138, 139]. More recent researchs have acknowledged the role of
weights and in particular of weak connections in the understanding
of brain functioning [140].

Regarding integration, hubs are the natural candidates to interrelate
modules within the brain. Although, they can be identified as the nodes
with the higher degree, other measures can identify them more directly
as the linking nodes between communities (e.g, through betweenness
centrality). In structural brain networks, medial and superior parietal
cortex as well as regions from the orbitofrontal, superior frontal, and
lateral prefrontal cortex were identified as hubs [115, 141].This claim is
corroborated by their diverse and widespread functional connectivity
across many di�erent tasks [142]. Hubs regions are also associated
with regions with higher white matter concentration [143].

Hubs seem to be connected between each other forming a rich-club
of densely connected regions. In structural brain networks, regions
including the superior frontal cortex, superior parietal cortex, and the
precuneus, in addition to several subcortical regions including the
thalamus, hippocampus, and part of the basal ganglia were shown
to form a rich-club [37]. Furthermore, almost 90% of shortest paths
between regions non included in the rich core pass through it. This
supports the vision of a core-periphery structure of the brain where
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core regions integrate information coming from the peripheral ones
[144].

The brain is spatially embedded in space which induces constraints
on the number of structural connections but also energetical cost to
build long pathways across regions and maintain the electrochemical
gradients for electrical signaling along them [145]. Actually, modules
of structural brain networks are often made of nodes that share a
physical proximity and therefore short links [28]. However, the brain
exhibit also e�cient integration properties that is characterized in
network analysis in terms of high global e�ciency. For instance, higher
global e�ciency of structural and functional network were associated
with higher IQ [146, 147] supporting the need of long-range pathways
for e�cient executive function. Therefore, “brain networks negotiate
an economical trade-o� between minimizing wiring cost and maxi-
mizing expensive but advantageous topological properties such as
e�ciency”[145]. Based on this principle, a simple generative model of
the human functional brain networks was able to successfully repro-
duce properties of empirical functional brain networks [148].

Brain network changes in connectivity were related to brain diseases
and their severity. The common trait of any brain diseases is a “dyscon-
nectivity syndrome” ,i.e., an alteration of the network properties of the
brain compared to healthy ones. These alterations can be spatially
distributed as in Alzheimer’s disease, or localized, as in stroke or trau-
matic injuries [149]. Globally, brain diseases are characterized by a loss
of node centrality, a less optimal small-world organization, related to
loss of global e�ciency and detrimental community structure reorga-
nization [150]. The quantification of the changes of network properties
could represent an advance to monitor the disease and select new
protocols to cure diseases.

3.4 Network characterization of Alzheimer’s
disease

Figure 3.7: The di�erent stages of
Alzheimer’s disease neurodegenera-
tion.

Alzheimer’s disease (AD) is the most prevalent type of dementia and a
neurodegenerative condition. It manifests with initial mild memory
impairments that progressively worsen, resulting in severe cognitive
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deficits and ultimately leading to death. As of 2016, approximately
44 million individuals worldwide were a�ected by AD and other de-
mentias, and this number is expected to rise due to increased life
expectancy [151]. At the cellular level, AD is characterized by the gradual
accumulation of � tangles and �-amyloid plaques, which contribute
to the degeneration and loss of neurons and synapses. Consequently,
brain atrophy occurs from subcortical regions to primary sensory areas,
passing through association areas (Fig.3.7). To characterize AD using
network analysis, structural or functional networks are statistically
compared with healthy controls (HC) that ideally match the AD group
(in terms of age, gender, . . . ). AD-related changes in connectivity is
a conundrum since studies alternatively report significant decrease
or increase of functional connectivity in AD patients compared to HC
[152]. However, decrease are more often reported in M/EEG, MRI based
networks while increase are reported for fMRI ones which suggests
the major role played by the type of studied connectivity [150]. In most
of functional studies, AD patients undergo a loss of clustering coef-
ficient [153–155] Similar to connectivity, results on the characteristic
path length are contradictory showing alternatively an increase or
a decrease. Nonetheless, all studies report that AD brain networks
are small-world, thought a majority report that AD brain networks
are closer to equivalent random networks than HC ones [156–158].
Linking behavior to observed networks, a study reported a positive
correlation between lower characteristic path length and cognitive
abilities [156].

The more consensual result on AD-related e�ects on brain networks
seems to be the decrease of centrality of hubs compared to HC, in
particular in association areas, such as the temporal lobe, medial
parietal, posterior and anterior cingulate, and medial frontal areas
[159–161] which are areas known to undergo atrophy in the disease.
[156] show that the propensity of these hubs to form a rich-club is
also a�ected in the M/EEG alpha band. Furthermore, loss of centrality
was positively associated with cognitive declined [162]. From these
considerations, [157] show that selectively attacking hubs in HC brain
networks make them resemble to AD brain networks in regard of their
network properties. These results support the hypothesis of activ-
ity dependent-degeneration in AD [163] stating that the more active
regions are the most a�ected by AD lesions. Altogether, the charac-
terization of brain networks in AD seems dependent on the recording
modalities and the various choice of functional brain networks recon-
struction options. More recent studies attempt to benchmark protocols
to maximize the di�erence between AD patients and HC brain net-
works [164, 165].Also, recent research endeavors are made towards
more homogeneous patients cohorts and better match with HC [165,
166]. Alternatively, AD-related brain networks studies, evolve towards
integration of temporal or multiscale higher order structure.
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4.1 Multiscale brain modeling

The goal of multiscale modeling is to describe system’s behavior by
simultaneously considering multiple features, or mechanisms, taking
place and interacting on di�erent levels of information. Since most
real-life phenomena involve a broad range of spatial or temporal
scales, as well as the interaction between di�erent processes, multi-
scale modeling has been widely adopted in several disciplines, from
material science and algorithmics, to biology and engineering [167].

In neuroscience, multiscale modeling has historically considered mul-
tiple levels ranging from microscopic single neuron activity to macro-
scopic behavior of collective dynamics. This is achieved by bridging
biophysical mechanistic models of neuron dynamics and experimental
neuroimaging data [168]. Such “bottom-up” approach allows to predict
macroscopic observables by integrating information at smaller scales,
typically under the assumption of mean-field approximations [169–
171]. This means that neuronal ensembles’ dynamics are progressively
“averaged" across scales leading to a characteristic hierarchical nested
structure where multiple units at finer-grained levels map into a new
entity at coarser-grained ones (Fig. 4.1a) [172–175].

The thalamocortical model is perhaps one of the simplest examples
that can reproduce disparate physiological and pathological condi-
tions, from Parkinson’s disease to epileptic seizures [176–181]. In this
model, both basic microscopic neurophysiology (e.g., synaptic and
dendritic dynamics) and mesoscale brain anatomy (e.g., corticocorti-
cal and corticothalamic pathways) are progressively incorporated to
predict large-scale brain electrical activity (Fig. 4.1b).

With the advent of new technologies and tools that allow gathering
more precise experimental data and e�cient processing, multiscale
brain modeling has witnessed a significant transformation in the last
decade. Increasingly more sophisticated and accurate models have
been proposed including, among others, large-scale anatomical and
functional brain connectivity (see Sec. 3.2.3) [182, 183]. However, to fully
understand a multiscale system, models at di�erent scales must be
coupled together to produce integrated models across multiple levels.
Indeed, global brain dynamics are strongly dependent on the interac-
tion of several interconnected subnetworks that di�erently contribute
to generate them. Thus, the study of how intra-scale and inter-scale

https://doi.org/10.1103/RevModPhys.94.031002
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[170]: Siettos et al. (2016), ‘Multiscale
modeling of brain dynamics’,

interactions give rise to collective behavior and to relationships with
their environment is a central theme of modern multiscale brain mod-
eling. Because of the substantial lack of biological evidence, especially
concerning inter-scale connectivity, large parts of the studies have
focused on analytical and numerical approaches [184]. For example,
intra-scale interactions have been simulated adopting cellular au-
tomata perspectives [185], while inter-scale connectivity have been
established using wavelet transformations [169].

Figure 4.1: Bottom-up hierarchical modeling. Panel a) The so-called K-set hierarchy showing the model progression from cell
level to entire brain. K0 is a noninteracting collection of neurons. KI corresponds to a cortical column with su�cient functional
connection density. KII represents a collection of excitatory and inhibitory populations. KIII is formed by the interaction of several
KII sets and simulates the known dynamics of sensory areas with 1/f spectra (see inset b). KIV is formed by the interaction of three
KIII sets that models the genesis of simple forms of intentional behaviors. Panel b) Schematic view of major components involved
in thalamocortical interactions. Di�erent shading patterns code for di�erent zones of the system, i.e. , from micro (relay nuclei,
thalamic reticular nuclei (TRN)) to macro scales (cortex). As indicated by key, all connections shown are excitatory except for the
connection from the reticular cell to the relay cell, which is inhibitory. Pictures and captions adapted from [186] (panel a) and [178]
(panel b). Inset b adapted from [187].

The use of “top-down” approaches, which start with the observation of
biological characteristics in the intact system and then construct theo-
ries that would explain the observed behaviors, o�ers complementary
solutions. In particular, data-driven methods based on statistical sig-
nal/image processing of neuroimaging data allow to infer network
representations of the brain at both anatomical and functional levels.
Thus, while multiscale modeling in neuroscience has historically had
a strong spatial connotation, it nowadays spans disparate levels of
information, from structure/function to multiple oscillatory regimes
and temporal evolution. Top-down approaches can be therefore used
to generate richer and more realistic models reproducing real brain
connectivity schemes and not just simulated ones [170].

However, richer information and more accurate models also mean
higher complexity and harder interpretation. These are both typical
characteristics of multiscale problems that require the use of e�cient
algorithms to simulate the fully integrated model and appropriate
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ways of analyzing and interpreting them [188]. This is actually one of
the main challenges of big research projects supported by funding
agencies around the world, such as the European Human Brain Project*
or the US BRAIN Initiative†. The increasing number of open-source
tools that can be freely accessed and customized to enrich multiscale
brain models just confirms how broad and multidisciplinary is the
community e�ort [189–192].

In all this turmoil, questions like: how to model within-level and
between-level relationships, how to characterize the resulting higher-
order network properties, what are the critical phenomena emerging
from the interaction of multiple levels, appear to be essential for
advancing multiscale models. These questions and associated notions
motivate the construction of a theory that explicitly builds on the
capability to simultaneously characterize intralayer and interlayer
connectivity.

In the next section, we will introduce the methodological framework of
multilayer network theory, which is at the basis of recent developments
in multiscale modeling of neural functioning.

4.2 Common types of multilayer brain networks

4.2.1 Multiplex brain networks

Up to date multilayer brain networks have been mostly derived from
experimental neuroimaging data in humans, with nodes representing
the same entities, i.e. , brain areas across layers. Multiplex networks
(see Sec. 2.2.1) represent the easiest way to bridge brain connectivity
at di�erent levels, as one does not have to explicitly infer interlayer
connections. In this situation, interlayer links only virtually connect
the replica nodes and the associated meaning is basically the one of
identity between the same nodes across layers (Fig. 2.5b) [68].

This type of representation has been largely used to describe multi-
modal brain networks, whose di�erent layers may contain structural
and functional connectivity [78, 193, 194], as well as interactions at dif-
ferent signal frequencies [2, 3, 195]. A common situation when dealing
with multimodal networks is that the nodes might not correspond to
the same entity in their native space. This is for example the case of
brain networks derived from fMRI and EEG signals, where nodes corre-
spond respectively to image voxels and scalp sensors . To overcome
this issue, advanced image and signal processing tools are used be-
forehand for projecting the native signals into the nodes of a common
anatomical brain space, typically extracted from the structural MRIs
of a subject’s head [196–198].

* humanbrainproject.eu
† braininitiative.nih.gov
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4.2.2 Temporal brain networks

Multiplex networks have been also adopted to describe temporal
brain networks, i.e. networks whose topology is changing over time
(see Sec. 2.2.1) [74, 199, 200]. In this case, each layer corresponds to
a specific point, or instance, in time and only the replica nodes of
temporally adjacent layers are interconnected according to a Marko-
vian rule (Fig. 2.5c). Unlike multimodal brain networks, the layers of
a time-varying brain network do not correspond to di�erent spatial
or temporal/frequency scales, but they typically capture the dynamic
network evolution within a fixed time resolution. This is typically in
the order of milliseconds for motor behavior, minutes/hours for hu-
man learning, or years for aging as well as for neurodegenerative
diseases.

4.2.3 Full multilayer brain networks

Full multilayer network representations, containing both intra-layer
and inter-layer nontrivial connectivity, have been mostly adopted to
characterize brain signal interactions within and between di�erent
oscillation frequencies (Fig. 2.5a) [4–6]. This representation is partic-
ularly useful for functional brain networks with a broad frequency
content, such as in those obtained from electrophysiology, EEG or
MEG signals. Although less frequent than multiplexes, this type of
representation has a great potential for characterizing whole brain
cross-frequency coupling, which has been recently shown to be crucial
for many cognitive and pathological mental states [201].

4.3 Particular aspects of multilayer brain
networks

4.3.1 Multilayer brain networks are more than the sum of
their layers

Multilayer networks give richer description than standard network
approaches, but do they really represent a step forward into the mod-
eling of brain organization? Why aggregating layers is not enough? Are
all layers necessary to capture the main organizational properties?
[202] addressed these questions by introducing a structural reducibil-
ity approach to maximize the quantity of non-redundant topological
information between the layers of a multiplex network with respect
to its aggregated counterpart (Fig. 4.2a). For a large spectrum of net-
works, from protein-protein interactions to social networks, structural
reducibility showed that the best configuration in terms of distin-
guishability is not necessarily the one with the highest number of
layers [202]. On the contrary, [195] showed that multifrequency brain
networks derived from fMRI signals were not easily reducible since
all the layers brought some non-redundant topological information
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Figure 4.2: Structural reducibility of
multifrequency brain networks. Panel
a) For each combination of layers a
quality function measures the amount
of new information added with respect
to an equivalent single-layer model.
Panel b) Median values of quality func-
tion obtained from fMRI multifrequency
brain networks in healthy subjects.
Shaded areas indicate the standard de-
viation around each value. Pictures and
captions adapted from [195].
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(Fig. 4.2b). This result implies that even if fMRI oscillations are under-
represented in higher frequencies, their broad interaction remains
crucial for a correct brain functioning. We show in the next sections
that this result extends quite generally and can be used to better
diagnose brain diseases.

While most research has focused on multiplex brain networks, a better
understanding of the emerging properties in full multilayer brain net-
works still remains to be elucidated. [4] addressed these aspects by
studying the di�erence between frequency-based multiplexes and full
multilayers derived from MEG brain signals (Fig. 4.3a). By evaluating
the algebraic connectivity �2, they showed that full multilayer brain
networks are close to an optimal transition point between integration
and segregation of the layers. The layers in the equivalent multiplex
configurations were instead more segregated and then far from this
transition point [84]. These results were also confirmed by extensive
numerical simulations and explained by the intrinsic lower interlayer
connection density of the multiplexes (Fig. 4.3b). Interestingly, the
full multilayer �2 values were associated with the phase-amplitude
coupling of gamma (30 − 40 Hz) and theta (4 − 7 Hz) brain frequency
bands, confirming the crucial role of cross-frequency coupling in the
study of complex brain functions and dysfunctions [203, 204]. These
findings point out the importance of considering previously unappre-
ciated cross-layer interactions to explain the emergent properties of
brain organization.

Figure 4.3: Emergent properties in full
multilayer brain networks Panel a) In-
tralayer and interlayer links in the mul-
tifrequency MEG network. 1-link be-
tween regions at the same frequency;
2-link of the same area between di�er-
ent frequency bands; 3-link between
di�erent nodes at di�erent frequency
bands. Panel b) Algebraic connectivity
�2 as a function of the total interlayer
connectivity ((? ). The vertical solid line
corresponds to the actual value of inter-
layer connectivity, i.e., without modify-
ing their weights. Pictures and captions
adapted from [4].



42 4 Multilayer Brain Networks

[127]: De Vico Fallani et al. (2014), ‘Graph
analysis of functional brain networks:
practical issues in translational neuro-
science’,
[131]: Korhonen et al. (2021), ‘Principles
and open questions in functional brain
network reconstruction’,

[205]: Lydon-Staley et al. (2019), ‘Evalua-
tion of confound regression strategies
for the mitigation of micromovement
artifact in studies of dynamic resting-
state functional connectivity and mul-
tilayer network modularity’,

[206]: Cichocki et al. (2002), Adaptive
Blind Signal and Image Processing:
Learning Algorithms and Applications,

[205]: Lydon-Staley et al. (2019), ‘Evalua-
tion of confound regression strategies
for the mitigation of micromovement
artifact in studies of dynamic resting-
state functional connectivity and mul-
tilayer network modularity’,

[207]: Mandke et al. (2018), ‘Compar-
ing multilayer brain networks between
groups’,

[208]: Kruskal (1956), ‘On the shortest
spanning subtree of a graph and the
traveling salesman problem’,

[209]: De Vico Fallani et al. (2017), ‘A
Topological Criterion for Filtering Infor-
mation in Complex Brain Networks’,

[210]: Golub et al. (2012), Matrix compu-
tations,

4.3.2 Filtering spurious links in multilayer brain networks

It’s important to remind that brain connectivity networks are esti-
mated from experimental data. This necessarily implies the presence
of spurious connections, often among the weakest ones, due to the sta-
tistical uncertainty associated with the connectivity estimator and/or
the presence of signal artifacts during the experiment [127, 131]. As
a result of the construction process, multilayer brain networks are
also influenced by such noise, which might alter the true association
between the multiscale brain network organizational properties and
the subject’s characteristics and behavior.

To mitigate the presence of unwanted alterations in the estimated
links, two main strategies have been so far adopted following what has
been done in standard network analysis. The first approach consists
in manipulating the brain signals, while the second one operates
directly on the connectivity matrices. [205] used the first approach
to silence the e�ects of head motion on the recorded brain signals
and in turn on the estimated brain network. They tested di�erent
signal denoising strategies, mainly based on regression and source
separation techniques [206] on temporal brain networks constructed
from fMRI data. Specifically, they evaluated their ability in attenuating
the nuisance e�ects on several network metrics, such as multiplex
modularity and node flexibility (see Sec.2.2.2). Despite some variability,
the obtained results suggested that regression-based approaches
outperform source separation-based techniques, possibly due to their
ability to explicitly incorporate the nuisance variables in the denoising
process [205].

The second approach consists in filtering the network’s links. This is
typically achieved by fixing a threshold either on the percentage of
the strongest links to retain or on their weights. Depending on the
threshold value the resulting networks might have di�erent densities
and/or intensity.

[207] evaluated the impact of network filtering on several topological
properties such as multiplex PageRank (see Sec. 2.2.2), multiplex mod-
ularity (Eq. 2.30) and participation coe�cient (Eq. 2.26). Specifically,
they tested several filtering criteria, e.g., spanning tree (MST) [208],
e�ciency cost optimization (ECO) [209], singular value decomposition
(SVD) [210] applied to each single layer separately, or adapted to the
whole multiplex.

By using both synthetic and neuroimaging-derived multiplex networks,
results indicated that SVD techniques lead to multilayer network prop-
erties that are quite robust to changes in connection density/intensity.
MST and ECO techniques were instead e�ective only when filtering each
layer separately, and therefore useful when dealing with multimodal
brain networks, where layers are estimated from di�erent type of data
and the nature of the interlayer links cannot be straightforwardly
established.

Note however, that these results have been obtained for multiplexes
and the extension to full multilayer networks still remains to be in-
vestigated.
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Figure 4.4: Multiplex motif analysis of multimodal brain networks. Panel a) Structural-functional 2-layer brain network. Interlayer
links between replica nodes are omitted for the sake of visibility. Five nontrivial multiplex motifs of two nodes are possible based
on the type of connectivity in the DTI structural layer and in the fMRI functional layer. The Z-scores show the motifs that are
overrepresented and underrepresented as compared to equivalent random networks. Panel b) Patterns of multiplex triangles
comprising directed structural tuples (solid connections) closed by a functional link (dashed connections). The overall motif
counts normalized by equivalent random multiplexes are illustrated as a function of basal activation parameters P and Q of the
Wilson-Cowan model. Pictures and captions are adapted from [72], (panel a), and [211] (panel b).
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4.4 Characterization of multilayer brain
networks

4.4.1 Structure-function relationship

Both structural and functional brain organization are crucial determi-
nants of complex neural phenomena such as cognition, perception,
and consciousness [212]. An important question in modern neuro-
science is how structural and functional connectivity are related to
each other, and how such putative interaction can better our under-
standing of the brain organization. Recent studies using both model-
based and data-driven approaches have for example demonstrated
that connectivity at functional level could be in part predicted by the
structural one, and that this prediction could explain several complex
dynamics of brain functioning, from resting states to task-based and
pathological conditions [212–215].

But what are the higher-order topological properties of the multilayer
network composed of both structural and functional layers and how
these contribute to describe brain anatomo-functional organization?
To address these questions, [72] first investigated the presence of
simple connection motifs (see Sec. 2.2.2) forming across the layers of
a DTI-fMRI multiplex network. They found that motifs comprising both
structural and positively correlated functional links are overabundant
in the human brain (Fig. 4.4a). This confirms that the presence of an
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anatomical connection is likely to induce a synchronized activity be-
tween the corresponding brain regions [216]. However, other significant
configurations were reported including the presence of triangles in the
functional layer with no support in the structural one. Overall these
results indicated that intrinsic functional organization of the brain is
non-trivially constrained by the underlying anatomical network [216]
and cannot be solely explained by it.

Down the line, [217] investigated the multilayer modularity of DTI-fMRI
multiplex networks. Main results showed that the structural layer is
mostly dominating the community structure of the multiplex over a
broad range of topological scales explored by varying the granularity
parameter � (Eq. 2.30). Notably, the communities of the structural
layer tended to spatially overlap with the cytoarchitectonic brain or-
ganization and were highly consistent across individuals. Instead, the
communities of the functional layer were more heterogeneously dis-
tributed and less consistent across subjects, reflecting the dynamic
repertoire of the brain functions [218, 219].

By looking at DTI-fMRI multiplex networks, [193] measured to what
extent nodes with similar overlapping degrees tended to "wire" to-
gether, a property often referred as to assortativity. Results indicated
that multimodal brain networks have a propensity to be assortative,
which translates into an overall ability to facilitate system dynamics
and resilience to random attacks (e.g., node removal) [45]. This evi-
dence resolved the assortative/disassortative dichotomy previously
observed with single-layer analysis of structural/functional brain net-
works. Notably, such multilayer assortativity resulted from a nontrivial
structure/function interplay and pointed out a novel organizational
mechanism optimally balancing the resilience to damages and re-
strainability of their e�ects.

Modeling the emergence of large-scale brain dynamics from microscale
neuronal interactions is crucial for a mechanistic understanding of
neural multiscale organization. An early study by [51] proposed a com-
putational model based on the structural connectome of the cat cortex.
By parametrizing the coupling between several Fitzhugh-Nagumo os-
cillators according to the available connectome, they simulated the
ongoing activity in each region, and estimated the interareal func-
tional connections via Pearson’s correlation [220]. By means of this
simple model, the Authors showed that a weak coupling parameter
was su�cient to generate biologically plausible macroscale activity,
with functional connectivity patterns mostly overlapping the modular
organization of the structural network.

[211] used a similar approach based on the structural connectome of a
macaque cortex and Wilson-Cowan neuronal models [221]. More rele-
vant to this chapter, they analyzed the behavior of multiplex clustering
patterns (such as in Eq. 2.27) in the structural-functional networks as a
function of two model parameters, i.e. , one tuning the input to excita-
tory neurons, and the other one modulating the input to the inhibitory
ones. Specifically, they defined multiplex clustering indices to quantify
the presence of functional links associated with common drivers in
the structural layer. Main results showed that such quantities were
maximal at the boundaries of the phase transition, from steady-state
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to oscillatory dynamics, as well as in other regions of the parameter
space (Fig. 4.4b). Di�erently from previous results on single-layer anal-
ysis, this nontrivial behavior suggested that the system criticality does
not only depend on the structure-functional interplay of the brain
network, but also on the type of ongoing dynamics.

At the level of single neuron, [222] proposed a multiplex approach
to represent synaptic connections (structural) as well as extrasynap-
tic signaling interactions (functional) inferred from gene expression
data of the C. Elegans worm. Despite the low degree of overlap be-
tween the synaptic and extrasynaptic connectomes, Authors found
highly significant multiplex motifs (similar to the ones in Sec. 2.2.2),
pinpointing locations in the network where aminergic and neuropep-
tide signalling modulate synaptic activity. The presence of directed
monoamine interactions and reciprocal synaptic connections was par-
ticularly significant among specific neurons implicated in learning,
memory and motor functions. These results support the evidence that
the structural/functional interplay is crucial to better understand the
communication pathways between di�erent parts of the C. Elegans
nervous system.

In this direction, [223] identified the shortest paths from touch sensory
neurons to motor neurons allowing information flowing across di�er-
ent type of neurotransmitters and neuropeptides layers. By applying a
time-delayed feedback control on the identified neurons, the Authors
could eventually reproduce the typical C. Elegans locomotion, and
characterize the neuromuscular multilayer connectivity mechanisms
associated with the central pattern generator [224, 225].

Multilayer network theory has just started to provide new tools and
insights into the complex interplay of the brain structure and function.
Several issues remain to be explored such as how to establish inter-
layer connections [6] or incorporate multilayer network mechanisms
in the laws modeling the large-scale neuronal dynamics [215].

4.4.2 Information segregation and integration

Clustering and shortest paths are general concepts in complex systems
that are both essential for e�cient organization of many real-world
networks [23, 226]. These concepts reconcile two long-standing op-
posed views of the brain functioning. On one hand, phrenology-based
theories, which associated di�erent cognitive tasks with segregated
brain regions [227]. On the other hand, global workspace theories,
which instead hypothesize the necessity of interareal integration of in-
formation to realize the very same tasks [228]. Notably, network science
has provided the tools to quantify network segregation and integration
by demonstrating respectively the presence of many clustered connec-
tions and few shortest paths between areas. More recently, integration
in the brain has been revisited and hypothesized to be determined
by the presence of few core hubs in the network, and not directly by
shortest paths [229, 230]. By considering multilayer brain networks,
segregation and integration become a joint property of both nodes
and layers, thus providing information about higher-order phenomena
such as cross-frequency coupling [201], multimodal information [231]
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Figure 4.5: Multiplex core-periphery
structure of the human connectome.
Scatter plot of multiplex coreness
against single-layer corenesses ob-
tained from structural (DTI) and func-
tional (fMRI) layers. Labels indicate
brain areas whose multiplex coreness
cannot be predicted by looking at the
coreness values in the respective struc-
tural and functional layer. Picture and
caption adapted from [78].
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and temporal evolution [232].

[5] investigated information segregation and integration in MEG full
multifrequency brain networks. They first observed the presence of
strong dependencies between intra- and interlayer connectivity. By
decomposing the multilayer networks into representative connectiv-
ity structures, or “eigenmodes", they demonstrated that the overall
amount of interlayer connectivity was associated with the second
eigenmode, containing specific fronto-occipital network components
common to all frequencies. In addition, they compared the empirical
MEG multifrequency networks with those obtained from large-scale
signals simulated with a thalamo-cortical model [233, 234]. By increas-
ing the model structural coupling parameter, the Authors reported a
progressive increase in the resulting functional interlayer connectivity.
Notably, real MEG multilayer networks maximally fit the model at the
transition point of such increment, suggesting an optimal balance
between segregation and integration of information between di�erent
frequency bands.

As for multimodal connectivity, [78] investigated the associated in-
tegration properties by evaluating the core-periphery structure of
DTI-fMRI multiplex networks. They specifically calculated the multiplex
coreness (see Sec. 2.2.2), which integrates information from di�erent
layers and provide a possibly more accurate characterization of the
mesoscale brain network properties. Compared to single-layer anal-
ysis, results identified new core areas in the sensorimotor region of
the brain that are key components of the so-called default mode
network (DMN), i.e. , a set of brain regions that is active when a person
is not focused on the outside world [235]. Besides, results excluded
previously established areas in the frontal region, whose belonging to
the core system was still debated [115]. By including structural (DTI)
and functional (fMRI) network information, these findings o�ered a
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Figure 4.6: Temporal network flexibil-
ity correlates with brain perfomance.
Panel a) An overview of network switch-
ing (or flexibility) in a temporal network.
Red and blue colors identify the nodes
belonging to two di�erent communi-
ties according to the multilayer network
modularity metric. Panel b) Brain maps
of switching rate and dynamic fMRI con-
nectivity. Values were normalized into
z-scores to ensure both connectivity
dynamics and switching values were
scaled equally. Pictures and captions
adapted from [199].
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new enriched description of the integration properties of the human
connectome’s core (Fig. 4.5).

Temporal brain networks have been previously shown to exhibit al-
ternating periods of segregation and integration across multiple time
scales, associated with the presence of "dynamical" hubs [236], as well
as state-dependent community structures [237]. To better understand
the role of such transitions, [199] studied the multilayer network flexi-
bility (see Sec. 2.2.2) derived from a big dataset of resting-state fMRI
signals (Fig. 4.6a). Results showed that the node flexibility, i.e. , the
frequency of community switching between consecutive time layers,
was particularly high in specific associative brain regions (i.e., tempo-
ral and parietal) and correlated with the entropy of the connectivity
variability. Because switching is known to increase in systems with
high entropy or information load [238], Authors eventually established
the role of functional hubs for the associative cortex integrating infor-
mation across di�erently specialized brain systems [239]. Interestingly,
these high local flexibility values occurred mainly when the brain ex-
hibited a globally low and steady network intensity, so as to minimize
the overall energetic cost associated with the integrative temporal
switching (Fig. 4.6b).

On longer time scales, [240] investigated how brain segregation changes
with age by using longitudinal fMRI data acquired over a 4 years time-
span. By computing the multiplex modularity (Eq. 2.30), they showed
that the global flexibility, i.e. , the average node flexibility, is signifi-
cantly higher in healthy elderly as compared to a temporal null model,
where the brain network layers are randomly shu�ed [241, 242]. Re-
sults also demonstrated that people with more segregated temporal
networks tended to be more resistant to transient changes in modular
allegiance [243–245]. Notably, older age was related to higher tem-
poral variability in modular organization. However, no correlations
were found with cognitive behavior, such as processing speed and
memory encoding. Since flexibility is in general a good predictor of
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Figure 4.7: Stabilization of critical dy-
namics in multilayer glia-neuronal net-
works. Panel a) Left side: Glia cells
redistribute metabolic resources from
the bloodstream to neural synapses.
Right side: Associated two-layer net-
work model. Black arrows indicate
neural synaptic interactions. Arrow
thickness indicates synaptic strength
which evolves according to spike time-
dependent plasticity (STDP). Red ar-
rows which terminate on black arrows
represent the resource supply to the
corresponding synapse. Panel b) Sta-
bility analysis of the two-layer STDP
model. The largest eigenvalue � of the
neuronal network layer and the total
resource R of all glia and synapses are
illustrated as a function of time. The
data plotted in black correspond to a
‘baseline’ condition. For the data plot-
ted in red (labelled ’instability’), the ini-
tial evolution is the same as for the
baseline data up until the di�usion
of resources between the glial cells is
turned o� (vertical arrow). Pictures and
captions adapted from [247].

[246]: Avena-Koenigsberger et al. (2018),
‘Communication dynamics in complex
brain networks’,

cognitive performance (see Sec. 4.4.3), further studies should include
more cognitive domains, or lagged changes, to elucidate the role of
age in the relation between the cognitive performance and temporal
modular flexibility.

Taken together, these findings provided some concrete examples on
how concepts such as segregation/integration of information can be
broaden to capture multilayer brain mechanisms and provide comple-
mentary information about the system’s behavior. While most of the
studies have focused on undirected connectivity, future research will
be crucial to include directed links and better inform on communica-
tion pathways in neuronal systems [246].

4.4.3 Brain organizational properties of human behavior

The results presented in the previous paragraphs aimed to quantify
the intrinsic structural and functional brain organization, with no ref-
erence to any specific mental state or behavior. Nonetheless, the brain
is an extremely flexible and adaptive system, capable of altering its or-
ganization depending on endogenous and exogenous stimuli coming
from the external environment (a property often referred to as plas-
ticity). In this paragraph, we present some of the most recent results
showing how multilayer brain network properties change according to
specific behaviors, and how those higher-order topological changes
are associated with inter-subject variability.
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Figure 4.8: Temporal network flexibil-
ity predicts future learning rate. Sig-
nificant predictive Spearman correla-
tions between flexibility in session 1
and learning in session 2 (black curve,
? ≈ 0.001) and between flexibility in
session 2 and learning in session 3
(? ≈ 0.009). Each point corresponds to
a subject. Note that relationships be-
tween learning and fMRI network flex-
ibility in the same experimental ses-
sions (1 and 2) were not significant;
? > 0.13 was obtained using permuta-
tion tests. Picture and caption adapted
from [74].
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Human learning is perhaps one of the most intriguing (yet not com-
pletely understood) neural processes with numerous implications in
our daily-life [248, 249]. A basic question in neuroscience is how learn-
ing is acquired through Hebbian plasticity, without leading to runaway
excitation of the neural synaptic activity [250–252]. In their study, [247]
proposed a mechanism for preserving stability of learning neural sys-
tems, via a 2-layer network model. The first layer contained a neural
network interconnected by synapses which undergo spike-timing de-
pendent plasticity (STDP) [253]. The second layer contained a network
model of glia cells interconnected via gap junctions, which di�usively
transport metabolic resources to synapses (interlayer links) (Fig. 4.7a).
Main results showed that, with appropriate model parameter values,
the di�usive interaction between the two layers prevents runaway
growth of synaptic strength, both during ongoing activity and during
learning. These findings suggested a previously unappreciated role for
fast dynamic glial transport of metabolites in the feedback control sta-
bilization of slow neural network dynamics during learning (Fig. 4.7b).
Notice that this is so far one of the few examples where multilayer
network theory is used to model microscale neural organization across
multiple temporal scales.

At larger spatial scales, [74] used a multilayer network approach to char-
acterize human learning during a simple motor task. In particular, they
built temporal brain networks from fMRI signals across consecutive
experimental sessions. They used the multilplex modularity (Eq. 2.30)
to find long-lasting modules and found that community organization
changed smoothly with time, displaying coherent temporal depen-
dence, as in complex long-memory dynamical systems [254]. Results
also showed that the network flexibility changed during learning—
first increasing and then decreasing—demonstrating a meaningful
biological process. In particular, the nodal flexibility (see Sec. 2.2.2)
was stronger in frontal, posterior parietal and occipital regions. Also,
it predicted the relative amount of learning from one session to the
following one (Fig. 4.8). These predictions could not be obtained via
conventional task-related fMRI activation or standard network analysis,
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and confirmed the relation between network flexibility and cognitive
performance. Indeed, network flexibility has been found to correlate
with several mental states, such as working memory and planning [199,
200], but also with mental fatigue [255] and sleep deprivation [199].
At this stage, it would be interesting to elucidate whether network
flexibility is an aspecific predictor of cognitive performance or it can
also distinguish between di�erent dynamic brain states.

[256] further study the cognitive load during attentional tasks in a
EEG frequency-based multiplex framework. Based on betweenness
centrality (see Sec. 2.2.2), they observed an outflow of shortest paths
from low frequencies toward high frequencies in the fronto-parietal
regions. These findings suggest that cross-frequency integration of
information is not only an intrinsic characteristic of the brain func-
tioning [5], but it is also modulated by attentional tasks as well as by
drowsiness [257].

In a recent study, [258] investigated how the brain supports expressive
language function by looking at MEG multifrequency brain networks. In
particular, they aimed to identify the brain regions that are important
for successful execution of expressive language in typically developing
adolescents. To this end, Authors first identified the multifrequency
hubs by means of a modified version of the multilayer PageRank
centrality and then reranked them according to their importance in
fostering interlayer communication. Compared to standard single-
layer analysis, this two-step procedure allowed to capture nonlinear
interactions and resolve the task-related brain areas with a higher
spatial resolution. These regions mostly lied in the left hemisphere
and represented possible conduits for interfrequency communication
between action and perception systems that are crucial for language
expression [259].

Planning and executing motor acts is accompanied by changes in
brain activity and connectivity on very short time scales of the order of
milliseconds [260, 261]. [82] used an EEG temporal network approach
to characterize such fast brain functional organization during a simple
foot movement task. Compared to network sequences with randomly
shu�ed layers, brain networks showed a higher temporal clustering
and a similar characteristic temporal path length (see Sec. 2.2.2). Put
di�erently, dynamic brain networks exhibited a temporal small-world
propensity, supporting both segregation and integration of information
through time. While single-layer analysis had previously unveiled
that segregation/integration properties fluctuate and adapt over the
di�erent phases of the movement [262], these findings provided new
evidence on the intrinsic global temporal properties of motor-related
brain networks.

4.5 Multilayer network-based biomarkers of
brain disease

Like any other complex system the brain can exhibit anomalous con-
nectivity, which in turn may lead to abnormal behavior and clinical
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symptoms. Those brain connectivity changes can be spatially dis-
tributed, such as in schizophrenia or Alzheimer’s disease, or localized
such as in stroke or traumatic injuries [149]. Looking at the network or-
ganization in both healthy and diseased conditions appears therefore
fundamental to understand the resilience and vulnerabilities of the
brain [263]. From a medicine perspective, network-based biomarkers
would represent advanced tools to monitor the disease progression
and inform new therapeutics to mitigate or counteract the e�ects of
the disease. In the last decade, standard network analysis has accu-
mulated evidence documenting general reorganizational properties
such as departure from optimal small-world configurations, aberrant
modular reorganization, as well as significant loss of node centrality
[150]. Thus far these network changes have remained associated with
a particular aspect, or layer, of information. Since brain pathologies
typically result from multifactor processes at di�erent scales and lev-
els, multilayer brain networks naturally constitute a more appropriate
integrative modeling approach. In the following, we present some of
the most recent results obtained for di�erent brain diseases, that pro-
vide new perspectives on the impacted multiscale network properties
and can be used to improve diagnosis and prediction.

4.5.1 Neuropsychiatric disorders

Among neuropsychiatric disorders, schizophrenia is certainly one of
the most studied ones due to its large population incidence. In 2017,
over 20 million people su�ered from schizophrenia worlwide [264].
Typical clinical symptoms include hallucinations, emotional blunt-
ing and disorganized speech and thoughts. The biological causes of
schizophrenia are still poorly understood and many hypotheses are
currently being investigated based for example on neurotransmitter
dysregulation [265], myelin reduction [266] as well as oxidative stress
[267]. At large spatial scales, low and high frequency neuronal oscilla-
tions, as well as their interactions, have been widely documented as
a core feature of the neuropathology underlying schizophrenia [268].
Functional connectivity changes, within and between frequency bands,
have been reported in schizophrenic patients [269] and associated
with persistent symptoms leading to disorganization of visuomotor
mental functions [270].

By using a multiplex approach, [195] provided a first integrated char-
acterization of the topological changes in schizophrenia from resting
state fMRI-derived multifrequency networks. In particular, they eval-
uated the multiplex PageRank centrality (cf. Sec. 2.2.2) and showed
a substantial reorganization of the most important multifrequency
hubs of the brain, such as the precuneus cortex, a key region for the
basic physiological brain organization [143]. When injected into a ran-
dom forest classifier, multiplex PageRank centrality metrics led to a
classification accuracy of 80%, which is higher than standard network
approaches, but comparable with otherwise much more sophisticated
machine learning techniques. At cellular levels, schizophrenia has
been hypothesized to result from excitatory-inhibitory neuronal dys-
function, with a consequent abnormal temporal coordination between
large-scale macro areas of the cerebral cortex [271, 272]. By investigat-
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Figure 4.9: Temporal network flexibil-
ity as a clinical marker of shizophre-
nia genetic risk. Panel a) Significant in-
creases in the mean dynamic reconfig-
uration of modular fMRI brain networks
in una�ected first-grade relatives (gray
bar, REL) and patients with schizophre-
nia (black bar, SZ) in comparison to
matched healthy controls (white bar,
HC) [F(2,196) = 6.541, P = 0.002]. Bars in-
dicate mean values, and whiskers rep-
resent standard error means (SEMs).
Panel b) Significant increases in the
mean dynamic reconfiguration of mod-
ular brain networks in healthy controls
after application of dextrometorphan
(DXM) [dark gray bars; repeated mea-
sures ANOVA placebo (PLA) versus DXM:
F(1,34) = 5.291, P = 0.028] relative to PLA
(light gray bars). Pictures and captions
adapted from [273].
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ing temporal fMRI networks, [273], showed that schizophrenic patients
exhibited a multiplex network flexibility increase (cf. Sec. 2.2.2) with re-
spect to healthy subjects during a working memory task, typically used
to assess the neural basis of cognitive deficits [274, 275] (Fig. 4.9a).
Interestingly, Authors were able to reproduce the same hyperflexi-
bility when experimentally blocking the glutamate sensible synaptic
receptors (NMDA receptors) in a separate group of healthy subjects
(Fig. 4.9b). These results were further confirmed in a subsequent work,
which localized such network hyperflexibility in specific brain zones
including cerebellum, thalamus and frontoparietal task-related ar-
eas [276]. Altogether these findings indicated for the first time that
microscale excitatory-inhibitory imbalances in schizophrenia might ac-
tually translate into temporally less stable and possibly disintegrated
(rather than overly rigid) large-scale brain reorganization.

From a pure classification perspective multilayer brain networks have
been also used as alternative multidimensional features to better
discriminate between schizophrenic and healthy subjects. [277] consid-
ered a working memory fMRI experiment and built a 17-layers multiplex
brain network where each layer contained a di�erent type of nonlin-
ear functional connectivity. For each layer they extracted standard
nodal centrality metrics (i.e., strength, betweenness, clustering, and
PageRank) and used them as classification features. Compared to
a single-layer networks, built from simple linear correlations, they



4.5 Multilayer network-based biomarkers of brain disease 53

[278]: Wilson et al. (2020), ‘Analysis of
population functional connectivity data
via multilayer network embeddings’,

[279]: Grover et al. (2016), ‘Node2vec:
Scalable Feature Learning for Net-
works’,

[280]: Tian et al. (2019), ‘Dynamic com-
munity structure in major depressive
disorder: A resting-state MEG study’,
[281]: Nugent et al. (2020), ‘Multilayer
MEG functional connectivity as a po-
tential marker for suicidal thoughts in
major depressive disorder’,

[282]: Dang et al. (2020), ‘Multilayer
brain network combined with deep con-
volutional neural network for detecting
major depressive disorder’,

[264]: James et al. (2018), ‘Global, re-
gional, and national incidence, preva-
lence, and years lived with disability for
354 diseases and injuries for 195 coun-
tries and territories, 1990–2017: a sys-
tematic analysis for the Global Burden
of Disease Study 2017’,

[283]: Kwan et al. (2000), ‘Early Identifi-
cation of Refractory Epilepsy’,

[284]: Engel Jr. et al. (2013), ‘Epilepsy
biomarkers’,
[285]: Samiee et al. (2018), ‘Phase-
amplitude coupling and epileptoge-
nesis in an animal model of mesial
temporal lobe epilepsy’,
[286]: Villa et al. (2010), ‘Cross-
frequency coupling in mesiotemporal
EEG recordings of epileptic patients’,
[287]: Jacobs et al. (2018), ‘Removing
high-frequency oscillations’,

achieved a significantly higher classification (≈ 90% vs. ≈ 70%) for
di�erent types of working memory tasks. Following the same goal, [278]
considered resting state fMRI data over a group of healthy individuals
and a group of patients with schizophrenia. Originally, they built for
the two groups a multiplex brain network, where each layer repre-
sents the functional network of a specific individual. By extending the
popular node2vec unsupervised network embedding procedure [279],
they learned continuous node feature representations from multilayer
networks based on random walkers which are allowed to move across
layers. The resulting embeddings revealed a higher variability for the
similarity between the nodes in the default mode network and salience
subnetwork, suggesting a less stable within-module brain organization
in the schizophrenic group. While the overall classification accuracy
did not outperform state-of-the-art performance, learning the fea-
tures in an unsupervised approach might be nevertheless important
for future applications in automatic diagnosis.

Major depressive disorder (MDD) is clinically characterized by severe
fatigue, aphasia, di�culty to focus and suicidal thoughts in extreme
cases. Symptoms are diverse and their severity largely di�ers among
patients. Since e�ective treatments are currently available, scientific
research mostly focuses on identifying predictive biomarkers to en-
able a more personalized therapeutics. Previous studies suggested
that MDD leads to several brain signal alterations a�ecting functional
connectivity within but also between di�erent frequency bands [280,
281]. To fully exploit this multifrequency information, [282] proposed
a full multilayer approach to improve the diagnosis of MDD. Specif-
ically, they developed a convolutional neural network that directly
takes as input the full multilayer brain networks to learn and extract
the most discriminant features. The resulting classification accuracy
(≈ 97%) was comparable to state-of-the-art methods based on spe-
cific frequency bands. While promising, these findings suggested that
machine learning algorithms for multilayer brain networks still remain
to be finetuned in view of their concrete implication in the identifica-
tion of the best intervention strategy to cure or alleviate MDD-related
symptoms.

4.5.2 Other neurological diseases

Epilepsy is a group of neurological disorders characterized by seizures,
which may vary in time and intensity, from short mild awareness
loss to long vigorous convulsions. Epileptic seizures are underlied by
excessive synchronized neuronal activity in the entire cerebral cortex
or in parts of it. In 2017, about 27 million people su�ered from epilepsy
[264] among which 30% are not curable with drug treatments [283].
Clinical research mostly aims at identifying predictive neural markers
of the seizures to allow preventive treatments or to localize the origin
of the seizure to inform precise surgery [284].

Recent evidence has showed that epilepsy seizures are characterized
by brain functional connectivity changes within, but also between,
di�erent brain signal frequencies [285–287]. From a topological per-
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spective, decrements of network e�ciency have been reported be-
tween low-high frequency bands, before the seizure onset, and were
associated to sensorial disturbance and mild loss of consciousness
[288].

The intrinsic relationship between structural and functional layers
can also unveil hidden connectivity structures characterizing di�erent
types of epilepsy. In this direction, [289] used a DTI-fMRI multiplex
approach to classify between epileptic seizures originating in di�erent
zones of the brain, namely the frontal and temporal lobe. In particular,
Authors extended the concept of multiplex motifs to include subgraphs
with more than 3 nodes (cf. Sec. 2.2.2). The most frequent multiplex
patterns consisted of links from both structural and functional lay-
ers that were spatially localized. Notably, the structural components
were quite stable across conditions and involved regions belonging to
the DMN system ,i.e., cuneus, precuneus, and peripheral cortex [290].
Instead, the functional counterparts of the multiplex patterns, were
highly variable and mostly involved regions concentrated in the respec-
tive epileptogenic zones, i.e., temporal and frontal lobes. Eventually,
Authors demonstrated the superiority of these multiplex connectiv-
ity patterns to discriminate between epileptic patients and healthy
controls (72-82% classification accuracy), as compared to equivalent
single-layer metrics or di�erent multiplex metrics such as multiplex
PageRank or algebraic connectivity (see Sec. 2.2.2). These results are in
line with the one-to-many relationships between structural and func-
tional brain networks [212], and can be used to finetune the research
of predictive biomarkers in epilepsy.

Consciousness disorders regroup a variety of symptoms which go
from complete loss of awareness and wakefulness, such as coma, to
minimal or inconsistent awareness [291]. The di�erential diagnosis be-
tween the di�erent types of disorders of consciousness is paramount
to identify the best medical therapeutics. Recent results suggest that
frequency-dependent functional brain connectivity is crucial to char-
acterize impairments of consciousness, as well as to predict possible
recovery processes [292–294]. In an e�ort to provide an unified pic-
ture on the role of brain connectivity within and between frequency
bands, [295], adopted a multilayer network approach. By investigat-
ing brain networks derived from source-reconstructed EEG signals,
Authors aimed to distinguish between patients su�ering from unre-
sponsive wakefulness syndrome (UWS) and minimally conscious state
(MCS), which often present similar symptoms [296]. Results showed
that several nodal multiplex metrics, including overlapping clustering,
betweenness and multiplex participation coe�cient (see Sec. 2.2.2),
were significantly lower in UWS as compared to MCS patients. This was
particularly evident in the frontoparietal regions of the brain whose
relative loss of multiplex centrality is associated with the behavioral
responsiveness of the patients quantified by the coma recovery scale
[297]. By adopting a full multilayer network approach, Authors even-
tually reported a significantly lower interlayer connection intensity
in the UWS group and could spot out those patients who regained
consciousness one year after the experiment. Notably, the discrimina-
tion between UWS and MCS patients was not observed when looking
separately at frequency-specific network layers. Although very pre-
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liminary, these results demonstrated the clinical value of considering
multiplex/multilayer network approaches to derive more reliable neu-
romarkers of consciousness disorders.

4.6 Multilayer network characterization of
Alzheimer’s disease

Alzheimer’s disease (AD) is a neurodegenerative disorder and the
most common form of dementia. Clinically, it is characterized by mild
memory impairments that gradually evolve up to severe cognitive
impairments and eventually to death. In 2016, people a�ected by
AD and other dementias were around 44 million worldwide and this
incidence is likely to augment because of longer life expectancy [151].
At cellular level, AD is characterized by the progressive accumulation
of �-tangles and �-amyloid plaques that cause neurons and synapses
to die, thus leading to brain atrophy and disordered dysconnection
patterns.

While the consequences of these changes on large-scale brain net-
works have been widely investigated, the accumulated results are often
discordant and depend on the considered spatial or temporal scale
[152, 299]. Multilayer networks represent an interesting approach to get
an integrated, potentially more informative picture of the disease.

Multiplex networks have been used to provide a unified description
of AD brain reorganization across multiple MEG frequency bands
(Fig. 4.10a). [3] used di�erent multiplex nodal metrics (e.g., overlapping
clustering, local e�ciency and betweenness centrality) and consis-
tently showed that physiological multilayer hub regions, including
posterior parts of the DMN, were severely impacted by AD (Fig. 4.10b).
Of note, these losses of functional hubs could not be observed when
looking at individual frequency layers. Such multilayer hub disrup-
tions correlated with the accumulation of �-amyloid plaques in the
cerebrospinal fluid, but also with the cognitive impairment of patients,
demonstrating a potential clinical relevance. By using the multiplex
participation coe�cient (Eq. 2.26), results indicated that most vulner-
able hub regions in patients with AD also lost their ability to foster
communication across frequencies compared to healthy control sub-
jects. Similar results were obtained independently by [2], showing a
significant loss of multifrequency hubs in DMN regions and a strong
association with memory impairment. By using a classification analysis,
they eventually showed that integrating multiparticipation coe�cient
values with equivalent single-layer network metrics leads to improved
distinguishability of AD and healthy subjects. More recently, [300]
showed that AD patients could be predicted by the lower values of
algebraic connectivity �2 in resting-state MEG multifrequency net-
works. These results spot out new network mechanisms that hinder
information load from flowing through di�erent frequency bands and
eventually impair the cognitive abilities of AD patients.

[298], addressed similar questions in EEG multifrequency brain net-
works. They showed that both multiplex clustering (Eq. 2.27) and mul-
tiparticipation coe�cients (Eq. 2.26) presented significant decrements
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with respect to healthy controls in the posterior areas of the brain.
These results confirmed a general tendency in AD patients to loose
segregation and integration of information across signal frequencies.
Yet, few observed increases in frontal areas suggested the presence
of some compensatory mechanisms to be further elucidated [301]. In
the same study, Authors also investigated the dynamic aspects of EEG
brain networks in AD from a purely temporal perspective (Fig. 4.10a).
By using the aforementioned multilayer metrics, they showed that AD
temporal segregation was mostly impacted by AD in frontal and occip-
ital areas, while temporal integration properties were less a�ected as
compared to healthy subjects, mainly because of its higher variability
across nodes. However, when combined together, nodal values of tem-
poral segregation and integration led to a very high discrimination
between AD and healthy subjects (> 90% accuracy), suggesting that
spatial heterogeneity of temporal integration may also be related to
progression of the disease (Fig. 4.10c).

To integrate and disentagle the role of di�erent neuroimaging modali-
ties in AD, [301] built multiplex networks composed of di�erent con-
nectivity types derived from DWI, fMRI and MEG data. This represents
so far the most complete type of multiplex brain network merging to-
gether structural and functional information (Fig. 4.11a). By focusing on
the mesoscale properties (see Sec. 2.2.2), Authors showed a selective
reduction of multiplex coreness in the AD population, mainly involv-
ing temporal and parietal hub nodes of the DMN that are typically
impacted by the anatomical atrophy and �-amyloid plaque deposition
[302]. Such significant loss was mainly driven by few layers notably
DWI, fMRI and MEG in the alpha1 (7−10 Hz) frequency range, and could
be explained by a simple model reproducing the progressive random
disconnection of the multilayer network via the preferential attacks
of its core hubs (Fig. 4.11b). From a clinical perspective, Authors even-
tually reported that patients with larger coreness disruption tended
to have more severe memory and cognitive impairments, in line with
the general tendency observed in other previously described studies
[3] (Fig. 4.11c). Recently, [303] built 2-layer multimodal networks from
gray matter atrophy and amyloid deposition across di�erent stages of
AD in humans. Within a rigorous controlled study, they provided very
specific results, not obtainable with traditional approaches from single
imaging modalities. Notably, multiplex modularity (Eq. 2.30) revealed
a characteristic module in the temporal brain area, likely to reflect the
transition to AD dementia. Decreased values of multiplex participation
coe�cients (Eq. 2.26) in atrophy-related hub regions were also found
in the later AD stage as compared to healthy controls. This study shed
light on the non-trivial interplay between �-amyloid level and grey
matter atrophy and its clinical relevance for AD.

Taken together, these results indicate that AD is characterized by a
previously unappreciated multimodal and temporal dysconnection
mechanism that primarly a�ects regions impacted by the atrophy
process. Future research will be crucial to elucidate whether such a
disruption tendency is compensated by other multilayer mechanisms,
possibly involving more intact cortical systems (e.g., sensory motor)
[301, 304, 305].
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Figure 4.10: Multifrequency and temporal reorganization of brain networks in Alzheimer’s disease. Panel a) Multiplex brain networks
are constructed by layering di�erent frequency-specific networks, while temporal networks were constructed by concatenating
time-specific networks within frequency bands. Panel b) Top: hub disruption of MEG multifrequency networks in patients with
Alzheimer’s disease. Each point corresponds to a di�erent brain area; k = slope of the regressing line. Bottom: Brain regions with
significant between-group di�erence in overlapping weigthed degree. PCUN.R = right precuneus; HIP.L = left hippocampus; IPL.R =
right inferior parietal, but supramarginal and angular gyri; SPG.R = right superior parietal gyrus; MOG.L = left middle occipital gyrus;
SOG.L = left superior occipital gyrus; IOG.L = left inferior occipital gyrus. Panel c) Scatter plot showing the Mahalanobis distance of
each subject from AD or control group when combining of multiplex clustering coe�cient (MCC) and participation coe�cient (MPC)
extracted from time-varying networks (gray line indicates equal distance). Pictures and captions adapted from [298] (panel a, b)
and from [3] (panel b).

Figure 4.11: Multimodal brain networks
reveal disrupted core-periphery struc-
ture in Alzheimer’s disease. Panel a)
Multimodal brain networks (multiplex)
are constructed by layering DTI, fMRI,
and several frequency-based MEG brain
connectivity. Panel b) Spearman cor-
relation (R = 0.59, p = 0.005) between
the coreness disruption index (�) and
the memory impairment of AD patients
as measured by the free recall (FR)
test. Panel c) Boxplots show the val-
ues of coreness disruption index (�) ob-
tained by progressively removing the
links preferentially connected to the
multiplex periphery of the HC group.
The blue (x-axis HC) and red (x-axis AD)
boxplots illustrate respectively the �
values for the HC and AD groups. Pic-
tures and captions adapted from [2]
(Panel a) and [301] (Panel b,c).
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5.1 Principles of node-layer duality

5.1.1 Primal and dual description of multilayer networks

Unlike single-layer networks, the basic interacting unit of a multilayer
network is the =>34 − ;0H4A duplet (D, ) which quasi systematically
refers to node D interacting across layer . In this agent-centric per-
spective, links are neutral and only account for the presence (and the
intensity in case of weighted multilayer network) of an interaction
between node-layer duplets, the latter carrying the nature of the in-
teraction. Let us define �, the supra-adjacency matrix of this system
whose entry ��

8 9
contains the connectivity between the node 8 at layer

 and the node 9 at layer � [45].

Since the ordering of the node-layer duplet (D, ) is arbitrary we can
rewrite it as (, D) if we carefully transpose all the related indices in
our mathematical representation [306]. Now, the duplet (, D) refers
to layer  (considered here as the interacting agent ,i.e., ’nodes’ )
interacting across node D (considered here as interaction spaces ,i.e.,
’layers’ - Fig. 5.1). Let us define �, the supra-adjacency matrix of this
transposition whose entry �8 9� contains the connectivity between the
layer  at node 8 and the layer � at node 9.

From now, we call the nodewise description the one where nodes
are the units of interest (matrix �) which we refer to the symbol X.
Similarly, we call the layerwise description, the one where layers are
the units of interest (matrix �) which we refer to the symbol Y, in the
rest of this manuscript.

At the node-layer level, � and � are trivially related by the formula
�
�
8 9
= �

8 9

� , which implies that � = %C�% where % is a permutation
matrix. Therefore, the structural properties of the node-layer duplet
are description-invariant ,e.g., a clustering coe�cient of (D, ) is the
same as the one of (, D). In the next section, we explore where the
relevance of this dual representation of multilayer networks is by
exploring the di�erent scales in a multilayer system.

https://arxiv.org/abs/2306.12136
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Figure 5.1: Topological duality in multilayer networks. The unitary element of a multilayer network is the duplet (8 , ) corresponding
to the node 8 and the layer . Because of the intrinsic node-layer isomorphism, the system can be equivalently represented by nodes
plunged into layers or by layers plunged into nodes. Depending on the representation side, two complementary descriptions of the
same system can be obtained. In the primal nodewise, connectivity is integrated across the layers and the topological properties of
the nodes are provided. In the dual layerwise, connectivity is integrated across the nodes and the topological properties of the
layers are obtained instead. In the networks, solid lines = intralayer links, grey lines = interlayer links, dashed lines = replica links.

[202]: De Domenico et al. (2015), ‘Struc-
tural reducibility of multilayer net-
works’,

5.1.2 Primal and dual descriptions are independent at the
’second order’

Any structural measure associates a property (e.g., number of links or
number of triangles) to the unit of interest. In the nodewise descrip-
tion, the units of interest could be the node-layers, the nodes, or the
whole multilayer network, depending on the scale. In the layerwise
description, layers have the role of nodes. A direct consequence of the
framework is that, since layers are the interacting units in the layerwise
description, we can conceptually attribute nodal measures on layers
and viceversa. For instance, we can conceptually define the cluster-
ing of layers as well as less evident measures such as the structural
reducibility of nodes [202].
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[307]: Artime et al. (2022), Multilayer
Network Science,

1: In real-world multilayer networks,
the number of layers are small. Hence
the characterization of the layer distri-
bution is irrelevant in a pure statistical
perspective. However, even for " = 2,
the standard deviation of the layer dis-
tribution is relevant in characterizing
the system as we saw in the example
(see also next section).

In the nodewise description, node properties are obtained by integrat-
ing the information of the node-layer level across the layer dimensions.
For instance, the node multidegree centrality (node MC) is given by
 8
X
=

∑
9� �

�
8 9

,i.e., the sum of links adjacent to node 8 across all
layers [307]. In the layerwise description, layer properties are obtained
by integrating the information of the node-layer level across all nodes
(Fig.5.1). For instance, the layer multidegree centrality (layer MC) is
given by  

Y
=

∑
8 9� �

8 9

� which is the sum of links adjacent to layer 
across all nodes.

Nodes and layers properties are, in general, not trivially related since
connectivity changes a�ecting one dimension are not necessarily
visible in the other one. As an example, let us explore the first two
moments of the node and layer MC distribution. By definition, 〈 X〉 =
1
#

∑
8  

8
X

, where # is the number of nodes and 〈 Y〉 = 1
"

∑
  


Y

where " is the number of layers. It implies that the first moment
of the node and layer MC distributions are related by the formula:
# 〈 X〉 = "〈 Y〉. Therefore, the first moment of the node and layer
MC distribution is description invariant. In extenso, the properties of
the whole multilayer networks are also representation invariant (e.g. ,
2! =

∑
8  

8
X
=

∑
  


Y

) since information on the global scale is needed
to compute the first moment.

However, the second moments or the standard deviation of the dis-
tributions are not trivially related (Fig.5.2). For instance, if we have
a system with " = 2 layers and # nodes, and we fix the node MC
distribution, we can either imagine a system where the layer MC is
evenly distributed across the two layers, i.e. , the second moment of
the layer MC distribution is zero. Or, we can imagine a system with still
the same node MC distribution but with 90% of links in one layer and
10% in the other one. It would lead to a large standard deviation in
this case1.

Therefore, studying the properties of nodes and layers at the ’second
order’ (referring here to the moment) is the level at which nodes and
layers’ properties emerge as the two degrees of freedom of multilayer
systems, i.e. , the results become description-dependent (Fig. 5.1).
Based on these considerations, we can build synthetic systems that
have completely uncorrelated node and layer structural properties ’at
the second moment’. Therefore, the potential relationship between
these two descriptions’ properties could give us precious insights on
the nature of real-world systems. In the next section, we propose a
"perturbation" approach in order to establish a formal relationship
between both descriptions using node-layer duality.

5.1.3 Primal and dual descriptions retain complementary
information on the system

As we saw in the previous section, we can think about two systems that
share similar nodewise properties but completely di�erent layerwise
properties and viceversa (Fig. 5.2). In the meantime, multilayer systems
are uniquely defined by the conjunction of nodewise and layerwise
properties. For example, the multidegree centrality (MC) is associated
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with the number and position of links in a system. If we change one
link by at least one layer indices while keeping the nodes indices
fixed, the node MC  X stays fixed while the layer MC  Y changes.
Similarly, if we change a link by at least one of its node indices while
keeping the layer indices fixed,  Y stays fixed and  X changes. Finally,
any other changes that a�ects at least one node and layer index
will imply both  X and  Y to change. Therefore, any perturbation
in a system is followed by a change of the MC sequence  X and/or
 Y (and the second moment of their related distribution). In this
perspective,  X and  Y uniquely characterize a multilayer system in
terms of number and position of links. Indeed,fixing  X and  Y define
a network ensemble whose elements have the same  X and  Y but
which are di�erent regarding another network property. Nonetheless,
any perturbation of this other property can be track by either the
nodewise and/or the layerwise description. As another example, the
node and layer clustering coe�cient sequences uniquely characterize
the position and number of triangles in a multilayer system.

From these considerations, we would like to quantify the e�ects of the
local connection perturbation into the nodewise and layerwise rep-
resentation. In particular we ask, what are the perturbations that are
visible in the nodewise description only, in the layerwise description
only ? For which perturbations one description better discriminates
the initial and the perturbed networks ? Are they related by formal
duality ? Does it depend on the initial system ?

Next, to answer all these questions, we elaborate a stochastic rewiring
model which allows us to control the amount and the types of pertur-
bations in a multilayer system.
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Figure 5.2: Nodewise and layerwise dis-
tributions are non-constrained from
each other. The MC distributions are
normalized in order to have the same
mean. a) Nodewise (blue) and layer-
wise (orange) MC distribution of the
EuAir multiplex network [65]. The nor-
malized nodewise standard deviation
is �X = 0.73. The normalized layerwise
standard deviation is �Y = 0.45.b) Eu-
Air multiplex network is rewired in a
way that layerwise degree distribution
stays fixed and the nodewise one is
modified using the stochastic rewiring
algorithm (A = 1, ?=>34 = 1, see Sec.
5.2.2). The normalized standard devia-
tions become �X = 0.10, �Y = 0.45.c)
EuAir multiplex network is rewired in
a way that nodewise degree distribu-
tion stays fixed and the layerwise one is
modified using the stochastic rewiring
algorithm (A = 0.66, ?;0H4A = 1, see Sec.
5.2.2).The normalized standard devia-
tions become �X = 0.73, �Y = 0.15.
Kernel density estimation are obtained
using the seaborn Python library.
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5.2 Stochastic rewiring model

In this section, we first present the model that allows us to change the
local connectivity of a multilayer system. Then, we derive anaytically
the expected multidegree centrality (MC) sequence in the nodewise
and layerwise description according to the parameters of the model.
Next, we propose a MC-based Euclidean distance to summarize the
nodewise and layerwise changes in the general case. In the case of
random multilayer and random multiplex networks, we provide a
closed-form of these distances establishing a formal duality between
nodewise and layerwise description. Finally, we elaborate on properties
of these distances according to the parameters.

5.2.1 Notations

Latin letters encode for node indices and greek letters for layer indices
in the nodewise description.

I # is the number of nodes in the nodewise description (the
classical one).

I ": number of layers in the nodewise description.
I :X : node MC sequence.
I :Y: layer MC sequence.
I !: total number of unique links in the system.
I !<0G : total possible number of unique links in the system. !<0G =

"#(#−1)
2 for multiplex networks with no self-loops.

I �
�
8 9
(=): weight of link between node i in layer  and node j in

layer � after = rewiring. For binary networks it equals 0 or 1.
�
�
8 9
(0) is the related weights before any rewiring.

I Π
�,�
01
(=): probability to select the link connecting a in layer � to

node b in layer � at the =-th rewiring.
I $01,��→8 9 ,�(=): transition probability to move the link connecting

a in layer � to node b in layer � to link connecting i in layer 
and j in layer � at the =-th rewiring .

I ?(AD;4 = A): probability to select a given rewiring rule. It can take
the value A = {=>34, ;0H4A, C4 ;} associated with the probabilities
?=>34 , ?;0H4A , ?C4 ; respectively. Note that ?=>34 + ?;0H4A + ?C4 ; = 1.

5.2.2 Stochastic rewiring model

The model selects A links uniformly at random in a given multilayer
network. For each selected link a new position is randomly drawn
based on the relative importance of the rewiring parameters ?=>34 ,
?;0H4A , and ?C4 ; , which determine in a probabilistic fashion the type of
link reassignment (Fig.5.3):

I ?=>34 . New node indices are drawn uniformaly at random from
all possible node indices. Layer indices stay fixed.

I ?;0H4A . New layer indices are drawn uniformaly at random from
all possible layer indices. Node indices stay fixed.
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Figure 5.3: Schematic illustration of
the di�erent types of link rewiring.
The type of rewiring is determined by
the combination of three parameters.
Specifically, ?=>34 determines the prob-
ability to make a link displacement
while keeping the layers unchanged.
?;0H4A determines the probability to
make a link displacement while keep-
ing the nodes unchanged. ?C4 ; deter-
mines the probability to make a link dis-
placement while changing both nodes
and layers. Dotted lines = old posi-
tion, solid lines = new position. ?=>34 +
?;0H4A + ?C4 ; = 1.

I ?C4 ; . All the indices are drawn unformly at random. At least one
node index and one layer index must be di�erent from the one
of the selected links.

For example, ?=>34 = 0.3, ?;0H4A = 0.6 and ?C4 ; = 0.1 implies that about
30% of the selected links will be rewired without altering the initial
connected layers, 60% without altering the nodes, and 10% by altering
both layers and nodes. In essence, the model selectively randomizes
part of the node degree sequence, the layer degree sequence or both.
Note that when ?=>34 = 1, the layer MC sequence is entirely preserved.
Similarly, when ?;0H4A = 1, the node MC sequence is conserved.

The algorithmic implementation of this model is available at the
Appendix 8 and in a GitHub repository and its computations are further
compared with the model for validation of the latter (see Sec. 5.2.7).

5.2.3 Parameters for a complete uniform rewiring

To make a connection to existing reshu�ing models, we show here
the combination of parameters of the stochastic rewiring model that
makes it a uniform rewiring of all the links within networks. We consider
two cases:

I Multiplex network: links are present within layers and are only
allowed between replica nodes across layers. No self-loops are
included.

I Multilayer networks: links are allowed within layers, and between
any nodes across layers. Self-loops are included.

The complete uniform rewiring reduces to find the probability param-
eters ?=>34 , ?;0H4A , ?C4 ; for which the e�ective probability for a link to
be rewired anywhere else is 1

!<0G−1 , i.e. , uniform across the network.
Therefore, the probabilities depend on the size of the system with
?=>34 =

!�−1
!<0G−1 and ?;0H4A =

!?−1
!<0G−1 with !� and !? , the total number of

unique links in a (inter)layer and the total number of unique links for
a given pair, respectively (see Table of Sec. 5.2.6). The −1 term ensures
that we do not rewire the link at its place.

For multilayer networks, the probability parameter for complete uni-
form rewiring read:

https://github.com/Presigny/phd_code
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[308]: Newman (2010), Networks: An In-
troduction,

?=>34 =
#2 − 2
("#)2 − 2 (5.1)

?;0H4A =
2("2 − 1)
("#)2 − 2 (5.2)

For # >> 1, " >> 1, ?=>34 ∝ #−2 and ?;0H4A ∝ "−2. Therefore, ?C4 ; = 1

reduces to a complete uniform rewiring in the case of large multilayer
networks.

For multiplex networks, the probability parameter for complete uni-
form rewiring read:

?=>34 =
#(# − 1) − 2
"#(# − 1) − 2 (5.3)

?;0H4A =
2(" − 1)

"#(# − 1) − 2 (5.4)

For # >> 1, " >> 1, ?=>34 ∝ #−2 and ?;0H4A ∝ "−1. Therefore, ?C4 ; = 1

reduces to a complete uniform rewiring in the case of large multiplex
networks. With most real-world multiplex networks having " ∼ 1,
?;0H4A has often a non-negligible contribution in the complete uniform
rewiring.

5.2.4 Preliminaries and hypothesis

We make the hypothesis that multilinks are allowed in the rewiring
process, i.e., links can be rewired where links exist already [308]. This
hypothesis ensures that the rewiring process is markovian and so,
analytically tractable. In other words, it ensures that the transition
probability $ does not depend on every previous rewiring step. We
also impose the constraint that each link that is rewired cannot be
rewired anymore in the network. This ensures the number of rewiring
= to be equal to the number of unique links ! in the system at the max-
imum. Furthermore, we reduce our analysis to undirected unweighted
multilayer networks which exhibit the same set of nodes across each
layer.

Our objective is to find �
�
8 9
(=), the value of link connecting (8,) to (9,

�) averaged over all possible configurations of the rewiring model after
= rewiring. If we denote %(��

8 9
(=) = G), the probability for the latter

link to have the value G at the =-th rewiring, we can write �
�
8 9
(=) =∑

G G%(�
�
8 9
(=) = G). Since we deal with undirected and unweighted

networks (links have value 0 or 1) we obtain that ��
8 9
(=) = %(��

8 9
(=) =

1). Since we are ultimately interested in the expected MC sequences,
we will progressively integrate �

�
8 9
(=) in the following derivation.



5.2 Stochastic rewiring model 67

5.2.5 Π(=) does not depend on the rewiring step

By construction, each link that is rewired at step = cannot be rewired
anymore at subsequent steps. Also, it means that the population of
links to be rewired progressively decreases as the network is rewired.
Furthermore, Π��

01
(=), the probability of selecting the link connecting

(a,�) and (b, �) at the =-th rewiring depends only on what happens
on the (= − 1)th rewiring step: either the link was selected or it was
not selected at a previous step. If it is selected, the probability of
selecting a link is zero for all subsequent steps. Let us denote the
conditional probability Π��

01
(= |= − 1) for any link to be selected at

timestep = knowing it was not at step = − 1. It implies that:

Π
��
01
(=) = Π��

01
(= |=−1)×Π��

01
(= − 1|= − 2)×.......×Π��

01
(2|1)Π��

01
(1), (5.5)

where bars, represent the complementary probability of links not
being selected at a given timestep. At any timestep =, the link is
drawn uniformly at random among the population of links that is still
rewirable. If we suppose that the link connecting (a, �) to (b, �) is not
rewired at time = − 1, it implies that:

Π
��
01
(= |= − 1) = �

��
01
(0)

(
1 − 1

! − (= − 1)

)
= �

��
01
(0) ! − =
! − = + 1 , (5.6)

where �
��
01
(0) ensures that the binary link is present in the initial

network before any rewiring. Since it is binary, we make it appear only
once in related expressions. Using Eqs. 5.5,5.6, it read:

Π
��
01
(=) =

�
��
01
(0)

! − (= − 1)Π
=−1
8=1

! − 8
! − 8 + 1

=
�
��
01
(0)

! − (= − 1)
! − (= − 1)

!

=
�
��
01
(0)
!

(5.7)

Therefore, the probability to select a given link stays constant for any
rewiring step.

5.2.6 Derivation of the expected multidegree centrality
sequences

The node MC degree derivation is not shown since it follows the exact
same canvas.

Following the notations, we derive the following rate equation for
�
�
8 9
(= + 1) = %(��

8 9
(= + 1) = 1). Since we derive only expected values,

we lighten the notations by not considering overlines in the rest of
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the manuscript (e.g. , ��
8 9
(=) = �

�
8 9
(=)):

�
�
8 9
(= + 1) − ��

8 9
(=) =

∑
(0�,1�)≠(8, 9�)

Π
��
01
(=)$0�,1�→8, 9� −Π�

8 9
(=)$8, 9�→0�,1�

(5.8)

Note that we forbid the link to be rewired in the exact same place as
it is. Once selected, the link connecting (i,) to (j,�) necessarily goes
somewhere in the multilayer network i.e, ∑(0�,1�)≠(8, 9�) $8, 9�→0�,1� =

1. The transition probability is conditionned by the selected rewiring
rule whose probability is ?(AD;4 = A). Using ∑

A ?(AD;4 = A) = 1 the
previous formula read:

�
�
8 9
(= + 1) − ��

8 9
(=) =

∑
A

( ∑
(0�,1�)≠(8, 9�)

Π
��
01
(=)$(0�,1�→8, 9� |A) −Π

�
8 9
(=)

)
?(AD;4 = A)

(5.9)

Each rule forces the link to be rewired in a particular way, e.g, for
A = =>34 , the link connecting (i,) in (j,�) is necessarily rewired in a
position that conserves the layer indices (see below). The transition
probability conditionned to the rewiring rules read:

$(0�,1�→8, 9� |A) =


�(·�,·�=·,·�)
!
�
<0G−1

if A = =>34
�(0·,1·=8·, 9·)
!
8 9
<0G−1

if A = ;0H4A
�(0�,1�)−�(0·,1·=8·, 9·)−�(·�,·�=·,·�)

!<0G−!�<0G−!
8 9
<0G+1

if A = C4 ;,

where �(·�, ·� = ·, ·�) = 1, if layer indices � = , � = � and �(·�, ·� =
·, ·�) = 0,otherwise. �(0·, 1· = 8·, 9·) is defined the same way for node
indices 0 = 8 , 1 = 9. !�<0G is the total possible number of unique links
in the (inter)layer , �, !8 9<0G is the total possible number of unique
links for the pair i,j. Since we deal with multilayer networks composed
of replica nodes, the possible number of unique links for a (inter)layer
and for a pair of nodes does not depend on the node and layer indices.
Consequently, we note !8 9<0G = !? and !�<0G = !�. For convenience we
also write !<0G − Δ! = !<0G − !�<0G − !

8 9
<0G + 1. By expliciting Eq. 5.9,

using Eqs. 5.6,5.10,we obtain:

�
�
8 9
(= + 1) − ��

8 9
(=) = ?=>34

!

( ∑
(0�,1�)≠(8, 9�)

�(·�, ·� = ·, ·�)���
01
(0)

!� − 1
− ��

8 9
(0)

)
(5.10)

+
?;0H4A

!

( ∑
(0�,1�)≠(8, 9�)

�(0·, 1· = 8·, 9·)���
01
(0)

!? − 1
− ��

8 9
(0)

)
+?C4 ;
!

( ∑
(0�,1�)≠(8, 9�)

(�(0�, �1) − �(0·, 1· = 8·, 9·) − �(·�, ·� = ·, ·�))���
01
(0)

!<0G − Δ!
− ��

8 9
(0)

)
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We define !�(0) and !8 9(0) as the total number of unique links present
in the initial multilayer network in the (inter)layer , � and the total
number of unique links present in the initial multilayer network in the
pair i,j, respectively. Simplifying the previous equation leads to:

�
�
8 9
(= + 1) − ��

8 9
(=) =

?=>34

!

©«
!�(0) − !���

8 9
(0)

!� − 1
ª®¬ (5.11)

+
?;0H4A

!

©«
!8 9(0) − !?��

8 9
(0)

!? − 1
ª®¬

+ ?C4 ;
!

©«
((! − !�(0) − !8 9(0)) − (!<0G − Δ! + 1)��

8 9
(0)

<0G − Δ!
ª®¬

We note that the right-handside is a constant that depends only on
the structure of the initial multilayer network and not on the rewiring
step. Therefore �

�
8 9
(=) follows a simple arithmetic sequence that we

can explicit:

�
�
8 9
(=) = �

�
8 9
(0) + =?=>34

!

©«
!�(0) − !���

8 9
(0)

!� − 1
ª®¬ (5.12)

+
=?;0H4A

!

©«
!8 9(0) − !?��

8 9
(0)

!? − 1
ª®¬

+=?C4 ;
!

©«
(! − !8 9(0) − !�(0) − (!<0G − Δ! + 1)��

8 9
(0)

!<0G − Δ!
ª®¬

Since we are interested in knowing the expected node and layer MC of
a network that underwent the rewiring process, we need to sum the
above expression. Here, we show the derivation for the layer MC by
summing over the node component i,j. Note that ∑

8> 9 1 = !�.We set
A = =

! with A ∈ [0, 1]:

!�(A) = !�(0) + A?=>34
(
!�(0)!� − !�(0)!�

!� − 1

)
(5.13)

+A?;0H4A
(
! − !?!�(0)

!? − 1

)
+A?C4 ;

( (!� − 1)! − !�(0)(!<0G − !?)
!<0G − Δ!

)
The term that multiplies ?=>34 equals zero, which is expected by con-
struction of the stochastic rewiring model. By summing over one of
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the layer components, we obtain the layer MC:

:Y(A) = :

Y(0) + A?;0H4A

(
)�! − !? :Y(0)

!? − 1

)
(5.14)

+A?C4 ;

(
)�(!� − 1)! − :Y(0)(!<0G − !?)

!<0G − Δ!

)
,

where )� is a coe�cient that depends on the multilayer type (multi-
layer or multiplex- see definitions in Sec. 5.2.3). For the sake of read-
ability, the derivation for the node MC is not shown since it follows
the exact same canvas. The node MC read:

: 8X(A) = :
8
X(0) + A?=>34

(
)?! − !�: 8X(0)

!� − 1

)
(5.15)

+A?C4 ;

(
)?(!? − 1)! − : 8X(0)(!<0G − !�)

!<0G − Δ!

)
,

where )? is a coe�cient that depends on the multilayer type (multiplex,
full multilayer).

Depending on the type of multilayer networks !? , !�, )? , )� have
di�erent values. We distinguish two main types of multilayer networks:
multiplex and multilayer networks (see definitions in Sec. 5.2.3)

multiplex
network

multilayer
network

!? M "2

!�
#(#−1)

2
#2

2

)? N-1 N
)� 2 2M

)� counts the number of terms needed to go from !� to :
Y

. Since

!� =
∑
8> 9 �

�
8 9

and :
Y
=

∑
8 9� �

�
8 9

, we have that :
Y
= 2

∑
� !� . For

multiplex networks, the sum reduces to one term so )� = 2 and for
multilayer networks it reduces to " terms so )� = 2". )? counts the
number of terms needed to go from !8 9 to : 8

X
. Since !8 9 is the number

of unique links from 8 to 9, : 8
X
=

∑
9 !8 9 . For multiplex networks, the

sum reduces to # − 1 (no self-loops) term so )? = # − 1 and for
multilayer networks it reduces to # terms so )? = # .

5.2.7 Fit between analytical derivation and numerical
computations

First, we validate Eqs. 5.14,5.15 by numerically implementing them to
ensure that they correspond to a rewiring process, i.e. , the sum of
the total node and layer MC is conserved for every combination of
?=>34 , ?;0H4A , ?C4 ; . Then, the main hypothesis that supports the ana-
lytical derivation of the model is that multilinks are allowed in the
rewiring process, i.e., links can be rewired where links exist already.
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Nonetheless, real-world multilayer networks do not exhibit multilinks
in general. It implies that the transition probability is zero for a link
that exists already in a realistic rewiring. Consequently, the transition
probability to rewire a link in any available position is comparatively
higher in the realistic rewiring than in the analytical rewiring. There-
fore, the higher is the density, the higher is the discrepancy between
the model and the realistic rewiring. Since real-world networks are
sparse (low density), the discrepancy should stay low in practice.

Indeed, we show that the analytical model and the realistic rewiring
(implemented in the algorithmic version of the model, see Appendix 8)
match for sparse multilayer networks and sparse multiplex networks
(Fig. 5.4). To do so we define MC-based Euclidean distances that com-
pare the MC sequence of the initial multilayer network to the expected
one for both types of rewiring.

In general, for two MC sequences :1 , :2 the Euclidean distances read:

3(:1X, :2X) =
√∑

8

(:1
8 ,X
− :2

8 ,X
)2 (5.16)

3(:1Y, :2Y) =
√∑



(:1,Y− :2,Y)2 , (5.17)

We will use these MC-based distances extensively in the rest of this
manuscript.

5.2.8 Expression of :Y(A) and the distances in the
thermodynamic limit

In the previous section, we obtained the expression of the expected
node and layer MC after rewiring according to the model (see Eqs. 5.14,5.15).
Note that these equations are valid for any # and ". In the limit of
large networks (# >> 1 and " >> 1), the previous formulae reduce
to simpler, more interpretable expressions:

lim
",#→∞

!�(A) = !�(0) + A(1 − ?=>34)(
!

!?
− !�(0))

lim
",#→∞

:Y(A) = :

Y(0) + A(1 − ?=>34)(〈:Y〉 − :


Y(0)) (5.18)

where 〈:Y〉 is the ensemble average of the layer MC. To obtain this
result, we remark that !<0G = !?!�, by definition of !? and !� and
also that 1− ?=>34 = ?;0H4A + ?C4 ; . Similarly, the expression of the node
MC in the thermodynamical limit read:

lim
",#→∞

:X(A) = :

X(0) + A(1 − ?;0H4A)(〈:X〉 − :


X(0)), (5.19)

where 〈:X〉 is the ensemble average of the node MC.

These results are consistent because it implies that the MCs are driven
by the di�erence between the initial MC and the ensemble average
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Figure 5.4: E�ect of the density on the matching between analytical and numerical distances. Curves are the analytical distances as
obtained with Eqs. 5.14,5.17 for the layer multidegre centrality (MC) and Eqs.5.15,5.16 for the node multidegree centrality.Dots are the
numerical distances obtained with the stochastic rewiring algorithm (see Appendix 8). The numerical expected MC is obtained by
100 rewiring of the initial networks. Error bars represents 3 times the standard error of the mean. a) Nodewise distance in function
of r for random multilayer networks (# = 20, " = 20) at 5 di�erent densities � (?=>34 = 1). b) Layerwise distance in function of r
for random multilayer networks (# = 20, " = 20) at 5 di�erent densities � (?;0H4A = 1). c) Nodewise distance in function of r for
random multilayer networks (# = 20, " = 20) at 5 di�erent densities � (?C4 ; = 1). d) Layerwise distance in function of r for random
multilayer networks.

layer MC. Therefore, the higher ?=>34/?;0H4A and the higher A, the higher
the rewired network tend to be to an equivalent random multilayer
network where each layer/node MC is close to 〈:Y〉 and perfectly
equals to it on average for ?=>34/?;0H4A = 0 and A = 1.

We finally compute the distance between the initial network and the
expected layer MC. Distances are the euclidean distances between
the components of the MC sequences of two multilayer networks
(Eqs. 5.16,5.17.) With the MC formula, distance between initial and ex-
pected perturbed network read:
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3(:Y, :Y(A)) =
√∑



(
A(1 − ?=>34)(〈:Y〉 − :Y(0))2

)
(5.20)

3(:Y, :Y(A)) = A(1 − ?=>34)
√
"�(:Y), (5.21)

where �(:Y) is the standard deviation of the initial layer MC distribu-
tion. Similarly, the node MC distance read:

3(:X, :X(A)) = A(1 − ?;0H4A)
√
#�(:X), (5.22)

where �(:X) is the standard deviation of the initial node MC distribu-
tion. Note that Eqs. 5.18,5.21,5.22 are valid for any type of multilayer
network composed of the same set of nodes across layers. In general,
both distances increase with the system size, the MC heterogeneity
(i.e., the variance), as well as with the type and amount of changes.
Specifically, 3X increases with ?=>34 (and/or ?C4 ;), while 3Y increases
with ?;0H4A (and/or ?C4 ;). A node-layer duality relationship then read:

3Y =

√
"

#

1 − ?=>34
1 − ?;0H4A

�(:Y)
�(:X)

3X (5.23)

5.2.9 Closed-form of the standard deviation of random
multilayer networks

We need to derive the standard deviation of the node and layer MC
for random multilayer networks to obtain a closed-form of the dis-
tance and the formal duality relationship. Since we deal with random
multilayer networks, their number of links follows a binomial law.
Let us define !8=C4A<0G ,!8=CA0<0G , !A4?;820<0G , the maximum number of interlayer,
intralayer and replica links in the network, per interacting unit X,Y
(node or layers), respectively. The probability of a unit to have !8=CA0
intralayer links, !8=C4A interlayer links and !A4?;820 read:

%(; 8=CA0 = !8=CA0) =
(
!8=CA0<0G

!8=CA0

)
@!

8=CA0 (1 − @)!8=CA0<0G −!8=CA0

%(; 8=C4A = !8=C4A) =
(
!8=C4A<0G

!8=C4A

)
@!

8=C4A (1 − @)!8=C4A<0G −!8=C4A (5.24)

%(;A4?;820 = !A4?;820) =
(
!
A4?;820
<0G

!A4?;820

)
@!

A4?;820 (1 − @)!
A4?;820
<0G −!A4?;820 ,

where @ is the probability parameter. The contribution of each link to
the MCs depends on its type.

Actually, each intralayer links contributes to two units of the layer
MC, : 8=CA0

Y
= 2!8=CA0 and each interlayer link and each replica link

contribute to one unit of the layer MC, : 8=C4A
Y

= !8=C4A , :A4?;820
Y

= !A4?;820

(Fig. 5.5). Each replica link contributes to two units of the node MC,
:
A4?;820

X
= 2!A4?;820 and intralayer and interlayer links contribute both
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to one unit for the node MC, : 8=CA0
X

= !8=CA0 and : 8=C4A
X

= !8=C4A . The
following table makes explicit !8=CA0<0G , !

8=C4A
<0G and !A4?;820<0G :

!8=CA0<0G !8=C4A<0G !
A4?;820
<0G

X "(#−1) 2"("−1)(#−1)
2

"("−1)
2

Y
#(#−1)

2
2#(#−1)("−1)

2 #("−1)

Since the number of links follows a binomial law, the MC variance
has the typical form �2(!) = !<0G@(1− @), with @ the parameter of the
random model.

Figure 5.5: E�ect of intralayer link ad-
ditions on node and layer multidegree
centralities. In general, adding one in-
tralayer link in the nodewise descrip-
tion increases the multidegree central-
ity in the layerwise description by a fac-
tor of 2 (right side), while the node mul-
tidegree centrality only increases by a
factor of one (left side). Because in mul-
tiplex networks only changes within lay-
ers are allowed, this e�ect increments
more by construction the variance of
the layer multidegree centrality and its
distance as compared to the nodewise
counterpart.

5.2.10 Closed-form of the distance for random multilayer
and multiplex networks in the thermodynamic limit

Multilayer case

Using Eq.5.24, the layer MC variance for random multilayer networks
read:

�2(:Y) = �2(2!8=CA0<0G + !8=C4A<0G + !
A4?;820
<0G ) (5.25)

= 4�2(!8=CA0<0G ) + �2(!8=C4A<0G ) + �2(!8=C4A<0G )

= #(# − 1)(" − 1)?(1 − ?)(1 + 2

" − 1 +
1

# − 1 )

Similarly, �2(:X) = "2(# −1)?(1− ?)(1+ 2
#−1 + 1

"−1 ). In the thermody-
namic limit (# >> 1, " >> 1), we saw that the nodewise and layerwise
distances depend on the standard deviation of their respective MC
distributions. Therefore, the nodewise standard deviation scales as



5.2 Stochastic rewiring model 75

�(:X) = "
√
# and the layerwise one scales as �(:Y) = #

√
" in the

thermodynamic limit. Interestingly, the standard deviation of the ran-
dom multilayer networks are trivially related �X =

√
#
" �Y. Therefore,

the random multilayer network is an example where the first and
second moment are trivially related across descriptions. However, the
comparative reorganization of the initial random multilayer networks
provide a non trivial relationship between distances. Using the previ-
ous equations and table we find that for random multilayer networks,
the distances read:

3(:X, :X(A)) = A(1 − ?;0H4A)#"
√
@(1 − @) (5.26)

3(:Y, :Y(A)) = A(1 − ?=>34)#"
√
@(1 − @), (5.27)

Figure 5.6: Invisibility zones for mul-
tidegree centrality distances. Node-
wise distances (3X) increase linearly
with ?=>34 (x-axis) and ?C4 ; (white diago-
nals) but they cannot see link displace-
ments that keep nodes unchanged
(?;0H4A → 1). Layerwise distances (3Y)
increase linearly with ?;0H4A (y-axis)
and ?C4 ; (white diagonals) but they are
blind to link displacements that keep
layers unchanged (?=>34 → 1).

with @, the probability parameter. Notably, changes that involve dif-
ferent nodes with layer being unchanged (?=>34 → 1) do not a�ect
layerwise distances, and viceversa changes involving di�erent layers
with nodes being unchanged (?;0H4A → 1) do not influence nodewise
distances (Fig. 5.6). Both distances increase linearly in # and ". The
above formula implies that:

3.(A) =
1 − ?=>34
1 − ?;0H4A

3-(A) ∝ 3-(A) (5.28)

The formula shows that the ordering between distances is only in-
fluenced by the proportion of changes visible in one or the other
description. We validate this equation by computing distances be-
tween random multilayer networks and a numerical rewired version of
them (Fig. 5.7). Although the formula are computed for expected MC
sequence, the fit is decent even with only one instance of a rewired
MC sequence. Taken together, Eq. 5.23 and Eq. 5.28 demonstrated the
complementarity of nodewise and layerwise distances and established
a formal node-layer duality in multilayer networks.

Multiplex case

In the case of multiplex networks, distances as defined in Eq. 5.22
apply as well. For realistic purposes, we consider the case where the
multiplex network has all its replica links that are not rewireable,
i.e. , the term !

A4?;820
<0G = 0 (see previous Table). Since we deal with
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Figure 5.7: Linear relation between lay-
erwise and nodewisee multidegree
centrality distances in random multi-
layer networks. Lower slopes (higher
3X) are obtained for ?=>34 > ?;0H4A .
Higher slopes (higher 3Y) are obtained
for ?;0H4A > ?=>34 ). Solid lines corre-
spond to Eqs. 5.26, 5.27 in the case
of random multilayer networks with
# = " = 200, � = 0.0005, by varying
the entire range of possible rewiring
A (color line). Scattered points corre-
spond to synthetic random networks
simulated with the same parameters
(one synthetic random network di�er-
ent for each point).

multiplex networks, !8=C4A<0G = 0 as well. Following the same canvas
as in the previous paragraph , we obtain �(:X) =

√
"(# − 1)?(1 − ?)

and �(:Y) =
√
2#(# − 1)?(1 − ?). In the thermodynamical limit, the

distances for random multiplex networks read:

3(:X, :X(A)) = A(1 − ?;0H4A)#
√
"

√
?(1 − ?) (5.29)

3(:Y, :Y(A)) = A(1 − ?=>34)#
√
"

√
2?(1 − ?) (5.30)

3Y =
√
2
1 − ?=>34
1 − ?;0H4A

3X, (5.31)

We validate these equations by computing distances between a ran-
dom multiplex network and a numerical rewired version of it (Fig. 5.8).
Although the formulae are computed for expected MC sequence, the
fit is decent even with only one instance of a rewired MC sequence.
The layerwise distance is

√
2 times higher than the nodewise one for

the same condition as compared with random multilayer networks.
Notably in multiplexes 3. ∝

√
23- by construction, so that their dual

layerwise description a-priori better emphasizes di�erences with re-
spect to the primal nodewise one (Fig. 5.8).
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Figure 5.8: Linear relation between
layerwise and nodewisee multidegree
centrality distances in random multi-
plex networks. Lower slopes (higher
3X) are obtained for ?=>34 > ?;0H4A .
Higher slopes (higher 3Y) are obtained
for ?;0H4A > ?=>34 ). Solid lines corre-
spond to Eqs. 5.29, 5.30 in the case of
random multiplex networks with # =

" = 200, � = 0.01 by varying the en-
tire range of possible rewiring A (color
line). Scattered points correspond to
synthetic random mutiplex networks
simulated with the same parameters
(one synthetic random network di�er-
ent for each point).

5.2.11 Scaling of distances for random multilayer and
multiplex networks in the thermodynamical limit

We want to know where the closed-form of the distances for multiplex
networks reach their maximum in function of the size #, " of the
network. In general, the higher is # and " the higher are those
distances (for fixed probability parameter). Therefore, here we fix
# + " = 2, with c a constant to limit the size of the network. In
the thermodynamical limit, 3X and 3Y have the same value for every
combination of #, " in random multilayer network (see Eqs. 5.26,5.27).
Morever they trivially reach their maximum when # = " (Fig. 5.9).

For random multiplex networks, 3X and 3Y have the same #, " de-
pendence, i.e., they reach their maximum for the same combination of
# and " (Fig. 5.9). Therefore, we use only 3X to derive the maximum
of both distances (Eq. 5.29). We set 0 = # − ", as the variable of
interest. Therefore Eq. 5.29 read:

3X = A(1 − ?;0H4A)
(0 + 2)

√
2 − 0

2
√
2

(5.32)
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Figure 5.9: Dependence of multidegree
centrality distances on multilayer and
multiplex networks’ size. In multilayer
networks, nodewise and layerwise dis-
tances equally reach the highest value
when the number of nodes N is equal
to the number of layers M (black lines).
However, in multiplex networks, the
maximum is reached when there are
more nodes than layers. In addition,
layerwise distances (orange) are by con-
struction higher than nodewise dis-
tances (blue). Solid lines correspond
to the theoretical formulas for random
networks with connection density � =
0.0005, rewiring ratio A = 0.5, and uni-
form rewiring probability (see Sec.5.2.3).
Di�erent combination of number of
nodes and layers are considered, with
the condition # +" = 200. The figure
boundaries are not accurate since the
scaling is obtained in the limit of large
networks.
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It leads to:

%3X
%0

= A(1 − ?;0H4A)
2 − 30
2
√
2 − 0

(5.33)

By setting %3X
%0 = 0, it implies that the maximum of 3X is 0∗ = 2

3 leading
to the position of the maximum when :

(# −")∗ = # +"
3

(5.34)

By construction, layerwise distances are always higher than node-
wise one for multiplex networks (Fig. 5.9). However, they reach their
maximum at the same non-trivial point when # is higher than "

(Eq. 5.34).

5.3 Discussion

Multilayer network science has provided a common language and
methodology for understanding and analyzing the complex structure
and dynamics of multilevel systems from a node-centric perspective.
However, in a multilayer network the layers constitute also a basic
component and the properties of the system can be similarly studied
from a layer-centric viewpoint [306]. Recent studies have for example
inspected the layer properties to quantify the amount of redundancy in
the networks [87], or to define notions of clustering [86, 90], or ranking
[92, 94, 309] on layers (see Sec.2.2.4). While these studies provided
intuitions on how to look at the system connectivity from a layerwise
perspective, a formal characterization of its properties and potential
benefits is still lacking.
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By focusing on the multidegree centrality (MC), i.e., the total number of
connections that a unit has within and between di�erent levels [307],
we provided a first basic characterization of the layerwise description
of multilayer networks. We showed that the node-layer duality is
of interest when characterizing the structural properties of nodes
and layers "at the second order" in terms of moments. Based on a
perturbation approach, we showed that local changes that do not alter
the nodal connectivity, are only visible in the layerwise dimension. We
derive a stochastic rewiring model which allows to disentangle link
perturbations that are visible in one description but not in the other.
We showed that, in general, the formal duality made by the MC-based
distances in this perturbation approach is a complex interplay between
the size of the network, the organizational di�erence between the
compared networks (quantified by ?=>34 and ?;0H4A) and the nodewise
and layerwise heterogeneity (i.e., the variance) of the MC distributions.
In the case of random multiplex and multilayer networks we derived
closed-forms of the distances which allows to uncover a closed-form
of the duality in this case. In random multiplex networks, we show
that by construction the variability of the distance is higher in the
layerwise description than the nodewise counterpart, making layerwise
dimension a natural candidate for studying real-world systems.

One could argue that we can study directly the local connectivity of
node-layers to characterize multilayer systems. Although interesting,
we think this approach is limited. For # nodes and " layers, the
MC sequence has a size #" while the conjunction of node and MC
sequence has a size #+"while having the same characterizing power
(in terms of number and position of links). In this perspective, this
makes the use of node-layer duality more parsimonious to describe
structural properties of the system.

Our study suggests to systematically consider the layerwise dimen-
sion in conjunction with the nodewise one to characterize multilayer
system. Actually, characterizing only the node properties leads to over-
looking valuable hidden information on the layerwise dimension in
the multilayer system of interest. This hidden information can happen
to be crucial in the network comparison problem (see Sec. 2.1.4) where
it discriminates better than the nodewise dimension normal and ab-
normal state of networks, for example (see Ch.7). Beyond quantifying
the layer properties, the node-layer principle may unveil a poten-
tial interplay between some node and layer properties in real-world
systems that is certainly richer than for random multilayer networks.
According to the principle of emergence, interactions and correlations
between nodes and layers can bring new information about a system
[310]. In particular, how the structural symmetries of layers a�ect the
nodes dynamics and viceversa can be a promising venue for node-
layer duality [311]. At the modeling level, the construction principle of
the stochastic rewiring model could be used to build generative or
null models that take into account both dimensions. Finally, applying
layer measures on network and viceversa may reveal new unexpected
properties. For instance, operating a ’node reduction’ in the sense of
layer reducibility [202] is an interesting perspective in this direction.
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6.1 Preliminaries and methods

To build on our previous results on node-layer duality, we exploit the
complementarity of the nodewise and layerwise description to charac-
terize real-world multiplex networks ranging from transportation and
social networks to genetic and neuronal systems (see Data description
in Sec. 6.5).

More specifically, we test the hypothesis that the node and layer multi-
degree centrality (MC) distribution better classify/characterize systems
than the node MC distribution alone. To do so, we compute the node
and layerwise distances between real-world multiplex networks and
uniformly randomized version of them. Then we normalize these dis-
tances by those obtained from equivalently rewired random multiplex
networks. Finally, we plot the results in the layerwise description in
function of the one of its nodewise counterpart.

6.1.1 Connectivity-based measure of dual characterization

Each real-world multiplex network is binarized and symmetrized before
analysis. It restrains our analysis to the topology of multiplex networks
but allows us to use the results of the stochastic rewiring model of
the previous chapter. We extract the node and MC sequence of each
multiplex network. Using Eqs. 5.14,5.15 we compute the expected node
and layer MC sequence with ?=>34 and ?;0H4A defined as in Sec. 5.2.2.
Therefore, we obtain the expected MC sequence of each multiplex
network where the links are reshu�ed anywhere uniformly at random.
We finally compute the euclidean distances 3X, 3Y between the MC
sequences and the expected MC sequences.

To avoid size and link density e�ects we normalized the actual dis-
tances by those obtained from equivalently rewired random multiplex
networks [226]. In other words, for each multiplex network, we build
its equivalent random multiplex in terms of number of nodes, lay-
ers and density. More specifically, we generate numerically the MC
sequences of such random multiplex networks based on the binomial
law, since numerical computations are heavy for very big systems (e.g.,
Twitter events N = 4 377 184, M = 3). Then, we compute the euclidean

https://arxiv.org/abs/2306.12136
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distances 3A0=3
X

, 3A0=3
Y

between the random MC sequences and the ex-
pected MC sequences (Eqs. 5.14,5.15). The normalization factor is finally
obtained by averaging over 100 nodewise and layerwise random MC
sequences.

In the limit of large networks, the measures reduce to (Eqs. 5.21,5.22):

3X

3A0=3
X

=
�X

�A0=3
X

=
�X

#
√
"

√
?(1 − ?)

(6.1)

3Y

3A0=3
Y

=
�Y

�A0=3
Y

=
�Y

#
√
"

√
2?(1 − ?)

, (6.2)

In essence, we make a null model analysis where we compare the
fluctuations to the mean of real-world MC to the one of random MC
sequence. Therefore, we characterize real-world multiplex networks
by how far their MC heterogeneity is from a random MC heterogeneity.
It means that a value close to 1 indicates that the real-world multiplex
is not distinguishable from a random multiplex network.

6.2 Results

6.2.1 Separation between real-world multiplex networks

We plot the logarithm of the normalized layerwise distance in func-
tion of the logarithm of the normalized nodewise distance (Fig. 6.1).
Results confirmed that adding the layerwise dimension allows for a
better separation of multiplex networks, which would be otherwise
indistinguishable by only looking at nodewise distances (e.g. , German
Transport networks completely overlaps with Uganda village one and
partially with Genetic networks).

Since MC-based distances are closely related to the standard deviation
of the real-world MC sequences, this separation was mainly due to the
higher heterogeneity of the layer MCs as compared to the node ones
(Tab.6.1). Furthermore, the distributions are not single-scaled in real-
world networks , almost all the networks exhibiting a heterogeneity at
least 1 order of magnitude higher than random multiplex networks (x
and y-axis di�erent from zero on Fig. 6.1).

Table 6.1: Average nodewise and layer-
wise standard deviations of the multi-
degree centrality distribution for real-
world multiplex networks.

Classes < �X > < �Y >
German Transport 21.05 141.5

Arxiv 13.67 8391
PierreAuger 29.42 2587

Uganda villages 12.20 363.2
Twitter events 82.02 1377000

HumanMicrobiome 39.98 357.9
C.Elegans 17.31 892.2
FAO trade 3312 1355

EuAir 27.12 203.2
Genetic 47.61 25150
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Figure 6.1: Dual characterization of real-world multiplex networks.Scatter plot of the nodewise (x-axis) and layerwise (y-axis)
distances of real networks’ MCs from uniformly rewired counterparts. To avoid network-size and density biases, all values are
further divided by the distances obtained from equivalent random networks. The logarithm of the aforementioned quantities are
shown in the plot. The optimal partition through k-mean clustering separates the network into two clusters (green and purple).
Zones indicate in which cluster the networks belong to.

6.2.2 Real-world multiplex networks clustering in the dual
space

Using a k-means clustering we found that networks tend to optimally
separate into two subgroups (Fig. 6.2). Those with relatively low 3X and
3Y values were mostly associated with systems physically embedded
in space (e.g., German transport, EUAir, C.Elegans connectome). Those
with relatively high nodewise and layerwise distances were instead
not characterized by a strong spatial connotation (e.g., PierreAuger,
Arxiv, Twitter events). While there were few exceptions (e.g., Human
microbiome), these results could be explained by the typical limited
node degree heterogeneity of spatial networks due to environmental
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[312]: Barthélemy (2011), ‘Spatial net-
works’,

physical constraints [312]. These clustering results are confirmed by
a hierarchical clustering algorithm (Fig. 6.3) except for the FAO trade
multiplex network. This indeterminacy concerning the latter could
be due to the fact that we do not take into account weights and
direction of interaction which we hypothesize can be detrimental in
the characterization of this particular system.

.
Figure 6.2: Optimal partition of the dual characterization of real-world multiplex networks (k-means clustering). a) Elbow method.
Sum of the squared error in function of the number of clusters. The elbow point corresponds to the partition of space into two
clusters which is considered as the optimum trade-o� between error and the number of clusters (with knee-point detected using
python package kneed). b) The silhouette coe�cient in function of the number of clusters. The bigger is the silhouette coe�cient,
the more cohesive and separated the clusters. Its values ranges from -1 to 1. Here the maximum is obtained for two clusters,
B = 0.70.

At a smaller scale, the clustering of Arxiv and PierreAuger is remark-
able. Although they come from di�erent datasets and have di�erent
sizes, and density (Fig. 6.5), they have a similar distance to their uni-
formly randomized expected MC sequence. This could suggest that
these combinations of nodewise and layerwise heterogeneity is char-
acteristics of multiplex networks of scientific collaboration. Indeed,
this hypothesis requires a validation on more scientific collaboration
datasets.

The German Transport classes represent urban transportation systems
of 34 german cities. Since it is the most populated class of our dataset,
we decided to exploit the complementarity of both descriptions to
investigate if their interplay is characteristics of these systems. In
Fig. 6.1 , we see that the normalized layerwise distance is positively
correlated with the normalized nodewise one (Pearson, � = 0.68, ? =

9.64 − 6). Furthermore, the regression line (0 = 0.44, '2 = 0.45) shows
that the normalized layerwise distance tends to evolve slower to
normalized nodewise distance in terms of order of magnitude. In other
words, the nodewise MC heterogeneity tends to evolve comparatively
more than the layerwise one in these systems. This could be explained
by the fact that most new bus,train and metro lines have a more or less
standard number of stops and connections but that they all connect
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Figure 6.3: Clusters of real-world multiplex networks using hierarchical clustering. Colors of each network indicate in which cluster
they belong to (green or purple).

to few hubs, the latter driving the nodewise heterogeneity.
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6.3 Visualisation of multiplex networks

To help understanding how the nodes contribute to layers and vicev-
ersa, we adapted the method proposed by [1] to visualize partitioned
networks. To do so, we first computed the contribution matrix � con-
taining the number of links that a node 8 share with a layer . We next
considered a typical truncated singular value decomposition (tSVD)
� = *Σ+†, whereΣ is a diagonal matrix containing the singular values,
and* and+ are respectively the left and right orthogonal matrices as-
sociated with the nodewise and layerwise dimension, respectively. To
visualize the nodewise contribution we projected the space spanned
by the first two left singular vectors, i.e., *(1)-*(2). In this 2D space,
the layers are represented as lines whose direction depends on their
cohesiveness, i.e., layers that share many links tend to be represented
along similar directions. The nodes are instead represented as points.
The more the nodes contribute to a specific layer the more they tend
to be aligned to its direction. The distance of each point from the origin
is finally proportional to its MC. Similar visualization can be obtained
for the layerwise contributions by projecting the space spanned by
the first two right singular vectors, i.e., +(1)-+(2).

In Fig. 6.4, we show examples of projection plots using Singular Value
Decomposition. First, we see that we can appreciate the heterogeneity
of connectivity of nodes and layers by looking at how the markers
are spread in the 2D space. In particular we recover that for all the
multiplex networks in Fig. 6.4, the layerwise heterogeneity is compara-
tively bigger in the layerwise than in the nodewise description. Second,
we see that the C.Elegans multiplex connectome (Fig. 6.4a) and Arxiv
multiplex (Fig. 6.4b) exihibit nodes and layers markers that lie in the
middle of the layers and nodes direction respectively. This means that
nodes are globally well integrated into each layer and that each layer
is globally well integrated into nodes. On the contrary we see that
Chemnitz (Fig. 6.4c) and PierreAuger ( Fig. 6.4d) multiplex networks
exhibit nodes and layer markers that lie in orthogonal directions. This
means that nodes are connected into some layers but with few or
no connections in other layers and similarly for layers across nodes.
The inset in Fig. 6.4d) is a good summary of the illustrative power of
the method. It shows that many nodes are well integrated into all the
layers but one (the more horizontal one). This lasting layer has many
nodes that have links that lie almost only it. Then in the middle we
observe nodes that share about the same proportion of links with the
two groups of layers, i.e., the more horizontal one and the others.
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Figure 6.4: Projection plots of real-world multiplex networks. . In the nodewise description, layers are represented by lines and
nodes are represented by markers (blue). In the layerwise description, layers are represented by markers (orange) and nodes by
lines. Nodewise and layerwise plots are put on the same scale. a) Projection plots of the C.Elegans multiplex connectome (279
nodes, 3 layers). b) Projection plots of the Arxiv multiplex network (14 489 nodes, 13 layers). c)Projection plots of the Chemnitz
multiplex network in the German Transport dataset (1168 nodes, 79 layers). d) Projection plots of the PierreAuger multiplex network
(514 nodes, 16 layers). Inset in the nodewise projection plot represents a zoom where markers are concentrated.

6.4 Discussion

Network comparison and classification is an essential task of network
science. (see Sec. 2.1.4). In essence, it consists in deriving su�cient
statistics to quantify how similar or dissimilar the networks are. For
instance, it can be used to check the relevance of a generative network
model: the closer the model to the target, the better. On the other hand,
if the similarity of networks is known a priori, it allows to evaluate the
characterizing power of measures used for comparison. For instance,
when comparing between normal and abnormal state of the brain we
can assess whether or not the measure is predictive of the abnormality
(see Sec. 4.5).

Based on the local connectivity of nodes and layers, the node-layer
duality enabled us to better discriminate di�erent multiplex real-world
systems and capture intrinsic properties not included in the model
such as their spatial nature. Furthermore, the relative clustering in
space of the di�erent classes of networks (e.g., Arvix and PierreAuger)
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suggests that real-world multiplex networks could be characterized
by their MC heterogeneity pairs. At the level of a class of networks, we
show that German Transport networks seem to be characterized by a
particular interplay between their node and MC heterogeneity. Yet, we
show in the previous chapter that node and layer MCs are theoretically
uncorrelated. Overall, it suggests that the node-layer duality frame-
work is well suited to characterize and potentially o�er new insights
for multiplex systems resulting from the non-trivial interplay between
nodes and layers properties.

Binarization of weighted multiplex networks and symmetrization of
the directed networks constitute the main limitation of this work.
Indeed, these operations can have distorted the classification. For
instance, by binarizing and symmetrizing FAO Trade, we put on the
same scale millions of dollars exchange with thousand dollars ones
and we disregard commercial unbalance between countries. This lay
the space for future refinement in particular in adapting the stochastic
rewiring model to weighted and directed multilayer networks.

Inspired by [1] we show that the SVD-decomposition based projection
greatly illustrates qualitative connectivity-related features of multiplex
network. By its ability to represent the whole network in a synthetic
way, we consider it can be a good complement for multiplex net-
work visualisation compared to softwares that actually draw multiplex
networks. [313].

While these results were obtained using relatively simple network
quantities and models, other features can be explored within the node-
layer duality framework in an e�ort to improve the overall classification
and result interpretation. For instance, we can classify multiplex net-
works using clustering coe�cients in both descriptions. Another idea
could be to extend the concept of small-world index [226, 314] to the
nodewise and layerwise classification. These investigations would also
require the use of other null models such as the one that preserves
the multi-degree sequence (see Sec. 2.2.3).

6.5 Data

The first eight datasets are available at Manlio De Domenico’s reposi-
tory. Uganda village dataset is available in Netzschleuder repository.
German Transport is available at Kai Bergermann’s GitHub repository.
All real-world multiplex networks were symmetrized and binarized
before any analysis. Their size and density are summarized in Fig. 6.5:

1. Twitter events: 3 layers, from 88 804 to 4 377 184 nodes. Nodes
represent Twitter users, layers correspond to retweet, mentions
and replies between users. Data are acquired througt the data
API and in a time interval that correponds to a specific event and
filtered by keywords related to it [315, 316]. The events are the
Cannes Film Festival in 2013, 50th anniversary of Martin Luther
King’s famous public speech “I have a dream” in 2013, the 14th
IAAF World Championships in Athletics held in Moscow in 2013,
the People’s Climate Marchheld in New York in 2014, the o�cial
visit of US President Barack Obama in Israel in 2013, the terror

https://manliodedomenico.com/data.php
https://manliodedomenico.com/data.php
https://networks.skewed.de/net/ugandan_village
https://github.com/KBergermann/Urban-multiplex-networks
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attacks in Boston in 2013, the terror attacks in Paris in 2015 and
the Pope election in 2013.

2. PierreAuger: 16 layers,514 nodes represent authors in the in-
ternal report repository of the Pierre Auger Collaboration, the
largest team of scientists working about ultra-high energy cosmic
rays. Links represent coauthorship and layers are the category
into which the reports fall (Neutrinos, Detector, Enhancements,
Anisotropy, Point source, Masscomposition, Horizontal, Hybrid re-
construction, Spectrum, Photons Atmospheric, SD reconstruction,
Hadronic interactions, Exotics, Magnetic, Astrophysical scenarios)
[317].

3. Arxiv: 13 layers, 14 489 nodes. Nodes represent authors who
posted an article on the preprint database Arxiv containing the
word "networks" in the title or in the abstract up to May 2014.
Links represent coauthorship and layers are the following Arvix
categories: ?ℎHB82B.B>2 − ?ℎ, ?ℎHB82B.30C0 − 0=, ?ℎHB82B.18> −
?ℎ−<0Cℎ−?ℎ, <0Cℎ.$�, 2>=3−<0C.38B−==, 2>=3−<0C.BC0C−
<42ℎ, @ − 18>."#, @ − 18>, @ − 18>.�", =;8=.�$, 2B.(�, 2B.�+.

[317].
4. Genetic: 7 layers, from 367 to 18222 nodes. Nodes represent

proteins, links represent protein-protein interactions. Layer rep-
resent the following interaction types: synthetic genetic interac-
tion, direct interaction, suppressive genetic interaction, additive
genetic interaction, physical association, association, colocal-
ization. The data comes from the Biological General Repository
for Interaction Datasets (BioGRID), a public database. Data from
release BioGRID 3.2.108 (January 2014 update) are used [202, 318].

5. C.elegans: 3 layers, 279 nodes. Nodes represent neurons of the
nematode C.elegans, layers represent di�erent synaptic junc-
tions (electric, chemical monoadic, chemical polyadic), links
represent junctions between neurons [313, 319].

6. FAO: 364 layers, 214 nodes. Nodes represent countries, layers
represent food and agriculture products, links represent im-
port/export relationships weighted in US dollars in 2010 [202].

7. HumanMicrobiome: 18 layers, 305 nodes. Nodes represent di�er-
ent eukaryotes population, and layers represent body sites [87,
320].

8. EuAir: 37 layers, 450 nodes. Nodes represent european airports,
layers represent 37 airlines company, links, represent routes
between airports [65].

9. Uganda villages: 2 layers, from 65 to 374 nodes. Nodes represent
households and layers represent complete friendship and health
advice between these households. The dataset is composed of
17 villages bordering the Lake Victoria in Mayuge District, Uganda.
Links are based on surveys [321].

10. German transport: from 35 to 279 layers, from 336 to 7565 nodes.
Nodes represent stops (tram, subway, bus etc...), layers represent
di�erent lines and links represent the connection between stops
(intralayer) and the possible change between lines (interlayer).
Networks are built from the GTFS data (General Transit Feed
Specification) of the local transportation system of the 34 biggest
german cities. Timetables are updated 22nd April 2021 [322].
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Figure 6.5: Number of nodes # in function of the number of layers " for real-world multiplex networks. Size of the markers is
proportional to the logarithm of the density of each multiplex network. Purple indicates networks with a strong spatial connotation
and green, networks with no or weak spatial correlation.
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7.1 Introduction

Multilayer brain networks showed promising results in characterizing
the neurodegeneration in Alzheimer’s disease (AD) [2, 3]. Meanwhile,
cross-frequency coupling, i.e., coupling between activity of di�erent
brain frequencies, are still relatively unexplored [5, 6] using multilayer
networks albeit it was shown to give a potentially more realistic model
of brain diseases [4].

In this chapter, we build on these observations to test our dual ap-
proach in multilayer networks derived from experimental neuroimag-
ing recordings. We evaluate the impact of Alzheimer’s disease (AD)
on local connectivity changes across di�erent brain areas and across
di�erent frequencies of brain activity. To do so, we considered mul-
tilayer brain networks estimated from source-reconstructed magne-
toencephalography (MEG) signals in a group of 23 AD human subjects
matched with a group of 27 healthy controls HC (Methods in Sec. 7.4).
Specifically, we used bispectral coherence to simultaneously infer
weighted interactions among regions of interest (the nodes) within
and between di�erent signal frequencies (the layers) [323].

7.2 Results

7.2.1 Discriminative power of primal and dual descriptions

First, we wanted to investigate the nodewise and layerwise distances
between the AD patients and the average HC. Since the related mul-
tilayer networks are complete and weighted, we compute the multi-
strength centrality for each AD patients and the average HC, i.e. , the
sum of the weights adjacent to the interacting unit of interest. In this
weighted case, distances captures simultaneously the di�erence in
weighted topology but also the mere di�erence in global connectivity.
Therefore, we check that the total weights of patients are roughly
equal to the one of the average HC (Fig. 7.1).Results show that there
is no significant di�erence between nodewise and layerwise distance
in the initial configuration (Fig. 7.2). However, as we decrease the
number of layers the more significant was the di�erence between

https://arxiv.org/abs/2306.12136
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3Y and 3X in favour of 3Y. This behavior did not solely result from
the reduction in network size, but instead originated from the greater
consistency in connectivity changes within frequencies compared to
between frequencies (Fig. 7.3). This suggests that, globally, the layer-
wise description better discriminates AD patients from HC than the
nodewise one as the frequency resolution gets coarser.

Figure 7.1: Distribution of the total multistrength centrality of AD patients compared to the group-averaged HC. The total
multistrength centralities of AD patients (orange bars) are compared to the one of the group-averaged HC(blue line). For every
tested layer configuration, the ratio between the total multistrength centrality of the group-averaged AD patient over the one of the
group-averaged HC is constant equal to 1.06. All AD patients except 3 outliers have a total multistrength centrality that is very close
to the one of the group-averaged HC. a) 70 layers configuration. b) 31 layers configuration. c) 7 layers configuration. d) 3 layers
configuration. The layers (frequencies) are removed evenly on the range 2 to 40 Hz.

7.2.2 Dual characterization of the global disruption of
connectivity

To further investigate the global multistrength centrality di�erences
between AD patients and average HC, we defined the multistrength
centrality disruption index Δ which is the slope of the line obtained by
regressing the di�erence between the average multistrength centrality
of AD patients and the average multistrength centrality of the HC
one. Results show (Fig. 7.4a-b) that the node disruption index ΔX is
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Figure 7.2: Group-averaged nodewise
and layerwise distances between AD
and HC for di�erent frequency reso-
lutions (from M=77 to M=3). Layers are
iteratively removed with a linear spac-
ing to ensure no frequency layers are
favored. The asterisk marks the number
of layers (" <= 31) for which the di�er-
ence between the distances becomes
significantly di�erent (? < 0.05, FDR
corrected). Vertical bars denote stan-
dard deviations.

Figure 7.3: Distribution of connectivity changes in AD multifrequency brain networks across di�erent number of layers. Connectivity
changes are computed as the absolute value of the di�erence between the links’ weights of each AD network and those from
the group-averaged HC brain network. Colored histograms correspond to di�erences between replica (green), intralayer (blue)
and interlayer links (yellow). The number of nodes (brain areas) stays the same, i.e., N=70. a) 70 layers configuration. b) 31 layers
configuration. c) 7 layers configuration. d) 3 layers configuration. The layers (frequencies) are removed evenly on the range 2 to 40
Hz.
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[324]: Folstein et al. (1975), ‘“Mini-mental
state”’,
1: The MMSE score assesses the cogni-
tive decline of patients on a scale of 30
points.

negative (ΔX = −0.44,'2 = 0.23) which means that highly connected
regions of interests (ROIs) tend to be the most disrupted in AD patient
whereas weakly connected ones are less disrupted or even enhanced.
Similarly, the layer disruption index ΔY is negative (ΔX = −0.38,'2 =

0.78) meaning that highly connected layers are the most disrupted
in AD patients. Also, we note that the linear decay has quite good
performances in describing the disruption of the layer multistrength
centrality.

In order to relate this global reorganization of connectivity to behavior,
we conduct a correlation analysis between the Mini-Mental State
Examination (MMSE) score [324]1 and the individual node and layer
disruptions indices for each patient (Fig. 7.4c-d). Individual disruption
indices are defined as the slope of the line obtained by regressing the
di�erence between the AD patients and the average HC multistrength
centrality. Results show that the individual node disruption indices
do not significantly correlate with the MMSE score of AD patients
(Spearman ( = −0.12, ? = 0.58). On the contrary, the individual layer
disruption indices significantly and positively correlate with the MMSE
score of the AD patient (Spearman, ( = 0.60, ? = 2.24 − 3). In other
words, the higher the layer disruption index, the higher is the MMSE
score and so the less severe is the cognitive decline of patients. Of
note, the closer is the disruption index from zero or slightly positive,
the more patients resemble the average HC. Those results hold as we
perform the analysis without the extreme outlier having Δ- > 2,Δ. <
−4 visible in (Fig. 7.4c-d) in the nodewise (Spearman, ( = −0.12, ? =
0.60) and the layerwise descriptions (Spearman, ( = 0.62, ? = 1.94 − 3).
Therefore, the layerwise description seems to provide a predictor of
the severity of the disease where the nodewise one does not.

7.2.3 Dual characterization of the local disruption of
connectivity

Next, we investigate the local reorganization of the node and layer
multistrength centrality (Fig. 7.5a-b). For each ROI or frequency, we
statistically compare the multistrength centrality distribution of AD
patients and HCs using a non-parametric Wilcoxon test. Compare
to previous results we perform an all-to-all comparison between
the AD patients and the HCs and not only AD patients against the
average HC. Results show that each ROI and each frequency has a
disrupted functional connectivity in AD patients as compared to HCs
(/B2>A4 < 0-Fig. 7.5a-b). Specifically, the paracentral lobules and left
precuneus were among the most impacted areas. In the layerwise
side, several brain frequencies within the alpha range (8 − 13 Hz) in
the AD group presented reduced multistrength centrality as compared
to HC (Fig. 7.5a-b). However, these local network changes were not
statistically significant (|/B2>A4 | < 1.96).

In order to relate the local changes of functional connectivity to the
behavior of AD patients, we performed a correlation analysis between
the MMSE score of patients and each ROI and each frequency’s multi-
strength. centrality The most predictive areas were the caudal anterior
cingulate cortex in both hemispheres, [325, 326] (Fig. 7.5c) but also
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Figure 7.4: Alzheimer’s disease multilayer brain networks’ global disruption in region-wise and frequency-wise dimensions. a)
Di�erence between the average node multistrength centrality distribution of AD patients and HC in function of the average node
multistrength centrality of HC. Regression line coe�cient, i.e. , nodewise disruption index is ΔX = −0.44('2 = 0.23). b) Di�erence
between the average layer multistrength centrality distribution of AD patients and HC in function of the average layer multistrength
centrality of HC. Regression line coe�cient, i.e., layerwise disruption index is ΔY = −0.38('2 = 0.78). c) Cognitive decline of AD
patients (y-axis, MMSE) as a function of the individual nodewise disruption indices ΔX (x-axis). Spearman correlation test returns
( = −0.12, ? = 0.60 between ΔX and MMSE scores. d) Cognitive decline of AD patients (y-axis, MMSE) as a function of the individual
layerwise disruption indices ΔY (x-axis). Spearman correlation test returns ( = 0.63, ? = 1.94 − 3 between ΔY and MMSE scores.

the right precuneus, right inferiorparietal and right superiorparietal
(Tab. 7.1). The latter areas survive the mean FDR test but not the test
for multiple comparison. Notably, a higher number of strongest as-
sociations were found in the frequency-wise description. The most
significant ones were all located within the alpha frequency range (Tab.
7.2), e.g. , the 9 Hz MEG frequency (Fig. 7.5d).Most of the frequencies
of the alpha band survive the mean FDR but they barely survive the
correction for multiple comparison (? < 0.055, FDR corrected - Tab.
7.2).

Altogether, these results suggest that the layerwise dimension is more



96 7 Dual analysis of multilayer brain networks in Alzheimer’s disease

predictive that the nodewise one in terms of the severity of the dis-
ease, when considering the connectivity of the frequency with cross-
frequency coupling computed with bicoherence.

Figure 7.5: Alzheimer’s disease multilayer brain networks’ local disruption in region-wise and frequency-wise dimensions.
Multilayer brain networks are inferred from source-reconstructed MEG signals using cross-frequency coupling. In the primal
dimension, nodes correspond to brain regions (# = 70) and layers to di�erent frequency bins (" = 77). a) Statistical di�erence
(Wilcoxon test, Z-score) between node multistrength centralities of AD patients and healthy controls (HC) across di�erent brain
regions. b) Statistical di�erence (Wilcoxon test, Z-score) between layer multistrength centralities of AD patients and healthy controls
(HC) across di�erent brain frequencies. c) Cognitive decline of AD patients (y-axis, MMSE) as a function of the multistrength centrality
decrement in the left anterior caudal cingulate cortex (x-axis, :X). Spearman correlation test returns ( = 0.54, ? = 84 − 3 between
:X and MMSE scores. d) Cognitive decline of AD patients (y-axis, MMSE) as a function of the multistrength centrality decrement at 9
Hz (x-axis, :��

Y
). Spearman correlation test returns ( = 0.61, ? = 24 − 3 between :��

Y
and MMSE scores. Regressing curves resulting

from a linear fit are shown for illustrative purposes.
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Table 7.1: Spearman correlation between the AD patients’ ROIs multistrength centrality and the MMSE clinical score. Only the most
significant correlations are reported here (? < 0.05). In bold, we show the ROIs whose significance is lower than the mean false
discovery rate (mFDR) for independent tests (? < 0.0254). No regions survive after correction with the Benjamini-Hochberg method.

Regions of Interests (ROIs) P-value FDR corrected Spearman coe�cient

caudalanteriorcingulate L 0,008 0,147 0,54
caudalanteriorcingulate R 0,011 0,147 0,52

superiorparietal R 0,020 0,147 0,48
precuneus R 0,022 0,147 0,47

inferiorparietal R 0,024 0,147 0,47
precentral R 0,027 0,147 0,46

corpuscallosum R 0,029 0,147 0,46
superiorfrontal R 0,030 0,147 0,45
inferiorparietal L 0,031 0,147 0,45

bankssts R 0,031 0,147 0,45
rostralanteriorcingulate L 0,032 0,147 0,45

postcentral R 0,035 0,147 0,44
superiorfrontal L 0,036 0,147 0,44
supramarginal R 0,036 0,147 0,44

insula R 0,037 0,147 0,44
paracentral L 0,040 0,147 0,43

middletemporal L 0,041 0,147 0,43
caudalmiddlefrontal R 0,044 0,147 0,42

parahippocampal L 0,046 0,147 0,42
parahippocampal R 0,047 0,147 0,42
posteriorcingulate L 0,050 0,147 0,41.

Frequency (Hz) P-value FDR corrected Spearman coe�cient
9 0,0020 0,055 0,61

8,5 0,0022 0,055 0,60
10,5 0,0028 0,055 0,59
9,5 0,0030 0,055 0,59
11,5 0,0040 0,055 0,58
10 0,0047 0,055 0,57
11 0,0057 0,055 0,56
8 0,0060 0,055 0,55
12 0,0064 0,055 0,55
7,5 0,0168 0,127 0,49

13,5 0,0184 0,127 0,49
7 0,0218 0,127 0,48

16,5 0,0224 0,127 0,47
15,5 0,0250 0,127 0,47
16 0,0253 0,127 0,47
5,5 0,0319 0,127 0,45
18,5 0,0319 0,127 0,45
13 0,0321 0,127 0,45
3,5 0,0332 0,127 0,45
14 0,0364 0,127 0,44
17 0,0376 0,127 0,44
6 0,0389 0,127 0,43

12,5 0,0404 0,127 0,43
5 0,0409 0,127 0,43

14,5 0,0412 0,127 0,43
4 0,0449 0,132 0,42
18 0,0463 0,132 0,42

Table 7.2: Spearman correlation be-
tween the AD patients’ frequency multi-
strength centrality and the MMSE clini-
cal score. Only the most significant cor-
relations are reported here (? < 0.05).
In bold, we show the frequencies whose
significance is lower than the mean
false discovery rate (mFDR) for inde-
pendent tests (? < 0.0253). Nine fre-
quencies in the alpha band are close
to the statistical significance after cor-
rection with the Benjamini-Hochberg
method.
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7.3 Discussion

The brain is a complex network exhibiting multiple interactions across
di�erent scales and levels [7]. The interaction between neural oscilla-
tions at di�erent frequencies is crucial for coordinating and integrating
information across di�erent brain regions and cognitive processes [61].
For example, phase-amplitude coupling between theta (4 − 8 Hz) and
gamma (30 − 100 Hz) oscillations is involved in working memory and
attentional processes as well as sensory perception [327]. Disruptions
in cross-frequency coupling have been observed in several neurologi-
cal and psychiatric disorders, including epilepsy, schizophrenia, and
Parkinson’s disease [328]. Understanding these abnormalities may
provide insights into the underlying mechanisms of these disorders
and help identify biomarkers and novel treatment approaches.

Alzheimer’s disease (AD) is the most common form of dementia ac-
counting for a significant proportion of cases worldwide and placing
a substantial burden on healthcare systems and economies [151]. AD
is characterized by a progressive neurodegeneration and anatomical
atrophy followed by the disruption of multiple functional large-scale
network properties [2, 3, 162, 163, 301, 329]. These include the loss
of key regional hubs in the parietal and temporal regions within al-
pha frequency ranges [2, 298, 330, 331] but also between theta/alpha
and gamma bands [332]. Notably, disrupted theta-gamma coupling
has been linked to deficits in working memory, which is commonly
a�ected in AD, and to a lesser extend to worse clinical outcomes
[333]. While these studies have provided fresh evidences on how AD
brain networks change within and between frequencies, the existence
of possibly higher-order e�ects between multiple frequencies has
been systemically overlooked. We first showed that the frequency
domain has a better discriminative power than the region domain
as the frequency resolution becomes coarser. This is due to more
consistent changes in connectivity within frequencies compared to
between frequencies. This could suggest that when considering spe-
cific frequencies associated with specific cross-frequency coupling
(e.g. ,theta-gamma coupling [6]) the layerwise description should be
favored in terms of discriminative power between AD patients and
HC.

We recovered the global disruption of functional connectivity in the
frequency-space and the region-space. Results on the regionwise
disruption of local connectivity are in line with literature where cross-
frequency coupling are not integrated [2, 3]. We found that individual
layer disruption indices were associated with the cognitive decline
of AD patients as measured with the mini-mental state examination
(MMSE) [324]. In particular, AD patients with disruption index close
to or slightly above zero, i.e. , patients similar to controls have the
best tested performance. We did not find such an association for
individual disruption indices of regions. This suggests that the global
reorganization of frequency coordination may be predictive of the
clinical outcome of AD patients and should therefore be preferred to
the regionwise one.

We finally found that both nodewise and layerwise multistrength cen-
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trality decrements were associated with more severe cognitive decline
in AD patients as measured by the MMSE score (Tabs. 7.1,7.2). In the
brain space, the most predictive area was the caudal anterior cingulate
cortex in both hemispheres, a well-known hub of information process-
ing in the brain that plays an essential role in AD pathophysiology
[325, 326]. Notably, a higher number of strongest associations were
found in the frequency space. The most significant were all located
within the alpha frequency range, considered one of the most reliable
non-invasive functional predictors of AD-related cognitive symptoms
[334, 335] .

Node-layer duality o�ers a natural framework for capturing these
properties from multilayer brain networks. Here, we showed that AD is
characterized not only by the connectivity disruption in specific brain
areas, but more importantly by the aberrant coordination between
frequencies. Specifically, the cognitive decline of AD patients was
significantly associated with the reduced capacity of the alpha band
to facilitate cross-frequency information integration.

Indeed, this work could be improved either by increasing the popula-
tion size or exploring di�erent network sizes (i.e., di�erent parcellation
schemes) or by using di�erent network measures. Actually, given the
unavoidable presence of noise and artefacts, it is often di�cult to de-
tect groupwise di�erences based on local connectivity measures [131].
Also, as discussed in Ch. 3, the brain network reconstruction supposes
arbitrary choices such as the selection of the connectivity measure.
With bicoherence, we focus on non-linear phase coupling within and
between frequencies. Although results can be consistent between
di�erent protocols and connectivity measures (e.g. , the disruption of
the alpha band in AD), one should be aware that our results can be
attached to a particular aspect of the brain activity. Staying in the same
protocol, the results should be validated by keeping the asymmetry of
the bicoherence links. Furthermore, the correlation analysis including
the MMSE score should be corrected for age and level of education
since it has been shown that they influence the outcome of the score
[336].

A thrilling perspective, would be to derive a mechanistic model of the
functional neurodegeneration of Alzheimer’s disease based on the
node-layer duality. For instance, using the parameters of the stochastic
rewiring model, we could test whether the disease is a multilevel
randomization of normal brain functions at the node and layer level
with a potential predictive power on the severity of the disease.

In conclusion, our approach provides the first proof-of-concept ac-
counting for complementary aspects of multilevel brain systems with
broader implications in basic and clinical neuroscience.

7.4 Material and Methods

For reproducibility, we provide an Owncloud repository (hyperlink in-
cluded in the online version) containing the supra-adjacency matrices
described in the following sections.

https://owncloud.icm-institute.org/index.php/s/TnIgMSBNQMbdnz3
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7.4.1 Participants

The research was conducted in accordance with the Declaration of
Helsinki. A written informed consent was obtained from subjects af-
ter explanation of the study, which was approved by the local ethics
committee of the Pitie-Salpetriere Hospital. The study involved 23
Alzheimer’s disease (AD) patients (12 women) and 27 healthy age-
matched control (HC) subjects (20 women). All participants underwent
the Mini–Mental State Examination (MMSE) for global cognition. Inclu-
sion criteria for all participants were:

I age between 50 and 90.
I absence of general evolutive pathology.
I no previous history of psychiatric diseases.
I French as a mother tongue.
I clinical diagnosis of Alzheimer’s disease.
I Mini–Mental State Examination (MMSE) score greater or equal to

18.

7.4.2 Experiment

Magnetic resonance imaging (MRI) acquisitions were obtained us-
ing a 3T system (Siemens Trio, 32-channel system, with a 12-channel
head coil). The MRI examination included a 3D T1-weighted volumetric
magnetization-prepared rapid gradient echo (MPRAGE) sequence with
the following parameters: thickness = 1 mm isotropic, repetition time
(TR) = 2,300 ms, echo time (TE) = 4.18 ms, inversion time (TI) = 900 ms,
acquisition matrix = 256x256.

The magnetoencephalography (MEG) experiments consisted in a rest-
ing state with eyes closed. Subjects were placed in magnetically shield-
ing room and were asked to remain at rest. MEG signals were collected
using a system that comprised 102 magnetometers and 204 planar
gradiometers (Elekta Neuromag TRIUX MEG system) at a sampling rate
of 1,000 Hz and online low-pass filtered at 330 Hz. The ground elec-
trode was located on the right shoulder blade. To favor physiological
artifacts reduction, an electrocardiogram (EKG, Ag/AgCl electrodes)
was placed on the left abdomen and a vertical electrooculogram (EOG)
was simultaneously recorded. Four coils were fixed to the participant
in order to monitor head position and to enable coregistration with the
anatomical MRI. To digitize the physical landmarks (namely, the nasion,
the left and right preauricular points) we used a Polhemus Fastrak
digitizer (Polhemus, Colchester, VT). Three consecutive clean epochs
of approximately 2 min each were extracted for further analysis.

7.4.3 Processing

To remove external noise, a signal space separation was performed
using MaxFilter. An in-house software was used to remove cardiac
and ocular blink artifacts from MEG signals via a principal component
analysis. MEG epochs that still presented contamination were removed
after visual examination. At the end of the process, we obtained three
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preprocessed epochs per participant. The source reconstruction of
the MEG activity was performed in two steps [337, 338]. First, to solve
the direct problem, we used the individual segmented T1-weighted
images [339, 340] from which we imported cortical surfaces in the
Brainstorm software [341]. The software was used to model approxi-
mately 20,000 equivalent current dipoles. Then, to solve the inverse
problem, we applied the weighted minimum norm estimate approach
with overlapping spheres [342].

7.4.4 Functional connectivity

Nodes of the MEG-based multifrequency brain networks are Regions
of Interests (ROIs), N=70, defined by the Lausanne cortical atlas par-
cellation (subcortical ROIs not included) [343]. Layers are frequency
bins ranging from 2 Hz to 40 Hz included for a total of M=77 layers.
The connectivity measure is the bicoherence [323] which is defined
to consistently estimate the connectivity within and across frequency
layer and was proved to grasp non-linear similarities between ROIs.
By definition, values of bicoherence lie between 0 and 1. We estimate
the connectivity between any pairs of nodes at any frequency with
non-overlapping windows of length 2 s. Since the bicoherence is asym-
metric, we symmetrized the matrix by selecting the highest value of
bicohence between any two symmetric pairs in order to obtain an
undirected network. The average weight di�erence between the sym-
metric and asymmetric version is 15.7% in a favor of the symmetric
version (patients and controls included) with a maximum di�erence
of 19.7%.
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Conclusion 8
In this manuscript, we elaborated on the notion of topological duality
in multilayer networks. In a broader sense, duality refers to a com-
plementary, often antithetic representation of a given phenomenon
or object. For example, the electric and magnetic fields are dual ob-
jects, always orthogonal and induced by the temporal variations of
one with respect to the other. Actually, Maxwell’s tour de force was to
recognize that both fields are the complementary descriptions of a
single physical object, the electromagnetic field.

Beyond its conceptual appeal, duality is also often a crucial operational
concept. By switching descriptions, it often allows di�cult problems
to be mappped onto easier ones. One of the most famous examples
of this is the Fourier transform which maps problems from the time-
domain to the frequency domain. By doing so, it transforms any time-
dependent di�erential equations that are potentially di�cult to solve
into a simple algebraic equation.

Another important aspect of some dualities is that they can map
systems in which variables are quantitatively large to systems in which
quantities are quantitatively small. This type of duality is exemplified
by the Kramers-Wannier duality in statistical physics. In fact, this
duality establishes a formal relationship between strong and weak
spin coupling in an Ising model [344, 345].

In network science, the existence of dual communities in planar graphs
[346], the duality between equilibrium and growing networks [347], the
dual relationship between structure and dynamics [311, 348], are just a
few examples witnessing the fertile research area in the field. Network
duality is important not only from a fundamental perspective, but also
because it allows to reuse tools belonging to one discipline in the dual
one, and viceversa. For example, the geometric mapping between time
series and networks unlocks the use of signal processing techniques
in complex networks, as well as the use of graph theoretic methods
for time series analysis and modeling [349, 350].

While the dual properties of complex networks have recently begun
to be explored, their definition and meaning in multilayer networks
has not yet been introduced. In this manuscript we proposed the
node-layer duality to provide a first intuitive way to simultaneously
characterize structural properties of multilayer networks in both their
primal nodewise description and their dual layerwise counterpart.

We first defined the node-layer duality as two equivalent representa-
tions of a multilayer network where nodes are the interacting units
on the one hand and layers are the interacting units on the other
hand. We showed that the two representations are not trivially related
with respect to the second moment of the distributions of the struc-
tural properties. Then, we demonstrated the complementarity of the
two descriptions in characterizing one aspect of multilayer systems.
In particular, we showed that certain changes in local connectivity
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were visible only in one representation and not in the other. Also, we
showed that the wiring map and the number of connections of a multi-
layer network are constrained by both the node and layer multidegree
centrality (MC) sequences. We derived a stochastic rewiring model
that allowed us to systematically investigate the complementarity of
the representations by perturbing the wiring of the connections. We
analytically derived the expression of the perturbed MC sequences in
both representations which we subsequently summarized in distances
between the perturbed sequences and the initial ones. In the limit
of large networks, we established a formal node-layer duality rela-
tionship using MC-based distances.We derived a closed-form of this
duality in the case of random multilayer and multiplex networks. By
focusing on the MC, i.e. , the total number of links that a unit has within
and between di�erent levels, we provided a first basic characterization
of the node-layer duality of multilayer networks.

Then, we exploited this basic characterization of the node-layer duality
in an attempt to characterize di�erent classes of real-world multiplex
networks. We showed that the complementarity of the nodewise and
layerwise descriptions allows us to better discriminate between the
real-world multiplex systems at hand. We showed that they form two
clusters characterized by their spatial connotation which is not a priori
included in our model of local connectivity. The results also suggest
that di�erent classes of systems could be characterized by a partic-
ular interplay between the two descriptions. We have exploited the
complementarity of our characterization of the node-layer duality to
provide a method for visualizing multilayer networks. In contrast to
classical representations of multilayer networks, it allows to summa-
rize basic properties related to the connectivity and to represent the
whole multilayer network rather than just a part of it.

Next, we used our characterization of the node-layer duality to study
the functional neurodegeneration in Alzheimer’s disease in a mul-
tilayer network model that integrates cross-frequency coupling. We
hypothesized that one of the descriptions may be more relevant to
this problem than the other, a typical feature of dual representations.
We showed that the layerwise (i.e. , frequencies) description has a
better discriminative power between AD patients and HC compared to
the nodewise one (the nodes). Then, using a global measure of the
connectivity changes between the abnormal and healthy state, we
found that the global disruption of frequency connectivity could be
a good predictor of the cognitive decline of in patients. We did not
find any predictive power on the nodewise description. Regarding the
connectivity of each interacting unit, many regions and frequencies
were associated with the cognitive decline in patients. However, the
strongest associations were found in the layerwise description, espe-
cially in the alpha band which is one of the most consistent biomarkers
of the functional AD neurodegeneration in the literature.

In conclusion, we have shown that the node-layer duality has the dis-
tinctive features of dualities (as discussed in the previous paragraphs)
that can be further exploited. Through the stochastic rewiring model
and the study of real-world multiplex networks we have shown the
complementarity of the two descriptions. This could inspire generative
models that act on both descriptions simultaneously. For instance
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[62]: Bianconi (2018), Multilayer net-
works,

we can model the functional neurodegeneration of Alzheimer’s dis-
ease according to these two perspectives. In our work, we focused
on the local connectivity but investigating other measures such as
the clustering coe�cient or the small world index could be a natural
continuation to exploit the complementarity of the node-layer duality
approach. .Emergent phenomena in complex systems are said to be
rooted in the interaction of their components. Similarly, the correla-
tion of nodes across layers are believed to be at the core of emergent
phenomena in multilayer networks as compared to their single-layer
counterpart [62]. In this perspective, the node-layer duality paves the
way to study the interaction between nodes and layers in multilayer
networks. In fact, the non-trivial interplay between nodes and layers
structural and dynamical properties can potentially uncover invariants
that characterize multilayer network across and within a particular
class (biological, infrastructure, social...).

The study on Alzheimer’s disease showed an example of the strong
relevance of the dual description compared to the weak relevance
of the primal one. This suggests that both descriptions should be
systematically explored to uncover which one is the most relevant for
a given problem. Furthermore, it may prompt new hypotheses about
why and how one or the other description is more relevant.

Since the role of nodes and layers are intertwined from one description
to the other, we can reuse tools that were defined for the nodewise
description on the layerwise description and viceversa. This can enrich
our description of both nodes and layers.

Considering the broad scope of multilayer network models, we hope
that the echo of node-layer duality will be felt universally.
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Code

In this part we present the stochastic rewiring algorithm in Python.
The code with mock data is available on GitHub (link for the online
version).

import numpy as np
import pickle
from random import choices

def to_ supra_ index(N,uplet):
"""Convert tensorial indices (layer,layer,node,node) into
flattened matrix indices (row,col)
Input:
N – number of nodes
uplet – tensor indices (layer,layer,node,node)
Output:
row, col – matrix indices (row,col)"""
k, l, i, j = uplet[0],uplet[1],uplet[2],uplet[3]
row = k*N +i
col = l*N +j
return row,col

def to_ tensor_ index(N,uplet):
"""Convert flattened matrix indices (row,col) into
tensorial indices (layer,layer,node,node)
Input:
N – number of nodes
uplet – matrix indices (row,col)
Output:
row, col – tensor indices (layer,layer,node,node) """
row,col = uplet[0],uplet[1]
k = row // N
l = col // N
i = row % N
j = col % N
return k,l,i,j

def build_ instructions(uplet,com):
"""Set which type of rewiring are allowed or not with a
boolean instruction
ex: com["be_ interlayer] = False forbids the rewiring
algorithm to rewire links in an interlayer space
Input:
uplet – proposed tensor indices

https://github.com/Presigny/phd_code
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(layer,layer,node,node) to rewire in
com – dictionary with two keys ["be _ interlayer"] and ["replica"]
Output:
boolean – False if the proposed rewiring is forbidden
""" a,b,c,d = uplet[0], uplet[1], uplet[2], uplet[3]
if com["be_ interlayer"] == False: # CARE: present a
matrix that has no interlayer links otherwise it runs during
infinity
if a!=b: # if we are in an interlayer space for the
new_ uplet...
return False #... then forbids this change by False
elif com["replica"] == False:
if (a!=b and c == d): # we selected a replica as
new_ uplet
return False # the change is forbidden
return True

def select_ intra(A,N,uplet,rng,com,trial):
"""Return the hole where ’uplet’ is rewired according to
the p_ node event,
which keeps the (inter)layer indices fixed
Input:
A – supra-adjacency matrix
N – number of nodes
uplet – tensor indices (layer,layer,node,node) of the
link to rewire
rng – random number generator
com – dictionary with two keys ["be interlayer"] and ["replica"]
trial – number of proposed new rewired position
Output:
[:, ;, 0, 1] – Position where the link "uplet" is rewired, it links node a
in layer k to node b in layer l """
k, l, i, j = uplet[0], uplet[1], uplet[2], uplet[3] # the
coordinates of the selected uplet
rand_ N = list(rng.integers(N,size=[CA80;, 2]))
for a,b in rand_ N:
avoid_ self_ loops = not((a == b) and (k == l)) #
condition to avoid rewiring in self-loops
conditions = build_ instructions([:, ;, 0, 1],com) and
avoid_ self_ loops # and avoid_ rewire_ inter # and
avoid_ double_ replica
row,col = to_ supra_ index(N,[:, ;, 0, 1])
if A[A>F, 2>;] == 0 and conditions:
return [:, ;, 0, 1]
return None

def select_ inter(A,N,M,uplet,rng, com,trial):
"""Return the hole where ’uplet’ is rewired according to
the p_ layer event,
which keeps the node indices fixed
Input:
A – supra-adjacency matrix
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N – number of nodes
M – number of layers
uplet – tensor indices (layer,layer,node,node) of the link to rewire
rng – random number generator
com – dictionary with two keys ["be interlayer"] and ["replica"]
trial – number of proposed new rewired position
Output:
[0, 1, 8, 9] – Position where the link ’uplet’ is rewired, it links node i in
layer a to node j in layer b """
k, l, i, j = uplet[0], uplet[1], uplet[2], uplet[3] # the coordinates of the
selected uplet
rand_ M = list(rng.integers(M, size=[CA80;, 2]))
for a, b in rand_ M:
conditions = build_ instructions([0, 1, 8, 9], com)
avoid_ self_ loops = not (a == b and i == j) # condition to avoid rewiring
in self-loops
row, col = to_ supra_ index(N, [0, 1, 8, 9])
if A[row,col] == 0 and conditions and avoid_ self_ loops:
return [0, 1, 8, 9]
return None
def select_ tel(A,N,M,uplet,rng,com,trial):
"""Return the hole where ’uplet’ is rewired according to the p_ tel
event,
which changes at least one of the layer index and one one the node
index
Input:
A – supra-adjacency matrix
N – number of nodes
M – number of layers
uplet – tensor indices (layer,layer,node,node) of the link to rewire
rng – random number generator
com – dictionary with two keys ["be interlayer"] and ["replica"]
trial – number of proposed new rewired position
Output:
[0, 1, 2, 3] – Position where the link ’uplet’ is rewired, it links node c in
layer a to node d in layer b """
k, l, i, j = uplet[0], uplet[1], uplet[2], uplet[3] # the coordinates of the
selected uplet
rand_ M1 = list(rng.integers(M, size=[trial, 2]))
rand_ N1 = list(rng.integers(N, size=[trial, 2]))
rand_ NM = [[rand_ "1[8][0],rand_ "1[8][1],rand_ #1[8][0],rand_-
#1[8][1]] for i in range(len(rand_ M1))]
for a,b,c,d in rand_ NM:
teleport_ condition = ((a != k or b != l) and (c!=i or d!=j)) or ((a != l or b
!= k) and (c!=j or d!=i)) # minimal condition for the teleport event
teleport_ condition_ 2 = ((a != k or b != l) and (c!=j or d!=i)) or ((a != l or
b != k) and (c!=i or d!=j)) # minimal condition for the teleport event
if teleport_ condition and teleport_ condition_ 2:
avoid_ self_ loops = not ((d == c) and (a == b)) # condition to avoid
rewiring in self-loops
avoid_ rewire_ inter = not ((c == i and d == j) or (c == j and d == i)) #
condition to avoid making p_ layer events
row, col = to_ supra_ index(N, [0, 1, 2, 3])
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conditions = build_ instructions([0, 1, 2, 3], com) and avoid_ self_ loops
and avoid_ rewire_ inter
if A[row,col] == 0 and conditions:
return [0, 1, 2, 3]
return None

def stochastic_ rewiring(s_ A,multi_ degree,multi_ degree_ DS,event_-
proba,R,dic_ instructions,number_ of_ trial_ per_ event=1200):
"""Return the hole where ’uplet’ is rewired according to the p_ tel
event, which changes at least one of the layer index and one one the
node index
Input:
s_ A – supra-adjacency matrix
multi_ degree – node multidegree sequence
multi_ degree_ DS – layer multidegree sequence
event_ proba – array [?_=>34, ?_;0H4A, ?_C4 ;] giving the probability
of
each related rewiring event
R – proportion of links to rewire (from 0 to 1)
dic_ instructions – dictionary with two keys ["be interlayer"] and
["replica"]
number_ of_ trial_ per_ event – number of proposed new rewired
position
Output:
s_ B – supra-adjacency matrix of the rewired multilayer network
l_ K – node multidegree sequence of the rewired network
l_ Ktranspose – layer multidegree sequence of the rewired network
number_ of_ unrewire_ edge – number of links that are not rewired
due to any problem """
R = int(round((s_ A.nnz * R))) # convert the proportion into number of
links
number_ of_ unrewire_ edge = 0
s_ A = s_ A.tocsr()
s_ A = s_ A +s_ A.T
s_ A = s_ A.tolil()
s_ B = s_ A.copy() #save the original matrix, s_ B is the one that is
rewired
l_ K = multi_ degree.copy()
l_ Ktranspose = multi_ degree_ DS.copy()
N = len(l_ K) # number of nodes
M=len(l_ Ktranspose) #number of layers
for r in range(R): #iteratively rewire R links
row,col = s_ B.nonzero() # row and col of all existing link in the network
random_ index = rng.integers(0, len(row), size=1) #select one link
uniformly at random among all exisitng link
while s_ B[A>F[A0=3><_8=34G][0], 2>;[A0=3><_8=34G][0]] == 2: # 2
indicates that the link were rewired already
random_ index = rng.integers(0,len(row), size=1)
classic_ uplet = [A>F[A0=3><_8=34G][0], 2>;[A0=3><_8=34G][0]] # al-
ways the first one of the random list
uplet = to_ tensor_ index(N,classic_ uplet)
new_ uplet = None
security = 0
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while new_ uplet is None:
event = choices(["intra", "inter", "tel"], event_ proba, k=1)[0] #
randomly choose the rewiring event according to the probability in
event_ proba
if event == "intra": #p_ node rewiring event
new_ uplet = select_ intra(s_ B,N, uplet, rng, dic_ instructions, num-
ber_ of_ trial_ per_ event)
elif event == "inter": #p_ inter rewiring event
new_ uplet = select_ inter(s_ B,N,M, uplet, rng, dic_ instructions, num-
ber_ of_ trial_ per_ event)
elif event == "tel": #p_ tel rewiring event
new_ uplet = select_ tel(s_ B,N,M, uplet, rng, dic_ instructions, num-
ber_ of_ trial_ per_ event)
security += 1
if security > 5: # if the structure of the net makes it impossible to move
the uplet so we keep it at its place
new_ uplet = uplet # hoping it is not the case for a lot of nodes (nor-
mally not because sparse net)
print("activate security")
number_ of_ unrewire_ edge += 1
k, l, i, j = uplet[0], uplet[1], uplet[2], uplet[3]
u, v, w, x = new_ uplet[0], new_ uplet[1], new_ uplet[2], new_ uplet[3]
# Update the multidegree sequences with the rewiring k,l,i,j -> u,v,w,x
l_ Ktranspose[k] -= 1
l_ Ktranspose[l] -= 1
l_ K[i] -= 1
l_ K[j] -= 1
l_ Ktranspose[u] += 1
l_ Ktranspose[v] += 1
l_ K[x] += 1
l_ K[w] += 1
classic_ new_ uplet = to_ supra_ index(N,new_ uplet)
# Update the supra-adjacency matrix with the rewiring k,l,i,j -> u,v,w,x
s_ B[classic_ new_ uplet[0],classic_ new_ uplet[1]] = 2 # 2 indicates to
the function that this links was rewired already
s_ B[classic_ new_ uplet[1], classic_ new_ uplet[0]] = 2
s_ B[classic_ uplet[0], classic_ uplet[1]] = 0
s_ B[classic_ uplet[1], classic_ uplet[0]] = 0
return s_ B,l_ K,l_ Ktranspose,number_ of_ unrewire_ edge
if _ _ name_ _ == "_ _ main_ _ ":
# Parameters
print("Begin")
name_ path = ’mock_ full_ multilayer_ N_ 20_ M_ 20.dat’
save_ path = "//"
with open(name_ path,’rb’) as f: # loading the data
parameter = pickle.load(f)
s_ A = parameter[’sparse’] # supra-adjacency amtrix of the network to
be rewired
multi_ degree = parameter[’l_ K’] # node multidegree sequence
multi_ degree_ DS = parameter[’l_ Ktranspose’] # layer multidegree
sequence
R = 1 # proportion of edges to rewire
number_ of_ trial_ per_ event = 1200 # for each trial 12 draw are tested
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before new_ iplet is declared None
event_ proba = [0, 0, 1] # [?_=>34, ?_;0H4A, ?_C4 ;] giving the probabil-
ity of each related rewiring event
rng = np.random.default_ rng()
dic_ instructions =
dic_ instructions["be interlayer"] = True # if False, we dont rewire into
interlayer space, False is needed for multiplex networks)
dic_ instructions["replica"] = True # if False, we can’t rewire nodes in
replica

## Running rewiring algorithm
s_ B,l_ K,l_ Ktranspose,number_ unrewire = stochastic_ rewiring(s_-
A,multi_ degree,multi_ degree_ DS, event_ proba,R,dic_ instructions,number_-
of_ trial_ per_ event=number_ of_ trial_ per_ event)
## Saving data
dico =
dico[′B?0AB4′] = s_ B
dico[′;_ ′] = l_ K
dico[′;_ CA0=B?>B4′] = l_ Ktranspose
dico[′83G′] = event_ proba
dico[′#′] = len(l_ K)
dico[′"′] = len(l_ Ktranspose)
dico[′34=B8CH′] = s_ A.nnz
dico[′'′] = R
dico[′4E4=C_?A>10′] = event_ proba
dico[′=D<14A_> 5 _D=A4F8A43_4364′] = number_ unrewire
# with open(save_ path+"EuAir_ idx_ "+str(idx), ’wb’) as f:
# pickle.dump(dico, f)
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