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General Introduction

This thesis presents a study of the degradation processes of organochloride compounds using theoretical

chemistry methods and, in particular reactive molecular dynamics simulations. We developed a new reac-

tive potential, including the chloride atom, adapted to organochloride compounds, and implemented reactive

molecular simulations of the degradation of plastics and organochloride compounds of higher interest for

environmental concern.

In theoretical chemistry, a simple view of the availablemethodologies leads to twomain families: quantum

chemistry and molecular mechanics calculations1. The two families allow computing the energy of molecular

systems using either approximations or empirical potential.

The quantum chemistry calculations are based on the resolution of the Schrödinger equation providing

the electronic states of the systems characterized by their wave functions and energies2. This resolution

provides a complete description of the system by explicitly taking into account the electron density, which

opens various fields of investigation, including electronic or optical electron transitions, electron transfer,

chemical bonding analysis and chemical reactivity. Unfortunately, the accuracy of these methods is related

to their computational cost, so obtaining qualitative results can take a long time or is done at the cost of

a drastic simplification of the real system. In terms of the molecular system size, due to this limitation of

time consumption, using methodologies such as density functional theory on high-performance computing

centres allows quantum chemistry calculations to be applied to systems of maximum few hundred atoms.

On the other hand, breaking this limitation of molecular system size, molecular mechanics calculations,

using empirical laws often based on analytic expressions, can compute the energies and forces of large sys-

tems1. These empirical laws or potentials are commonly named force fields and are parameterized from

quantum calculations or experimental data. In this scope, the electrons are usually implicitly described as

partial charges or dipoles and are sometimes neglected. With these empirical approximations, molecular me-

chanics can be efficiently implemented in molecular dynamics simulations to compute the trajectory of large

molecular systems over time. With the technological improvement of computers over the last decades, us-

ing molecular mechanics, it is possible to run simulations with hundreds of thousands of atoms. This allows

for increasing the complexity of the considered systems in terms of chemical diversity and thermodynamic
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General Introduction

conditions.

The major thread of this thesis is the investigation of the reactivity of molecular systems in the gas phase

and in condensed matter. When it comes to investigating a molecule’s reactivity from theoretical chemistry,

quantum chemistry calculations are usually a good starting point1,3,4. Quantum chemistry is indeed able to

catch the electronic aspects of the bonds, and such calculations bring valuable information on the reaction

mechanisms. On the contrary, using classical molecular mechanics calculations, the connectivity between

atoms is fixed because it is a part of the force field definition, usually called the topology. Thus, it is impos-

sible to investigate the chemical reactivity of molecular systems using molecular dynamics which implement

classical force fields1. New types of force fields such as ReaxFF, published in 2001 by van Duin et al. 5 , were

designed to enable the simulation of dynamics bonds using molecular mechanics calculations by including

the possibility for bond forming and breaking. These reactive force fields were created to bridge the gap be-

tween quantum and molecular mechanics calculations, allowing the investigation of the chemical reactivity

of complex molecular systems from reactive molecular dynamics simulations.

From the reading of chapter I of this thesis, the reader will learn the different types of existing force fields,

as well as a presentation of the molecular dynamics simulation method. Special attention on the ReaxFF force

field will be made, and it will be presented that ReaxFF, since its first publication in 20015, has considerably

evolved with many different applications. Figure 1 gives an overview of the diversity of the investigations

implementing ReaxFF simulations. Notably, ReaxFF is divided into two major branches, the combustion and

the aqueous, where the differentiation came from a good description of liquid water in the aqueous force field.

Now that the reader knows ReaxFF, chapter II presents the topics on which the new force field we de-

veloped will be applied. Therefore, since the beginning of the 1900s, a new type of compound family, the

organochlorides, started to be used. Among them, we can find PCBs (polychlorinated biphenyls), massively

produced worldwide with more than 1.325.810 tonnes6, which are persistent, toxic and used in many different

industrial fields. The TCDD ((2,3,7,8-tetrachlorodibenzo-p-dioxin), the most toxic molecule of these families,

was used in the Vietnam war as a by-product of pesticides. Finally, the last compound presented in chapter

II is DDT (dichlorodiphenyltrichloroethane), which was used as a pesticide and is still used for fighting the

disease of malaria. Due to the environmental concerns with organochlorides, it has unfortunately become an

important research field. That is why, due to their size and their complexity, it was chosen to develop a new

ReaxFF force field to investigate their degradation in different environments.

Chapter III presents a complete description of the methodology used to develop the new reactive potential

with constructing the training and validation sets from quantummechanics calculations reference data. Then,

the new force field is optimized to implement the chlorine atoms extending the very last version of the ReaxFF

force field, allowing it to describe water and biomolecules adequately. After the entire optimization procedure

x



Figure 1: Representation of the subject area of ReaxFF publications, from 4594 articles.

depicted, it is also presented in this chapter the validation of the force field and its accuracy evaluation through

the publication of the force field in the Journal of Chemical Physics7.

Afterwards, Chapter IV focuses on plastic pyrolysis simulations and presents a performance comparison

of the two major branches of ReaxFF potentials, namely, the aqueous and the combustion branches. This

chapter uses the new aqueous ReaxFF force field we developed and compares its efficiency in describing the

combustion process of plastics with additives against two other combustion ReaxFF potentials. The three

polymers investigated are polyethylene (PE), polypropylene (PP) and polystyrene (PS), and the two additives

used are chlorobenzene and toluene.

The last chapter presents SnookRMol, a novel Python-based framework that aims to probe the reactivity of

molecules with simple reactants such as hydroxyl radicals. In the continuity of the thesis, the newly developed

force field was used to investigate the reactivity of three organochlorides, DDT, TCDD and the PCB 169,

as well as the worldwide used drugs diclofenac, with hydroxyl radical. The workflow of the software and

the recommendation for usage are described in the article, and the results obtained using SnookRMol are

compared with the literature.
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Chapter 1

Force Field Review and Presentation of

Molecular Dynamics

1.1 Introduction

This chapter starts with a historical presentation on the origin of computer simulation related tomolecular

dynamics. It leads to the presentation of the different molecular mechanics’ force fields used in molecular

dynamics to compute the total energy of a molecular system. First, the classical force field is introduced with

three examples. Then, brief presentations of the polarisable and coarse-grained force fields are given. A more

actual kind of force field is presented after, which is about themachine learning force fields with two examples.

After the presentation of all these force fields, as most of the force fields presented before cannot track the

reactivity, we present the reactive force field. These kinds of force fields are able to simulate bond breaking

and forming. It starts with the history of ReaxFF (Reactive force field), followed by a complete presentation

of the force field potential and the presence of the chlorine atom along ReaxFF. For tracking the reactivity of

molecular reactions using ReaxFF, molecular dynamics is used. That is why the last section of this chapter is

an introduction to molecular dynamics.

1.2 History ofComputer Simulations associatedwithmolecular dynamics

The story of computer simulation takes its root at the end of the second world war. Indeed, many new

technologies were developed for war purposes. To cite a few examples, the Enigma machine was invented in

1919 for encrypting confidential information or the famous electromechanics machine built by Allan Turing

to decrypt it (which started to work in 1943). The first electromechanical computer Zuse 3, was created in

1941 and was the first digital programmable computer used to compute complex matrices. It was followed by

the Harvard Mark I in 1944. At this time, John Von Neumann, who was working on the Manhattan Project,

1



Chapter 1. Force Field Review and Presentation of Molecular Dynamics

implemented a program in the Mark I to model the process of a nuclear detonation8. Nevertheless, the tech-

nology made a giant step forward in 1945, with the appearance of the fully electronic computers created for

the nuclear arms race. The first one created was the ENIAC (Electronic Numerical Integrator And Computer)

in the US, on which John Mauchly and Presper Eckert demonstrated in 1946 that thermonuclear weapon

construction was viable. From the astonishing capability of the new electronic computer, the mathematician

Stanislaw Ulam contacted John Von Newmann to discuss the use of statistical sampling together9. After sev-

eral exchanges, John Von Newmann wrote in 1947 the first version of what we now call the Monte-Carlo

algorithm to be used on the ENIAC10. Enrico Fermi originally invented this method in the early thirties,

but it could not be applied then. One year later, Newmann and a physicist called Nicholas Metropolis, with

their team, programmed the ENIAC to run the first Monte Carlo simulation of weapon core fission11. Thus,

just like this, in April 1948, the story of computer simulation began, and the first computerized Monte Carlo

simulations were made11. From that point, everything starts to accelerate in the computer simulation field.

In our case, we will only follow the development of the computer simulation evolution related to molecular

dynamics.

Some years later, in 1953, the Monte-Carlo algorithm was used by Nicholas Metropolis and its team to

perform the first simulation of a liquid on the new electronic computer, theMANIAC I (Mathematical Analyzer

Numerical Integrator and Automatic Computer Model I)12.

During the same period, published in 195513, Fermi, Pasta and Ulam created the first force field to simulate

the dynamics of an anharmonic one-dimensional crystal. One year later, the first force field for molecular

dynamics, and so, the first molecular dynamics was published by Alder and Wainwright14. In this first MD

simulation, Alder and Wainwright investigate the dynamics of an assembly of hard spheres. Almost fifty

years later, in 2001, Berni Alder was rewarded with the Boltzmann medal for "inventing the technique of

molecular dynamics simulation and showing that with such ’computer experiments’ important discoveries

in the field of statistical mechanics can be made, in particular, the melting/crystallization transition of hard

spheres and the long-time decay of autocorrelation functions in fluids"15. Following the molecular dynamics

of Alder et al.15, the first real material (not using conceptual particle) MD was done in 1960 to investigate

radiation damage16 and the first MD of a real liquid was made in 196417. Even if, in the beginning, scepticism

existed about computer simulations and molecular Dynamics, Alder is not the only scientist to get rewarded

for working in this field. Indeed, in 2013, Martin Karplus and his team were rewarded with the chemistry

Nobel prize 2013 for the first molecular dynamics simulation on biomolecule, which came back in 197718.
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1.3 Force Field review

As presented in the history of Computer simulation associated with molecular dynamics, the first force

field dates back to 1955. Since the development of the molecular mechanics (MM) method, many different

force fields have been developed, allowing the energy computation of molecular system. Originally designed

to study small organic molecules and determine molecular structures and vibrational spectra19. The devel-

opment of force fields was classified into four different groups. These four groups are the classical, the po-

larisable, the coarse-grained and the reactive force fields. We mainly focus on the classical force field and the

reactive ones with some examples, and short reviews on the polarisable and the coarse-grained are presented.

1.3.1 Concepts of Force Field

A simple definition of a force field (FF) is a mathematical expression describing the potential energy of

a system as a function of the system particles. The interatomic potential energy U(ri) becomes an analytical

equation with different parameters inside. The formalism of the potential comes from molecular mechanics,

which signifies that inversely to quantum mechanics, the electrons are implicitly described, such as point

charge or dipoles. The potential parameters are usually fitted from quantum mechanics computations or ex-

perimental data. Numerous force fields exist with different prospects and degrees of complexity. Nevertheless,

the equation 1.1 gives the simplest view of a molecular FF19.

U(ri) =
∑
bonds

1

2
kb(r − r0)

2 +
∑

angles

1

2
ka(θ − θ0)

2 +
∑

torsions

Vn

2
(1 + cos(nϕ− δ))

+
∑

impropers

kimp

2
(1 + cos(2ω − π)) +

∑
nj

4ϵnj

(
σ12
nj

r12nj
−

σ6
nj

r6nj

)
+
∑
elec

qnqj
rnj

(1.1)

The force field is divided into two kinds of energetical contributions, the intramolecular contributions

represented by the first fourth terms of the equation 1.1 and the intermolecular with the last two.

- The first term of this equation corresponds to intramolecular contributions of the bonds stretching. In

this simple case, the potential is harmonic controls the length of the covalent bond with reasonable values

for the parameter r0 the equilibrium length, r the bond length after stretching, and the spring constant kb.

However, a more realistic description of a covalent bond can be obtained with the Morse potential20 defined

by the potential of the equation 1.2.

V (r) = De(1− e−a(r−r0)2 (1.2)

With De the dissociation energy of the corresponding bond.
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- The second term, similarly to the bond stretching potential, represents a harmonic potential for the

bending angle, which controls, for example, three atoms linked in a molecule, with θ0 the angle of reference

and ka the spring constant.

- The dihedral bending potential is represented in the third potential, with ϕ the dihedral angle between

four different atoms, δ the phase, n the number of minima and maxima between 0 and 2π and Vn the height

of the potential barrier.

- The fourth is the improper bending potential which ensures the planarity of the system with ω the

improper angle implying a deviation of planarity.

- The two last terms correspond to intermolecular interactions, firstly the Van der Waals interactions

represented with the 12-6 Lennard Jones potential21 in the equation 1.1, with ϵ the well depth and σ the

particle diameter, and r the separation between the atoms. When r ≤ σ, it induces a repulsion interaction

preventing overlapping, and when σ ≤ r, it creates an attractive interaction which tends rapidly to zero.

- Finally, the last term corresponds to the electrostatic interactions represented by a coulomb equation,

with q the charge of the different atoms.

Obviously, the equation 1.1 presents an example of such potentials. After a quick review of the different

kinds of force fields, some of the more used force fields are introduced with their potential.

1.3.2 Classical Force Field

This group of force fields is similar to the equation 1.1 in their conception. Indeed, they are composed

of simple different potentials to describe different kinds of interactions inside the system. Some examples

are given in the following section, with a presentation of the AMBER force field (Assisted Model Building

with Energy Refinement)22, UFF (Universal force field)23, and CHARMM (Chemistry at HARvard Molecular

Mechanics)24.

But it also exists different other notorious force fields developed with the same idea but with different

parameterization, like

- CVFF (Consistent valence force field)25, its parameters were parametrized to represent amino acids,

water and several other functional groups including small organic crystals and gas-phase geometries. It can

represent well the potential of peptides and proteins (It is implemented in the Discover program).

- MMFF94 (Merck Molecular force field)26 and its predecessor the MM327 were optimized through quan-

tum mechanics computations. It was not developed to simulate one kind of molecule, even if it has great

accuracy on “organic/protein” complexes energies computations, but to represent the process of different

organic chemistry calculations.

- Compass (Condensed-phase optimizedmolecular potentials for atomistic simulation studies)28was parametrized
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from a wide range of experimental observables. Moreover, It is the first force field using condensed-phase

properties. So, it can predict properties, like structure, and conformation, in isolated and condensed phase

conditions.

GROMOS (GROningen MAchine for Chemical Simulations)29, similarly to CHARMM, shared a similar

name with the software GROMACS in which it is implemented. It allows doing simulations of biomolecules

with protein, nucleotide, and polymers. One of the specificities of the GROMOS FF is the united atoms (groups

of atoms can be represented as united atoms).

- OPLS (Optimized Potentials for Liquid Simulations)30 is extremely similar in the functional form of the

potential as the one of AMBER. However, in this force field, two models are presented, one named united

atom, where aliphatic hydrogens are not explicitly represented, which helps save simulation time. The other,

entitled all-atom, where the hydrogens are explicitly described.

1.3.2.1 AMBER Force Field

One of the first FF developed to investigate macromolecules as DNA and protein is the AMBER (Assisted

Model Building with Energy Refinement ) [22 force field developed by Peter Kollman. It was originally fitted

from quantum mechanics computation and experimental data as neutron diffusions or RMN. It becomes a

family of force fields. Even if the first published is one of the oldest classical FF, this family is still popular and

has been updated numerous times. The force field functional form of the AMBER family is similar to the one

we presented in the equation 1.1 with the potential presented in the equation 1.3.

U(ri) =
∑
bonds

1

2
kb(r − r0)

2 +
∑

angles

1

2
ka(θ − θ0)

2 +
∑

torsions

Vn

2
(1 + cos(nϕ− δ))

+

i−1∑
j=1

i∑
n=j+1

(
ϵnj

[
r120nj
r12nj

− 2(
r60nj
r6nj

)

]
+

qnqj
4πϵ0rnj

) (1.3)

With ϵ0 the permittivity of free space, and r0nj the distance at which the interaction energy between the

two atoms is zero. It is an equivalent expression of the Lennard-Jones potential where r0nj = 21/6(σ).

1.3.2.2 UFF Force Field

The universal force field (UFF) was published in 199223. The main idea of this new potential was to create

a new force field to investigate almost all periodic table elements with an atomic number lower than 103.

Indeed, using only the type of element, its hybridization and its connectivity, they provide parameters and

formulas to have a reliable potential for the full periodic table.
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U(ri) =
∑
bonds

1

2
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2 +
∑
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n2

[1− cos(nθ)] +
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2
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+
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)
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+

qnqj
4πϵ0rnj

) (1.4)

Where Cn are coefficients of a cosine Fourier series chosen to satisfy physically justified boundary condi-

tions, ϕ0 is the equilibrium dihedral angle. The principle difference with the other force field is the expression

of all the angle-related potentials through a small cosine Fourier series instead of the harmonic potential.

1.3.2.3 CHARMM Force Field

The CHARMM (Chemistry at HArvard Molecular Mechanics) force field shared its name with a macro-

molecular mechanics program24; it was optimized through ab initio energies and geometries of small organic

models. It was initially designed to investigate biomolecules like peptides, protein, and nucleic acid. The force

field is represented in the equation 1.5.

U(ri) =
∑
bonds

kb(r − r0)
2 +

∑
angles

ka(θ − θ0)
2 +

∑
torsions

kϕ(1 + cos(nϕ− δ))

+
∑

impropers

kω(ω − ω0)
2 +

∑
Urey−Bradley

ku(u− u0)
2

+
i−1∑
j=1

i∑
n=j+1

(
ϵnj

[
r120nj
r12nj

− 2(
r60nj
r6nj

)

]
+

qnqj
4πϵ0rnj

) (1.5)

The difference here is the use of a harmonic potential for the potential terms of improper bending and the

Urey-Bradley potential with u, the distance between atoms 1,3. This potential is a cross-term that accounts

for 1,3 non-bonded interactions not taken into account by the bond and bending angles terms.

Even if the classical force field has great advantages, such as simple analytical expressions, chemically

intuitive, and efficient scaling, they cannot describe chemical reactivity as the connectivity is fixed. After a

short review of the polarisable, coarse-grained and machine-learning force fields, it is presented the reactive

force field created to investigate chemical reactivity.
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1.3.3 Polarisable Force Field

Some properties that the classical force field does not take into account are the electrostatic polarisation

and the inter and intramolecular charge transfers. Thus, another kind of force field appeared in 1976 with

the work of Warshel et al.31, named the polarisable force field. In this first work, they investigated enzymic

reactions by considering an enzyme-substrate complex surrounded by water solvent. They used a dielectric

model to investigate the solvation energy due to the solvent water molecules’ polarization of the enzyme

atoms. This model defines different regions, with a region for the water and another for the complex. In both

regions, dipole-induced moments are computed in response to an electrical field and allow to increase in the

accuracy of the enzyme-substrate interaction.

From the classical force fields presented above, AMBER was updated in 2001 into a polarisable force

field using a simple isotropic polarization model. In this model, atomic point charges polarize other atoms

and interact with their induced atomic dipole moments. Thus, the electrostatic field inducing the dipole

moment on a particular atom is iteratively and self-consistently computed, and then the polarization energy

is computed with the equation 1.6.

Vpolarization = −1

2

i∑
αiE

0
i .Ei (1.6)

With α the polarisability, Ei the electric field on atom i due to charges and induced dipole and Ei 0 is the

electrostatic field on atom ith due to permanent atomic charges only.

Moreover, to represent the electrons in polarisable force fields, in addition with the atomic point charges,

the atoms also have a slight dipole moment or are defined with variable charges.

CHARMM classical force field32 was also updated with the fluctuating charge method to become polar-

isable, which is a model where the charge is redistributed among the atoms of a molecule to equalize the

electronegativity. The electrostatic energy of an N-atom molecule in a vacuum is described by the equation

1.7.

Velectrostatic =

N∑
i=1

χiQi +
1

2

N∑
i=1

N∑
j=1

ηijQiQj +
N∑
i=1

ΦiQi (1.7)

With Φ an external electrostatic potential at site i, Qi the charges, ηij the hardness and χi the electroneg-

ativity.

Finally, the last polarizable force field discussed here is the AMOEBA (Atomic Multipole Optimized Ener-

getics for Biomolecular Applications) FF33. Initially designed to investigate water, it gets updated, and it can

now simulate organic molecules and proteins with great interaction energy description34 35. The functional
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form of the AMOEBA force field is represented in the equation 1.8.

Uri = Ubonds + Uangles + Utorsions + Uimproper + Ubond−angle + UvdW + Uperm
ele + U ind

ele (1.8)

It has some differences with the classical force field potentials with a bond-angle cross-term and a 14-7

Lennard Jones potential for the Van der Waals interaction. However, the major difference is that instead of

the fixed charge atom model, they introduce a combination of fixed and polarizable multipoles. Thus, the

electrostatic energy is computed with permanent and induced multipoles, which allows a good description of

the molecular electrostatic potential.

1.3.4 Coarse-grained Force Field

Another type of FF are the coarse-grained force fields. The simulation of large systems, like biological sys-

tems, is extremely time-consuming due to the huge number of atoms. These force fields allow simplifying the

system representing atoms groups by unique spheres or beads. Thus, the number of interactions is radically

reduced. So, the choice of the extracted properties is essential to avoid the risk of an oversimplification of the

system. One of the first CGFFs was published by Levitt et al.36, in their work, they succeeded in simulating a

folding process of a protein. To do so, they replaced the main and lateral chains of the protein structure with

chains of pseudoatoms and used statistical sampling to arrange them. This simulation shows that the main

forces at the origin of the folded structure were the packing and the pairwise interactions of the side chains.

Nowadays, it exists numerous different CGFFs, and one of the most famous potentials is called the MAR-

TINI37, which was initially developed in 2004 to study lipids, but it evolved to simulate diverse biomolecules

such as proteins and DNA. The conceptual idea of this FF is the use of four main concepts: charge, polar,

nonpolar, and apolar, which are also divided into different types. Then different kinds of interactions are used

between the different types of beads.

1.3.5 Machine Learning Force Field

More recently, a new type of FF has appeared, taking benefits from the development of machine learning,

entitled machine learning force field (MLFF), which is greatly reviewed by Unke et al.38. In this concept, the

main idea was to close the gap between ab initio methods and the efficiency of the classical force fields. In

contrast to the other force fields, it does not use a functional form. Indeed, they are built from reference

data through learning algorithms. Thus, one of the major advantages of these FFs is that there is no need

to describe chemical properties because they are learned from the reference data. The associated drawback

is the limited transferability of these force fields39. These force fields were successfully used to investigate

for example atomization energies40, predict unknown spin states41, predict thermodynamics properties42,
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determine electronic ground and excited-state properties43, study reactive molecular collisions44 or follow

protein folding45. It is important to notice that plenty of MLFFs are in development, continuously bringing

new possibilities. One key point in this kind of FF is that the necessary chemical properties used to train the

MLFF should be carefully made and selected38. Usually, to have accurate training data, high-level ab initio

calculations are used to create them38. The main idea of these force fields is that they learn the statistical

relation between chemical structure and potential energy from these data without the need for predefined

connectivity or interactions. Depending on the force field objectives, they require at least 200 chemistry data

in the training set to create the force field. Nevertheless, it can go up to 1000 data for complex systems38.

However, a recent new model used to train ML-FF named Bravais-Inspired Gradient-Domain Machine Learn-

ing BIGMDL46 was developed. It produces reliable MLFF with a relatively small training set (between 10 and

200 data).

These force fields are usually based on two different learning methods, Kernel-Based and Artificial Neural

Networks, which are presented in the following sections.

1.3.5.1 Kernel-Based Method

This method uses a linear classifier to solve a non-linear problem, such as energy predictions from nu-

clear positions. To achieve this, it transforms the initial system of non-linear data, like the structure and the

associated energy, into a higher dimension to obtain linear separable data. Then, it uses the so-called ’kernel

trick’ to avoid the heavy computation of all the new coordinates in this feature space, and it computes only

in this space all the inner-product of the images of all pairs of data. In order to give a better understanding of

this principle, a representation is presented in figure 1.1.

With N references values yi and the associated inputs of the kernel xi, this method aims to estimate ynew

from unknown xnew. In the case of MLFF, if we take the example of a force field investigating potential energy

surfaces (PES), yi can be potential energy and xi chemical and structural information, as positions charges38.

The formalism of this method, is represented in the equation 1.9 1.10 and1.1138.

y = f(x) + ϵ (1.9)

With ϵ the noise measurement, and f(x) which can be approximate as a linear combination presented in

the equation 1.10.

f(x) ≈
N∑
i=1

αiK(xi, x
′) (1.10)

With αi being a coefficient, and K the similarity kernel function, that allows computing the inner prod-
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Figure 1.1: In this schematization in figure a), the blue and yellow points are inseparable in this two-
dimensional space (x1, x2). However, it can be transformed into a higher dimensional feature space thanks to
a suitable kernel function represented by the black arrow. Thus it leads to a linearly separable space (x1, x2,
x3) presented in figure b) where the yellow points and blue points can be linearly separated by a plane.

uct between the new x’ and xi from the training set to measure the similarity of the two inputs, and so to

predict the new x’. It exists different type of kernel function, like the Polynomial kernel47, Fisher kernel48,

Convolution kernel49 and Gaussian kernel . Which are different in terms of complexity and usage.

Thus, with the example of the Polynomial kernel, the function is define with the equation :

K(xi, x
′) = (⟨xi, x′⟩+ c)d (1.11)

With ⟨xi, x′⟩ the inner product, d a hyperparameter defining the polynomial degree, and c a free-parameter

trading of the influence of lower and higher degree polynomials terms.

1.3.5.2 Artificial Neural Networks

The second method presented here is the Artificial Neural Networks method. This concept used artificial

neurons (or nodes) to mimic biological neurons network50 to predict new output from a set of inputs.

Thus, we propose first presenting the most simple case where there is only one artificial neuron in the

network, also called a logistic regression depicted in the figure 1.2. In this case, we have a set of observations

X ∈ Ri represented by the vector (x1, . . . , xi) from which we want to predict Y ∈ Rj the output vector

(y1, . . . , yj) using the equation 1.12.
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Y = WX + b (1.12)

With W the synaptic weight vector ∈ Ri×j , and the biases b ∈ Rj .

Figure 1.2: In this schematization of a simple neural network with one neuron, it is represented the different
layer with the input X, the weight associated W, the biases term b, the artifical neuron composed of the
weighted sum and the activation function (an example of activation function is represented here), and finaly
the output predicted Y.

From the initial vector input X, a weighted sum T is computed using the synaptic weights wi and the bias

term b. Then, the weighted sum T goes through an activation function σ, which allows to accept or refuse

the predicted output Y.

In the case of the artificial neuron network, it is similar to the one neuron case. However, it exists several

layers including several artificial neurons. Thus we have the input layers with X, followed by Z hidden layers

of variable dimension of artificial neurons leading to the final Y output layer. A representation is presented

in the figure 1.3.

The equation 1.12, becomes now the iterative equation 1.13 :

h1 = σ(W1X + b1)

h2 = σ(W2h1 + b2)

. . . (1.13)

hZ = σ(WZhZ−1 + bZ)

Y = WZ+1hZ + bZ+1
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Figure 1.3: Representation of a neural network, with the initial input X being the initial layer, followed by
several Hidden Layers, which the last one being the output layer predicting the output Y. The neurons are
indicated in grey, similar to the figure 1.2 with the layer denoted as hi, the synaptic connections in orange
with the weight vector W associated.

Finally, we can compare the predicted output Y to the reference output using a loss function. Then, by applying

a gradient minimization to this loss function, we can do a back-propagation procedure and update all the

weights and biases terms. With these new terms, new outputs can be predicted, representing how the artificial

neural networks are constructed to predict outputs.

An example of a force field developed with this method is, for example, the force field of Yoo et al.51, who

published an MLFF able to investigate the decomposition and reaction of the high-energy nitramine 1,3,5-

trinitroperhydro-1,3,5-triazine (RDX). It is indeed able to investigate the reactivity of these specific molecules

without requiring connectivity. It allows the introduction of the last kind of force field, the reactive force

field, which is presented in the next section.
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1.4 Reactive Force field review

The reactive force field is the last type of FF presented in this chapter. Indeed, with most of the force fields

presented before, breaking or creating a bond is impossible. That is why these force fields appeared, with

the possibility of simulating chemical reactions. In the following parts, it is presented a review of the ReaxFF

force field. Before, ReaxFF, reactive force fields based on the cut-off method based on distance criteria52 were

used. For example, they were used to investigate polymerization processes. However, this method does not

include dynamic bonds, which is essential for a good description of reactivity.

1.4.1 History of Reactive Force Field (ReaxFF)

In 2001 Adri van Duin, WilliamA. Goddard, III, and co-workers published a new reactive force field named

ReaxFF53. Initially designed to investigate hydrocarbons, they developed a new empirical potential for study-

ing reactivity through molecular dynamics at a low computational cost. They introduced the concept of bond

order in their intramolecular potentials, which permit bond breaking and creating. Moreover, the force field is

also based on the unique atom type principle, which means that there is only one set of parameters to describe

one element; for the carbon atom, there are no differences if the carbon is sp2 or sp3, the parameterisation

and the functional form of the force field include all carbon environments. It did not take long before new

versions of this potential appeared, with a new force field extending the force field of hydrocarbons in 2003

to investigate Si and SiO2 system reactivity54. It was followed in 2005 by a new ReaxFF potential developed

to investigate thermal-induced reaction in RDX55. Then, everything started to accelerate in 2008, with the fa-

mous C/H/O force field published by Chenoweth et al.56, which was trained against more than 1600 chemical

data. This publication presents the best current description of the ReaxFF potential, which we will use in the

next part, along with the different extensions.

Moreover, Chenoweth et al.56 optimized this force field using the full training set of carbon and hydrogen

from the 2001 force field, completing it with the addition of oxygen. This force field is mainly famous for its

reliability in computing high-temperature reactions such as pyrolysis. It is at the origin of many other force

fields, which are classified in the combustion branches of ReaxFF.

Indeed, an important aspect of the ReaxFF development is the appearance of two main branches during its

development. The combustion branch appears with the RDX force field of 2005. However, its denomination

really appears with the C/H/O force field of 2008. It comes from the great accuracy of the C/H/O ReaxFF to

describe water in the gas phase but lacks a description of the liquid phase. Hence, the combustion branch

is composed of force fields with oxygen and hydrogen parameters that describe well-water molecules in the

gas phase. In contrast, aqueous ReaxFF that appeared in 200857, describes water molecules accurately in the

liquid phase. The evolution of these two branches is fully detailed in figure 1.6 which is inspired by the ReaxFF
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review of Senftle et al.58.

Nevertheless, inside each of the two branches, they are force field subgroups that do not have the same

parameterisation of oxygen and hydrogen.

For example, at the beginning of the combustion branch, one subgroup was created following the RDX

force fieldwith the C/H/O of 2008, with its development presented in the figure 1.4, and another, made from the

Si-O force field of 2003 leading to the 2010 Si/O/H. In this branch, we can find different prospects for these force

fields, like studying hydrocarbon oxidation56, following the combustion of ammonia borane dehydrogenation

process59, investigating the decomposition of Explosive α-HMX60, modelisation of solid oxide fuel cell61,

evaluating the carbonation of polymers62.

Figure 1.4: Here it is represented a schematization of a combustion subgroup ReaxFF development from the
RDX ReaxFF of 2005. Each box represents the year of publication with the element of the force field published
and the letters for references with a55, b56, c63, d64, e65, f66, g60, h67, i62.

On the aqueous side, a great example of subgroups is, for example, the CHON-2017_weak force field68

which has one of the best descriptions of the water density and the weak interaction associated with it, and on

the other hand, the force field of Zhang 201769 which described the acid-base reactivity accurately in aqueous

solution with different pH. As well as for the combustion, the subgroups of the aqueous branch have different

prospects like, investigate biomolecules with the example of the subgroups of the figure figure 1.5, DNA-

damage by hydroxyl radicals70, proteins conformation71, polymers conformation72, or investigating different

surfaces Zn oxides57, Fe73 74, Si75, Al76, Ni77, and Ti78 but also to investigate Zeolite reactions79.

Finally, before going into the details on the functions of the ReaxFF potential, it is important to notice

that it also exists plenty of force fields which are not part of none of the two main branches but are dedicated

to specific cases. Indeed, they were not developed to investigate water in any case. In the different specific

cases, for example, it exists ReaxFF potentials to investigate different interfaces with Al81, Pt82, Ni83, or cluster
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Figure 1.5: Here it is represented a schematization of an aqueous subgroup for biomolecules investigation,
developed from the glycine ReaxFF of 201180. Each box represents the year of publication with the ele-
ment of the force field published and the letters for references with a)80, b) named protein-201371, c) entitled
CHON_2017_weak68, and d) the CHON_2017_weak_bb72.

fragmentation and desorption of molecular hydrogen with Mg84, Na85, Pd86 or different nanoparticles as

TiO2
87, gold nanoparticles88.

We can see from the figure 1.6t hat the field of applications of ReaxFF is extremely wild. Thus, it is nec-

essary to have a tunable potential. This flexibility is achieved through many empirical parameters presented

in the next part and usually denoted as pi (for partial energy contribution). Concerning the transferability

of these parameters between the different branches, Senftle et al.58 indicate in their review that they can be

transferred inside the aqueous branch and the combustion branch. However, depending on the origin of the

two merged force fields, if both are in the same branch and have the general parameters in common, they may

probably merge just fine. However, two force fields of the same branch but with different general parameters

will likely result in bad efficiency. In any case, merging two force fields should be done carefully; usually,

reoptimizing the force field may give better results than merging.

1.4.2 Chlorine atom description in ReaxFF

In this work, we are interested in investigating the reactivity of organochlorides in diverse environments

and, thus, by force fields describing the chlorine atoms correctly. In the existing ReaxFFs, some of them have

parameterized the chlorine atoms, such as all the force fields in the aqueous branch presented in figure 1.5.

However, it was used as a counter ion and could not simulate chlorinated molecules. It was also parameterized

in 2014 in the combustion force field60 g) of figure 1.4, with parameters for the carbon chlorine bond but

not for the bond with other elements. So, no real ReaxFF was available to investigate the degradation of

organochlorides, that is why, as it is presented in chapter III of the thesis, we optimize a new aqueous force

field, continuing the evolution of figure 1.5.

1.4.3 Reactive Force Field potential

This section presents the full ReaxFF potential from 2005 formalism implemented in different software

such as LAMMPS89 and ADF90, as well as the different variations that have appeared since 2008. A complete

description of the force field was given by Chenoweth et al.56in 2008, and this section takes its root from this
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Figure 1.6: Here it is represented a schematization of the ReaxFF development from the 2001 initial ReaxFF. At
the centre of the chart is represented the initial force field of 2001, then each extension of the circle corresponds
to two more years, starting with 2003/2004, followed by 2005/2006..., except the last one which contains
ReaxFF from 2019, 2020 and 2021. The ReaxFF in red parts belong to the combustion branch, those in blue to
the aqueous branch, and in green, they are independent (usually, the O/H parameters are not included). The
116 ReaxFF references depicted here are available in the annexe.

article.

1.4.3.1 ReaxFF total energy formalism

The equation 1.14 represents the potential to compute the total energy of the system with all the different

energetical terms.
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Esystem = Ebond + Elp + Eover + Eunder + Eval + Epen + Ecoa + EC2 + Etriple

+ Etors + Econj + EHbond + EvdW + ECoulomb (1.14)

All the energetical terms are presented in the following. The underlined terms are those using the bond

order to compute the energy. Indeed, as we mentioned above, ReaxFF introduces the bond order concept in

its potential, which allows for creating and breaking of bonds. Its formalism is directly presented in the next

part.

1.4.3.2 Bond order

The bond order BO′
ij between a pair of atom, is computed from the interatomic distance rij as it is shown

in the equation 1.15.

BO
′
ij = exp

[
pbo,1.

(
rij
rσ0

)pbo,2
]
+ exp

[
pbo,3.

(
rij
rπ0

)pbo,4
]
+ exp

[
pbo,5.

(
rij
rππ0

)pbo,6
]

(1.15)

With the first term being the contribution of the sigma bonds, the second pi-bonds and the last one the

double pie-bonds. The pi are complete empirical parameters, and rx0 are parameters defined.

In order to get a better understanding of the bond order in ReaxFF, it is presented in the figure 1.7 the

evolution of the bond order of the carbon-carbon bond in the C/H/O force field from 2008.

From this BO’, a correction is applied to obtain the correct BO. Indeed, from the uncorrected BO’, the

over-coordinatation is computed with the equation 1.16.

∆′
i = −V ali +

neighbours(i)∑
j=1

BO
′
ij (1.16)

With the second term being the total BO’ of the atom around and Vali being the bonding electrons of

the atom (equal to 4 for carbon and 2 for oxygen). This correction can compute the corrected BO with the

equations 1.17, 1.18, 1.19, 1.20, 1.21, 1.22 and 1.23.

BOij = BOσ
ij +BOπ

ij +BOππ
ij (1.17)
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Figure 1.7: Here, the evolution of the BO’ is presented as a function of the interatomic distance rij . In Black,
it is the BO’, in red the sigma contribution, in blue the pie contribution and in green the piepie contribution.

BOσ
ij = BO

′σ
ij .f1(∆

′
i, ∆

′
j).f4(∆

′
i, BO

′
ij).f5(∆

′
j , BO

′
ij)

BOπ
ij = BO

′π
ij .f1(∆

′
i, ∆

′
j).f1(∆

′
i, ∆

′
j).f4(∆

′
i, BO

′
ij).f5(∆

′
j , BO

′
ij)

BOππ
ij = BO

′ππ
ij .f1(∆

′
i, ∆

′
j).f1(∆

′
i, ∆

′
j).f4(∆

′
i, BO

′
ij).f5(∆

′
j , BO

′
ij)

(1.18)

f1(∆
′
i, ∆

′
j) =

1

2
.

(
V ali + f2(∆

′
i, ∆

′
j)

V ali + f2(∆
′
i, ∆

′
j) + f3(∆

′
i, ∆

′
j)

+
V alj + f2(∆

′
i, ∆

′
j)

V alj + f2(∆
′
i, ∆

′
j) + f3(∆

′
i, ∆

′
j)

)
(1.19)

f2(∆
′
i, ∆

′
j) = exp(−pboc1.∆

′
i) + exp(−pboc1.∆

′
j) (1.20)

f3(∆
′
i, ∆

′
j) = − 1

pboc2
.ln

[
1

2
.

(
exp(−pboc2.∆

′
i) + exp(−pboc2.∆

′
j)

)]
(1.21)

f4(∆
′
i, BO

′
ij) =

1

1 + exp(−pboc3.(pboc4.BO
′
ij .BO

′
ij −∆

′boc
i ) + pboc5

(1.22)
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f5(∆
′
i, BO

′
ij) =

1

1 + exp(−pboc3.(pboc4.BO
′
ij .BO

′
ij −∆

′boc
j ) + pboc5

(1.23)

With∆′boc
j , another overcoodination correction is created for atoms with lone electron pairs, like nitrogen

and oxygen, which help break these electron pairs and create bonds. The formula for this overcoordination

is described in the equation 1.24.

∆
′boc
i = −V alboci +

neighbours(i)∑
j=1

BO
′
ij (1.24)

With Valboci , the number of electrons associated with this valency equals four for oxygen and four for

carbon.

1.4.3.3 Bond Energy

This term is define by Ebond in the equation 1.14, it is computed using the different contribution σ, π and

ππ of the BO, with the dissociation energies parameters associated with these BO types, Dσ
e , Dπ

e and Dππ
e . The

equation of the bond energy is presented in the equation 1.25.

Ebond = −Dσ
e .BOσ

ij .exp

[
pbe1

(
1− (BOσ

ij)
pbe2

)]
−Dπ

e .BOπ
ij −Dππ

e .BOππ
ij (1.25)

1.4.3.4 Lone pair energy

In the equation 1.14 it referees to Elp. This penalty energy is due to the deviation of the computed number

of lone pairs from the optimal number. It uses the valence electrons Valei and the bond order. Its equation is

presented in the equation 1.26.

Elp =
plp2.∆

lp
i

1 + exp(−75.∆lp
i )

(1.26)

With∆lp
i of the equation 1.27, being the difference between the optimal number of lone pairs nlp,opt (equal

to 2 for oxygen and 0 for hydrogen) and the computed number of lone pairs around an atom nlp,i, the last

term calculated with the equation 1.28.

∆lp
i = nlp,opt − nlp,i (1.27)

nlp,i = int

(
∆e

i

2

)
+ exp

[
− plp1.

(
2 +∆e

i − 2.int

(
∆e

i

2

))2]
(1.28)
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With ∆e
i being the difference between the valence electrons and the total BO of an atom, defined by the

equation 1.29.

∆e
i = −V alei +

neighbours(i)∑
j=1

BOij (1.29)

It uses the valence electron valence electrons Valei , which equals 6 for Oxygen. From these equations, if

an oxygen atom has normal coordination with a BO = 2,∆e
ij will be equal to 4, and nlp,i = 2 and the lone pair

Energy vanished. However, if the BO starts to be higher than 2, it causes the break of a lone pair, and the

penalty is applied.

1.4.3.5 Overcoordination Energy

This energy, defines as Eover in the equation 1.14, is also a penalty energywhich applies for overcoordinate

atoms. It uses the Vali valency of an atom i and the BO order to compute an overcoordination term with the

equation 1.30.

∆i = −V ali +

neighbours(i)∑
j=1

BOij (1.30)

From this term, it computes a corrected overcoordination taking into account the deviation from lone pair

electrons∆lp
i , using the equation 1.31.

∆lpcorr
i = ∆i −

∆lp
i

1 + povun3.exp

(
povun4.

[∑neighbours(i)
j=1 (∆j −∆lp

j ).(BOπ
ij +BOππ

ij )

]) (1.31)

Thus, with this corrected overcoordination term, the penalty energy of overcoordination is computed

with the equation1.32.

Eover =

∑nbond
j=1 povun1.D

σ
e .BOij

∆lpcorr
i + V ali

.∆lpcorr
i .

[
1

1 + exp(povun2
.∆lpcorr

i

]
(1.32)

1.4.3.6 Undercoordination Energy

Similarly, with the overcoordination, there is also an energetical term Eunder , used for undercoordination

when ∆i is negative. Indeed, for under-coordinated atoms with π-electron, this term takes into account the

resonance of this π-bond through the equation 1.33 .
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Eunder = −povun5.
1− exp(povun6.∆

lpcorr
i )

1 + exp(−povun2.∆
lpcorr
i )

.
1

1 + povun7.exp

[
povun8.

(∑n(i)
j=1(∆j −∆lp

j )(BOπ
ij +BOππ

ij )

)]
(1.33)

1.4.3.7 Valence Angle Energy

Denoted as Eval in the equation 1.14, it is an energy contribution from the deviations in valence angle from

its equilibrium value (determined by the sum of π-bond orders SBO). Thus, it is calculated with the equation

1.34.

Eval = f7(BOij).f7(BOjk).f8(∆j).

[
pval1 − pval1exp

(
− pval2(Θ0(BO)−Θijk)

2

)]
(1.34)

With Θijk the angle considered, and the function f7 and f8, and Θ0 (BO) presented in the equations 1.35,

1.36 and 1.38.

f7(BOij) = 1− exp(−pval3.BOpval4
ij ) (1.35)

f8(∆j) = pval5 − (pval5 − 1).
2 + exp(pval6.∆

angle
j )

1 + exp(pval6.∆
angle
j ) + exp(−pval7.∆

angle
j )

(1.36)

With the ∆angle
j computed with the equation 1.37 to take into account over and undercoordination, and

Valanglei is equal to the Valboci of the equation 1.24.

∆angle
j = −V alanglej +

neighbours(j)∑
n=1

BOij (1.37)

Θ0(BO) = π −Θ0,0.[1− exp(−pval10.(2− SBO2))] (1.38)

With Θ0,0 the equilibrium angle.

And finally, the term SBO2 is obtained from the SBO term, the sum of π-bond orders with the equations

1.39 and 1.40.

SBO =

neighbours(j)∑
n=1

(BOπ
jn +BOππ

jn ) +

[
1−

neighbours(j)∏
n=1

exp(−BO8
jn)

]
.(−∆angle

j − pval8.nlp,j) (1.39)
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SBO2 = 0 if SBO ≤ 0

SBO2 = SBOpval9 if 0 < SBO < 1 (1.40)

SBO2 = 2− (2− SBO)pval9 if 1 < SBO < 2

SBO = 2 if SBO > 0

With these equations, for a carbon atom j, the equilibrium angle is changing with the π-bond order, when

its is equal to 0 it has an equilibrium angle of 109.47 and the carbon is hybridized sp3, to 120 in sp2 and the

π-bond order is equal to 1, and 180 in sp with π-bond order equal to 2.

1.4.3.8 Penalty Energy

Another penalty energy Epen in the equation 1.14 is added to the ReaxFF potential. It uses, for case when

an atom share double bonds with different neighbours, like in allene molecule, described by the equation 1.41.

Epen = ppen1.f9(∆i).exp

[
− ppen2.(BOij − 2)2

]
.exp

[
− ppen2.(BOjk − 2)2

]
(1.41)

With the function f9 defines by the equation 1.42.

f9(∆i) =
2 + exp(−ppen3.∆i)

1 + exp(−ppen3.∆i) + exp(ppen4.∆i)
(1.42)

1.4.3.9 Three-body conjugation Energy

With the example of the -NO2 group, it is necessary to have an additional term to describe three-body

conjugation, allowing great stability for this kind of conjugation. This term, Ecoa, is computed with the

equation 1.43.

Ecoa = pcoa1.
1

1 + exp(pcoa2.∆i)
.exp

[
− pcoa3.

(
−BOij +

neighbours(i)∑
n=1

BOin

)2]

exp

[
− pcoa3.

(
−BOjk +

neighbours(i)∑
n=1

BOkn

)2]
exp[−pcoa4.(BOij − 1.5)2].exp[−pcoa4.(BOjk − 1.5)2]

(1.43)

1.4.3.10 Torsion angle Energy

Etors corresponds to the energy contribution from torsion angles, calculated by taking into account the

dependence of the energy of torsion angles with the BO through the equation 1.44.
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Etors = f10(BOij , BOjk, BOkl).sin(Θijk).sin(Θjkl).[
1

2
V1.(1 + cosωijkl) +

1

2
V2.exp

(
ptor1.(BOπ

jk − 1 + f11(∆j , ∆k))
2

)
(1− cos2ωijkl) +

1

2
V3.(1 + cos3ωijkl)

] (1.44)

Where ωijkl is the torsion angle, V1, V2 and V3 are torsion barriers, and the functions f10 and f11 are defined

by the equations 1.45 and 1.46.

f10(BOij , BOjk, BOkl) = [1− exp(−ptor2.BOij ].[1− exp(−ptor2.BOjk].[1− exp(−ptor2.BOkl] (1.45)

f11(∆j , ∆k)) =
2 + exp[−ptor3.(∆

angle
j , ∆angle

k )]

1 + exp[−ptor3.(∆
angle
j , ∆angle

k )] + exp[ptor4.(∆
angle
j , ∆angle

k )]
(1.46)

A correction of these energetic terms is denoted as torsions 2013 in the ADF software. In function 10, to

ensure correct asymptotic behaviour of the BO, each function’s three-term is replaced by the functional form

of the equation 1.47.

[1− exp(−ptor2.BOij ] → [1− exp(−2ptor2.BO2] (1.47)

1.4.3.11 Four body conjugation Energy

In order to describe effectively aromatic system, an energitecal contribution is added to the ReaxFF po-

tential of the equation 1.14 named Econj , which represents the contribution of conjugation effects and it is

represented in the equation 1.48.

Econj = f12(BOij , BOjk, BOkl).pcot1.

[
1 + (cos2ωijkl − 1).sin(Θijk).sin(Θjkl)

]
(1.48)

With f12 being described in the equation 1.49.

f12(BOij , BOjk, BOkl) = exp

[
−pcot2.(BOjk−1

1

2
)2
]
.exp

[
−pcot2.(BOkl−1

1

2
)2
]
exp

[
−pcot2.(BOij−1

1

2
)2
]

(1.49)

Thus, with these equations, the conjugation energy is maximal when the BO is equal to 1.5.

As well as for the torsion it exists a correction for the function 12 in the torsions 2013 presented in the
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equation 1.50.

exp

[
− pcot2.(BOjk − 1

1

2
)2
]
→ sin(

π

3
BO)4 (1.50)

1.4.3.12 Hydogen bond Energy

In the ReaxFF potential, a term for the hydrogen bond interactions EHbond is also implemented. It is

obtained from the interactions between hydrogen linked to an atom X-H, creating a system: X-H - - Z. It uses

the hydrogen bond equilibrium distance r0hb, the distance rHZ and the angle of the system ΘXHZ , and the

equation is shown on the equation 1.51.

EHbond = phb1.[1− exp(phb2.BOXH)].exp

[
phb3

(
r0hb
rHZ

+
rHZ

r0hb
− 2

)]
.sin8

(
ΘXHZ

2

)
(1.51)

1.4.3.13 Correction Energy

EC2 is an energy penalty added in case of the triple bond between two carbons to destabilise the bond,

which is overstabilised by ReaxFF. This term is described by the equation 1.52 and depends on the BO and the

overcoordination term.

EC2 = kc2.(BOij −∆i − 0.04.∆4
i − 3)2 if BOij −∆i − 0.04.∆4

i > 3

EC2 = 0 if BOij −∆i − 0.04.∆4
i ≤ 3

(1.52)

1.4.3.14 Triple Bond Energy correction

However, paradoxically, for carbon monoxide, it is necessary to have the potential to stabilize this special

triple bond. This term Etriple in the 1.14 , only affects the C-O bonded pairs, and it is represented in the

equation 1.53.

Etrip = ptrip1.exp[−ptrip2(BOij − 2.5)2]

exp

[
− ptrip4.

(∑neighbours(i)
k=1 BOik −BOij

)]
+ exp

[
− ptrip4.

(∑neighbours(j)
k=1 BOjk −BOij

)]
1 + 25.exp[ptrip3(∆i +∆j)]

(1.53)
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1.4.3.15 Taper correction

In order to describe the intermolecular interactions of Van der Waals and the coulombic forces, a taper

correction from Vos Burchart (1995)56 was introduced in ReaxFF to avoid energy discontinuities at the range

of the non-bonded cutoff radius. Thus, this Taper correction is a 7th order polynomial depending on the

distance described by the equation 1.54.

Tap = Tap7.r
7
ij + Tap6.r

6
ij + Tap5.r

5
ij + Tap4.r

4
ij + Tap3.r

3
ij + Tap2.r

2
ijTap1.rij + Tap0 (1.54)

With Tapi are terms calculated from the non-bonded cutoff radius Rcut with the equation 1.55.

Tap7 = 20/R7
cut

Tap6 = −70/R6
cut

Tap5 = 84/R5
cut

Tap4 = −35/R4
cut

Tap3 = 0

Tap2 = 0

Tap1 = 0

Tap0 = 1

(1.55)

1.4.3.16 Van der Waals Energy

In the equation 1.14, the EvdW energy is the contribution of the Van der Waals interactions described

by a distance-corrected Morse-potential. It is expressed using the f13, which is a shielded interaction which

prevents high repulsion between atoms and shared valence angles. The equation 1.56 represents the Van der

Waals Energy, and 1.57 the f13.

EvdWaals = Tap.Dij .

[
exp

(
αij .

(
1− f13(rij)

rvdW

))
− 2.exp

(
1

2
αij .

(
1− f13(rij)

rvdW

))]
(1.56)

f13(rij) =

[
rpvdw1
ij +

(
1

γw

)pvdw1
] 1

pvdw1 (1.57)

With αij and γw being empirical van der Walls parameters, Dij the van der Waals dissociation energy,
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rvdW the van der Waals radius.

1.4.3.17 Coulomb Energy

The last term of the ReaxFF potential of the equation 1.14 is ECoulomb which is the contribution of the

Coulomb interactions described by a shielded Coulomb-potential presented in the equation 1.58. The potential

depends on the atomic charges qi and qj , the distance rij and γij , the shielding parameter.

Ecoulomb = Tap.C.
qi.qj[

r3ij + (1/γij)3
]1/3 (1.58)

1.4.3.18 Electronegativity Equalization Method

The Electronegativty Equalization Method (EEM)91 92.

χi = χ∗
i + 2η∗i qi +

∑
j ̸=i

qj
rij

(1.59)

With χi the electronegativty of the atom i, χ∗
i and η∗i the EEM electronegativity and hardness.

1.4.3.19 Long-range-correction

In 2011, Liu et al.66, added to the ReaxFF potential, a long-range-correction energy term describe in the

equation 1.60. This term is created to represent the London dispersion of the van der Waals interactions.

Elgd = −
N∑

ij,i<j

Clg,ij

r6ij + dR6
eij

(1.60)

With Reij is the equilibrium Van der Waals distance, and Clg,ij is the dispersion energy correction param-

eter.

1.4.3.20 Furman and Wales corrections

In 2019 and 2020, David Furman and David J. Wales published two articles fixing some discontinuities

in the Standalone ReaxFF potential presented above93 94. This section presents the corrections that they had

developed.

In their first publication to improve the numerical stability of ReaxFF93, they introduce a taper correction

on the BO to cancel the short-range interactions define in the equation 1.61.
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S(x) = 0 if x ≤ xmin

S(x) = Tap7th(x), if xmin < x < xmax

S(x) = 1 if x ≥ xmax

(1.61)

With S(x) the new taper correction, where xmin and xmax are cutoff values chosen in order to respect that

S(xmin) corresponds to a non-bonded environment and S(xmax) to a bonded environment, Tap7th(x) is a 7th

polynomial similar to the equation 1.54 and describes in the equation 1.62 and 1.63.

Tap7th(x) = S7.x
7 + S6.x

6 + S5.x
5 + S4.x+ S3.x

3 + S2.x
2S1.x+ S0 (1.62)

S7 = 20/x7r

S6 = −70/x6r

S5 = 84/x5r

S4 = −35/x4r

S3 = 140/x3r

S2 = −210/x2r

S1 = 140/x1r

S0 = 1

xr = xmax − xmin

(1.63)

With this new taper correction, they applied this function on the BO, which transformed several in-

tramolecular energetical terms presented in the equation 1.64.
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BO
′
ij = S(BO

′σ
ij ).BO

′σ
ij + S(BO

′π
ij ).BO

′π
ij + s(BO

′ππ
ij ).BO

′ππ
ij

Ebond = Ebond

Eval = Eval.S(BOij).S(BOik)

Epen = Epen.S(BOij).S(BOik)

Ecoa = Ecoa.S(BOij).S(BOik)

Ehbond = Ehbond.S(BOij).S(rik)

Etors = Etor.S(BOij).S(BOik).S(BOjl)

Econj = Econj .S(BOij).S(BOik).S(BOjl)

(1.64)

This correction seems to increase the energetical conservation of ReaxFF, which might be helpful for

geometrical optimization using ReaxFF. However, it is essential to indicate that this correction is only available

in the ADF, non-free software.

In their second publication in 2020, Furman and Wales94, introduces also taper correction to the lone pair

energetically terms, and especially the computation of number of lone pairs around an atom nlp,i presented in

the equation 1.28, with the new formalism presented in the equation 1.65 that ensure a continuous function.

nlp,i = fL(∆
e
i ) if∆e < l1

nlp,i = fL(∆
e
i ).Tap

7th(∆e
i ), if l1 ≤ ∆e

i ≤ l2

nlp,i = 0 if l2 ≤ ∆e ≤ r1

nlp,i = fR(∆
e
i ).Tap

7th(∆e
i ), if r1 ≤ ∆e

i ≤ r2

nlp,i = fR(∆
e
i ) if∆e

i > l1

(1.65)

With fR(∆e
i ) and fR(∆e

i ) functions presented in the equations 1.66 and 1.67, and l1, l2, r1 and r2 parameters

that verify l1 < l2 and r1 < r2.

fL(∆
e
i ) = ∆e

i −
1

2
− 1

π
tan−1

[
λsin(2π∆e

i )

λcos(2π∆e
i )− 1

]
(1.66)

fR(∆
e
i ) = ∆e

i +
1

2
− 1

π
tan−1

[
λsin(−2π∆e

i )

λcos(2π∆e
i )− 1

]
(1.67)

With λ a fitting parameter that verify 0 < λ < 1. In their publication they proposed values for their
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parameters with λ = 0.8, l1=-2.3, l2=-1.5, r1=1.5 and r2=2.3.

Moreover, they also applied a taper correction to the SBO2 computation of the equation 1.40.It is shown

in the equation 1.68, 1.69 and 1.70.

SBO2 = 0 if SBO ≤ 0

SBO2 = 2 ∗ Tap5th(SBO), if 0 < SBO < 2

SBO2 = 2 if SBO ≥ 2

(1.68)

Tap5th(x) =
s5.x

5 + s4.x+ s3.x
3 + s2.x

2s1.x+ s0
(xr − xl)5

(1.69)

s5 = −6

s4 = 15(xr + xl)

s3 = −10(x2r + 4xrxl + x2l )

s2 = 30(x2rxl + xrx
2
l )

s1 = −30(x2rx
2
l )

s0 = 10x2rx
3
l − 5xrx

4
l + x5l

(1.70)

With xl and xr parameters, which are used in the publication of Furman et al. with xl = -0.2 and xr = 2.2.

Finally, the last correction that Furman et al.94 developed concerned the torsion energetical terms. Indeed

they found that when a bending angle approaches 0° or 180°, the cos(ωijkl terms tend to 0 in the equation 1.44.

To fix this, they transform the product of the sins by elevating it to the power 3, presented in the equation

1.71.

sin(Θijk).sin(Θjkl) →
[
sin(Θijk).sin(Θjkl)

]3
(1.71)

Again, as for the correction of 2019, this correction is only available in the ADF software.

1.5 Introduction to Molecular Dynamics

In this part, the molecular dynamics simulationmethod is presented. This method allows investigating the

dynamic evolution of a molecular system depending on the time by generating the most probable trajectory

of the system from a given number of particles, which can be atoms95 96. A simple trajectory definition is a
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collection of phase points containing all the system particles’ positions and velocities.

The molecular dynamics simulation depends on statistical mechanics. Thus, the system investigated,

at equilibrium, depends on probability functions, which allow the connection of microscopic properties to

macroscopic thermodynamic quantities (such as temperature and free energy). Different thermodynamics

ensembles can be used with molecular dynamics and are presented in the following sections. However, the

main concept is that when the system respects the ergodic hypothesis, using the trajectory, it allows for

determining the time average (constituted of all the phase points sampled) and, then, the ensemble average.

In order to obtain the trajectory, the molecular dynamics method uses an iterative algorithm depicted in

figure 1.8 that will allow us to get into more details. One key component to investigate the motion of the

system is the forces that will be applied between each particle in the simulation, and for that, it is necessary

to determine the forces that apply on each particles.

Indeed the classical molecular dynamics method is defined by classical mechanics where each particle is

represented by its mass and interacts with each other using potentials. Thus, the simulation of the particles

is made thanks to Newton’s second law97 presented in the equation 1.72 :

F⃗i = mia⃗i = mi
δv⃗i
δt

= mi
δ2r⃗i
δt2

, i = 1, ..., N (1.72)

With N the total number of particles, mi the particle mass, a⃗i its acceleration, v⃗i its velocity, r⃗i its position

and Fi the total forces acting on it, and t defining the time. This forces is also defined by the opposite derivative

of the potential energy through the equation :

∑
Fi = −δU(ri)

δri
i = 1, ..., N (1.73)

With U, the potential energy and ri the ensemble of the position vector of the N particles. Thus, with

these two equations, it is possible iteratively, knowing the initial positions ri(t=0) and velocities vi(t=0), and

the forces acting on each particle (F1 (t=0),..., FN (t=0)) from the potential energy, to integrate and obtain our

new phase point with the new positions and the new velocities. So, after the chosen number of steps for the

simulation, the trajectory is obtained.

However, resolving this newton equations is not trivial and needs the use of an integration algorithm.

So, before running a molecular dynamics simulation, we must choose the model that we want for the

simulation. Indeed the model would determine the nature and number of particles inside our system, the

thermodynamics conditions, the boundary conditions implemented, the interaction potential used to compute

the system’s potential energy and to obtain the forces, and the algorithm used to solve Newton’s equation.

All of these different aspects of the model are presented in the following.
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Figure 1.8: Schematization of the Molecular Dynamics algorithm workflow. It starts with an initial phase
point denoted as P(t0), and then the system’s total energy is computed, the force is obtained, and with the
equation of motion resolved, it gives a new configuration. The iterative cycle is repeated as a function of the
number of steps chosen n.

1.5.1 Thermodynamic ensembles

The model for the molecular simulation also contain thermodynamic properties such as the temperature,

the total energy or the enthalpy, the pressure or the volume, and the number of particles or the chemical

potential. It exists different thermodynamic ensembles as: the microcanonical ensemble (NVE), in which the

number of particles (N), the volume (V) and the energy (E) are fixed to defined values. It is used in molec-

ular dynamics to investigate adiabatic processes with no heat exchange. In this ensemble, the Hamiltonian

corresponding to the total energy of the system is conserved through the equation :

HNV E =

N∑
i=1

1

2

p⃗i
2

mi
+ U(r⃗i) (1.74)

With the first term being the system’s kinetic energy and p⃗i the momentum equal at the velocity time the

mass, and the second term corresponds to the potential energy.

The canonical ensemble (NVT), with N, V and the temperature (T) are constant. With this ensemble, it

is possible to observe endothermic and exothermic processes where the system is connected to a thermostat

with which it can exchange energy. With this ensemble, the temperature of the system is defined by the next

equation :

T =
1

gkB

N∑
i=1

p⃗i
2

mi
(1.75)
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with g the degree of freedom and kb the Boltzmann constant.

In the Isothermal-Isobaric ensemble (NPT), N, the pressure (P) and T are kept constant. It is usually de-

noted as an ensemble corresponding to laboratory conditions with ambient temperature and pressure. These

three first ensembles are the most commonly used in molecular dynamics simulation in chemistry.

Thus, to maintain the temperature constant, different methods acting as a thermostat are used and pre-

sented below.

1.5.2 Thermostat

It exists diverse thermostats to equilibrate the system at a specific temperature. thereafter only two will

be presented which are the Berendsen98 and the Nosé-Hoover thermostats99 100.

1.5.2.1 Berendsen thermostat

The Berendsen thermostat is based on the usage of scaling factor for the velocities. Indeed, using this

thermostat, the system is coupled to an external heat bath with a temperature T0. At each step the gap

between the temperature of the system T and T0 is corrected by using a scaling factor on the velocities named

λ represented in the equation :

λ2 = 1 +
δt

τ

(
T0

T
− 1

)
(1.76)

With δ t the timestep of the simulation, τ is a coupling parameter that defines how tight the bath and

system temperature are. Indeed if τ is too high, the thermostat is inactive. If it is too small, it will create

unrealistic low-temperature fluctuations. Usually, in molecular dynamics, the value is fixed at 0.1ps. This

thermostat can efficiently relax a system at a temperature. Still, to extract properties when the equilibrium is

reached, the Nosé-Hoover is generally better101.

1.5.2.2 Nosé-Hoover thermostat

Another method is represented by the Nosé-Hoover thermostat. In this methodology, the idea is to im-

plement a new degree of freedom (s) acting like a heat reservoir. With this reservoir, it controls the system

temperature and it leads to a new Hamiltonian :

H(P,R, ps, s) = H′ +
p2s
2Q

+ gkBT ln (s) (1.77)

Where P and R represent all coordinates r⃗i and p⃗i, but they are both virtual, and related to the real coordi-

nates as R = r⃗i and P = p⃗i
s , g being the number of independent momentum degrees of freedom of the system,
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and Q is an imaginary mass. Thus in this equation, the first term correspond to the kinetic and potential en-

ergy of the system. Then the third and fourth terms represent the kinetic and potential energy of the artificial

coordinate s. It allows a constant temperature and ensures energy conservation.

1.5.3 Initial configuration

The first step of the Molecular Dynamics simulation is the initial configuration of the system, denoted

here as P(t0), containing the position and the velocities of our particles. Depending on the thermodynamics

ensemble chosen, an equilibrium procedure is usually done before the simulation to avoid drastic energy

changes during the simulation and generate the most probable phase point.

1.5.4 Boundary conditions

Another essential parameter of the model that should be well-considered is the boundary conditions.

Indeed, these conditions will drive the simulation by defining the environment around the simulation. In this

section, two of them are presented.

1.5.4.1 Periodic boundary conditions

The most used boundary conditions are the periodic boundary conditions (PBC)96. It corresponds to a set

of boundary conditions that simulate an "infinite" system with a finite number of particles using a unit cell.

This unit cell is repeated infinitely in all the dimensions, usually in three dimensions. Only one will be the

simulation box, the others being named "images". It means the simulation box that when a particle crosses the

border of the box, it re-appears on the opposite side with the same velocity. These conditions ensure that the

same number of particles in the simulation box will always allow condensed phase simulations. Thus, during

the simulation, only the properties of the simulated box are recorded and propagated. Moreover, the PBC are

usually combined with the minimum-image convention, which implies that each particle in the simulation

interacts with the closest image of the real particles in the system. A representation in two-dimension of the

PBC is presented in figure 1.9.

Moreover, due to the periodic boundary conditions, the simulation box should have a propagable topology,

whichmeans it cannot be a sphere, for example. It also important, to choosewisely the size of the simulation to

prevent unwanted interactions. As an example, if the size of the simulation box is too small for the simulation

of a macromolecule, it may interact with its own image.
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Figure 1.9: Schematization of PBC in two dimensions with, in black, the simulation box and around the
different images. The green particles represent particles going out of the boundary of the simulation box, and
the images, re-appearing on the other side, are represented by lighter green particles.

1.5.4.2 Lees-Edwards boundary conditions

The PBC is useful for molecular simulations of systems in thermodynamic equilibrium, but for non-

equilibrium, it is not suitable102. Thus, in this particular case, the Lees-Edwards boundary conditions (LEBC)

are used. It is based on a simple shear flow. Indeed, with these conditions, the upper and lower images are

sliding in different directions with constant velocity. A representation is given in figure 1.10.

So with this conditions, it main difference with the PBC, is for particles going out of the box on the y axis.

Indeed, the same process as for the PBC is applied for the y-coordinate, but the x coordinate and its velocity

should be shifted. Thus, the velocity Uv is directly proportional to the y direction depicted as L in the figure

1.10.

1.5.5 Integration of Newton’s equation

Integrating the forces using the second law of Newton’s described in the equation 1.72 leads to a system

of k times N differential equation, with k corresponding to the dimensional space. These kinds of differential

equations are not solvable with a computer, so there is no analytical solution. However, integration algo-
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Figure 1.10: Schematization of LEBC in two dimensions with, in black, the simulation box and around the
different images. In these conditions, the system is defined in three layers; In the upper is moving periodic
images with constant velocities Uv , and the lower layer with velocities -Uv . The last layer is the medium layer,
one with the simulation box. The images on this layer are named stationary periodic images. L indicates the
length on the y-axis of the simulation box.

rithms are used to solve this problem, which transforms the differential equations of the equation 1.72 into

an algebraic expression using the Taylor series expansion into the equation 1.78.

ri(t+ δt) = ri(t) + vi(t)δt+
1

2!
ai(t)δt

2... (1.78)

Where δt being the timestep of the simulation. With this equation, at the time (t+δt), the new position

can be expressed as a sum of the actual position adding the different differential orders, with two orders

represented here. Among all the different integration algorithms that exist as the Euler103, the Runge-Kutta104,

the simple Verlet105, we are presenting the Velocity Verlet (VV)106 and the Leapfrog Verlet (LFV)107.

1.5.5.1 Velocity Verlet algorithm

The Velocity Verlet algorithm is an algorithm of second-order integration. It is one of the most stable,

fastest and more accurate available. This kind of numerical integration considers that the forces acting on

particles are constant during one step. It stops the Taylor development in the equation 1.78 at the second

order, and define the velocity vi (t + 1
2 δt) presented in the equation 1.79.
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vi(t+
1

2
δt) = vi(t) +

1

2
ai(t)δt (1.79)

Thus, replacing vi(t) in the equation 1.78, we obtain :

ri(t+ δt) = ri(t) + vi(t+
1

2
δt)δt (1.80)

Moreover, as it was presented in the equation 1.73, the sum of forces (t+δt) can be computed from the

positions (t+δt), which leads us to summarize the following procedure :

vi(t+
1

2
δt) = vi(t) +

∑
Fi(t)

2mi
δt

ri(t+ δt) = ri(t) + vi(t+
1

2
δt)δt

Computation of the forces
∑

Fi(t+ δt) from the new positions ri(t+ δt)

vi(t+ δt) = vi(t+
1

2
δt) +

∑
Fi(t+ δt)

2mi
δt

equivalent to : vi(t+ δt) = vi(t) +

∑
Fi(t+ δt) +

∑
Fi(t)

2mi
δt

(1.81)

All this procedure is depicted in the figure 1.11.

Figure 1.11: Schematization of the Velocity Verlet algorithms. In red correspond the use of the total forces, in
blue the velocity and green the computation of the new forces from the new positions.

This algorithm allows to obtain at each step ri (t+δt), vi (t+δt) and
∑

Fi (t+δt). It respects the trajectory

invariance by the transformation t=-t, which means that the dynamic of the system is independent of the time

direction, and also it conserves the energy during the simulation. Another version of the Verlet Algorithm is

the Leapfrog, where the difference is that the calculations of positions and forces happen at the time t or t+δt,
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where the velocities are computed at the time t+1
2δt.

1.5.6 Timestep

Aswe have seenwith the integration of Newton’s equation, the last key parameter that needs to be defined

is the timestep. It should be well-considered before running a simulation. For the two Verlet algorithms

presented above, based on the second order of the Taylor expansion, the timestep δt should be small enough

to neglect high-order differential terms. However, if the timestep is too small, the simulation time would be

much higher. One way of choosing the timestep consists of defining the properties we want to extract for

our system. Indeed, we might consider the different bond vibrations and the diverse degree of freedom of

the system, which means that we should take a timestep lower than the smallest vibration of the system to

observe it. For example, when using a reactive force field, the timestep chosen is usually between 0.1 fs and

0.25 fs.
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Chapter 2

Overview of organochlorides in an

environmental context

2.1 Introduction

This chapter presents a global overview of polychlorinated biphenyls (PCBs), a family of molecules being

part of the organochlorides (OC), and a presentation of two major organochlorides, DDT (dichlorodiphenyl-

trichloroethane) and TCDD (2,3,7,8-tetrachlorodibenzo-p-dioxin). These three compounds are used in the

following chapters to investigate their reactivity which is one major reason for their presentation. The OC

are organic compounds with at least one covalent bond between a carbon atom and a chlorine atom. They

are compounds that have been widely used in industry or pharmaceuticals for the past half-century. Due to

their chemical stability, these OC can be measured in different environments, such as soil, water, atmosphere,

living organisms and food. Unfortunately, they are compounds of interest due to their environmental impacts.

Thus, DDT and TCDD are both organochlorine pesticides, which are highly toxic and persistent. Along with

PCBs (polychlorinated biphenyls), they have received worldwide attention due to their environmental impact

and high toxicity. Indeed, they have been identified as toxic, persistent compounds by the United Nations

Environment Programme and have been banned since 2001. However, they are still used in some countries.

This chapter introduces different OC and mainly focuses on PCBs because it is a major compound used to

develop the new ReaxFF force field created for organochlorides in the next chapters. In the next section, a

short presentation and a historical introduction are given on the production and use of these three OC. Af-

terwards, a brief presentation of their toxicity is given. It is followed by a presentation of their distribution

in the environment. Then, it focused on the physical and chemical properties of the PCB, with then, which

will be extremely useful in the following chapter, an overview of the theoretical investigation made on the

PCBs. This chapter finishes with the different techniques developed to remove organochlorides related to the
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following ReaxFF investigations.

2.2 Presentation and history of PCBs, DDT and TCDD

2.2.1 DDT

TheDDTC14H9Cl5 is synthesized from chloral and chlorobenzenemolecules, which leads to an organochlo-

ride with five chlorine atoms and two aromatic cycles. The representation of its formation is presented in the

figure 2.1. In total, DDT used in pesticides was composed of 14 compounds, with most of them being the

p,p-DDT (1,1,1-trichloro-2,2-bis(p-chlorophenyl) ethane) presented in the figure 2.1, and the second being

the o,p-DDT (1,1,1-tricholoro-2-(p-chlorophenyl)-2-(o-chlorophenyl) ethane), with one chlorine atom in or-

tho position on one phenyl ring. These two compounds are the most persistent compounds among the DDTs

pesticides with a reported half-life between 2 and 15 years108 depending of the environment.

Figure 2.1: It schematizes the synthesis of the DDT (C14H9Cl5) molecule represented on the right, from the
chloral (C2HCl3O), the first molecule and the chlorobenzene (C6H5Cl), the second. The chlorine is represented
in green and the oxygen in red.

Historically, in 1874, the first synthesis of DDT was made by Othmar Zeidler, an Austrian Pharmacolo-

gist109. However, the compound did not receive much attention until a swiss chemist named Paul Hermann

Müller experimented with insecticides for Switzerland’s major food shortages investigation. Thus, in Septem-

ber 1939, Müller experimented on DDT and identified its values as insecticides. From there, DDT was mas-

sively used around the world108, and it helped eradicate malaria from many countries. This capability of the

DDT to fight against disease allowed Müller to be rewarded with the Nobel Prize in 1948 for Physiology or

Medicine. However, despite its good efficiency against diseases, some worries started to appear at the begin-

ning of the sixties. For example, in the book ’silent spring’ by Rachel Carson, initially published in 1962110,
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where she started to question the potential impact that DDT could have on the environment and health and

presented results showing that it might be correlated to cancer and was dangerous for the wildlife. Thus, ten

years after the book, DDT agricultural use was banned in the United States108.

However, DDT was still used worldwide until 2001, UNEP (the United Nations Environment Programme)

decided internationally to ban certain POPs ("Persistent Organic Pollutants"), including PCBs and DDT, by

signing "The Stockholm Convention on Persistent Organic Pollutants" in May 2001111.

Nowadays, some countries are still using DDT as herbicides112, even if we are aware of its environmental

impacts. Despite its banishment, it is still measurable in European countries, validating its persistence113.

However, it is also used in some countries for malaria fighting disease, with the World Health Organization

(WHO) agreement114.

2.2.2 TCDD

The TCDD molecule was never industrially produced like the DDTs pesticides or the PCBs. It is formed

as a secondary product when synthesising different herbicides such as chlorophenols or some of the phenoxy

herbicide family. A representation of an example of chlorophenol and phenoxy acetic acid (based structure

of most of the phenoxy herbicide) and the TCDD are presented in the figure 2.2. Similarly to DDT, the TCDD

molecule’s half-life depends on the environment. In the article of Oslon et al.115, it is written that on soil

surfaces exposed to the sun, the half-life is about 1 or 3 years; when buried in tropical subsoils, the half-life

rise between 20 and 50 years and more than 100 years in water sediments.

Most of the reasons for the investigationmade on the TCDD came back to the VietnamWar115. Indeed, the

TCDD was a byproduct of the compounds used by the US army between 1961 and 1971 in the orange agent,

used in their herbicidal warfare program, which is still now measurable in Vietnam115. Moreover, another

unfortunate event with TCDD also happened in Italy in 1976, when an accident happened in a chemical

manufacturing plant, which is the highest population contaminated by TCDD116 and caused the death of more

than 3000 animals. It leads to new standardization of chemical manufacturing with new safety regulations,

notably the ’Seveso Directive’ of the European Union.

2.2.3 PCB

The last family introduces here is the PCBs. They come from the biphenyls (two phenyl rings linked

with a carbon bond), where between 1 and 10 hydrogens are substituted by chlorine atoms, which gives the

chemical formula C12H(0−9)Cl(1−10). In total, they are 209 molecules which are named following the IUPAC

(International Union of Pure and Applied Chemistry) nomenclature117.

With this nomenclature, numbers are associated to the topological positions of carbons atoms (1, 1’, 2, 2’,
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Figure 2.2: Schematization of the formation of the TCDD (C14H9Cl5) molecule from the synthesis of
chlorophenols (here with the example of the 3-chlorophenol) or the phenoxy acetic acid. The chlorine is
represented in green, and the oxygen in red.

3, 3’, 4, 4’, 5, 5’, 6, 6’), which allows to localise the hydrogen and/or chlorine atoms. The atoms linked to the

carbons 2, 2’ and 6, 6’ are in the ortho position, 3,3’ and 5,5’ in meta, and 4,4’ in para. A representation is given

in the figure 2.3. Moreover, in 1980, Ballschmiter and Zell invented a different nomenclature specifically for

PCBs by giving them a ’BZ number’118. This number depends on the number of chlorine atoms substituted

and their positions. An example is given with the PCB-1 in the figure 2.4, which in IUPAC nomenclature is

the 2-chlorobiphenyl, which indicates the substitution of hydrogen linked to carbon 2 by a chlorine atom.

The PCBs are divided in 10 subgroups, depending of the number of chlorine atoms in the molecule. Thus,

they are 3mono-chlorine, 12 di-chlorine, 13 tri-chlorine, 42 tetra-chlorine, 46 penta-chlorine, 42 hexa-chlorine,

24 hepta-chlorine, 12 octa-chlorine, 3 ennea-chlorine, and 1 deca-chlorine.

Concerning their history, it started in 1865, when the PCBs were discovered during tar analysis119. How-

ever, it was firstly synthesis only sixteen years after, in 1881, by two Deutsch chemists, Hermann Schmidt and

Gustav Schultz, who published the first article on the PCBs synthesis120. The intensive production started in

1929121. Indeed, they were used for their great thermal and electrical capacity allowing them to be used in a

large field of applications. For example, PCBs were used as dielectric fluids, transformers, and capacitors, but

they were also used in textile fabrication, and painting120.

In the history of PCBs, with the different large fields of application, the different production of PCBs could

have been a mixture of one conformer. However, for the majority, it was complex mixtures of different PCBs.

The goal of this mixture was to obtain a chlorination rate (between 21% and 68%) to fulfil their usages117.
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3’           2’                      2             3 

5’           6’                      6             5 

4                                                                   4’
1’        1

meta          ortho       meta    
      

meta          ortho       meta    
      

para       para

Clm         Cln

Figure 2.3: Representation of the PCBs structure using the IUPAC nomenclature. The positions ortho, meta
and para are indicated. The letters m and n are associated with the chlorine atoms representing the number
of substituted hydrogens.

Figure 2.4: Here is represented an example of the PCB-1 using the nomenclature of Ballschmiter and Zell.
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The fabrication process consists in adding anhydrous chlorine at a high temperature (150°C) with a catalyser

(iron or chlorine iron) to chlorate melted biphenyls121. The product is then purified with 0.3% of alkaline and

then vacuum distilled. The chlorination rate is more or less elevated depending on the contact time.

Thus, in the different PCBs mixtures the most used, we can find the Aroclor, Clophen, Phenochlor,

Kanechlor, Pyralene, Fenclor, Sovol, andDelor117. They are usually composed of between 100 and 140 different

kinds of PCBs, mono or non-ortho substituted122.

According to Breivik et al.6, in 2007, 1.325.810 tonnes of PCBs were produced since the 1930s. Among the

largest producers (production of more than 2.3% of the total production) is the company Monsanto (Aroclor)

in the United States with 48.4% of the total production, then Bayer AG (Clophen) in Germany with 12%

followed by Orgsteklo with 10. 7% and Orgsintez 2.4% in the U.S.S.R. (sovol), Prodelec with 10.2% in France

(Phenochlor and Pyralene), again Monsanto in England with 5% and finally Kanegafuchi (Kanechlor) in Japan

with 4.2%.

In 1936123, an article by Louis Schwartz entitled "Dermatitis from Synthetic Resins and Waxes" describes

the symptoms of workers involved in the chlorination of biphenyl and, more specifically, in purification. Thus,

it is written that some workers are subject to skin problems, digestive problems, impotence, eye burns and

haematuria. These symptoms were the first signs of more in-depth investigations into PCBs. In the spring of

1936, three workers at the ’Halowax Corporation’ in a PCB factory died of extreme jaundice. This tragedy

led to a study on rats carried out by Drinker et al.124, who showed that the toxicity of PCBs increased with

the degree of chlorination and that the liver was more likely to be affected. It was then established that PCBs,

even in low concentrations, can have severe repercussions. Their family of compounds is probably one of the

most dangerous of the different families of chlorinated hydrocarbons studied. Despite several controversies

surrounding this subject119, PCB production continued worldwide.

It was in 1969 that a Swedish scientist published an alarming article125. Indeed, he showed the omnipres-

ence of PCBs around us in various animal samples. He also demonstrated a higher concentration in animals at

the top of the food chain (eagles in this case), thus showing the ability of PCBs to bio-accumulate throughout

the food chain.

In October 1968, PCB poisoning from contaminated rice affected over 1200 people in Japan126. However,

the link with PCBs was not immediate and became known as "oil disease" or "Yusho" as a kind of food poi-

soning. Two years later, in the autumn of 1970, two studies from Kyoto University and Ehime demonstrated

the presence of PCBs in salt water and fresh fish in Japan. It proves Japan’s contamination of PCBs. Rapidly

after, between March and June 1971, PCB production in Japan was stopped. Unfortunately, after this incident,

several studies on the effect of PCBs on health will be published127 128 129. They identified numerous symp-

toms with physical abnormalities. However, in contrast to the abnormalities detected following "Yusho", the
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presence of liver abnormalities is not prevalent and seems more related to the presence of PCDFs (Polychlori-

nated Dibenzofurans) in the contaminated rice. The blood test showed a link between the plasma and certain

abnormalities. Indeed, exposure to PCBs in some subjects appears to have reduced the mean half-life of an-

tipyrin, suggesting an effect on the enzymatic metabolism of antipyrine in humans. In the continuation of the

studies on the symptoms linked to PCBs, in 1981, an article by Maroni et al.130 showed that the absorption of

PCBs happens by skin contact and that protection must be used.

As concern about the omnipresence and dangerousness of PCBs grew, Sweden, after Japan, decided to

ban their production in 1972131. This decision was followed, in 1976, by a measure of the American Congress

to ban the production of PCBs, but it was not until 1978 that all factories stopped producing them121. In

Europe, restrictions began in the 1970s. Moreover, countries began to ban PCBs, starting with Norway in 1980,

followed by Finland in 1985 and Denmark in 1986131. Nevertheless, it was not until 1990, during the Third

International Ministerial Conference on the Protection of the North Sea, that the European PCB-producing

countries decided to eliminate and destroy the remaining PCBs in use by 1999.

As mentioned previously, in 2001, UNEP (the United Nations Environment Programme) banished PCBs

with "The Stockholm Convention on Persistent Organic Pollutants"111. This choice was made because of their

capacity to bioaccumulate, their toxicities, their persistence and their capacity for long-range atmospheric

transport6. Nevertheless, in 2010, in old fabrication sites of PCBs, the concentration is still measurable with

quantities between 1 and 100 pg/m3 in the air and between 100 and 1000 pg/g on the ground. In 2011, PCBs

were still considered the sixth leading national cause of water quality problems in the United States132.

2.2.4 Toxicity of PCBs, DDT and TCDD

From the presentation of this three OC, the reader might have understand that they are all toxic and

persistent compounds. An index, named TEF (toxicity equivalent factor) was created, originally in 1997133

at the "The World Health Organization" (WHO) assembly in Stockholm, and then reevaluated in 2006134 to

classified the OC as a function of their toxicity. This index, is a comparison of the TCDD toxicity where

the TEF of TCDD is equal to 1, which is the most oxic of all the OC, known to have dermatological effects,

immunotoxicity, cancer predisposition, reproductive, growth, and endocrine effects134. Thus, the TEF index

is determined based on the so-called REP (relative effect potency), which corresponds to a power level of a

single compound from a single study in vivo or in vitro, depending on the available data during the evaluation

date. Then, to fix a TEF to a compound, it should produce a biochemical response or toxic when linked to aryl

hydrocarbon receptors133. Concerning PCBs, twelve of them got a TEF index, and are considered as the most

toxic PCBs. They are named dioxin-like PCBs, or DL-PCBs. These DL-PCBs have four chlorine atoms and are

all mono or non-ortho-substituted. The twelve DL-PCBs and their TEFs are presented in the table 2.1.
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N° PCB IUPAC WHO TEF 2005

PCB 126 3,3’,4,4’,5-PCBP 0.1
PCB 169 3,3’,4,4’,5,5’-HCBP 0.03
PCB 81 3,4,4’,5-TCBP 0.0003
PCB 105 2,3,3’,4,4’-PCBP 0.0003
PCB 114 2,3,4,4’,5-PCBP 0.0003
PCB 118 2,3’,4,4’,5-PCBP 0.0003
PCB 123 2’,3,4,4’,5-PCBP 0.0003
PCB 156 2,3,3’,4,4’,5-HCBP 0.0003
PCB 157 2,3;3’,4,4’,5’-HCBP 0.0003
PCB 167 2,3’,4,4’,5,5’-HCBP 0.0003
PCB 189 2,3,3’,4,4’,5,5’-HPCBP 0.0003
PCB 77 3,3’,4,4’-TCBP 0.0001

Table 2.1: Table Summary of different TEF indexes of the twelve DL-PCBs, with the reference index being the
TCDD TEF equal to 1. It indicates the BZ number and the IUPAC name with the TEF index.

Among the twelve DL-PCBs, PCB 126 is evaluated as the most toxic, and to confirm this, in 1995, it was

shown that it might be responsible for tumours135. It also as been demonstrate that PCBs have impact on

animals health136 137, and plants by reducing their ability to assimilate soil elements136 and their biosynthe-

sis138,139.

DDT does not have a TEF index, which signifies that it is less toxic than TCDD and DL-PCBs. However,

different studies weremade on animals like birds, they identified hyperplasia of the thyroid, changes in plasma

steroids, and brain weight140. The effect of DDT on human health is a controversial topic141. Indeed, thanks

to its capacity to fight malaria and the fact that each year 880,000 people die from it, the health effect that it

might provide is maybe worth the use.

2.3 Main transport routes of organochlorides

This section presents the main transports routes of the organochlorides. In reason of their large field of

applications, this section focuses mainly on the PCBs transport. A presentation of all the different transport

routes of PCB is given in the figure 2.5.
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Figure 2.5: Schematization of the diverse transport routes of the PCBs in the environment. On the right, it is
indicated a legend of all the different ways of transport. In order to simplify the visualization of the represen-
tation, the bin symbolizes a landfill, a closed factory is represented in black and white, and a working factory
is also represented, the transport is indicated by a car on the lithosphere and by a boat on the hydrosphere.
The bioaccumulation is indicated along the trophic chain with the ant and the lion on the lithosphere and the
fish with the shark on the hydrosphere.

Firstly, DDT, TCDD and PCB are three organochlorides which, thanks to their chemical properties, are

extremely persistent in both biotic and abiotic environments136 142 108. Before their production stopped, PCBs

could have been released into the air, water and soil through accidental leaks, losses during transport, and

spills into oceans, rivers and streams143. DDT was used principally as herbicides, so it has been released into

the environment like the PCBs144 145. The TCDD is never industrially produced; it spreads in the environment

mainly by the orange agent used in Vietnam146 or by synthesising other herbicides. Thus, its persistency, like

the other organochlorides, makes it spread in different environments147.

Focusing on the PCBs, their main transport route is the atmospheric148. Indeed, even today, despite major

restrictions on PCBs, they can be released into the atmosphere due to poor recycling of old materials/products.

Thus, the destruction by non-closed incineration of this waste is at the origin of the dispersion in the atmo-

sphere of PCBs and also of even more dangerous secondary products143 136 148. A study in 2003 showed that

in 5 different municipal incinerators, PCB concentrations between 0.01 and 1.5 mg/kg could be measured.

Leakages of old products such as capacitors or transformers143 131, can also volatilise PCBs into the air from

landfills. Unfortunately, these are not the only sources of PCB contamination in the atmosphere. During

their manufacture and even afterwards, evaporation from paints, coatings, plastics, accidental leaks during

transport, and contaminated water have also contributed to the dispersion of PCBs in the atmosphere131 136 149.

Concerning the PCBs penetration on soil, it happens mainly on the PCBs elimination sites and after atmo-

spherical deposition136. Thus, when the soil is rich in carbon, the adsorption of the PCBs is greater. However,

inverted, the vaporisation from the soil to the atmosphere happens when there is a low carbon concentration
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in the soil. Moreover, the vaporisation increases after rain thanks to a co-evaporation with water150.

Looking at their concentration, PCBs are found in the atmosphere in higher concentrations close to their

production site when they were still opened, or now from the old factory148. Moreover, the PCB concentra-

tion is higher in urban areas than in rural areas, with a factor of 20, according to Reddy et al.136. For example,

an American city has a concentration of 0.5mg/m3 against 0.02ng/m3 in the land. Finally, the indoor concen-

tration is generally ten times higher than outdoors148. Measurements have also shown that PCBs are also

present in the Arctic and the Antarctic poles with concentrations around 0.2ng/m3, whereas they have never

been used there.

Due to PCBs’ volatility and solubility differences, there is a redistribution on the water surface and in the

sediments in the hydrosphere. According to Soedergren’s study in 1990151, the concentration of PCBs at the

surface can be up to 500 times higher than in deeper areas. If the PCBs dissolved on the surface are in high

concentration, combined with a strong evaporation effect during a sunny day, the PCBs can be vaporised

into the atmosphere. In 1986, a study on Lake Michigan showed that vaporisation was the most important

process for removing PCBs from the lake152. In 1990, Maclachlan et al.153 also showed that this vaporisation

phenomenon was amplified when the water was more aerated, for example, in waterfalls.

The most chlorinated PCBs in water can be adsorbed on the surface of sediments, but also on organic

matter in suspension and on clay136 131. This adsorption significantly reduces their vaporisation and moves

the PCBs from water to a solid state. In 1995, a study showed a two-to-one ratio between PCBs associated

with suspended particles and PCBs dissolved in water154. This transition to the solid state by adsorption,

followed by sedimentation, leads to the immobilisation of PCBs for very long periods in the sediments. Thus,

aquatic sediments are natural reservoirs of PCBs, releasing them progressively by re-dissolution, which can

re-evaporate into the air131 136. These compounds are much less volatile than surface PCBs, so this process

occurs mainly in dry periods.

In case of heavy rainfall, PCBs can also be transported from the lithosphere to the hydrosphere by ero-

sion131.

About PCBs present in the atmosphere, they can be redistributed in the environment by two different types

of deposition, dry and wet155 156. Wet deposition is the main deposition source, accounting for 58% of the total

deposition flux, occurs through rain, snow and fog131 136. As a result of the meteorological conditions, wet

deposition occurs mainly by recovery of PCBs fixed on particles (98%) rather than from the gas phase (2%)157.

As for dry deposition, it is mainly done by gravitational settling after the PCBs have attached themselves to

particles such as dust or soot. An example of the amount deposited in 1990 on the Chesapeake Bay in the

United States, an annual concentration of 1.9µg/m3 was recorded by dry and wet deposition156.

Finally, the last pathway of contamination of PCBs in the environment, which is also the largest source of
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human contamination, is bioaccumulation along the food chain143 158. Indeed, thanks to their high solubility

in lipids, PCBs can accumulate in the various tissues of animals and thus extend along the food chain136.

Of course, bioaccumulation will depend on the feeding area of the animals. For example, for marine ani-

mals, those feeding at the surface will be more likely to accumulate more PCBs than those feeding at depth.

Similarly, since the concentration in sediment is much higher than in water, fish feeding in this area will

bioaccumulate more. Studies of the bio-concentration factor have shown that in the PCB family, the factor

increased for hexachlorobiphenyls, with some of them among the more toxic159 160. Moreover, it has been

shown that in the lithosphere, insects play a non-negligible role in the PCBs bioaccumulation161. Further-

more, for humans, the contamination is mainly done through their food via meat, fish, and dairy products136.

For example, in water containing 1 ng/L of PCBs, a fish living in this area will contain 105 ng/kg. Thus, a

human consuming about 1000L per year will be exposed to 1000ng of PCBs, compared to 10kg of fish for a

total exposure of 109ng of PCBs. Thus fish consumption will be 1000 times more contaminant for humans

than water consumption158.

In conclusion, PCBs can be found in many different environments, such as water, atmosphere, sediments,

soil, at low and high temperature. Their degradation in these different environments can be investigated

through the implementation of various computational strategies using several theoretical chemistry method-

ologies. Some investigations on the degradation in atmospherical conditions were done through quantum

chemistry calculations, in gas phases or in vacuum. However, quantum chemistry calculations cannot be ap-

plied to other environmental degradations due to the size or complexity of the system if one wants to include

an explicit solvent or the surface or interface with a solid material. For these systems, usually, molecular

mechanics calculations are used, and to investigate the reactivity, reactive molecular dynamics simulations

are usually implemented. As was presented in the first chapter, it is able to simulate the reactivity of complex

systems in different environments. That is why developing a new ReaxFF force field for OC will allow study-

ing their reactivity in all these different environments, and it might help design new removal methodologies

in the future. The creation of this new ReaxFF potential is the main objective of the following chapter. More-

over, to develop this model, we need to understand the different PCBs properties presented in the following

sections and, more importantly, the theoretical investigations already made.

2.4 Physical and chemical properties of PCBs

In this section, the physicochemical properties of PCBs will be presented. A product consisting of a single

PCB will be colourless and odourless, but mixtures of PCBs are generally a little yellowish, and sometimes a

little darker148 162.

It is not easy to generalise properties for PCBs due to their diversity and the compositions of the mixtures.
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However, the number of substituted chlorine atoms for single PCBs, or the degree of chlorination for mixtures,

play significant roles in their properties.162 131.

A fairly common characteristic of most PCBs is their ubiquity in the environment125. In fact, they are

said to be non-reactive by being resistant to acids, bases and heat136 162. This is why they are difficult to

biodegrade122 and can be maintained in ecosystems for a very long time163.

The degree of chlorination in the PCBmixtures impacts the viscosity. The higher it is, themore viscous the

solution will be148 162. Similarly, mixtures with low chlorination levels will have higher vapour pressures and

be more volatile. The densities of the mixtures are significant with values between 1.18g/cm3 and 1.56g/cm3

at 25°C162. In 2000 Johnson et al.122 published an article in which the composition of the most popular PCB

mixtures is indicated, composed of between 100 and 140 PCBs.

When looking at PCBs alone, it is possible to make similar conclusions. That is, the solubility in water

decreases with the number of substituted chlorines with LogKow values ranging from 5 to 6.9148. However,

the PCBs with the highest solubilities are those with chlorines in ortho positions162.

As mentioned previously, PCBs are highly lipophilic, allowing them to pass through the food chain by

bio-accumulating in fatty tissues and blood lipids164.

The PCBs with the least chlorine atoms are also those with the highest vapour pressures162 131. It implies a

dominance of these PCBs in the air. However, even those with the highest vapour pressures remain relatively

low compared to benzene and naphthalene148. Thus, from their characteristics, even if the favoured route of

transport is atmospheric, it can be assumed that a majority of PCBs are found in soils. In 2001, Erickson et

al.148 suggested that 99% of the global mass of PCB contamination in the environment is located in soils and

sediments.

PCBs also have high molecular weights; taking 35Cl as a reference, we obtain values ranging from 188

amu for mono-chlorinated PCBs to 493.7 amu for the ten-chlorinated PCBs148.

Presenting the last physicochemical properties, they have high boiling temperatures ranging from 285°C

to 456°C148 and are fire resistant with flash points (lowest temperature at which a liquid can form a mixture

with air capable of embracing) between 141°C and 196°C162, both increasing with the number of substituted

chlorine atoms. However, at very high temperatures, they can be combustible. They might produce harmful

by-products, such as hydrogen chloride, PCDFs (Polychlorinated dibenzofurans)162 131 and PCDDs (Polychlo-

rinated dibenzodioxins) like the TCDD.

2.5 Computational studies related to the reactivity of PCBs

The objective of this section is to present the molecular properties of PCBs by different factors, thus

allowing us to discuss their reactivities. That is why it is first presented some molecular properties of the
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biphenyls, which will be helpful to detailed PCBs molecular properties.

2.5.1 Biphenyl molecular properties

The biphenyl is at the origin of PCBs. It is interesting to identify the different molecular properties usually

investigated and do the same for PCBs, are compared them. In this idea, in 2001, Arulmozhiraja et al.165

published a review of the molecular properties of biphenyl to validate the use of DFT (Density-functional

theory) to study PCBs. In this review, it is compared various molecular properties obtained experimentally

and theoretically. It includes intramolecular bond distances, angles and torsions. We are mainly interested in

the central carbon-carbon bond between the two aromatic rings and the torsion angle between these two rings,

which will be named ϕ. In terms of energy, the rotational barriers necessary to obtain the plane conformation

of the biphenyl (ϕ = 0°) and the perpendicular one (ϕ = 90°) were investigated. Finally, the ionisation energy

and the electronic affinity are studied. The computation of the rotational barrier is done thanks to the two

equations 2.1 and 2.2. A representation of the perpendicular and planar structure of the biphenyl is given in

figure 2.6.

∆E0 = [E(ϕ = 0)− E(ϕ = ϕeq)] (2.1)

With ∆E0 the rotational barrier to reach the planar conformation, with E(ϕ = 0) the energy of the

planar conformation and E(ϕ = ϕeq) the energy of the equilibrium structure.

∆E90 = [E(ϕ = 90)− E(ϕ = ϕeq)] (2.2)

With ∆E90 the rotational barrier to reach the perpendicular conformation, with E(ϕ = 90) the energy

of the perpendicular conformation.

Figure 2.6: Here it schematizes on the left the perpendicular structure of the biphenyl and on the right the
planar structure. The carbon atoms are represented in grey and hydrogen white.

In table 2.2, the different molecular properties have been summarised with indications of the method used

and, if necessary for the theoretical studies, the basis set used. For simplifications, only 3 of the multiple

theoretical calculations that were made by Arulmozhiraja et al.165 are shown in the table 2.2.
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Reference Method Basis set C-C bond ϕ ∆E0 ∆E90 EA IP
166 IR Exp. 4-8 4-8
167 Raman Exp. 6.0 6.0
168 ED Exp. 1.507 44.3±1.2 6.0±2.1 6.5±2.0
165 HF 6-311G(2d,2p) 46.0 13.18 5.49
165 MP2 6-311G(d,p) 1.479 45.3 15.78 6.57 8.21
165 DFT B3LYP 6-311+G(2d,2p) 1.484 40.1 8.07 8.02 0.028 7.86

Table 2.2: Table summarising the various studies carried out on biphenyl, with IR: Infrared, ED: Electron
diffraction, C-C bond: distance (Å) of the two central carbons connecting the aromatic rings, ϕ: equilibrium
torsion angle between the two aromatic rings (in degrees), ∆E0: rotational barrier leading to the planar
conformation (kJ/mol), ∆E90: rotational barrier for the perpendicular conformation (kJ/mol), EA: electronic
affinity (eV), IP: ionisation potential (eV).

All the results on the biphenyl torsions ϕ agree that they are all non-planar. The equilibrium angle around

45° results from a competition between the repulsion of the hydrogen in ortho positions favouring the per-

pendicular structure and the electronic delocalisation favouring the planar structure169.

Moreover, as was concluded by Arulmozhiraja et al.165, it seems that the DFT gives themost similar results

to the experimental values. Calculation the ratio∆E90/∆E0, the experimental values and the DFT values are

similar with ratio of 1.06 in DFT and 1.08 for experimental values168. The values obtained with HF and MP2

are in agreement with the ∆E90 experimental results but quite different from the ∆E0. In their publication,

they precise that increasing the basis set for MP2 leads to slightly better accuracy of the results.

Furthermore, the ionisation potential obtained with the DFT is in good agreement with the value of Rubio

et al.170 of 7.91eV obtained from the high level of computation CASPT2.

Thus, the good behaviour of the DFT on these calculations validates the used of this method for the PCB,

and as the reader will see in the next chapter, this is one of the reasons we used the B3LYP method for the

calculations of potential energy surfaces of torsion scans.

2.5.2 PCB molecular properties

From the results obtained on the biphenyl and the conclusion obtained, it is now presented a similar

investigation on certain PCBs.

Before the main article studying biphenyl by Arulmozhiraja et al. in 2001165, some theoretical and exper-

imental studies were already made on the PCBs. Indeed, an x-ray171 experimental study in 1981 had shown

that the most stable structure in the solid state of PCB with or without ortho substitution was non-planar,

even if the planar structure has a better physiological activity. Thus they hypothesised that the toxicity might

not be exclusively dependent on the structure planar structure of the PCBs. Moreover, they also supposed

that one other determinant factor of toxicity is the presence of 4 chlorine atoms in lateral positions (non-

ortho). This study is followed by a theoretical investigation in 1983 by McKinney et al.172 with the Gaussian
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N° PCB IUPAC C-C bond ϕ ∆E0 ∆E90 EA IP ϕ Cation ϕ Anion

PCB 77 3,3’,4,4’-TCBP 1.482 38.7 7.25 8.28 0.92 8.07 19.1 0.0
PCB 52 2,2’,5,5’-TCBP 1.491 95.5 69.04 0.26 0.69 8.34 114.1 40.6
PCB 126 3,3’,4,4’,5-PCBP 1.483 39.2 7.39 8.33 1.04a 8.16 20.0 5.2
PCB 101 2,2’,4,5,5’-PCBP 1.490 99.1 66.92 0.19 0.84 8.36 51.6 40.6
PCB 123 2,3’,4,4’,5- PCBP 1.487 58.8 27.66 2.31 0.95 8.20 40.3 30.8
PCB 169 3,3’,4,4’,5,5’-HCBP 1.483 38.9 7.17 7.75 1.27 8.26 20.5 0.0

Table 2.3: Table Summary of different studies on selected PCBs by Arulmozhiraja et al.173 174, with the values
computed at the level B3LYP/6-311+G(2d,2p) expect for the PCB-126 a where the basis set 6-311G(d,p) was
sued, with the BZ number indicated and the IUPAC named, the C-C bond indicating the distances between
the two central carbons bond (Å), ϕ: equilibrium torsion angle between the two aromatic rings (°), ∆E0:
rotational barrier leading to the planar conformation (kJ/mol),∆E90: rotational barrier for the perpendicular
conformation (kJ/mol), EA: electronic affinity (eV), IP: ionisation potential (eV), and ϕ cation and anion the
equilibrium torsion angle of the cationic and anionic structure (°).

80 software and the basis set STO-3G. They investigated the rotational barriers ∆E0 and ∆E90 similarly to

the biphenyl investigation of five PCBs. This early study concluded that the PCBs with no chlorine ortho-

substituted have all similar equilibrium torsion angles ϕ around 42° close to the biphenyl value. They obtained

similar rotational barriers with ∆E0 = 3.6 kcal/mol and ∆E90 = 2.3 kcal/mol. However, most importantly,

they conclude that the PCB with chlorine ortho-substituted have a shift of the equilibrium ϕ value towards

the perpendicular structure increasing with the number of chlorine atoms ortho-substituted (80° for the PCB-

4 di-ortho substituted, 57° for PCB-6 mono-ortho substituted), and also a huge increased of the rotational

barrier through the planar structure with∆E0 = 48 kcal/mol. This rotational barrier increase was used as an

explanation of the reduced biological activities of the PCB ortho-substituted with the impossibility of reach-

ing the planar structure. In the same study series, in 1985, Bastiansen et al.169 investigated through electronic

diffraction the molecular properties of the PCB-15 non-ortho-substituted (4,4’-Dichlorobiphenyl). As for the

previous study, they concluded that the torsion ϕ is almost not impacted by the chlorine substituted in meta

and para positions with ϕ = 45.1°±1.5. They obtained similar rotational barrier ∆E0 = 8.5Kj/mol and ∆E90

= 8.3Kj/mol.

Thus from this point, it can be concluded that the PCBs equilibrium geometry is not the planar structure,

but as a function of chlorine-ortho-substituted, it can be the perpendicular structure. Moreover, the rotational

barrier is an indicator of the flexibility of the PCBs and their capability to reach the planar structure, increasing

their physiological activity associated with the number of chlorine atoms.

After the results of Arulmozhiraja in 2001165, the choice of using DFT formalism for PCBs investigation

was made based on the biphenyl investigation. In 2002, two articles from Arulmozhiraja et al. were pub-

lished in which they presented the molecular properties of 6 PCBs obtained with B3LYP, and the basis set

6-311+G(2d,2p)173 174 . The summary of the values from the two articles173 174 are in the table 2.3.

These results concluded that the para and meta substitution have a low influence on the rotational barrier,
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similarly to the early studies. The substitution of chlorine atoms in ortho positions leads to steric repulsions

impacting the torsion angle and driving it towards the perpendicular structure, related to high ∆E0 values,

preventing the planar structure from being reached. The three PCBs 77, 126 and 169 with no-substituted

chlorine atoms in ortho positions have almost planar anionic structures. In correlation with the positive

electronic affinity, it suggests that the PCBs interact with biological cells as electron acceptors. It leads them

to the anionic structure and, for the three PCBs cited above, leads to a planar structure, allowing them to be

easily linked with the cells and, thus, more toxic. Another piece of information that can be extracted from

table 2.3 is that the bond distance between the two central carbon atoms is not impacted much by the number

of chlorine atoms substituted.

One year later, in 2003, Pathasarathi et al.175 published a theoretical study on the PCBs 52 and 126 with

B3LYP and the basis set 6-31G*. They show that the charge transfer between nucleic acid bases with PCBs

occurs from the bases toward the PCBs. This demonstrates the electron acceptors’ behaviour of the PCBs, as

hypothesised previously.

In 2005, Padmanabhan et al.176 published a similar article based on the work of Pathasarathi et al.175 on

the molecular properties of PCB 169 depicted figure 2.7 representing it. It gives complementary information

on the origin of the titled ϕ angle resulting in the competition of the π orbitals of the two aromatic cycles

and the repulsion of the atoms in ortho positions. It is concluded that in the positions ϕ = 0°, 90° and 180°, the

reactivity of the PCB 169 increased due to a higher instability by computing the hardness, the electrophilicity,

the polarisability and the electronegativity. Again, they demonstrate the acceptor electron behaviour of the

PCB 169 and add that the charge transfer is more important in the three positions ϕ = 0°, 90° and 180°.

They went into more detail on the reactivity of PCB 169 by computing the local electrophilicity of the

molecule to identify the most reactive sites.

Here, the electrophilicity of carbon atom 4 (and thus also 10 by symmetry) is higher than any other carbon.

This indicates a greater reactivity in these two sites, and they correlate it with toxicity by concluding that the

toxicity is higher in the two sites, chlorine atoms 21 and 18.

Some years later, in 2014, Gorbunova et al.177 investigated the reactivity of all the 209 PCBs theoretically

with B3LYP and the basis set 6-31G(d). They demonstrate that the nucleophilic substitution involving PCB

occur through a reaction of hard acid hard base. On different PCBs, they investigated the charge distribution.

They conclude that the nucleophilic attacks are favoured on the aromatic cycleswhich are themost substituted

due to an increase of the carbon atoms’ charges.

From all these investigations, non of them have at equilibrium a planar structure, but the PCBs, ortho-

substituted, can have an equilibrium perpendicular structure. The equilibrium structure depends on the com-

petition between maximizing the overlap between the two aromatic cycles’ π orbitals and the ortho atoms’
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Figure 2.7: Representation of PCB-169 with the numbering of the atoms. The grey atoms are carbon, the white
ones are hydrogen, and the green ones are chlorine.

steric repulsions. The number of chlorine atoms substituted does not impact the central carbon bond dis-

tances. The toxicity is governed by the capability of the PCB to be flexible, have low rotational barriers to

reach the planar and perpendicular structures, and the number of chlorine atoms. Finally, the charge distri-

bution can help to determine the favoured nucleophilic sites, and the electrophilicity showed that for PCB

169, the most reactive sites and, thus, the most toxics are the para-sites.

It is also important that somemolecular dynamics investigations were done on the PCBs. For example, the

work of Jensen et al.178, who investigated the selectivity of PCB adsorption from fish oil onto activated carbon

and concluded that the planar orientation of PCB molecule is energetically favoured with the graphite sheet

thanks to the π-cloud overlap. Alternatively, the work of Chana et al.179, who usedMD for PCB conformations

searches. These works are usually interested in the PCBs’ structural arrangement and use classical molecular

mechanics force field, which is the most adequate for this. Thus, to our knowledge, there is no investigation

of PCBs reactivity through molecular dynamics with the complete degradation process tracked. It allows

us to introduce the following chapter with the development and publication of the new ReaxFF force field

developed to investigate the reactivity of OC in different environments. Moreover, in the conclusion of this

reactivity investigation through the molecular properties of the PCBs, we determine key parameters as the

torsion angle ϕ or the rotational barriers ∆E0 and ∆E90, that the new ReaxFF force field should be able to

reproduce correctly. They will be mainly used in the validation and performance evaluation of the new force

field.
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2.6 Removal of organochlorines

This last section presents different methods used to remove organochlorides from an aqueous environ-

ment, atmosphere and under high temperatures. The methodologies presented below were chosen due to

their link with the theoretical investigations that were made with the new ReaxFF force field. However, a

detailed description of different removal methodologies of the organochlorides is presented in the annexe.

It exists many different removal methodologies to remove organochlorides. Usually, in the case of water

treatment, these processes include the generation of strong oxidizing active species, such as hydroxyl radicals

(OH), able to oxidize the pollutants until their transformation into non-toxic compounds. Different method-

ologies exist to generate OH radicals. For example, one can use the Fenton process180, which uses ferrous

iron to catalyze the decomposition of the hydrogen peroxide (H2O2) following the reaction 2.3.

H2O2 + Fe2+ −→ OH• +OH− + Fe3+ (2.3)

The different methodologies used to generate are presented in the review of Oturan et al.180. Neverthe-

less, The use of OH radical generation, with an advance Fenton process name electro-Fenton, was tested by

Dominguez et al.181 on the OC lindane, which seems to be efficient in degrading it. The evolution of this

method made them available at the industrial level, and a better understanding of the degradation mecha-

nisms will be of great interest. In a similar context, in the literature, using molecular dynamics with a ReaxFF

force field, the tracking of the degradation process of the paracetamol using OH radicals in aqueous solutions

was made by Brault et al.182. However, there is no investigation of the OC reactivity in aqueous environments

with hydroxyl radicals through theoretical investigations. It motivates the creation of the new ReaxFF force

field presented in the next chapter III to track the degradation of OC in an aqueous environment. Hence,

after the force field creation, it was tested at the end of chapter III by an investigation of the chlorobenzene

degradation process through reactive molecular dynamics in the presence of hydroxyl radicals in an aqueous

environment.

Considering now the removal of OC in the atmosphere, with the example of chlorobenzene, it is possi-

bly removed from the atmosphere by its reactions with OH, NO3, and O3, photolysis and deposition183. It

was shown by Atkinson et al.184 that the radicals OH seem to be the major molecules responsible for the

removal of chlorobenzene in the atmosphere. That is why, the atmospherical degradation of chlorobenzene

was investigated in chapter III in the presence of hydroxyl radicals.

Finally, as was mentioned in the previous section on the transport routes of organochlorides, PCBs can

still be measured in municipal incinerators131. Thus, the combustion of the PCBs is, nowadays, probably an

important removal methodology for OC. Moreover, it was shown that pyrolysis was an efficient method to
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remove OC185. However, the investigation of the products formed high temperature degradation of OC is of

great interest to verify that they do not degrade in more toxic compounds. Thus, in chapter IV, to evaluate

the performance of the new force field in that kind of environment, pyrolysis investigations were done using

the new reactive force field, with a dedicated section on the chlorobenzene OC.

2.7 Conclusion

This chapter presents three organochlorides with a major focus on the PCB. This focus was made because

of its utilisation in the next chapter to develop the new reactive force field for organochlorides. A presentation

and a historical overview were presented in the first section of the three organochlorides finishing with their

toxicities. It is followed by their transport routes, indicating their presence in all the different environments.

Then a presentation of the physical and chemical properties was proposed for the PCBs. Afterwards, from

the computational studies led on the PCBs, we identify the most interesting chemical properties that define

the PCB, such as the central torsion angle between the two aromatics ring of the PCBs, the rotational barrier

energies, and the usage of the electrophilicity and the charge distribution to predict reactivity. These funda-

mental elements are used in the following chapter to obtain an optimal ReaxFF force field for OC. This chapter

ends with a review of several technologies used to remove organochlorides, which are directly related to the

following investigations made with the new force field in the next chapters.
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Chapter 3

Development of a new reactive force field

3.1 Introduction

This chapter presents the methods used to optimize a new set of parameters of a reactive force field

(ReaxFF). As it was presented in the first chapter, in 2001, Adri Van Duin et al.53 published the first ReaxFF

force field. Indeed, they allowed to investigate the reactivity of molecules through molecular dynamics. They

developed this new force field based on the so-called bond order, breaking and creating bonds. It was initially

designed to study the combustion of organic compoundswith carbon and hydrogen atoms. However, it rapidly

increased its field of application in 2008 after the CHO reactive force field publication by Chenoweth et al.63.

In this thesis, a new ReaxFF was developed to investigate the degradation of organochlorides presented in

the second chapter. From the different force fields already published, the CHON-2017_weak force field68, the

latest aqueous force field coming from the glycine force field of 201180 with an accurate description of water,

was looking as the best starting point. Indeed, this force field only needs to include the parametrization of

the chlorine atom, which was only present in the force field as a counter ion.

This chapter is divided into different sections and presents the methodology applied to optimize the chlo-

rine parameters compatible with carbon, hydrogen and oxygen of the ReaxFF CHON-2017_weak. The first

section will be dedicated to the description of the training and validation sets. The second will present the

different optimization implemented to optimize the parameters and how they were validated to create the new

CHONCl-2022_weak force field. Much information is given in this chapter, and thus a final general workflow

of the force field optimization procedure, which can be used in parallel with the chapter reading, is presented

in figure 3.26. Finally, the performance of the force field and its final validation were published in ’The Journal

of Chemical Physics, and the article is included at the end of this chapter.
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3.2 Training and Validation sets

As it was made before in the creation of reactive force field,53,63, the parameters are optimized against

quantum mechanics calculations. Indeed, the parameters are fitted to match the quantum data. That is why

it is necessary to have a well-made training set of reference data to forge the parameters to replicate them

correctly. Also, we need a validation set to verify that the parameters are not over-fitted on the training set

data and reproduce well all the reactivity of the chosen compounds. So, multiple choices should be made to

fabricate the two sets. The first one, next presented, is the choice of molecules used. Then, the choice of the

different QM methods that we used to produce reference data from these molecules and the different data

types. And finally, we present the concatenation of all these data on the two sets.

3.2.1 The choice of molecules

The choice of molecules is the first step of the training and validation sets fabrication. Indeed, these sets

should have all the elements as bonds, angles, and torsions necessary to reproduce the system we want to

study. Here, by looking at the organochlorides, with the example shown in the figure 3.1 of a PCB, it is

possible to set up a list of all the bonds, angles and dihedrals associated with the chlorine atom that we need

to have in our training set. Moreover, as the final goal of this force field would be to investigate the reactivity

of organochlorides, it is also essential to add to the sets molecules or chemical fragments that may appear

during those reactions if the initial force field does not already describe them.

A list of all the elements that we should describe in our training set, is shown in the table 3.1.

Figure 3.1: Schematisation of a PCB, the number represents the position of the hydrogen or chlorine atoms.
Position 6 or 2 are named ortho, 3 and 5 meta and 4 the para.

From this list, it is possible to select molecules that contain all of these internal coordinates. The molecules

are shown in the table 3.2 and represented in the figure 3.2 and were included in the training set or in the

validation set.
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Bond C-Cl H-Cl Cl-Cl O-Cl
Angle H-C-Cl C-C-Cl Cl-C-O Cl-O-C Cl-O-H

Dihedral H-C-C-Cl C-C-C-Cl H-O-C-Cl Cl-C-C-Cl O-C-C-Cl

Table 3.1: List of the internal coordinates to include in the training set.

Names of the molecules constituting the training set or the validation set
Chloroethane (C2H5Cl) PCB5 (C12H8Cl2) Dichlorobenzene-para (C6H4Cl2)
Chloroethanol (HOCH2CH2Cl) Dichlore (Cl2) Dichlorobenzene-ortho (C6H4Cl2)
Chloromethane (CH3Cl) Hydrogen chloride (HCl) Dichlorobenzene-meta (C6H4Cl2)
PCB12 (C12H8Cl2) Chloromethanol (CH2ClOH) Methyl hypochlorite (CH3OCl)
Chlorobenzene (C6H5Cl) PCB4 (C12H8Cl2) Hypochlorous acid (HOCl)
PCB101 PCB169 cis/trans-Dichloroethene (CH2Cl2)

Table 3.2: Table of all the different molecules used in the training set or validation set. For each, there is the
name of the molecule followed by the molecular formula.

Moreover, some other molecules, such as some PCBs, were also used to validate the force field but were

not involved in all steps using the validation set. They are presented in the next article for the validation of

the force field.

Figure 3.2: Schematization of all the different molecules directly used in the training set or the validation set.
Chlorine atoms are represented in green, hydrogen grey, oxygen red, and carbon black.

Now that the molecules are chosen, it is necessary to decide what kind of data would be used to optimise

the force field. The following section will detail the quantum calculations with the different methods linked

to these data and the association with all these molecules.
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3.2.2 PES scan and QMmethods

As previously discussed, to forge the ReaxFF parameters, they are fitted against quantum mechanics data.

This section reviews the different references used for the QM calculations. It is possible to obtain optimised

molecule geometry, potential energy surfaces (PES), and many different properties through QM calculations.

Here, quantum energies and geometries of the training set molecules will be computed to optimise the force

field. Hence, first, the methodology used to compute the PES of bond dissociations is presented. It is followed

by the methodology used for the potential energy surfaces computations of angle and torsion distortions.

Afterwards, quantum geometries optimisations are presented, and finally, the method used to obtain PES of

small reactions.

3.2.2.1 Bond Dissociation

One of the most essential data that should be well reproduced by the force field is the bond dissociations

between the different couples of atoms. However, at the dissociations limit, the bonding and antibonding

molecular orbitals become degenerates, which one electronic configuration cannot describe. Thus, singe-

references methodlogies like density functional theory, or Hatree-fock calculations cannot describe accuratly.

That is why, to fulfil this criterion, we decided to use the high level of quantum calculation CASSCF (com-

plete active space self-consistent field)186 method, which uses a multireference wavefunction to compute the

accruate PES of the bond dissociation energies that we needed in our training set187. Moreover, the NEVPT2

(n-electron valence state second-order perturbation theory)188 was used to take care of the perturbation the-

ory.

Finally, we investigated seven bond dissociations using the CASSCF method. All the molecules that we

used are listed in the table 3.3 with the bond associated.

Molecule Name Bond investigated Set
Dichlore Cl-Cl T

Chlorobenzene C-Cl T
Chloromethane C-Cl T
Chloromethanol C-Cl V
Chloroethan C-Cl V
Chloroethanol C-Cl V

Methyl hypochlorite O-Cl T
Hydrogen chloride H-Cl V

Table 3.3: Table of all the different bond dissociations investigated. T indicates that the data are in the training
set and V in the validation set.

To do those calculations, we used the ORCA software version 4.2.1189 , with the basis set cc-pVTZ190, and

followed those different steps :
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1. Optimize with the MP2191 method all the structures of each different molecule to get the optimized

geometry.

2. By stretching the bond studied, we optimizedwith theMP2method the fixed bond geometries necessary

to make the PES.

3. Then we reused the finals orbitals obtained by the MP2 method to do non-relaxed CASSCF calculations.

4. The orbitals of the fixed CASSCF are then used to do relaxed CASSCF calculations.

5. Finally, from the results of these calculations, final CASSCF non-relaxed calculations with the NEVPT2

correction are done.

When doing a CASSCF calculation, the choice of the active space (number of electrons and the different

orbitals) is essential and should be fixed for all the calculations of the PES. In the active space, it is important

to have all different orbitals that may have an important role along with the bond dissociation. Usually,

those orbitals are close to the HOMO and LUMO orbitals, but they can vary for extreme bond distances. The

molecule’s chemical investigation should help determine the orbitals that should be part of the active space.

However, one methodology that may help choose the orbitals is to do large CASSCF at extreme bond

distances (short and long distances) for the molecule investigated and the optimized geometry and inspect the

occupation of the different orbitals. The occupied orbitals with an occupancy superior to 1.98 should always

be considered, as well as the orbitals with an occupancy superior to 0.02. Nevertheless, this methodology

being time-consuming or sometimes inaccessible was only used for the smallest molecules.

In the table 3.4 it is presented all the different active space chosen for the CASSCF calculations.

Molecule Bond Active space

Dichlore Cl-Cl (12,10)
Chlorobenzene C-Cl (12,10)
Chloromethane C-Cl (10,9)
Chloromethanol C-Cl (14,14)
Chloroethan C-Cl (14,14)
Chloroethanol C-Cl (14,14)

Methyl hypochlorite O-Cl (14,14)
Hydrogen chloride H-Cl (12,10)

Table 3.4: This table presents the active spaces selected for the different CASSCF computations using the cc-
pVTZ basis set. For the active space, the first number indicates the number of valence electrons distributed
and the second the number of molecular orbitals.

3.2.2.2 Example of the CASSCF calculation for the chlorobenzene

The chlorobenzene is one of themolecules forwhich the large CASSCF did notwork because of insufficient

memory for the calculation. So, an investigation was made. In the literature, different chlorobenzene CAS

calculations were made192,193,194. Some CAS(6,6) (6 electrons and six orbitals in the active space) were made
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using only the π orbitals of the benzene ring, and a CAS(12,10) adding the two σ orbitals bonding and anti-

bonding of the C-Cl bond and the π orbitals of the chlorine atoms. Furthermore, the publication of Liu et al.194

presents the dissociation energy curve of the C-Cl bond in the chlorobenzene obtained by the CASSCFmethod

with the CASPT2195 correction, using the cc-pVDZ basis for the carbon and hydrogen atom and an effective

core potential with seven valence electrons for the chlorine, which might explain the slight difference. To

keep the consistency of the CASSCF calculations in this thesis, instead of CASPT2, we will use NEVPT2, and

for all the atoms, the basis set cc-pVTZ is used. However, even with these slight differences, comparing the

results obtained with Liu et al.194 and the results computed with our method will allow us to validate our

results.

So, it was decided to use the largest active space CAS(12,10). First, the orbitals of the chlorobenzene were

analyzed with an example presented in figure 3.3 using the MP2 level of calculation and the cc-pVTZ basis

set. For all the different distances of the PES, we identified the π orbitals of the benzene ring, the lone pair π

orbitals of the chlorine atoms and the σ bonding and anti-bond orbitals of the C-Cl bond to include them in

the active space. This study was made for all the different points of the PES. It usually implies rotating some

orbitals to have those in the active space. For example, the LUMO+7 was switched with the LUMO+2 to be in

the active space for the CAS(12,10).

Figure 3.3: We decided to add all the orbitals in the active space for the CASSCF at the equilibrium point of the
PES. In the red rectangle, there are the six π orbitals of the benzene ring; in the green rectangle, the σ bonding
and anti-bonding orbitals of the C-Cl bond; and in the blue one, the lone pair π orbitals of the chlorine atom.
Bellow each orbital is indicated its position and, in parenthesis, its symmetry.

Then, we follow the different step of calculations and we obtain the CASSCF/NEVPT2 PES of the C-Cl

bond dissociation of the chlorobenzene.
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3.2.2.3 Validation of the CASSCF calculation method

Finally, to validate our CASSCF calculations, it was possible to compare PES obtain from the C-Cl bond

dissociation of the chlorobenzene with value obtain by Liu et al.194.

Figure 3.4: Comparison of the PES of the C-Cl bond dissociation of the chlorobenzene obtained from the
CASSCF calculations in blue, with the value obtained from the CASSCF with the NEVPT2 correction in green
and the value published by Liu et al.194 with correction CASPT2 in red. The evolution of the Relative energy
(eV) as a function of the distance C-Cl (in Angstrom).

Figure 3.4 presents the results obtained by Liu et al.194, in green the results obtained from the CASSCF

calculations with NEVPT2, and in blue without NEVPT2. We can see that the three curves have the same

minimum for the bond distance C-Cl. Moreover, the computations with the perturbation theory have higher

energies at the dissociation limits than the results without showing its contribution. More importantly, we

can see that the two curves of the Liu et al.194 results and the results obtained here with NEVPT2 are similar,

with the slight difference coming from the slight different basis set and NEVPT2 instead of CASPT2, which

can allow us to validate the methodology that we used to obtain our CASSCF results.

3.2.2.4 QM calculations benchmark

The force field must correctly reproduce the evolution of the different angles and torsion during the simu-

lations. So, it must have quantum data in the training set that can train the torsion and angle parameters of the

force field. We decided to produce these results using DFT (density functional theory). As it was mentioned

in chapter II, most of the molecular properties computed for organochlorides were obtained with the B3LYP
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functional196,197,198,199, which is usually a good wave-function in terms of accuracy and time-consumption.

Thus, the B3LYP functional was chosen for our DFT calculations.

However, a benchmark of basis set was made, and an example is presented in figure 3.5 with the three

basis sets 6-311g(d,p), 6-311+g(d,p) and 6-31+g(d)200,201,202, by investigating the bond dissociation of CH3Cl.

Thus, from this figure, the bond dissociations PES obtained with these three basis sets are similar. However,

the basis set 6-31+G* reduced the time consumption and was chosen as the basis set.

Figure 3.5: Comparison of basis sets for the C-Cl bond dissociation of CH3Cl. Relative energy (in kcal/mol)
as a function of the distance C-Cl (in Angstrom). In red is a singlet PES scan with the B3LYP method and the
6-311g(d,p) basis set, in blue the 6-311+g(d,p) basis set, and in green the 6-31+g(d).

Moreover, with the functional B3LYP and the basis set 6-31+g(d), to obtain better accuracy, the empirical

dispersion correction GD3BJ203 was used.

3.2.2.5 Torsion and angle scan

As for the bond, it is needed in the training set to have energetic descriptions of the different angles and

torsions constituting the organochlorides. Hence, 16 additional scans of torsion and angle were made for the

training set and the validation at the B3LYP/6-31+g(d) level of theory with GD3BJ correction. They are listed

below in the table 3.5.

3.2.2.6 Geometry optimization

As mentioned before, it is necessary to add geometrical parameters and not only energetical terms in the

training and validation sets to optimize the force field. The table 3.6 summarises all the different values added

to the training set or the validation set.

The geometrical bond values were extracted from geometry optimization with the CASSCF level of theory
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Angle
Molecule Name Angle or torsion investigated Set

Dichlorobenzene-ortho C-C-Cl V
Chloroethane Cl-C-C V

Dichlorobenzene-para Cl-C-C T
Chloromethanol O-C-Cl T
Chlorobenzene C-C-Cl T
Chloromethane Cl-C-H T

Torsion
Chloromethanol H-O-C-Cl T
Chlorobenzene Cl-C-C-H T

Dichlorobenzene-para H-C-C-Cl V
Dichlorobenzene-ortho Cl-C-C-Cl T

Chloroethanol Cl-C-C-H V
Dichlorobenzene-ortho H-C-C-Cl T
Dichlorobenzene-meta Cl-C-C-H T

Chloroethanol O-C-C-Cl T
PCB101 Cl-C-C-Cl T
PCB169 Cl-C-C-Cl V

Table 3.5: Table of all the different scans of angle and torsion made for the training or validation set. T
indicates that the PES was added to the training set and V to the validation set.

(except Hydrochloride, obtained with B3LYP). For the angle and torsion geometrical values, it depends on the

molecule. If the molecules appeared in Table 3.3 and were investigated at the CASSCF level of theory, they

were extracted from these calculations. Otherwise, they were obtained from B3LYP calculations with the

GD3BJ correction. The basis set used with the CASSCF method was cc-pVTZ and 6-31+G* with B3LYP.

3.2.2.7 PES of simple reaction

Finally, the last kind of quantum data added to the training set are PES of simple reactions involving bond

formation that we to describe with the force field. The PES presented below will be used to validate the force

field, except the PES concerning HOCl which was used in the training set.

In the table 3.7, it is presented the simple reaction that we added to the validation set or to the training

set.

The energetic profiles of these reactions were obtained using the B3LYP/6-31+g(d) level of theory with

GD3BJ empirical dispersion correction and using a using an in-house chain-of-States methodology204. The

following figure 3.6 shows the only energetic profile of the reaction HOCl to HClO added to the training set.
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Molecule Name Parameter Atoms involved Value Set
Hydrochloride bond H-Cl 1.29 V
Chlorobenzene bond C-Cl 1.77 T
Chloromethane bond C-Cl 1.81 T
Chloromethanol bond C-Cl 1.83 V
Chloroethane bond C-Cl 1.83 V
Chloroethanol bond C-Cl 1.82 V

Dichlore bond Cl-Cl 2.02 T
Hypochlorous acid bond O-Cl 1.71 T
Chlorobenzene angle C-C-Cl 119.3 V
Chloromethane angle H-C-Cl 108.6 V

Hypochlorous acid angle H-O-Cl 102.7 T
Chloromethanol angle O-C-Cl 112.7 T

PCB101 angle C-C-Cl (ortho) 120.2 V
PCB101 angle C-C-Cl (meta) 117.2 V

Dichlorobenzene-ortho angle C-C-Cl 118.8 V
Chloroethane angle C-C-Cl 111.4 V

Methyl hypochlorite angle C-O-Cl 110.4 V
Chlorobenzene torsion C-C-C-Cl 180.0 V
Chlorobenzene torsion H-C-C-Cl 0.0 T

Dichlorobenzene-ortho torsion Cl-C-C-Cl 360.0 V
PCB5 torsion Cl-C-C-Cl 358.15 T
PCB4 torsion C-C-C-Cl 181.35 T
PCB4 torsion H-C-C-Cl 359.33 T
PCB12 torsion Cl-C-C-Cl 0.56 T

Chloromethanol torsion H-O-C-Cl 67.4 V
p-dichlorobenzene Cl-C-C-H 360.0 360.0 V
Chloroethanol Cl-C-C-O 179.7 180.0 V

Methyl hypochlorite H-C-O-Cl 180.0 180.0 V
Chloroethan Cl-C-C-H 299.6 299.6 V
PCB101 Cl(para)-C-C-C 179.9 183.2 V
PCB169 Cl-C-C-Cl 359.5 359.9 V

Table 3.6: Table of all the geometrical elements added to the training or validation set indicated by T or V,
indicating what kind of parameter it is, the atom concerned, and its value.

Reaction
CH3Cl + H2 −→ CH4 + HCl
ClCH2OH −→ CH2O + HCl

HOCl −→ HClO
Chlorobenzene + H2 −→ Benzene + HCl
CH2CHCl + H2 −→ CH2CH2 + HCl
OCHCl + H2O −→ HOC(O)H + HCl
CH2CHCl + O2 −→ OOCHClCH2

Table 3.7: Table of all the different reactions made to validate or add to the training set (only the reaction with
HOCl is part of the training set).

3.2.3 Creation of the Training set with all the files associated

Finally, to create this training set and validation set, four different kinds of files were created. Two files

named "geo" was constructed with all the different coordinates of all the molecules from the training or the
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Figure 3.6: Here is the energetic profile following the reaction starting with HOCl (R1) to HClO (P1) with the
transition state (TS). Above each level, the energy difference is indicated (in comparison with the R1 value)
in kcal/mol and the image of the molecule (in green is the chlorine atom, in red is the oxygen, and white is
the hydrogen).

validation set. The "trainset" (or validation) file contains all the different energetic and geometrical values

which will train the force field parameters. To create the trainset and geo file, we develop a python script

using the Pymatgen package205, allowing us to extract the data from the different PES of bond dissociations,

angle and torsions distortions, and the geometrical optimizations. In order to avoid overfitting the force field

parameters, we automatically extracted a subset of points from the PES. Thus, if a PES has more than 15

points, the number of points was reduced by selecting only the extrema of the scans and adding a certain

(until at least 15 points, which tends to describe the PES behaviour correctly) number of points between each

extremum. An example of selection for an angle and torsion is given in figure 3.7.

To optimize the force field, we also need to define the initial parameters of the force field and, thus, the

initial "force field" file. The last file needed is the "params" file which contains all the different parameters we

want to optimize. We obtain all the necessary data to optimize the force field with all four files. It allows us

to introduce the second main part of this chapter, force field optimization.

69



Chapter 3. Development of a new reactive force field

Figure 3.7: Representation of two examples of selected points from two different scans. On the left is the
choice from the angle Cl-C-C of the dichlorobenzene meta and on the right is the torsion Cl-C-C-H of the
chloroethanol. The red curve represents the full PES, and the green is the selected curve.

3.3 Optimization of the Force field

In this section, we present the different processes involved in optimising a reactive force field. We were

faced with different problems, such as considering the correlation of specific parameters linked to the bond

order or deciding the initial value of new parameters. We solved all the different problem encounters and

presented our strategies in this section.

3.3.1 Choice of the optimizer

The ’easiest’ way to optimize a reactive force field is to use a single-parameter search optimization, which

was, for example, used by Chenoweth et al.63. Thus using a simple fitness (also named Error) presented in the

equation 3.1, each parameter is optimized successively, reducing the difference between the reference values

and the values computed with ReaxFF.

Fitness =

n∑
i=1

[
xi,TS − xi,ReaxFF

σi

]2
(3.1)

On the equation, 3.1 xi,TS is the reference value and xi,ReaxFF is the calculated value with ReaxFF, and

σ is a parameter allowing to affect a weight to the different reference values (which usually depends on the

accuracy of the reference value). Since 2008, different novel algorithms have been used to optimize reactive

force fields, which are greatly reviewed by Shchygol et al.206. In this review, they compared the efficiency

of three different optimizers, with one genetic algorithm optimizer (GA) developed by Dittner et al.207, the

second being a Monte Carlo force field parameter optimizer MCFF208, and the last one the covariance matrix

adaptation evolutionary strategy CMA-ES209 210. The first conclusion of this review is that none of these

methods is reliable by doing only one optimization of parameters. Moreover, they all seem to have their
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strength and weakness. The CMA-ES optimizer gives the lowest error for two of the three training sets they

tried, but it can converge to a higher local minimum depending on the initial condition. GA seems to compute

more reproducible errors from single runs, and both CMA-ES and GA give better results than MCFF. That is

why we decided to use the CMA-ES optimizer, which is fully detailed in the next section. We consider the

conclusion of the review of Shchygol et al.206 and ensure that the optimizer does not converge to a higher

localminimumby doing an iterative processwithmultiple CMA-ES optimizations. Moreover, the advantage of

CMA-ES, by the correlation matrix, it can take into account the multiple correlations in the ReaxFF potential,

with, for example, the correlation of all the intramolecular energetical terms with the bond order. This final

note consolidates our choice of using the CMA-ES.

3.3.2 CMA-ES Initialization

Before beginning the CMA-ES optimization, several inputs need to be chosen. The choice of this starting

point is crucial when using an optimization algorithm because it may condition the solution. Thus, it has to

be chosen carefully. In the case of CMA-ES, it needs an initial set of weights for the different reference calcu-

lations of the training set to compute the fitness during the optimization. It also needs the initial parameter

values and associated limits. Moreover, the CMA-ES optimization also needs a step size for each parameter

that drives the exploration of the parameters space. All of these CMA-ES inputs are presented in this section.

3.3.2.1 Choice of weight

CMA-ES is a stochastic optimizer, and like all the evolutionary algorithms, CMA-ES is partly based on

biological evolution and tends to obtain the optimal population, with the lowest fitness, iteratively with the

equation 3.1.

In this equation, the differences between the values of reference calculations (TS) xi,TS and xi,ReaxFF the

values calculated by the new force field are weighted over σi. In our case, the σi value is manually chosen as

a function of the "importance" of the value associated. For example, the weight associated with the CASSCF

calculations should be higher than those corresponding to DFT due to the higher level of theory. As was

previously discussed, the number of points of each energetical scan should not be higher than 20 points.

Otherwise, the number of points of the PES could bias the fitness by artificially increasing the weight of

this PES and creating an over-fitting. So, it tends to obtain an optimal set of parameters that reproduces the

reference values from the training set well. The table 3.8 presents the different values used for the different

kinds of data.
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Type of data Weight

Energetical data
CASSCF 1.0
PES 2.5

Structural data
Angle and Torsion 5.0
Bond distances 0.1

Table 3.8: This table presents the weights used in the CMA-ES optimization as a function of the different data.

3.3.2.2 Choice of initial parameter

In a reactive force field, they are meaningful parameters like the bond dissociation energy or the bond

radius of an atom, which can be determined by knowing their value in comparison with the other value of

the other bond present in the force field. However, there are also "non-meaningful" parameters that are not

directly related to a physical property and are usually correlated with other parameters, like all the bond order

terms to obtain the bond order values. They are usually denoted with the letter ’p’. In this later case, if the

parameter was never described before in the literature, or if the force field gives non-reliable results for the

subject investigated, it will be necessary to choose an initial value. If possible, it could be a good idea to plot

the energy term depending of these parameters. Indeed it will help to investigate their behaviour and might

help to choose an initial value. As an example, for the bond order parameters, one can plot the bond order for

the investigated bonds as a function of the distance and try to find an initial couple of parameters that give a

reasonable result based on the knowledge of the correspondiong bond length. For example, in the figure 3.8,

we reproduce the evolution of the bond order of the C-Cl bond described by the force field CHOSFClN60.

Another option to select the starting values is to look for similar systems or elements in the literature. If

the parameters describe a property similar to another chemical system close to it, the mimetism could be a

good option for the initial guess.

In our case, we optimized 68 parameters presented in table 3.9. We used the methods mentioned above

to determine the initial parameters starting with the aqueous force field CHON-2017_weak force field68. We

optimize all the necessary parameters to create a reactive force field that can reproduce the different bonds,

angles and dihedral of organochloride molecules and their reactivity. Some parameters were already defined

in the CHON-2017_weak force field68, but the chlorine atom was used as a counter ion, and these parameters

were generally unreliable. We modified parameters from the CHOFSClN60 for the bond parameter of C-Cl

as initial parameters. For the rest of the parameters, we usually used mimetism from other elements in the

CHON-2017_weak force field to guess the initial values. Moreover, we did some small simulations to find an

initial guess that seemed to give reasonable geometries of the targetted molecules, and we used it at the initial

force field.
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Figure 3.8: This graph represents the evolution of the bond order as a function of the C-Cl bond from the
combustion reactive force field CHOSFClN60. The equation plotted is exp

(
−0.0827 ·

(
x

1.5598

)5.9023).
3.3.2.3 Choice of initial limit

After choosing the initial guess of the force field parameters, it is important to choose the associated

boundaries. These boundaries define the intervals from which the parameter are drawn. For the initial pa-

rameter value, it was arbitrarily decided than between 6 and -6, we used the formulas 3.2 and 3.3.

minvalue = x− x

x ∗ 3
(3.2)

maxvalue = x+
x

x ∗ 3
(3.3)

With x the parameter value. For the initial parameter values superior at 6 or inferior at -6, the formulas

3.4 and 3.5 were used.

minvalue = x− (x ∗ 0, 1) (3.4)

maxvalue = x+ (x ∗ 0, 1) (3.5)

With these formulas, we determined the limits of the first steps to obtain the reactive force field. However,

they should be sharpened to obtain an optimized force field, and it is presented after the CMA-ES optimization.
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Index Nom Équation Comment intra/inter OPT
General
1 p_boc1 4c Overcoordination parameter intra
2 p_boc2 4d Overcoordination parameter intra
3 -p_coa2 15 Valency angle conjugation parameter intra
4 p_trip4 20 Triple bond stabilization parameter intra
5 p_trip3 20 Triple bond stabilization parameter intra
6 k_c2 19 C2-correction intra
7 p_ovun6 12 Undercoordination parameter intra
8 p_trip2 20 Triple bond stabilization parameter intra
9 p_ovun7 12 Undercoordination parameter intra
10 p_ovun8 12 Undercoordination parameter intra
11 p_trip1 20 Triple bond stabilization energy intra
12 n/a 21 Lower Taper-radius inter
13 R_cut 21 Upper Taper-radius inter
14 p_fe1 6a Fe dimer correction
15 p_val6 13c Valency undercoordination intra
16 p_lp1 8 Valency angle/lone pair parameter intra
17 p_val9 13f Valency angle parameter intra
18 p_val10 13g Valency angle parameter intra
19 p_fe2 6a Fe dimer correction
20 p_pen2 14a Double bond/angle parameter intra
21 p_pen3 14b Double bond/angle parameter: overcoord intra
22 p_pen4 14b Double bond/angle parameter: overcoord intra
23 p_fe3 6a Fe dimer correction
24 p_tor2 16b Torsion/BO parameter intra
25 p_tor3 16c Torsion overcoordination intra
26 p_tor4 16c Torsion overcoordination intra
27 p_elho 26a eReaxFF inter
28 p_cot2 17b Conjugation intra
29 p_vdW1 23b VdW shielding inter
30 cutoff * 100 3a,b Cutoff for bond order (* 100) intra
31 p_coa4 15 Valency angle conjugation parameter intra
32 p_ovun4 11b Overcoordination parameter intra
33 p_ovun3 11b Overcoordination parameter intra
34 p_val8 13d Valency/lone pair parameter intra
35 X_soft 25 ACKS2 softness parameter inter
36 unused n/a n/a
37 p_val 27 via n_el eReaxFF inter

38 n/a 13d If =1 remove delta_j term for non C-C-C
angles where none of the atoms is N

39 p_coa3 15 Valency angle conjugation parameter

40 n/a 20 Condition to turn triple bond option :
vpar(40) == 1

41 n/a 26 via Tap(R) Ereax-specific taper radius for interactions
with/between electrons and holes
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Index Nom Équation Comment Intra/inter OPT
Atoms
1 r_0^sigma 2 Sigma bond covalent radius intra y
2 Val_i 3a , 4b,5 b,9a Valency intra
3 n/a 9a Atomic mass
4 r_vdW 23a van der Waals radius inter y
5 D_ij 23a van der Waals dissociation energy inter y
6 gamma_i 24 gammaEEM; EEM shielding inter y
7 r_0^pi 2 Pi bond covalent radius intra
8 Val_i^e 7,8,9 Number of valence electrons intra
9 alpha_ij 23b van der Waals parameter inter y
10 1/gamma_w 23b van der Waals shielding inter y
11 Val_j^angle 16c,13c Valency for 1,3-BO correction intra
12 p_ovun5 12 Undercoordination energy intra y
13 p_i^xel2 26 eReaxFF, atom type parameter inter
14 chi_i 24,25 EEM electronegativity inter y
15 eta_i 24,25 EEM hardness inter y
16 n/a n/a Donor or acceptor switch in H-bonds inter
17 r_0^pi 2 Double pi bond covalent radius intra
18 p_lp2 10 Lone pair energy intra y
19 n/a n/a Atomic heat of formation intra y
20 p_boc4 4e,f Bond order correction intra y
21 p_boc3 4e,f Bond order correction intra y
22 p_boc5 4e,f Bond order correction intra y
23 C_i 25 VdW Radius for Lg dispersion correction inter
24 alpha, alpha_i 26, 26a eReaxFF, constant, dependent on atom type inter
25 p_ovun2 12 Valence angle parameter intra y
26 p_val3 13b =>13a Valence angle parameter intra y
27 beta, beta_i 26a eReaxFF, constant, dependent on atom type inter
28 Val_i^’boc 3b Number of lone pairs intra
29 p_val5 13b Valence angle parameter intra y
30 p_c1 23c Inner wall vdW repulsion parameter inter
31 p_c2 23C Inner wall vdW repulsion parameter inter
32 p_c3 23c Inner wall vdW repulsion parameter inter y
33 C_i 23d Lg dispersion parameter inter y
34 R_eij 23d VdW Radius for Lg dispersion correction inter
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Index Nom Équation Comment Intra/inter OPT
bonds
1 D_e^sigma 6, 11a Sigma-bond dissociation energy intra y
2 D_e^pi 6 Pi-bond dissociation energy intra
3 D_e^pipi 6 Double pi-bond dissociation energy intra
4 p_be1 6 Bond energy parameter intra y
5 p_bo5 2 Double pi bond parameter intra y
6 Val’_i^boc 3b 1,3-Bond order correction intra
7 p_bo6 2 Double pi bond order intra y
8 p_ovun1 11a Overcoordination penalty intra y
9 p_be2 6 Bond energy parameter intra y
10 p_bo3 2 Pi bond order parameter intra y
11 p_bo4 2 Pi bond order parameter intra y
13 p_bo1 2 Sigma bond order intra y
14 p_bo2 2 Sigma bond order intra y
15 delta’_i 3a Uncorrected BO overcoordination intra

16 p_ij^xel1 27 eReaxFF param : for adjusting number
of electrons vailable to host atom inter

Index Nom Équation Comment Intra/inter OPT
Off diag
1 D_ij 23a VdW energy inter y
2 r_vdW 23a VdW radius inter y
3 alpha_ij 23A VdW parameter inter y
4 r_0^sigma 2 Sigma bond length intra y
5 r_0^pi 2 Pi bond length intra
6 r_0^pipi 2 PiPi bond length intra
7 C_i, C_lg,ij 23d Lg dispersion parameter inter

Index Nom Équation Comment Intra/inter OPT
Angles
1 Theta_0,0 13g 180o-(equilibrium angle) intra y
2 p_val1 13a Valence angle parameter intra y
3 p_val2 13a Valence angle parameter intra y
4 p_coa1 15 Valence conjugation intra
5 p_val7 13c Undercoordination intra y
6 p_pen1 14b ->14a Penalty energy intra
7 p_val4 13b Valence angle parameter intra y

Index Nom Équation Comment Intra/inter OPT
Torsions
1 V_1 16a V1-torsion barrier intra y
2 V_2 16a V2-torsion barrier intra y
3 V_3 16a V3-torsion barrier intra y
4 p_tor1 16a Torsion angle parameter intra y
5 p_cot1 17a Conjugation energy intra y
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Index Nom Équation Comment Intra/inter OPT
H bond
1 r_hb^0 18 Hydrogen bond equilibrium distance inter
2 p_hb1 18 Hydrogen bond energy inter
3 -p_hb2 18 Hydrogen bond/bond order inter
4 -p_hb3 18 Hydrogen bond parameter inter

Table 3.9: Table representing all the different parameters included in a reactive force field. The column ’Opt’
indicates if the parameters were optimized, and the column intra/inter indicates if the parameter is involved
in intra-molecular interaction on inter-molecular (’inter’ is indicated in yellow). A brief comment is given to
describe the parameters.

3.3.2.4 Choice of step-size

The limits of the parameters will define the total parameter space used during the CMA-ES optimization.

However, as it is presented below, the CMA-ES is an iterative process, and to define the parameter space used

at each step, the algorithm uses a step-size σ. In this work, the step-size was define for each parameter with

the equation 3.6.

σ = x× 10−4 × 5 (3.6)

With x the parameter value.

3.3.3 CMA-ES optimization of Reactive force field

Now that the starting point is defined, we have the four files: trainset.in with the reference values defined

by x and the geo files with the coordinates of the different molecules, the force field file with the initial

parameters values, and the params file with the limit chosen and the step-size σ. In this section, it is presented

how the CMA-ES optimizes the parameters. All the different optimization were done with the train ADF

module of the Amsterdam Modeling Suite (AMS) software90, which implements the CMA-ES algorithm.

The optimization starts with the initial force field provided at the beginning of the optimization and the

parameters chosen to be optimized. Then, CMA-ES samples some force fields respecting the initial step-size

value of each parameter given in the ’params’ file by drawing the parameters from a multivariate normal

distribution shown in the equation 3.7.

xi ∼ N (CMAvalue, σ
2I) (3.7)

With xi the force field sampled, CMAvalue the initial parameters values of the force field, I the identity

matrix, and σ the step-size.
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The number of sampled force fields λ should be higher than :

λ = 4 + 3× ln(N) (3.8)

With the number of parameters optimized N (in this work 68). In our case, we used 20 sampled force

fields. These new force fields are then ranked as a function of the fitness values obtained from the equation

3.1, and from this ranking a mean distribution is calculated through the equation 3.9 :

m(k+1) =

µ∑
i=1

wi ∗ xi:λ (3.9)

With wi the positive weights used to rank the force fields, µ the number of sampled force field kept, and

xi the force fields sampled.

In figure 3.9 it is plotted the first step of the CMA-ES optimization is to obtain the next generation of force

field with an example of two parameters optimized.

For the understanding of figure 3.9, the parameter values from the force field to the optimizer are trans-

formed through these formulas 3.10 3.11.

x =

[ value

abs(CMAvalue) + 1
+ 1

2

]
(3.10)

ReaxV alue = (maxvalue −minvalue) ∗ x+minV alue (3.11)

With CMAvalue being the value of the optimiser, max and min value corresponding to the limit chosen in

the params file for the optimised parameters and REAXvalue being the value of the force field.

So, for example, the value of the example presented in figure 3.9, are respectively for the best force field

obtain CMA1value = 15.9403 and CMA2value = 5.02226, which correspond respectively to REAX1value = -0.0525

and REAX2value= 1.9075.

Then, after calculating the mean distribution, the step-size and the covariance matrix are updated. As it

was discussed previously in the choice of CMA-ES, the covariance matrix described the correlation between

the parameters. After that, a new iteration begins with the mean distribution and its covariance matrix. New

samples force fields are produced according to a multivariate normal distribution denoted as :

xi ∼ N (mk, σ
2Ck) (3.12)

With Ck being the covariance matrix associated with the mean distribution mk.
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Figure 3.9: Here is the 3D representation of the first iteration of the CMA-ES optimizer to obtain a new
generation. The surface at the bottom of the 3D representation is a heatmap schematizing the fitness evolution
in the parameters space with the legend on the rigth side of the graph. The blue cross represents the first initial
values of the two parameters in the equation 3.7, and the blue dotted circle is the covariance associated with
these parameters. The red cross represents themean distribution obtained from the equation 3.9, whichwill be
the next initial step for the next iteration. Black points represent the force field generated at this step, with the
green point representing the best force field with the lowest fitness. The yellow and blue curves correspond
to the two distributions of parameters 1 and 2. The two green axes of the distributions correspond to the two
values of these parameters, giving the best fitness among all the different force fields generated. The green
point represents this best force field in the parameters space.

After that, the optimizer operates the same first steps by recalculating the mean distribution, evaluating

the step-size, and then the covariance matrix until it reaches the global optimum or the number of max

iterations.

An example of these steps are presented in the next figures from 3.10 to 3.18.

The mean distribution and the covariance matrix are indicated by a red cross and a red dotted circle. The

fitness evolution is based on the lightness, the lowest fitness is the most lightning spot, and here, it is localized
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on the top right of the figures at the centre of the orange circles and correspond to the global optimum. (one

axis correspond to one parameter optimized, in the subsequent figures, it is an example where only two

parameters are optimized simultaneously with the limit associated).

Figure 3.10: Here is the next step
after the initial one presented in
the figure 3.9, with the mean dis-
tribution of the parameters de-
picted by the red cross and the
covariancematrix by the red dot-
ted circle.

Figure 3.11: Here is the genera-
tion step of different force fields
represented by black points.

Figure 3.12: In this step, the
different force fields are ranked
as a function of the fitness ob-
tained from the equation 3.1.
The whiter the point is, the low-
est the fitness is.

Figure 3.13: In this step, the low-
est fitness force fields are kept,
and the others discarded.

Figure 3.14: In this step, the
mean distribution of the parame-
ters is updated as the covariance
matrix associated.

Figure 3.15: It is shown a new
step of generation of force fields
with the new mean distribution
and covariance matrix.
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Figure 3.16: Following the same
procedure as shown in the figure
3.12, 3.13 and 3.14 with the start-
ing points of the figure 3.15, gen-
eration of new force fields with
new mean distribution and new
covariance matrix.

Figure 3.17: Here is a genera-
tion step of new force fields from
the new mean distribution and
covariance matrix obtained from
the previous generation.

Figure 3.18: This step is the last
generation step of force fields
close to the global optimum.

To summarize the procedure of the CMA-ES optimization, it starts with an initial state defined by initial

parameters, their limits and its covariance matrix shown in the figure 3.10. Then, force fields are generated

through a multivariate normal distribution. The fitness is calculated for each force field, allowing us to rank

them. The force fields with the highest fitness are discarded, and the others are weighted and then used

to determine the new mean distribution and its covariance matrix. This procedure is done as shown in the

figure 3.15 to 3.18 until the global optimum is reached. As we now understand how the optimizer operates, it

is presented in the new section, its utilisation to develop the new ReaxFF force field.

3.3.4 Optimization procedure

Now that the reader understands the choice of CMA-ES inputs and the CMA-ES algorithms, it is presented

in this section the optimization procedure developed to obtain a final optimized reactive force field, with the

different investigations created.

The optimization procedure, is divided in multiple steps, in which, one hundred CMA-ES optimizations

are done for statistical data, which leads to three different investigations. All the different investigations are

presented in the following, and a final workflow summarizing all of them is presented in the figure 3.26. It

might help the reader to follow step by step the optimization procedure.

3.3.4.1 Choice of the number of CMA-ES optimizations step

As we are doing a lot of CMA-ES optimizations, we needed to define the number of optimization steps

needed to reach convergence. We obtained the figure 3.19 doing ten CMA-ES optimizations using the training
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set and the first set of parameters and their limits.

Figure 3.19: 10 evaluations of the convergence as a function of the step of the optimization. Each graph
contains 10 runs of the optimization which are all denoted by a number.

We can see that the optimization gets, for each run, a quick convergence in the 1000th first steps. Then,

it continues to converge slowly. That is why to have a reasonable time consumption and accuracy ratio, we

did optimizations with 5000 steps.

3.3.4.2 Parameters distribution and correlation

In order to obtain our final reactive force field, we did numerous CMA-ES optimizations. We divided

our optimization into two central parts; the first corresponds to optimizing all the parameters involving the

chlorine atoms with hydrogen and carbon. The second part is the optimization of all the parameters linking

chlorine atomswith oxygen atoms. Moreover, these two parts were divided into different optimization steps to

reduce the fitness and obtain a well-suited force field. All these steps to obtain the optimal set of parameters

include one hundred CMA-ES optimizations. The results obtained from this hundred of optimization are

statistically investigated to define a new starting point for the parameters, along with their boundaries for the

next optimization step. Thereafter, we describe this statistical investigation.
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3.3.4.3 Distribution investigation

At the end of the one hundred CMA-ES runs, we have a set of one hundred force fields along with the

associated parameters. From these data, it is possible to plot the distribution of each parameter. This infor-

mation allows us to determine if the parameter is well defined or if the limits should be changed. The ideal

case would be to obtain a normal centred distribution on the force field with the lowest fitness. In the figure

3.20 and 3.21 are presented two examples of these distributions.

Figure 3.20: Distribution of the parameter of the
block bonds involving the atoms 10 (Chlorine)
and 3 (Oxygen) named "pbo2". In red, the initial
value, in green the best force field and in purple,
the force field value with the highest fitness.

Figure 3.21: Distribution of the parameter of the
block bonds involving the atoms 10 (Chlorine)
and 10 (Chlorine) named "De sigma" (Sigma-bond
dissociation energy). In red, the initial value, in
green the best force field and in purple, the force
field value with the highest fitness.

Figure 3.20 is an example of an inadequate distribution and the figure 3.21 of a good one. Indeed, on

figure 3.20, the distribution is highly stacked on the maximum limits of the parameter, which indicates a

wrong choice of the limits which should be changed to a higher value. On the other hand, in the figure 3.21,

we can see that the best force field with the lowest fitness and the initial force field have almost the same

value, and lie around the maximum of the distribution. From this observations, limits can be updated, or the

force field validated if the majority of the distributions are well shaped. Obviously, due to the high number of

parameters, all the distributions won’t have all the best force field values at the centre. Still, if the distribution

shape is similar to a Gaussian function, it indicates that the limits are all-right and can be sharpened. In parallel

of the parameter distributions, it is also interesting to investigate the correlation between the parameters and

try to avoid non-suitable correlation. The correlation study will be the next topic of the following section.

3.3.4.4 Correlation investigation

One of the main interests of using CMA-ES optimizer is its ability to consider the correlation between the

parameters through the covariance matrix all along the optimisation procedure. The functional form of the
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ReaxFF force field implies correlations between some parameters. For example, the energetic bond parame-

ters should correlate with each other. So, using CMA-ES wisely allows taking into account these correlations.

However, due to the fact that many parameters are optimized at the same time the formation of a non-suitable

correlation might appear during these optimizations. An investigation of these correlations might help to

validate the force field or upgrade the initial parameters values and their boundaries for the following opti-

mizations. Figure 3.22 and 3.23 are two heat maps indicating the correlation between the parameters obtained

after two distinct optimization steps from one hundred CMA-ES optimizations.

Figure 3.22: This heat map represents the correlation between all the parameters optimized from one hundred
CMA-ES optimizations. The scale on the right indicates the correlation rate between the parameters, with 0.8
being the highest correlation.

First of all, by comparing these two heat maps, we can see that there are many more highly correlated

parameters in figure 3.22 than in figure 3.23. The difference between these two heat maps is that the first one

was one of the first optimization steps, whereas the second was one of the last. The first has non-suitable

correlations, which means parameters are correlated without meaningful sense. In contrast, the second one
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Figure 3.23: This heat map represents the correlation between all the parameters optimized from one hundred
CMA-ES optimizations. The scale on the right indicates the correlation rate between the parameters, with 0.8
being the highest correlation.

has almost only meaningful correlations. An example of non-suitable correlations is the high correlations of

the parameter "chiEEM" with many parameters implied in the intramolecular interactions. Indeed, being used

in the Coulomb interactions equation, it should be only correlated to other parameters of the same equation,

or at least in the same kind of interactions. On the contrary, by looking at figure 3.23, we can see that almost

all of the high correlation values are meaningful, linking parameters of the same equations or playing a role

in the same kind of interactions.

So, verifying that non-meaningful correlations are suppressed along the different optimization steps is

crucial to better define the parameters and to obtain a well and efficient reactive force field at the end.
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3.3.4.5 Identification of force fields families

The last investigation made to improve the parameters along the parameters optimizations procedure is

the identification of force field families. Indeed, due to the existence of non-suitable correlations, the lowest

fitness force field obtained from the hundred CMA-ES optimizations is sometimes not the best choice. Thus

a good way to determine the next initial set of parameters is to find a family of force fields combining the

lowest fitness and an acceptable correlation available.

Figure 3.24 presents the distribution of the parameters presented in the previous section and the distribu-

tion of the fitness over all the considered force fields.

a) b)

c) d)

Figure 3.24: The distribution of three different parameter is presented in Figures a) b) and c). A blue curve
indicates the KDE (Kernel density estimation) curve on each graph. The distributions of the parameters taking
into account only force fields with high fitness (purple curve), low fitness (red curve) and super low fitness
(green curve) are presented. The figure d), represents the distribution of the force field fitness, with super low
fitness between 1300 and 2100, low fitness between 2100 and 3050 and high fitness more than 3050.

In the this figures, we divide the parameters depending on the fitness values of the force field and we

define families of force field depending on the fitness values. Another way to represent this association is

presented in the figure 3.25.

We presented an ideal case where the different force field parameters families are easily identifiable in the

example presented in the two figures 3.24 and 3.25. However, at the beginning of the optimization procedure,

it is much harder to determine these families. The family identification was principally used during the last

optimizations, and it helps us to determine the final force fields to be tested against the validation set to
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Figure 3.25: Here it is represented the values of three different parameters as a function of the fitness values.

identify the best of them.

3.3.4.6 Validation of the force field

After all the optimization procedures, we finally end up with a couple of force fields with a low fitness and

well-correlated parameters. The final evaluation of these force fields would be made by comparing the fitness

values computedwith the validation set. The validation of our force field is described in the final section of this

chapter associated to its publication. It is also important to notice that more than 6000 CMA-ES optimizations

were done to obtain the final force field to optimize the 68 parameters.

3.4 Summary

To give a global overview of the procedure that was followed to optimize the new force field, we propose to

comment on the figure 3.26. First, we built the training and the validation sets with energetical and structural

data, like PES and bond distances. We determined the initial conditions as the optimizer used with the number

of optimization steps and the initial force field. We chose the optimized parameters and their boundaries.

From this point, we obtain the start of the optimization cycle. A representation of the fitness space with the

different force fields is indicated, with an example initial force field in red, the boundaries associated in purple

and the global minimum that we want to reach in green. Then, the training set is used in a series of CMA-ES

optimizations leading to 100 sets of parameters. From there, we explore the parameters space by doing three

different investigations. The first one is the parameter distributions, which allow us to update the boundaries

correctly and identify if the parameters are well-defined. Then, we have the correlation investigation, which

is an indicator of the good optimization of the force field and helps to remove non-suitable correlations again

by updating the limits of the parameters. Finally, we can identify force fields’ families using the CMA-ES
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optimization’s fitness values. From these investigations, we continue the optimization cycle if the fitness is

still progressing and bad correlations still exist. The procedure stops when the fitness is stagnant and the

parameters are well-defined. From this last optimization, one force field of each of the different families

extracted is kept (with the lowest fitness). They are evaluated with the validation set by a simple fitness

computation. The force field with the best fitness is then kept and validated, and several performance tests

are made, which are presented in the next section corresponding to the publication of the force field.

3.5 New ReaxFF force field performance

In the continuity of the force field development, it is now presented in this section, the article published of

the new CHONCl-2022_weak force field. This article presented the training and validation set construction as

it was done at the beginning of this chapter. However, afterwards, different performance tests are performed

on chlorinated molecules, with, for example, the capability of the force field to represent the central torsions

of the PCBs or their charge distribution. Moreover, it finishes with a new PES investigation of the oxidation

of the chlorobenzene molecule in the presence of dioxygen.
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Abstract

This article presents a new reactive potential in the ReaxFF formalism. It aims to include the chlorine

element, and opens up the fields of use of ReaxFF to the whole class of organochloride compounds including

conjugated or aromatic groups. Numerous compounds in this family raise global awareness due to their en-

vironmental impact, and such a reactive potential will help investigate their degradation pathways. The new

force field, named CHONCl-2022_weak, belongs to the aqueous branch. The force field parameters were fit-

ted against high-level quantum chemistry calculations, including CASSCF/NEVPT2 calculations and density

functional theory calculations, and its accuracy was evaluated using a validation set. The root means square

deviation against quantum mechanics energies is 0.38 eV (8.91 kcalmol−1). From a structural point of view,

the root means square deviation is about 0.06Å for the bond lengths, 11.86◦ for the angles and 4.12◦ for the

dihedral angles. With CHONCl-2022_weak new force field, we successfully investigated the regioselectivity

for nucleophilic or electrophilic attacks on polychlorinated biphenyls (PCB), which are toxic and permanent

pollutants. The rotation barriers along the bond linking the two benzene rings, which is crucial in the toxicity

of these compounds, are well reproduced by CHONCl-2022_weak. Then our new reactive potential is used to

investigate the chlorobenzene reactivity in the presence of hydroxyl radicals in atmospheric condition or in

aqueous solution. The reaction pathways computed with ReaxFF agree with the quantum mechanics results.

We showed that, in the presence of dioxygen molecules, in atmospheric condition, the oxidation of chloroben-

zene likely leads to the formation of highly oxygenated compounds after the abstraction of hydrogen radicals.

In water the addition of an hydroxyl radical leads to the formation of chlorophenol or phenol molecule, as

already predicted from plasma-induced degradation experiments.
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3.6.1 Introduction

Computational chemistry provides powerful methodologies in order to investigate chemical systems, in-

cluding classical molecular mechanics approaches, the fastest and quantum mechanics (QM) methodologies,

the most accurate. Considering the investigation of the chemical reactivity of complex systems, a methodol-

ogy accurate enough to describe bonds breaking and formation is needed at an atomic resolution. Bridging the

gap between molecular mechanics and a more sophisticated approach such as quantum chemistry, ReaxFF is

a reactive potential based on the so-called bond order. It allows chemical reactions to be considered in molec-

ular dynamics simulations of large systems. ReaxFF, developed since 2001 by van Duin et al. 5 , has proven its

efficiency in describing reactive systems of various domains and different phases, including a wide variety of

elements58. It was initially designed to study organic compounds with carbon and hydrogen atoms to focus

on combustion reactions5. However, it rapidly increased its field of application since the CHO reactive force

field publication by Chenoweth et al. 211 in 2008. Many variations appear from this new force field, and a

wide variety of force fields were published divided into two main branches called the aqueous branch and the

combustion branch58.

One of these force fields called Protein-2013, coming from the aqueous branch, was a step forward when

it was published71. Indeed it allows for the first time to investigate the reactivity of biomolecules through

molecular dynamics simulations, including water as a solvent. All the elements needed to consider amino

acids were parameterized, including, in particular, nitrogen, sulfur and counter ions. This force field has been

updated twice in 201769 and 201868 with a better description of the weak forces and has become the well-none

force field CHON-2017_weak force field used in numerous works212,213,214.

This new version of ReaxFF can be implemented to investigate the degradation pathways of organic

molecules. One point of particular interest in the nowadays environmental context would be the ability to

consider the chlorine element. Indeed, organochlorides are compounds widely used in the last half-century

in an industrial or pharmaceutical context215,216,217. Because of their chemical stability, these organochlorides

are measurable in different environments218, such as soil219, water220, the atmosphere221, living-organism216

and food222. Among the organochlorides, organochloride pesticides and PCBs (polychloride biphenyls) raise

global awareness due to their environmental impact and their hight toxicity223,224. TheDDT (dichlorodiphenyl-

trichloroethane) and TCDD (2,3,7,8-Tétrachlorodibenzo-p-dioxin) are both organochloride pesticides with

high toxicity and persistence225,226,227. Even if they were identified as toxic, persistent compounds and prohib-

ited since 2001 by the United Nations Environment Program224, they are still used in some countries215,218.

PCBs were highly produced with around 1,325,810 tons6 since 1930 in different manufacturing products.

Their worldwide presence was proven in all environments and capable of biomagnifying along the trophic

chain158,143. It was identified that 12 of the 209 PCBs were particularly toxic with an important TEF (toxic-
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ity equivalent factor)133 due to a low torsional angle between the two cycles allowing them to arrange their

structures easily176.

The investigation of these compounds’ reactivity in different environments is of great interest to under-

stand their degradation, which will allow the development of new treatment processes and a better under-

standing of the toxic effect on the environment and health. In the last decade, the reactivity of organochlorides

and in particular the different enantiomers of the DDT, TCDD and PCBs, have been investigated through

computational approach228,229,230,231,232,233,234. The degradation processes were investigated from molecular

dynamics simulation on the DDT in a water-sediment environment, and several studies have implemented

atmospheric reactions initiated by radicals such as OH, CH or molecules such as O3 and H2O2.

ReaxFF parameters for the chlorine element were first provided in the Protein-2013 force field where

chlorine was included as a counter ion71. It was also parameterized in two different force fields to deal with

oxidative degradation of organic matter in geological formations235 and explosive compounds60. In both

cases, the parameter set is not transferable enough to consider organochloride compounds, particularly for

conjugated or aromatic molecules.

In this work, we describe the parametrization of a new reactive force field, named CHONCl-2022_weak,

based on the CHON-2017_weak force field. It aims to include the chlorine element, and opens up the fields

of use of ReaxFF to the whole class of organochloride compounds including conjugated or aromatic groups.

We decided to start from the CHON-2017_weak as it was the last version of a CHON reactive force field in

the aqueous branch. After a quick review of the ReaxFF methodology, we describe the training set and the

validation set implemented in this work and the computational details linked to reference calculations. The

parameters are obtained against the QM calculations. The comparison with the validation set is detailed, con-

sidering bonds, angles and dihedrals internal degrees of freedom along with charge distribution and reaction

pathways. The validation set includes PCB molecules. Then the reaction pathways of the chlorobenzene ox-

idation are investigated from QM calculations and ReaxFF simulations, including the regioselectivity of the

reaction with the hydroxyl radical.

3.6.2 Computational methods

3.6.2.1 A novel ReaxFF reactive potential

ReaxFF is a force field based on the bond order (BO), whichmakes that quantity the key point that tunes the

various energy terms. The main consequence is that ReaxFF is able to describe bond dissociation and enable

the investigation of large reactive systems211. The following equation represents the complete equation with
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all energy terms which contribute to the total energy:

Esystem = Ebond + Elp + Eover + Eunder + Eval + Epen + Ecoa + EC2 + Etriple + Etors + Econj

+ EHbond + EvdW + ECoulomb (3.13)

All these energetic terms are divided into two main groups: intramolecular interactions (11 terms) and in-

termolecular interactions (3 terms). The common factor in intramolecular interactions are their dependence

upon the BO. Following the terms in equation (3.13), the intramolecular terms describe the bond, lone pair,

overcoordination, undercoordination, valence angle, correction of double bonds angle valency issues, correc-

tion for NO2 group stability, correction to destabilize triple bond for carbon, a particular correction for carbon

monoxide, torsions and conjugation energies. On the other hand, the intermolecular interactions include the

Van der Waals, Coulombic and hydrogen-bond interactions. More details are available in the literature, and

we invite the reader to look at the article of Chenoweth et al. 211 for further information.

The CHON-2017_weak version was used as the initial force field by including the chlorine atoms and the

associated bond, angle and torsion parameters. A total of 68 parameters have been parameterized including

parameters associated to valence and non-bonded terms of the equation (3.13). Even for a single element, this

represents a huge number of parameters to optimize, leading to a complex optimization procedure, particu-

larly due to correlations between parameters. In the following, we give some hints by describing the steps we

followed during this optimization.

As done in previous works211, the required parameters are optimized against quantum mechanics (QM)

reference calculations. The computational details associated with the different methods used to implement

these calculations are presented in the following subsections.

Primarily, a training set and a validation set were made. They include a set of molecules and small reaction

pathways representing all the internal coordinates as bonds, angles, and torsions necessary to mimic the

reactivity of organochloride. For example, the potential energy surface (PES) of the bond dissociation of the

C-Cl bond in the chlorobenzene, as well as the geometrical parameter of its optimized structure, were added

to the training set for the C-Cl bond parametrization. The training set and the validation set files, including

energy values and geometries of the compounds along PESs are given in the supplementary information.

The stochastic optimizer CMA-ES (Covariance Matrix Adaptation Evolution Strategy)210, implemented

in the REAX module of Amsterdam Modeling Suite (AMS)90, was used to optimize the parameters. This

algorithm considers the correlation between the parameters thanks to the implementation of covariance be-

haviour. Like all the evolutionary algorithms, CMA-ES is partly based on biological evolution and tends to
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obtain the optimal population iteratively by minimizing an error function, the fitness, defined as followed:

Fitness =
n∑

i=1

[
xi,train − xi,ReaxFF

σi

]2
(3.14)

where the differences between the reference values, xi,ref and the ReaxFF values, xi,ReaxFF , are weighted by

σi values. These σi weights are manually chosen depending on the accuracy of the reference or its utmost

importance. For example, the weight of the accurate CASSCF calculations can be higher than that made with

DFT. Moreover, it is necessary to consider the number of points in each PES in order to avoid overfitting this

coordinate.

One crucial step before the CMA-ES optimization is to build an initial set of parameters and their individual

boundaries. Thus, the parameter values were chosen by mimetism with the same parameters of a different

element in the CHON-2017_weak force field or compared with the values of identical parameters in different

force fields containing chlorine. For the first boundaries, broad limits were chosen. However, in order to

manage the correlation between the parameters, the optimization was split with no more than 25 parameters

optimized simultaneously, starting by optimizing C-Cl and Cl-H bond parameters with the angle and torsion

parameters containing these bonds, then Cl-O and finally Cl-Cl.

It leads to a process of optimization of the parameters in three successive parts. Starting from the previous

set of parameters, we proceed as follows in each part. Several cycles of hundreds of CMA-ES optimizations

were produced with broad boundaries, leading to sets of one hundred optimized parameters. Then, from this

set, we analyzed the distribution of each parameter in order to narrow the boundaries and avoid bimodal

distributions. Moreover, we also investigated the distribution of all the different fitness obtained, which helps

identify groups of force fields that are not well optimized. On the other hand, we analyzed the correlation

between the parameters in the population of optimized force fields. We used it as an indicator of well-defined

boundaries for the parameters by reducing the correlation between them as much as possible. Considering

the parameter distributions, the fitness distribution and the correlation analyzes, the parameter boundaries

were manually improved in each cycle of CMA-ES optimization runs until we stabilize a set of parameters.

Finally, at the end of the three parts of the last parameters optimization, the new CHONCl-2022_weak

force field was chosen according to the one with the lowest fitness and by comparison with the validation

set. The file, including the parameters, is provided in the supporting information in the format suitable for

LAMMPS89.

3.6.2.2 Computational details, quantum chemistry methods

This part presents the computational details associated with the quantum chemistry methods imple-

mented to build the training set and the validation set. These sets consist of PES, relative energies and geo-
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metrical data such as bond lengths, bending angles and dihedral angles.

One essential reference values associated with ReaxFF are the bond dissociation energies (BDE). In this

work, we used complete active space self-consistent field (CASSCF) calculations186 to compute the BDEs.

Indeed, at the dissociation limit, the multireference character of the wavefunction needs to implement such

high level methodologies to gather accurate results.187. Details about the CASSCF calculations are presented

in the supporting information in the table S1 with the selected active spaces associated. Moreover, NEVPT2188

calculations, including a perturbation theory correction at the second-order were considered. The calculations

were done with ORCA software version 4.2.1189 and the cc-pVTZ basis set190.

Density functional theory (DFT) calculations were made apart from the BDE calculations to obtain the

PES along bending angles and dihedral angles. The calculations were driven with Gaussian 16236, using the

B3LYP functional196,197,198,199, the 6-31+g(d) basis set200,201,202 and the GD3BJ empirical dispersion model203.

The training and validation sets include reaction pathway and transition states geometries obtained using

an in-house Chain-of-Statesmethodology204 coupled toGaussian 16 program. In order to keep the consistency

with the PES calculations, the B3LYP functional with the 6-31+g(d) basis set and GD3BJ empirical dispersion

were used. After the Chain-of-States process, the transition state geometry was optimized. The frequencies

were computed, and we verified the presence of one single imaginary frequency. Moreover, using the same

methodology, we computed transition states energies using the M06-2X DFT functional and the basis set

6-311++g(2df,2p) for further comparison with available results in the literature.

Bond lengths were computed at the MP2237,238,239,240,241 level with the cc-pVTZ basis set using the ORCA

software version 4.2.1189. This calculation level is well known for its accuracy in reproducing this geometrical

data.

3.6.2.3 Molecular mechanics and molecular dynamics

All the calculations at the ReaxFF level were done using either the Large-scale Atomic/Molecular Mas-

sively Parallel Simulator89 code (LAMMPS) version October2021, or the REAXmodule of the AMS software90.

For the comparison of BDE, all PES along internal coordinates and reaction pathways, the ReaxFF energies

were computed on the geometries obtained at the QM level of calculations included in the training set or

the validation set. Defaults LAMMPS cutoff parameters were used in all ReaxFF calculations, in particular

nbrhood_cutoff equal to 5Å and hbond_cutoff equal to 7.5Å.

Considering molecular dynamics simulations in water or in atmospheric condition a timestep of 0.1 fs was

used for all the simulations, in the NVT ensemble using the Nose-Hoover thermostat99,100. In the atmospheric

investigation, constant temperature simulations were implemented, whereas, in the water degradation, we

used a ramp of temperature between 550K and 750K over a simulation time of 2 ns.
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3.6.3 Results and discussions

3.6.3.1 Force field validation against QM calculations

The new CHONCl-2022_weak force field was validated by comparing the ReaxFF energies with energies

obtained from high-level quantum chemistry calculations at the CASSCF/NEVPT2 level or calculations at the

B3LYP/6-31+g(d) level. The root mean square deviations (RMSD) of the energy differences are 8.36 kcalmol−1

(0.36 eV) and 8.91 kcalmol−1 (0.39 eV in the training set and the validation set, respectively. For comparison,

Hur et al. 235 obtained a RMSD of the energy of about 1.57 eV for their force field optimized to investigate the

degradation of compounds with oxychlorine.

Considering references tomolecular structures, the RMSDon bond lengths is about 0.06Åand considering

bending angles and dihedral torsions, the RMSD are 11.86◦ and 4.12◦ respectively. The RMSD obtained

on angles is surprisingly much higher than the one on torsion. This is mainly due to the Cl-C-H angle in

chloroethane and chloroethanol. Indeed, this angle is highly overestimated by the CHONCl-2022_weak force

field and represents more than 30% of the total error between the QM values against the ReaxFF ones.

3.6.3.2 Bond dissociation energy and bond lengths

This subsection compares the PES and BDE energies computed at the CASSCF/NEVPT2 level to ReaxFF

results. In the figure 3.27, there are the four PES along the different bonds parametrized in the new force field.

The PES of the dichloride (Cl2) and the acetyl chloride (CH3OCl) molecules belong to the training set, while

the chloromethanol (CHOHCl) and the hydrogen-chloride (HCl) molecules belong to the validation set. From

a general point of view, the ReaxFF PES follow with acceptable accuracy the QM PES for the four molecules.

Some differences appear at large distances. For chloroethane and chloroethanol, differences appear above

2.6Å, as the results obtained by Hur et al. 235 . This can be explained by the overestimation of the Cl-C-H

angle. For the dichloride molecule, the ReaxFF PES seems to reach a plateau for distances larger than 3Å. This

is due to the values of the BO that vanish at this distance, and thus only non-bonded interactions remain for

such distance.

The BDE values are gathered in the table 3.10. CHONCl-2022_weak’s BDE complies with the BDE com-

puted at the CASSCF/NEVPT2 level, both in the training and the validations set, even if the BDE tend to be

slightly underestimated. For the C-Cl bond in chlorobenzene, chloromethane and chloromethanol, BDE dif-

ferences between QM and ReaxFF are less than 0.15 eV. For the Cl-Cl bond, the difference is around 0.24 eV,

and for the Cl-O bond, the difference is equal to 0.26 eV, which are acceptable values comparing other ReaxFF

force fields in the literature. Concerning the C-Cl bond in chloroethane and chloroethanol, the differences in

the BDE are 1.14 and 1.49 eV, respectively, which is larger than the RMSD. In H-Cl, the BDE is 0.68 eV which

is also larger than the RMSD. Nevertheless, these differences are still lower than the energy RMSD of 1.57 eV
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Molecule Bond CASSCF/NEVPT2 ReaxFF set

Dichlore Cl-Cl 2.81 2.57 T
Chlorobenzene C-Cl 4.23 4.19 T
Chloromethane C-Cl 3.48 3.33 T
Chloromethanol C-Cl 3.56 3.44 V
Chloroethan C-Cl 3.63 2.18 V
Chloroethanol C-Cl 3.85 2.36 V
Methyl hypochlorite O-Cl 1.92 1.66 T
Hydrogen chloride H-Cl 4.63 3.95 V

Table 3.10: Bond dissociation energies (in eV) associated with the parameterized bonds in the considered
molecule at the QM CASSCF/NEVPT2 level and the ReaxFF CHONCl-2022_weak level. The last column indi-
cates if the corresponding bond is in the training set (T) or the validation set (V).

QM
Molecule Bond CASSCF B3LYP MP2 ReaxFF set

Dichlore Cl-Cl 2.02 2.05 2.00 2.20 T
Chlorobenzene C-Cl 1.77 1.76 1.74 1.74 T
Chloromethane C-Cl 1.81 1.81 1.78 1.82 T
Chloromethanol C-Cl 1.83 1.84 1.80 1.87 V
Chloroethan C-Cl 1.83 1.82 1.79 1.85 V
Chloroethanol C-Cl 1.82 1.81 1.78 1.88 V
Methyl hypochlorite O-Cl 1.71 1.73 1.69 1.81 T
Hydrogen chloride H-Cl 1.27 1.29 1.27 1.29 V

Table 3.11: Comparison of the bond lengths obtained at several QM levels (CASSCF/NEVPT2, DFT, MP2) and
the CHONCl-2022_weak force field. The last column indicates if the corresponding bond is in the training set
(T) or the validation set (V).

of Hur et al. 235 and still acceptable.

Then we focus on the molecular geometry and compare the bond lengths obtained with ReaxFF and those

obtained at several QM levels. The bond lengths are reported in the table 3.11. The bond lengths obtained

with CHONCl-2022_weak well reproduced the QM values for bonds both in the training set and the validation

set with a slight overestimation. The largest deviation is observed for the chloroethanol with 0.1Å.

CHONCl-2022_weak overestimates the Cl-Cl bond distance with a maximum error of 0.2Å. Here, we

reached the limitation of the optimization starting from a previous force field. Indeed, we could have im-

proved the distances between the chlorine atom, but it has considerable repercussions. For example, shorten-

ing the Cl-Cl bond distance leads to high difficulties in reproducing the density of different chloride solvents.

CHONCl-2022_weak reproduces well the densities of common chlorinated solvents, see table S2 in the sup-

porting information. It also makes aromatic molecules with two chlorine atoms in ortho positions unstable,

for example, in PCB structures. This small error on the Cl-Cl bond is thus a compromise and is still tolerable.

PES along bending angles
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Figure 3.27: Comparison between PES (in eV) along bond dissociations obtained with ReaxFF (blue circle)
and at the QM CASSCF/NEVPT2 level (red square) as a function of the bond distance (in Å). a) Cl-Cl bond
in dichloride molecule; b) Cl-C bond in chloromethanol; c) Cl-O bond in acetyl chloride and d) Cl-H bond
in hydrogen chloride. The molecules are depicted on the different graphics with the chlorine atom in green,
carbon in grey, hydrogen in white and oxygen in red.
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Figure 3.28: ReaxFF (blue circle) and QM-B3LYP/6-31+g(d)/D3BJ (red square) comparison of the relative en-
ergy (eV) as a function of the angle (in degrees) for the Cl-C-C angle of the chloroethane, the Cl-C-H of
the chloromethane, the Cl-C-O of chloromethanol and the Cl-C-C of the ortho-dichlorobenzene. There is a
representation of these molecules on the different graphics with the chlorine atom in green, carbon in grey,
hydrogen in white and oxygen in red. Black dotted points show the angle concerned by the PES.

Here PESs at the B3LYP/6-31+g(d) level of several bending angles are considered and compared to the one

computed with CHONCl-2022_weak, see figure 3.28. From a general point of view ReaxFF PESs agree well

with the DFT results. Concerning the Cl-C-C angle of the chloroethane, as in the case of BDE, it is responsible

for the largest contribution of the RMSD for bending angle , which is 11.86◦. In a non-conjugated system, the

force field tends to overestimate the repulsion induced by the chlorine atom, leading to a shift of the PES of

this bending angle. However, the difference coming from the table 3.12 is about 19◦, which is still acceptable

for the force field.

From the table 3.12, there is a good agreement between the angles obtained on the full optimized structure

at the B3LYP/6-31+g(d) level and with CHONCl-2022_weak. Nevertheless, the C-C-Cl bending angle of the

PCB101 with a chlorine atom in the ortho position is also overestimated at around 17◦. This difference is due
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Molecule Angle B3LYP ReaxFF set

PCB101 C-C-Cl (ortho) 120.2 137.8 V
PCB101 C-C-Cl (meta) 117.2 118.9 V
Chlorobenzene C-C-Cl 119.3 121.5 V
Chloromethane Cl-C-H 108.6 105.6 V
di-Chlorobenzene-ortho C-C-Cl 118.8 118.7 V
Chloroethan C-C-Cl 111.4 130.6 V
Methyl hypochlorite C-O-Cl 110.4 119.3 V

Table 3.12: Comparison of the angle (in degrees) obtained at the B3LYP/6-31+g(d)/D3BJ level and the CHONCl-
2022_weak force field. The last column indicates if the corresponding angle is in the training set (T) or the
validation set (V).

to the dihedral angle around the central bond between the two cycles, which is small in the case of CHONCl-

2022_weak. This leads to higher repulsion between the chlorine atom with the opposite hydrogen in the

ortho position. However, when the two aromatic cycles of the PCB101 become more tilted, this bending angle

rapidly decreases around 120◦, similar to the QM value.

PES along dihedral angles

This subsection compares the PESs of torsions along dihedral angles obtained at the B3LYP/6-31+g(d)/D3BJ

level against the CHONCl-2022_weak values. In the case of PCBs, the torsion around the biphenyl central

bond is of high interest as it plays a significant role in their toxicity176. The value of this central torsion for

different PCBs, as well as some activation barriers are included in the validation. The PCBs considered in this

work are depicted in figure S1 in the supporting information. PES along four dihedral angles are depicted in

figure 3.29. The PES of the chloromethanol and PCB101 were in the training set, while the p-dichlorobenzene

and the PCB169 were in the validation set.

For the dichlorobenzene and the chloromethanol, CHONCl-2022_weak reproduces almost identically the

QM PES along the Cl-C-C-H and the Cl-C-O-H angles. At the same time, small differences are obtained

between the two PCBs. For the PCB101, ReaxFF reproduces well the repulsion between the chlorine and

hydrogen atoms when the C-C-C-C torsion is equal to 0◦ and 360◦. The position of the minimum is shifted

between QM and ReaxFF PES, but it belongs to a flat part of the PES and is acceptable. Concerning the PCB169,

the PES is slightly overestimated when it has a planar structure at 0◦ and 360◦ and a little underestimated

when the two cycles are perpendicular, 90◦. Such deviation can be improved by using the torsions 2013

version available in the AMS Software90 and the tapered bond orders of Furman and Wales93, see table 3.14.

Table 3.13 presents the values of several kinds of dihedrals angles that were considered in the validation

set. The values obtained with CHONCl-2022_weak are in good agreement with the QM ones and present a

deviation lower than the global RMSD over dihedral angles of 4.12◦.
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Figure 3.29: CHONCl-2022_weak ReaxFF (blue circle) and QM-B3LYP/6-31+g(d)/D3BJ (red square) PES (in eV)
along several dihedral angles (in degrees). a) the Cl-C-C-H torsion of the p-dichlorobenzene, b) the Cl-C-O-H
of the chloromethanol, c) the C-C-C-C torsion around the central bond of the PCB101 and the PCB169 (d).
There is a representation of these molecules on the different graphics with the chlorine atom in green, carbon
in grey, hydrogen in white and oxygen in red. Black arrows indicate the considered dihedral angle.

Molecule dihedral QM ReaxFF Set

p-dichlorobenzene Cl-C-C-H 360.0 360.0 V
Chlorobenzene Cl-C-C-C 180.0 180.0 V
Chloromethanol Cl-C-O-H 67.4 68.6 V
Chloroethanol Cl-C-C-O 179.7 180.0 V
Methyl hypochlorite H-C-O-Cl 180.0 180.0 V
Chloroethan Cl-C-C-H 299.6 299.6 V
o-dichlorobenzene Cl-C-C-Cl 360.0 360.0 V
PCB101 Cl(para)-C-C-C 179.9 183.2 V
PCB169 Cl-C-C-Cl 359.5 359.9 V

Table 3.13: Comparison of the dihedral angle (in degrees) obtained at the QM-B3LYP/6-31+g(d)/D3BJ level
and the CHONCl-2022_weak force field. The last column indicates if the corresponding dihedral angle is in
the training set (T) or the validation set (V).
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Dihedral angles (degrees)
PCBs QM ReaxFF Exp.

PCB15 39.3b, 37.9e 33.0 45.1 ± 1.5a
PCB52 95.5c, 87.3d, 81.3e 76.8
PCB77 38.7c, 37.7e 32.7
PCB101 99.1c, 77.2d, 81.0e 92.4
PCB126 39.2c, 37.9e 37.7
PCB169 38.9c, 37.9e 43.1

Energy barriers (in eV)
∆E0 ∆E90

PCBs QM ReaxFF QM ReaxFF

PCB15 0.12b, 0.09a, 0.09e 0.04 0.11b, 0.09a, 0.11e 0.09
PCB52 0.72c, 1.24e 1.55 0.003c, 0.001e 0.04
PCB77 0.08c, 0.08e 0.05 0.09c, 0.11e 0.11
PCB101 0.69c, 1.23e 0.49 0.002c, 0.001e 0.06
PCB126 0.08c, 0.08e 0.04 0.09c, 0.11e 0.08
PCB169 0.07c, 0.08e 0.08 0.09c, 0.11e 0.08

Table 3.14: Dihedral angles (in degrees) of the central C-C-C-C torsion along the biphenyl bond at equilibrium
geometries from the literature or B3LYP/6-31+g(d)/D3BJ calculation level. The energy barrier of the rotation
around the biphenyl bond (in eV) between the equilibrium geometry and the planar geometry, ∆E0, or the
perpendicular geometry∆E90. The values in the ReaxFF columns are obtained with the CHONCl-2022_weak
force field.
a: Experimental value of Bastiansen and Samdal 169 ; b: this work B3LYP/6-31+g(d)/D3BJ ; c: Arulmozhiraja
and Fujii 165 ; d: Gorbunova et al. 177 ; e: Dorofeeva et al. 242 , or with the new reactive force field. Rotational
barrier ∆E0 (planar structure) and ∆E90 (vertical structure) from QM are also compared with the ReaxFF
values (in eV).

The rotational barrier of several PCBswas then considered to discuss the validity of the CHONCl-2022_weak

force field. Hereafter the rotational energy barriers and the optimized values of the dihedral angle between

the two phenyl rings are considered. Two quantities were computed: ∆E0 is the energy barrier to reach a

planar conformation from the optimized geometry, and ∆E90 is the energy barrier needed to reach a per-

pendicular conformation, with an angle of 90◦ between the two phenyl rings, from the optimized geometry.

The values obtained with CHONCl-2022_weak are compared to those available in the literature or computed

at several QM levels of calculation, see table 3.14. In 1981, McKinney and Singh 171 explained that the PCBs

considered as toxic, have at least four laterals chlorine atoms. The PCBs with the lowest rotational energy

barrier are more flexible, leading to better associations with bio-molecules and increasing their toxicity176.

These rotational barriers are strongly impacted by the presence of chlorine atoms in ortho positions, which

increases the needed energy to reach the planar conformation. In consequence, PCBs 126 and 169 presented

in the SI figure S2 are among the more toxic and present only one or no chlorine atom in the ortho position.

Looking at table 3.14, the dihedral angle values of the torsion between the two phenyl rings are well

reproduced aswell as the relative values between PCBs, the largest error being a deviation of 5◦ for PCB77with

the closest reference value. These results enforce the validity of the Van der Waals parameters optimized for
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the chlorine atom which mainly drive the equilibrium values along this torsional motion. Globally, CHONCl-

2022_weak tends to underestimate the values slightly. The same conclusion can be drawn considering the

energy barriers. CHONCl-2022_weak reproduces well the significant increase of the energy barrier ∆E0 in

the case of the presence of chlorine atoms in ortho positions. For example, one can consider the comparison

of ∆E0 and ∆E90 in the case of PCB101 and PCB52 both wearing chlorine atoms in ortho positions. On

the contrary, the PCBs that do not have ortho chlorine atoms have a low rotational barrier leading to high

flexibility. For example, for the most toxic PCBs 126 and 169, energy barriers are in agreement with reference

values provided in table 3.6 and literature investigations of these PCBs assuming their flexibility.

Charge distribution

In figure 3.35 we focus on the carbon charge distributions of PCBs 52, 101 and 22. Literature values

obtained with the Mulliken approximation from DFT calculations177 are compared against ReaxFF ones using

CHONCl-2022_weak to determine potential centres of nucleophilic and electrophilic additions. The variations

of the charges are consistent over the carbon atoms when comparing the two levels of calculation. For the

PCB22, presented in the figure 3.30 a), ReaxFF and DFT show a large positive charge on the carbon atoms

2, 3 and 4’, which might be considered the most favourable nucleophilic sites. Moreover, the carbon 5,6 and

6’ for ReaxFF and DFT show a negative charge leading to a most favourable zone for electrophilic additions.

Continuing this comparison for the PCB 52 in the figure 3.30 b), the carbon atoms 2 and 2’ show the highest

positive values for both methods, leading to the most favourable nucleophilic sites. Finally, for the PCB 101

figure 3.30 c), carbon atoms 4 and 5 exhibit the two highest positive charges for the two methods.

Validation against reaction pathways

Finally, we considered reaction pathways of small chlorinated molecules to compare the ReaxFF energies

obtained with CHONCl-2022_weak with QM energies. Figure 3.31 displays four reaction pathways obtained

at the B3LYP/6-31+G(d)/D3BJ level using a chain of state approach: a) the reaction between chloromethane

and dihydrogen CH3Cl + H2 −−→ CH4 + HCl ; b) the reaction between hydrogen-chloride and formic acid

HCOOH + HCl −−→ HCOCl + H2O ; c) the recombination of the HOCl molecule in HClO and d) the dissoci-

ation of chloromethanol in formaldehyde and hydrogen-chloride CH2Cl–OH −−→ H2CO +HCl. The energy

barriers obtained using the CHONCl-2022_weak force field are in the same order of magnitude as those ob-

tained at the QM level, the largest error being 0.54 eV for the dissociation of chloromethanol. Moreover, it

shows similar energetic differences between reactants and products with the maximum deviation of 0.57 eV.

In the case of the acid-base reaction presented in figure 3.31 b), ReaxFF underestimate the energy barrier
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Figure 3.30: Carbon atomic charges of several PCBs, a) PCB 22, b) PCB 52, and c) PCB 101, computed with
ReaxFF CHONCl-weak_2022 (in blue) and DFT from the reference 177 (in red). Blue rectangles indicate the
favourable carbon atoms for electrophilic additions and in red for nucleophilic.
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Figure 3.31: Reaction pathways obtained at the B3LYP/6-31+g(d)/D3BJ level (red) and with CHONCl-
2022_weak on the QM geometries (black) for the reactions a) CH3Cl + H2 −−→ CH4 + HCl, b) HCOOH +
HCl −−→ HCOCl + H2O, c) the recombination of HOCl in HClO and d) the dissociation CH2Cl–OH −−→
H2CO + HCl. There is a representation of these molecules on the different diagrams with the chlorine atom
in green, carbon in grey, hydrogen in white and oxygen in red.
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of the reaction and the energy of the products. The gap overestimation between the transition state and the

product might be due to the BO calculations in the case of acyl chloride systems with a carbon atom bearing

both a chlorine atom and a C-O double bond. Indeed, the BO of C-Cl being lower than the BO of the C-O

bond, the BO of the C-Cl bond is weakened at the expense of the BO of the C-O double bond. However, the

difference between the QM energies and ReaxFF is about 0.57 eV and is still tolerable.

3.6.3.3 Atmospheric oxidation of chlorobenzene

In order to evaluate the performance of the newCHONCl-2022_weak force field, the oxidation of chloroben-

zene initiated by hydroxyl radical is investigated. This subsection is divided into two parts. Firstly, reactive

pathways of chlorobenzene obtained at the M062X/6-311++G(2df,2p) in relation to the work of Wu et al. 243

are compared with ReaxFF calculations with the new CHONCl-2022_weak force field. Kinetic and thermo-

dynamics products are identified. Secondly, the regioselectivity of the hydroxyl radical oxidation process on

the chlorobenzene is investigated, and the results are compared with the kinetic results of Bryukov et al. 244 .

Investigation of the reactive pathway of chlorobenzene oxidation by hydroxyl radical in the pres-

ence of dioxygen

In this part, we consider the reactivity of chlorobenzene at the M062X/6-311++G(2df,2p) calculation level,

consistently with the work of Wu et al. 243 ) and using ReaxFF calculations with the CHONCl-2022_weak force

field. The atmospheric gas-phase oxidation of the chlorobenzene initiated by hydroxyl radicals is investigated

and presented in the figure 3.32. In the figure 3.32 a), the diagram corresponds to the reaction between the

hydroxyl radical and the chlorobenzene in the ipso position corresponding to the carbon linked to the chlorine

atom. Panel b), c), and d) correspond to the reaction between the hydroxyl radical and the chlorobenzene in

ortho, meta and para positions, respectively, followed by the addition of dioxygen. For each of the different

reaction pathways, the initial point, in the middle of each scheme, is the chlorobenzene with a hydroxyl radi-

cal. ReaxFF energies were computed using the QM optimized geometries. Two pathways were investigated by

considering either the abstraction of a hydrogen atom leading to the formation of H2O (the right side of each

diagram of figure 3.32); or the addition of the hydroxyl radical on the aromatic rings (the left side of each dia-

gram of figure 3.32). The only exception is the ipso reaction, where the right side of the diagram corresponds

to the substitution of the chlorine atom by the hydroxyl radical. For ortho, meta and para reaction pathways,

after both the addition or the H-abstraction, an addition of an O2 molecule is then implemented to obtain final

products, usually named highly oxygenated organic molecules (HOM) or chlorophenols. The energy barriers

are in electron-volt and relative to the initial reactants except for the last products. After adding a dioxygen

molecule, the barriers are relative to the previous states. QM calculations associated with the hydroxyl radical
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addition (left side), were reported from the work of Wu et al. 243 . Globally CHONCl-2022_weak reproduces

well the relative values of the QM energies of the reactive pathways but tends to overestimate the energy

barriers of the reactions with the radicals.

Concerning the reaction of the OH radical in the ipso position (figure 3.32 a), the addition exhibit the

largest energy barriers of all the reactive pathways, with both ReaxFF (1.12 eV and 1.02 eV) and QM levels

of calculations (0.24 eV and 0.24 eV). These results agree with the conclusion of Wu et al. 243 and Bryukov

et al. 244 that the ipso addition is, at ambient temperature, the least favoured reactive pathway. Moreover, the

energy barrier of the reaction of the chlorine atom substitution (right side) is also a non-favoured pathway.

For the reactions in positions ortho, meta and para, figure 3.32 b, c and d, respectively, ReaxFF calculations

reproduce the trends obtained at the QM level of calculation. The first tendency that we can notice, without

considering the presence of dioxygen, is that both ReaxFF and QM calculations show that the addition of

OH on the chlorobenzene (left side) is thermodynamically favoured. Indeed, in the three cases, the energies

of products are lower than the energies of the products obtained after the hydrogen abstractions. However,

we can observe a difference in the kinetic products obtained from ReaxFF and QM calculations. Considering

the energy barriers, differences might be explained by the π-stacking arrangement of the hydroxyl radical

above the benzene ring in the transition states geometries obtained from QM calculations which are not well

described with ReaxFF due to the CHO parametrization. However, one specificity of these pathways is that

the energy barriers on the two sides are closed to each other with differences at most about 0.1 eV in the

range of the accuracy of the methodology. Our new ReaxFF potential well reproduces this point; thus, from

a kinetic point of view, it is difficult to conclude on the most favoured pathway.

Now, if we consider the presence of the dioxygenmolecule, we observe a good agreement between ReaxFF

and QM calculations on products’ energies and energy barriers. On the left side, after OH addition, the final

products are the chlorophenol molecule in ortho, meta or para positions and the HO2 molecule as suggested

by Wu et al. 243 . On the right side, both QM and ReaxFF calculation levels do not present energy barriers

from the products of the hydrogen abstraction to the formation of HOM with a dioxygen molecule crafted on

the chlorobenzene ring. In the presence of dioxygen, ReaxFF with the new CHONCl-2022_weak force field

predict that the formation of these HOM compounds are thus likely to happen245. These results complete the

previous work of Wu et al. 243 on the chlorobenzene oxydation.

Regioselectivity of the chlorobenzene oxidation

Bryukov et al. 244 investigated the kinetics of the OH additions and the hydrogen abstractions on the

chlorobenzene molecule from a combination of experimental and computational approaches. They agree

with the QM conclusion of Wu et al. 243 by assuming that the primary reaction occurring at low temperatures
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Figure 3.32: Reaction pathways obtained at the M06-2X/6-311++g(2df,2p) level (orange from reference 243
or this work) and using ReaxFF with CHONCl-2022_weak (black). For all schemes, the initial reactants are
chlorobenzene and hydroxyl radical in the middle. The left side corresponds to the addition of the hydroxyl
radical, while the right side corresponds to the abstraction of a hydrogen atom of the phenyl ring. The reaction
is done on the substituent in position a) ipso, b) ortho, c) meta and d) para. The final products are obtained
after the reaction with dioxygen. The energy barriers are in electron-volt and relative to the initial reactants
except for the last products, after the addition of dioxygen materialized by the blue vertical dashed lines,
where in these cases, the barrier is relative to the previous state. There is a representation of all the different
molecules on the different diagrams with the chlorine atom in green, carbon in grey, hydrogen in white and
oxygen in red.
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Figure 3.33: Representation of key snapshots along one reaction pathway leading to the abstraction of an
hydrogen atom in ortho position. The molecules are depicted on the different graphics with the chlorine
atom in green, carbon in grey, hydrogen in white and oxygen in red.

are the OH addition and they showed that a shift appears around 450K, the hydrogen abstraction is becoming

prominent. Moreover, they supposed that the hydrogen abstraction might occur at a lower temperature. To

compare the values obtained by Bryukov et al. 244 with ReaxFF, the oxidation of the chlorobenzene molecule

was investigated through reactive molecular dynamics simulations using the CHONCl-2022_weak force field.

In order to simulate atmospheric collisions, the chlorobenzene molecule was subjected to hydroxyl rad-

ical collisions coming from random positions sampled on a sphere centred on the centre of mass of the

molecule. The initial velocity of the hydroxyl radical is oriented toward the centre of mass of the chloroben-

zene molecule, and the velocity norm is sampled around the considered temperature. Then 8000 NVE sim-

ulations of 3 ps lengths were implemented to gather enough statistics using initial velocities at 80K, 250K,

300K, 350K and 800K. Most of the trajectories were inefficient and did not lead to any reaction, although,

as expected, increasing the temperature leads to more reactions. Over the total of 8000 simulations for each

temperature, branching ratio were computed over efficient trajectories, considering 108 reactions at 80K, 201

at 250K, 251 at 300K, 314 at 350K and 517 at 800K. Figure 3.33 presents an example of one trajectory along the

abstraction of one hydrogen atom in ortho position. The results are presented in the table 3.15.

With ReaxFF, due to the lack of π arrangement description, the addition of the OH is rare. So, we compare

the rate constant of the H-abstraction reactions and the chloride substitution computed by Bryukov et al. 244

with those obtained in our ReaxFF simulations. Bryukov et al. 244 computed the rate constant with different

methods, but the IRTS (Isodesmic reactions for transition states) shows the best capacity to reproduce the

experimental results246,247.

The lowest temperature investigated by Bryukov et al. 244 is 251.68K. At this temperature, the rate con-
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Products 80K 250K 300K 350K 800K

Ortho abstraction 32.4 38.3 41.4 42.7 39.5
Meta abstraction 49.1 46.3 34.3 31.9 25.7
Para abstraction 9.3 8.5 13.6 12.4 6.4
Cl Substitution 9.3 6.5 8.8 12.4 24.2
HOCl Formation - 0.5 2.0 0.6 4.1
Para OH addition - - - - 0.2

Table 3.15: Branching ratio (in %) over the efficient trajectory of a hydroxyl radical collision with chloroben-
zene at 80K, 250K, 300K, 350K and 800K, obtained with ReaxFF and the CHONCl-2022_weak force field.

stants scale is as follows: the smallest is the chlorine substitution; the H-abstraction in para and ortho posi-

tions are one order of magnitude larger, the H-abstraction in ortho being favoured; finally, the H-abstraction

in meta position is the kinetic product with a rate constant one order of magnitude larger than the ortho and

para cases. These results agree with the branching ratio presented in table 3.15. The H-abstraction in the meta

position is the more probable, while the chlorine substitution is unlikely to occur. However, the efficiency of

the H-abstraction in ortho and para positions is not well reproduced, although they are effectively less prob-

able than the meta H-abstraction. These results might come from the geometry of the complex between the

OH radical and the chlorobenzene molecule, far away from the transition state which are not included in the

calculations done by Bryukov et al. 244 . From our QM calculations, the OH radical comes first between two

carbon atoms before it reaches the transition state. Looking at the energy of the transition states on figure

3.32, the ortho position is favoured against the ipso position, the meta position is favoured against the para

position, and the meta position is favoured against the ortho position. This is consistent with the branching

ratio obtained in table 3.15. The calculations of the rate constants by including a two steps model with the

approach of the hydroxyl radical may help to consider that point.

Increasing the temperature leads to a balance shift between the reaction pathway on positions ortho and

meta, the para position remaining disfavored and the chloride atom substitution being more and more likely

to occur. Bryukov et al. 244 showed that increasing the temperature reduces the difference between the rate

constants of the chloride atom substitution and the three reaction pathways associated with the H-abstraction.

The chloride atom substitution becomes prominent above 2343.75K244. Although our ReaxFF simulations

with CHONCl-2022_weak slightly overestimate this substitution pathways they agree with the trend of this

reaction pathway to become favoured by increasing the temperature. Moreover, these results are consis-

tent with reaction pathways calculations, on figure 3.32, where the chloride atom substitution corresponds

effectively to the thermodynamic product, whatever the QM or ReaxFF calculation level.

The approach presented here, averaging molecular collisions using ReaxFF simulations, may help investi-

gate atmospheric reactions using a few calculation times. ReaxFF results being reliable, such collision analyses

may help probe the possible reactive pathways quickly and gather the possible reaction products.
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Figure 3.34: Initial and last simulation boxes of the plasma-induced reactivity of chlorobenzene in water along
with intermediate key snapshots of the reaction pathway and their corresponding timestep.

3.6.3.4 Plasma-induced degradation of chlorobenzene in water

Finally, in order to demonstrate our new potential’s capability, simulations corresponding to plasma-

induced degradation of chlorobenzene in water were implemented with the CHONCl-2022_weak force field.

To that ends, we considered a simulation box, of 15 length, containing one chlorobenzene molecule, 102

water molecules and 10 hydroxyl radicals to mimic the effect of the plasma. All compounds were randomly

positioned in the box. The box was heated between 550K and 750K to fasten the reaction during 2 ns. A

total of 35 simulations were made, and the results were compared to those obtained from the experimental

investigation of Liu and Jiang 248 . Figure 3.34, presents an example of a simulation box at the first time step

and at the last one, along with key snapshots illustrating the reactivity along one simulation.

Among the 35 simulations, the degradation of chlorobenzene only occur in two cases. One leads to the

formation of a phenol molecule and the other one leads to a chlorophenol molecule, the hydroxyl radical

being crafted on the ortho position. Figure 3.34 presents the formation of the chlorophenol molecule. These

results agree with the conclusions of Liu and Jiang 248 who showed from plasma-induced experiments that

the main intermediates products of the chlorobenzene decomposition are the three chlorophenols and the

phenol compounds. This opens the field of application of CHONCl-2022_weak force field to the investigation

of organochloride decomposition from plasma-induced degradation in water.

3.6.4 Conclusion

In this work, we developed a new reactive potential in the ReaxFF formalism called CHONCl-2022_weak

force field. It provides the chlorine atom parameters for organochloride compounds to the CHON-2017_weak

force field and focuses on conjugated and aromatic compounds. The force field parameters were fitted against

high-level quantum mechanics calculations, including CASSCF/CASPT2 calculations for bond dissociation

andDFT calculations for PESs along internal coordinates or reaction pathways. Its performancewas evaluated

against a validation set. We obtained an RMSD against QM energies of 0.38 eV (8.91 kcalmol−1). Moreover,

the RMSD over structural parameters of the new force field is 0.06Å for the bond lengths, 11.86◦ for the angles

and 4.12◦ for the dihedral angles. The bond dissociation energies and PESs along bending and dihedral angles,
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computed at a QM level, are well reproduced. Moreover, the central torsion angle of molecules from the PCB

family agree well with reference values from a structural and energetic point of view which is of great interest

as this torsion is a key factor in the toxicity of these compounds. Finally, the charge distribution over PCB

molecules, computed with the new force field agrees with the one computed at the DFT level, allowing the

identification of favourable zones for reactive nucleophilic addition on these compounds.

The atmospheric oxidation of the chlorobenzene molecule initiated by hydroxyl radical was investigated

with the new force field and compared with DFT calculations. Twomain reaction pathways were investigated:

the addition of the OH radical on the chlorobenzene and the abstraction of one hydrogen atom or the substitu-

tion of the chlorine atom by the radical. Although ReaxFF tends to overestimate the energy barriers, the new

force field reproduces the trends of QM results. The energy barriers of the two considered pathways are very

closed. The reaction on the ipso position exhibits the largest energy barrier but leads to the lowest energy

products. Considering the presence of a dixoygen molecule, the new force field reproduces the formation of

chlorophenol and highly oxygenated molecules. To further increase the accuracy of the calculations, it could

be needed to consider a better description of the π-stacking interaction in order to improve the interaction

between the aromatic ring and the OH radical.

The regioselectivity associated with the reaction with an OH radical was also compared to rate constant

calculations. Using an original approach, we simulated the atmospheric collisions between the chlorobenzene

molecule and the OH radical and gathered statistical data to analyze the more probable reaction pathways.

Again, the results obtainedwith the CHONCl-2022_weak force field agree with the literature, andwe evidence

the shift between the H-abstraction and the chloride atom substitution when increasing the temperature. This

opens the possibility of probing reaction pathways and identifying reaction products quickly.

Finally, the degradation of chlorobenzene in water from the reaction with hydroxyl radicals was inves-

tigated using the CHONCl-2022_weak force field. The formation of phenol and chlorophenol molecules is

obtained which agree with experimental investigation which identified these molecules as the major inter-

mediates. This opens the filed of application of reactive molecular dynamic simulations using ReaxFF to the

investigation of the degradation of organochloride compounds in water.
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Supplementary Material

Supplementary material is available and provides (i) computational details about CASSCF/CASPT2 calcu-

lations (ii) density of several solvents computed with ReaxFF (iii) the structure and nomenclature of PCBs and

(iv) reaction energies used to obtain the parameters. An archive is provided including data files, in the usual

format for parameters optimization with AMS, containing the energies and the structures used to build the

training set and the validation set and the force field parameters in a suitable format for LAMMPS or AMS.
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Molecule Bond Active space

Dichlore Cl-Cl (12,10)
Chlorobenzene C-Cl (12,10)
Chloromethane C-Cl (10,9)
Chloromethanol C-Cl (14,14)
Chloroethan C-Cl (14,14)
Chloroethanol C-Cl (14,14)

Methyl hypochlorite O-Cl (14,14)
Hydrogen chloride H-Cl (12,10)

Table 3.16: This table presents the active spaces selected for the different CASSCF computations using the
cc-pVTZ basis set. For the active space, the first number indicates the number of valence electrons distributed
and the second the number of molecular orbitals.

Solvent Density Literature Density ReaxFF
Chlorobenzene 1.10 1.34

CH2Cl2 1.29 1.36
CH3Cl (249K) 1.00 1.28
CH2CHCl 0.91 1.09

Table 3.17: The densities (in g.cm−3) of four different chlorine solvents obtained with the new reactive force
field are compared with literature values. Except for the CH3Cl, which was computed at 249K, all the simu-
lations were made at 300K.

Figure 3.35: Here is a schematizing of a PCB, with the different positions indicated by numbers.
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Figure 3.36: Representation of six different PCBs cited in the article. The PCB 15, 22, 52, 77, 126 and 169. The
grey atoms are carbons, green chlorines, and white hydrogens.
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Reaction ReaxFF QM
CH3Cl + H2 −−→ CH4 + HCl -0.84 -0.13

CH2CHCl + O2 −−→ OOCHClCH2 +2.06 +1.28
CH2O2 + HCl −−→ H2O + ClCOH +0.49 -0.08

ClOH −−→ OClH +2.61 +2.78
HOCH2Cl −−→ HCl + OCH2 +0.39 +0.41
C6H5Cl + H2 −−→ C6H6 + HCl +2.88 +0.66

Table 3.18: Comparison of reaction energies obtained from QM and ReaxFF (eV).

C-Cl bond dissociation ReaxFF QM
C6H5Cl −−→ C6H5 + Cl +4.25 +4.27

C2H5ClO −−→ C2H5O + Cl +2.38 +3.85
C2H5Cl −−→ C2H5 + Cl +2.19 +3.66
CH3Cl −−→ CH3 + Cl +3.36 +3.50

CH2OHCl −−→ CH2OH + Cl +3.47 +3.59
O-Cl bond dissociation ReaxFF QM
CH3OCl −−→ CH3O + Cl +1.67 +1.93
H-Cl bond dissociation ReaxFF QM
H–Cl −−→ H + Cl +4.63 +3.95

Cl-Cl bond dissociation ReaxFF QM
Cl2 −−→ Cl + Cl +2.57 +2.81

Table 3.19: Comparison of bond dissociation energies obtained from QM and ReaxFF (eV).

dichlorobenzene ReaxFF QM
meta-dichlorobenzene REF REF
ortho-dichlorobenzene +0.49 +0.08
para-dichlorobenzene +0.48 0

dichloroethene ReaxFF QM
cis-1,2-Dichloroethene REF REF
trans-1,2-Dichloroethene -0.06 +0.03

PCB ReaxFF QM
PCB1 REF REF
PCB2 -0.08 -0.08
PCB3 -0.08 -0.08

Table 3.20: Comparison of energies difference between different isomers, the reference is indicated by REF
(eV).
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Planar Structure Vertical Structure
Energy rotational barrier of PCBs ReaxFF QM ReaxFF QM

PCB15 +0.04 +0.09 +0.09 +0.09
PCB52 +1.55 +1.24 +0.04 +0.003
PCB77 + 0.05 +0.08 +0.11 +0.11
PCB101 + 0.49 +0.69 +0.06 +0.002
PCB126 +0.04 +0.08 +0.08 +0.09
PCB169 +0.08 +0.08 +0.08 +0.09

Table 3.21: Comparison of conformers energies of torsional barriers from different PCBs (eV).

OH addition on chlorobenzene ReaxFF QM
C6H5Cl + OH −−→ C6H5ClOH–ipso -0.8 -0.82
C6H5Cl + OH −−→ C6H5ClOH–ortho -0.77 -0.77
C6H5Cl + OH −−→ C6H5ClOH–meta -1.04 -0.71
C6H5Cl + OH −−→ C6H5ClOH–para -0.86 -0.76

O2 addition on chlorobenzene ReaxFF QM
C6H5Cl + OH + O2 −−→ C6H5ClO2 –ortho + H2O -2.45 -2.1
C6H5Cl + OH + O2 −−→ C6H5ClO2 –meta + H2O -2.2 -2.38
C6H5Cl + OH + O2 −−→ C6H5ClO2 –para + H2O -2.22 -2.31

Table 3.22: Comparison of energies reactions, with the OH addition on chlorobenzene, and the addition of O2
on the chlorobenzene (eV).

Molecule ∆fH
ReaxFF QM difference

Metazachlor -199.90 -200.93 1.03
DDT -157.71 -160.33 2.62
TCDD -137.96 -139.19 1.23
Diuron -133.43 -133.82 0.39
Oxazépam -194.79 -192.85 1.94
PCB15 -132.47 -132.28 0.19
PCB52 -130.20 -130.06 0.15
PCB77 -130.13 -129.52 0.61
PCB101 -129.01 -128.78 0.23
PCB126 -128.92 -127.91 1.01
PCB169 -127.63 -126.24 1.38

Table 3.23: Comparison of Heat of formation computed from equation 14 of reference5 and QM calculations.
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3.7 Conclusion

Thus in the article, we make sure that the force field could reproduce correctly the key parameters iden-

tified in chapter II on the PCBs as the central torsion and the rotational barriers. Nevertheless, one point

not mentioned in the article is the central bond distance between the two carbons atoms as a function of the

chlorine substituted in the PCBs. This investigation was made at the CASSCF/CASPT2 level in comparison

with the new ReaxFF force field, and it was observed that the chlorine position did not impact the central

bond distance on the PCB, which stays around 1.48 Å.

Moreover, with the new force field, we successfully investigate the degradation in an atmospheric and

aqueous environment for chlorobenzene. The force field’s evaluation performance indicated that ReaxFF

lacks in describing the π arrangement. Otherwise, it is able to describe all the other aspects of PCB reactivity.

It allows us now to investigate the different organochloride degradation reactivities in different environments

in the two following chapters. In the continuity of the thesis, the following chapter presents a pyrolysis inves-

tigation using the new force field. A dedicated results section is made on the pyrolysis of the chlorobenzene,

completing the description of chlorobenzene degradation in various environments.
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Pyrolysis investigation using ReaxFF

4.1 Introduction

After developing the new aqueous force field CHONCl-2022_weak force field, this chapter aims to provide

the first application of this force field to systems of interest. This article took place in the new trends of

ReaxFF molecular dynamics simulations by investigating pyrolysis degradation. Indeed, to our knowledge,

the usage of an aqueous reactive force field was never used to investigate pyrolysis simulations. That is why

we decided to compare the efficiency of two ReaxFF force fields coming from the combustion against the new

developed force field coming from the aqueous branch. Moreover, we discuss the necessity to implement the

simulations by averaging the results of the pyrolysis over a set of reactive simulations. This work was done in

collaboration between the two authors, and the first author was responsible for producing all the results and

their analyses. The development of the computational details was done through two internships supervised

by the first author.

Hence, three different plastics: PE, PP, and PS, in the presence of additives such as toluene and chloroben-

zene, have been studied through reactive molecular dynamics.

In the article, an introduction is presented introducing the energetic and environmental contexts of plas-

tics and why pyrolysis can help their recycling. Then, the computational details present a quick review of

ReaxFF and the simulation details. The first results concern thermogravimetric analysis from the three plastics

pyrolysis. We compare literature results with reactive simulations results obtained with the ReaxFF potentials

from the combustion and the aqueous branches. Then, the different products of pyrolysis are investigated.

The next results are the role of the two additives, toluene and chlorobenzene, using one combustion force

field and the new aqueous we developed during this thesis and presented in chapter III. Finally, we analyzed

the pyrolysis of chlorobenzene, and the pyrolysis products were compared to experimental results.
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4.2 Article 2 : Reactive simulations of plastics pyrolysis with additives: a

comparison of the aqueous and combustion branches of ReaxFF

Reactive simulations of plastics pyrolysis with additives:
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Universite de Pau et des Pays de l’Adour, E2S UPPA, CNRS, IPREM, UMR 5254, Pau France

Abstract

In this work, the efficiency of the combustion and aqueous branches of the reactive potential ReaxFF are

compared through pyrolysis investigations from reactive molecular simulations of three polymers: polyethy-

lene (PE), polystyrene (PS) and polypropylene (PP) with additive compounds. Thermogravimetric analyses

were implemented, computing the weight loss percentage along with analyzes of the pyrolysis products.

Three force fields were considered: the CHON-2019 and the CHOSFClN potentials coming from the com-

bustion branch and the CHONCl-2022_weak potential coming from the aqueous branch. The results show

that both CHON-2019 and CHONCl-2022_weak force fields give similar results in adequation with the exper-

imental results and are better than the CHOSFClN force field from the combustion branch. They can correctly

predict the kinetic order of polymer degradation and identify the species formed and their quantities. As a

result, the latest versions of the ReaxFF potential, belonging to the aqueous branch, are well suited to in-

vestigate the pyrolysis processes and may give equal or better results than force fields from the combustion

branch. Furthermore, force fields from the aqueous branch seem to be more reliable for the investigation of

the effect of the additives’ role on plastic pyrolysis. Finally, an important aspect presented in this article is

the use of statistical simulations for the different investigations. An error of 24 K was computed on ten ther-

mogravimetric analyses simulated with ReaxFF on the PP pyrolysis, emphasizing the necessity of statistical

simulations.
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4.2.1 Introduction

In the field of computational chemistry, quantummechanics (QM)methodologies are themost accurate for

investigating chemical systems and reactivity as they include an explicit description of the electronic density.

However, the computational cost of fully dynamic simulations with those methodologies is often limiting for

large systems. That is why classical molecular mechanics approaches are used to investigate the dynamics of

complex systems like polymers. These approaches are well-suited for non-reactive simulations. Nevertheless,

they require predefined connectivity of the atoms and the definition of molecules, which prevents reactions

from occurring. When it comes to looking at the reactivity of complex systems, it is thus necessary to have

a methodology able to describe the breaking and the formation of bonds. In this context, reactive potentials

such as ReaxFF5 which are based on the bond-order formalism bridge the gap between molecular mechanics

and quantum chemistry, allowing the investigation of the reactivity of complex systems.

Since the first publication in 2001 by van Duin et al. 5 , ReaxFF has proven its efficiency with numerous

studies of complex systems, including a large chemical diversity58. Initially, it was designed to describe hy-

drocarbon compounds focusing on combustion reactions. The potential took its final formalism from the

work of Strachan et al. 55 in 2005, leading to a complete C/H/O force field by Chenoweth et al. 249 designed to

investigate combustion reactions, named hereafter CHO_comb_2008. This potential was well suited to inves-

tigate high-temperature reactions. Many variations and improvements of CHO_comb_2008 appeared250,62,

which are parts of a branch of ReaxFF potentials entitled "combustion branch". The ReaxFF formalism does

not use atom types but has only one set of parameters describing an atom regardless of its chemical envi-

ronment. CHO_comb_2008 describes well water in gas phases but not in the liquid phase. This led to the

development in 2018 of an aqueous branch of the ReaxFF potentials, including a good description of weak

interaction in the liquid phase68. These two main branches evolved separately with different goals58, leading

to a low transferability of the parameters inside each branch but a very weak transferability from one branch

to another.

Starting from combustion reactions, reactive molecular simulations were widely applied to pyrolysis, with

more than 180 articles published in the last five years. More specifically, numerous papers address the ques-

tion of the pyrolysis of plastic compounds. In 2019, global plastics production reached almost 370 million

tons, and predictions assume that the production might reach 12000 million tons in 2050251. However, in

2017, only 9% of the total production of plastics since 1950 was recycled251. It is leading to more than 79%

plastic waste accumulated in landfills and different environments252,253,254. This significant accumulation of

plastic waste in landfills is of great concern for the surrounding ecosystem and human health254. There

are principally six kinds of typical plastic components in municipal solid wastes, which are polyethylene

high and low density(HDPE and LDPE), polypropylene (PP), polystyrene (PS), polyvinyl chloride (PVC) and
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polyethylene terephthalate (PET)255. Mechanical recycling, energy recovery or thermal recycling and chem-

ical recycling or feedstock recycling are the three main methods of recycling tools of plastic wastes256. Due

to the inhomogeneity of polymers, mechanical recycling is not an ideal choice for recycling plastics257, but

it is a better solution than thermal recycling because incineration releases undesirable pollutants into the

atmosphere256,251,258. Many articles, highlighted that the most suitable approach for plastics wastes recycling

is thus the chemical recycling from pyrolysis and gasification259,260,261,262. Indeed, in addition to the pro-

tection of the environment, chemical recycling can also lead to sustainable use of plastic waste by producing

fuel263,259,264,265. The different pyrolysis mechanisms of the principal plastic wastes were investigated through

experimental study259,266,267,268,269 and more recently from computational methods270,271,272,273 with some of

them using ReaxFF potentials.

This paper addresses two main objectives. First of all, because of the development since 2019 of the

new aqueous branch of the family of the ReaxFF potential, dedicated to the investigation of the reactivity

in the condensed phase, we aim to compare the quality of reactive potentials from the combustion and the

aqueous branches to describe pyrolysis. To that end, we decided to investigate the pyrolysis of different

major plastic compounds (PE, PP and PS) and of the chlorobenzene molecule, which is well described in the

literature274. Second, plastic generally includes molecular additives to fit the required properties for certain

applications. These additives may lead to the formation of new pyrolysis products or alter the behaviour

of the pure plastic phase along the pyrolysis process. In this work, The effect of common additives such as

toluene and chlorobenzene was investigated through reactive molecular simulations. These two molecules

are commonly used solvents during plastic synthesis or can be used as flame retardant275,276.

4.2.2 Computational methods

4.2.2.1 ReaxFF: A reactive force field

The ReaxFF potential is based on two mains concept: (i) it uses the bond order (BO) paradigm to describe

all the different intramolecular energetic contributions of the total energy249; (ii) there is only one unique

atom type per chemical element. ReaxFF allows bonds to break and form along the simulations by including

the BO in the potential formalism. The potential is defined through multiple different empirical parameters.

The description of the ReaxFF potential energy terms, which compose the total energy, is presented in the

equation 4.1.

Esystem = Ebond + Elp + Eover + Eunder + Eval + Epen + Ecoa + EC2 + Etriple

+ Etors + Econj + EHbond + EvdW + ECoulomb (4.1)
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The system’s total energy with the ReaxFF potential is divided into fourteen different contributions. All the

underlined terms depend on the BO on the equation 1.14. All energy terms can be divided into two groups.

The first one corresponds to intramolecular contributions and is composed of the first eleven terms, where the

common factor is the BO dependency. In the order of the equation 1.14 we have the bond energy term, the lone

pair term, both over coordination and undercoordination corrections, the valence angle contribution, another

correction of double bonds angle valency issues, correction for NO2 group stability, correction to destabilize

triple bonds for allene, a particular correction for carbon monoxide, torsions and conjugation energies. The

second group is composed of the last three terms in equation 1.14 and corresponds to the intermolecular

interactions. This group includes a hydrogen bond term contribution depending on the BO, then Van der

Waals interactions and Coulombic interactions. It is behind the scope of the article to present all the different

equations corresponding to the different energetic contributions. However, we invite the reader to read the

work of Chenoweth et al. 249 , which proposes a complete description of the ReaxFF potential.

4.2.2.2 Computational details

Three polymers were investigated: polyethylene (PE), polypropylene (PP) and polystyrene (PS). For each

polymer, reactive molecular dynamics simulations corresponding to the pyrolysis of the pure polymers and

the polymers with additives were implemented. The pyrolysis of a pure chlorobenzene phase from reactive

molecular dynamics was also investigated and compared to experimental data. In order to compare the aque-

ous and the combustion branches of the ReaxFF potential several potentials were considered, including the

C/H/O/N elements and two of them with the Cl element. From the combustion branch the CHOSFClN po-

tential, from the work of Wood et al. 60 and the CHON-2019 potential from the work of Kowalik et al. 62 were

implemented. From the aqueous branch, the CHONCl-2022_weak potential from the work of Wolf et al. 277

was implemented as it includes parameters for the chloride atoms from the last ReaxFF potential in the aque-

ous branch CHON-2017_weak from Zhang and van Duin 68 .

In order to investigate the pyrolysis from reactivemolecular simulations, three different boxes were imple-

mented. First, a box filled up with 540 chlorobenzene molecules was built to evaluate the quality of the force

fields from the combustion or the aqueous branches on the pyrolysis of the chlorobenzene against experimen-

tal data. Second, one box composed of ten pure polymers with fifty monomers was built for each polymer (PE,

PP and PS). Finally, a boxwith again ten polymers of fiftymonomers with one additional toluene or chloroben-

zene molecule was built for each polymer (PE, PP and PS). To obtain reliable results, averages computed from

molecular simulations have to be independent of the initial conditions and, in particular, independent from

the initial configuration. Considering only ten polymers chain or one additive molecule in the box leads to

poor statistics. Consequently, ten boxes were built for each system corresponding to one polymer (PE, PP
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Figure 4.1: Three boxes of molecular dynamics simulation starting points. The first is a PE box with one
chlorobenzene molecule, the second a PP box, and the final a box of PS with one toluene molecule. On each
box, the different polymers are coloured.

and PS) and one additive (no-additive, toluene or chlorobenzene), and reactive molecular simulations corre-

sponding to the pyrolysis were implemented on each of these ten boxes. The results and conclusions about

each system were then produced based on the average over the ten simulations. To our knowledge, such an

approach was never implemented in previous reactive molecular simulations of pyrolysis processes and will

increase the quality and reliability of the results.

To create a realistic box of polymers, several simulations with the UFF classical force field23 were imple-

mented using the Force Field module of the AMS90 software. We followed a similar methodology as previous

works on polymer pyrolysis271. Starting from a large box with a cell size of 400Å, the ten polymers with fifty

monomers were put randomly in the box. In the case of systems including an additive molecule, it was also

added in the box randomly. The systems were then compressed using an NPT simulation implementing the

Berendsen thermostat and barostat278 at 300 K and 1 GPa, with a time step of 0.25 fs, during 50000 steps.

The systems reaches an equilibrium density quite rapidly, and ten independent configurations were extracted

from the simulations for each system. For each of these ten boxes and each system, they were homogenized

by doing a second simulation step of 100 ps with a timestep of 1 fs in the NVT ensemble at 1000 K. The sys-

tems were then cooled at a rate of 1 K/ps from 1000 K to 300 K at 1 bar in the NPT ensemble. Finally, the

last simulation step in the NPT ensemble at 300 K and 1 bar during 100 ps was implemented for all systems

to reach an equilibrium at ambient temperature. These final configurations constitute the starting point of

the reactive molecular dynamics simulations implemented to produce the pyrolysis process, and examples of

three different polymer boxes are presented in figure 4.1.

For each system, considering the ten initial configurations, the pyrolysis process was simulated using

the different reactive force fields. These simulations were implemented using the LAMMPS (Large-scale

Atomic/Molecular Massively Parallel Simulator)89 software, with the version October 2021 and default cutoff
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parameters, namely, a nbrhood_cutoff of 5 Å and a hbond_cutoff of 7.5 Å. With a temperature of 500 K, each

system was heated progressively in the NVT ensemble, using the Berendsen thermostat, until it reaches a

temperature of 3200 K for boxes with polymers and 2500 K in the case of chlorobenzene. A ramp of 10 K/ps

was implemented with a timestep of 0.1 fs which ensure, in particular at high temperature, accurate integra-

tion of the equations of motion. The final temperature is far above common pyrolysis processes’ experimental

temperature. Experimentally, the time length of pyrolysis is in order of a few seconds, while the length of

the reactive molecular dynamics simulations implemented here is a few hundred picoseconds. Using such a

high temperature is thus a way to ensure that chemical reactions will occur during a short simulation time.

This strategy is usual in ReaxFF simulations, and previous works already showed that although the temper-

ature is high, the simulations capture the mechanism of the experimental pyrolysis and, in particular, repro-

duce the successive steps of the pyrolysis271,270,279,273. In this article, when comparing the experimental and

computational results at a given temperature, the temperature from experimental results will be named the

experimental temperature. In contrast, the temperature from reactive simulations will be named the ReaxFF

temperature.

4.2.3 Results and discussions

4.2.3.1 Statistical average over a set of simulations

In the literature, ReaxFF simulations are commonly used to reproduce pyrolysis processes heating the sys-

tem progressively using a temperature ramp. When considering polymers such as PE, PP and PS in this study,

one of the first degradation steps will be the rupture of the polymer chain. For an obvious computational cost

reduction, the number of polymer chains and the number of monomers is limited. Depending on the initial

configuration and velocities, this first rupture of the polymer chain may occur in a wide temperature range

and lead to sharp variations of the quantities followed along the pyrolysis process. For example, following

the number of species in the simulation box, if one considers ten polymer chains when one chain is broken,

this represents 10% of the total amount of polymer. In order to avoid these sharp variations, people usually

include smoothing of the data. In this first subsection, we will highlight the results obtained after averaging

over ten reactive simulations. We compare the thermogravimetric analysis (TG) computed as the weight loss

percentage. To obtain the TG from our ReaxFF simulations, we followed the methodology already used in

previous works280,281,271 where the pyrolysis products with more than 40 carbons are classified into char, and

then we followed the evolution of the char mass using the equation 4.2.

Char mass =
∑iMi × ni

Mtotal
(4.2)
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Figure 4.2: Thermogravimetric analyses obtained from 10 reactive simulations of PP pyrolysis. The dark
yellow curve is the average over the 10 TG curves and the light envelope correspond to the standard deviation
with a width of 2σ.

The char mass is obtained by computing the sum of each specie produced i of the molar mass Mi times

the number of molecule specie ni divided by the total molar mass Mtotal at the beginning of the simulation.

Figure 4.2 presents the average TG curve obtained over all the ten reactive simulations of PP pyrolysis

and the envelope corresponds to the standard deviation (with a width of 2σ). The temperature for which the

weight loss percentage reach 50% range from 2090 K to 2230 K, the average value is 2175 K with a standard

deviation of 42 K. Assuming a rectangular error distribution (worst case), the associated uncertainties on

this temperature is 24 K. Such analyses give two indications. First, it gives an estimation of the expected

error on the TG curves computed hereafter. Second, thanks to the calculation of the dispersion from the

standard deviation gives an overview of the envelope containing the expected TG curves. When two TG

curves obtained from different conditions are closed, this will help to decide if the differences are relevant or

not.

All the results presented hereafter in this paper are obtained from an average over 10 independent simu-

lations. This was done both for the TG curve analyzes and the pyrolysis products.
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Figure 4.3: Thermogravimetric analyses obtained from experimental studies and ReaxFF simulations for pure
PP, PE and PS polymers. a) and b) are experimental work of Abbas-Abadi 269 and Dümichen et al. 253 ;
ReaxFF simulations of this work with c) CHOSFClN potential60 ; d) CHON-2019 potential62 ; e) CHONCl-
2022_weak277. F) ReaxFF simulations from the work of Hong et al. 271 . c), d) and f) correspond to potential
from the combustion branch and e) from the aqueous branch. Purple, green and orange curves correspond to
the TG of PS, PE and PP respectively.

4.2.3.2 Thermogravimetric Analysis from plastic pyrolysis

This second subsection compares the TG analysis obtained from experimental studies against ReaxFF sim-

ulations using potentials from the combustion and the aqueous branches. The results are gathered in figure 4.3

for all polymers in the pure phase case from experimental or computational studies. The experimental results

come from the literature and the work of Abbas-Abadi 269 , figure 4.3 a), and Dümichen et al. 253 , figure 4.3 b).

The results from ReaxFF simulations using potentials of the combustion branch are presented figure 4.3 c), for

the CHOSFClN force field60, and figure 4.3 d), for the CHON-2019 force field62. Figure 4.3 e) presents the re-

sults obtained using the force field CHONCl-2022_weak277 from the aqueous branch. The results in figure 4.3

f) come from the work of Hong et al. 271 implementing the initial C/H/O force field of the combustion branch

and are presented for comparison. The weight loss percentage represented in the TG plots in figure 4.3 is

defined as the proportion of molecules in the simulation box belonging to the char. This quantity is computed

throughout the simulation during the heating procedure and plotted as a function of the temperature.

From figure 4.3, the two experimental investigations both obtained similar behaviour for the pyrolysis of

the PE and the PS, but there is more uncertainty on the degradation of the PP. Such a shift in the temperature

at which the degradation of PP occurs may come from the polymer density or the experimental setup. A

previous work byMatsuzawa et al. 282 , enforce the results of Dümichen et al. 253 , figure 4.3 b), corresponding to
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a temperature of degradation of PP closer to PE. Experimentally, the degradation behaviour of these polymers

is thus the following: the degradation of PS occurs at a lower temperature than PP, and the degradation of PP

occurs at a lower temperature than PE.

Focusing now on the results obtained from ReaxFF simulations, figure 4.3 c, d, e and f, the degradation

behaviour of the three polymers agrees with the experimental results. The temperature at which the polymer

starts to decompose increases in the following order: PS, PP and then PE. However, the temperature scale is

not the same, and the temperature used in the simulation is higher. Such a high temperature is required when

pyrolysis simulations are performed with ReaxFF to reduce the simulation time and permit the decomposition

to occur279.

Comparing now the results obtained with the combustion branch’s potentials and the aqueous branch’s

potential, we also obtained the same behaviour and still the same order of the degradation temperature for

the three polymers, whatever the ReaxFF branch of the potential. Looking closely at the temperature, using

the potentials of the combustion branch, the degradation of PE starts at 1960 K for CHOSFClN, at 2100 K for

CHON-2019 and 2250 K with the C/H/O potentials used by Hong et al. 271 . Using the CHONCl-2022_weak277

potential of the aqueous branch, the degradation of PE starts at 1950 K, which is the lowest temperature. Based

on these results, it is impossible to conclude about the best potential to investigate such pyrolysis because all

potentials provide results that agree with experiments. Nevertheless, one can see a trend that the degradation

temperature obtained from the aqueous force field is lower than the one obtained from combustion force

fields.

The TG analysis provides an overview of themacroscopic behaviour of pyrolysis. In the following, in order

to refine the comparison between aqueous and combustion potentials, we focus on the pyrolysis products

predicted by the reactive simulations.

4.2.3.3 Pyrolysis products analyses

In this subsection, we compare the species produced from the reactive simulations of the pyrolysis process

of the three polymers PE, PP and PS with experimental results. We used the same potentials as in the previous

subsection from either the combustion or the aqueous branches. The TG analyses presented in figure 4.3 were

used to scale the temperature and compare the pyrolysis products obtained from the simulations and those

obtained experimentally at different temperatures Hong et al. 279 .

PE pyrolysis products

Figure 4.4 presents the pyrolysis products of PE obtained from the experimental work of Honus et al. 268

and ReaxFF simulations with the two potentials from the combustion branch (CHOSFClN and CHON-2019)
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Figure 4.4: Amount of species produced from the pyrolysis of PE as a function of the temperature. a) exper-
imental results from Honus et al. 268 . The amount of species is reported in the gas phase as the volumetric
percentage. b) c) and d) present the reactive simulation results using the CHOSFClN, the CHON-2019 and the
CHONCl-2022_weak force fields, respectively. The amount of each species is the percentage over the total
number of molecules. The same species are present on all graphics.

and the potential from the aqueous branch (CHONCl-2022_weak). The amount of each species is presented

at several temperatures along the pyrolysis process. Experimentally the species are presented at 773 K, 973 K

and 1173 K, which correspond to the beginning of the PE degradation, almost the end of the degradation

and a temperature above the end of the degradation of the polymer where only pyrolysis products exist,

respectively. Following the same steps on the TG analysis of the ReaxFF simulations, the species obtained

along the pyrolysis process were analysed at 2000 K, 2400 K, 2800 K and 3200 K corresponding to the beginning

of the PE degradation, a weight loss percentage of 50%, the end of the degradation and the end of the pyrolysis

simulation, respectively.

First, all simulations agree with the experimental results, the main pyrolysis products being C2H4, the ini-

tial monomer, followed by C2H6. All species identified experimentally were also present as pyrolysis products

at the end of ReaxFF simulations. However, the amount of the H2 molecule seems to be overestimated from

the simulations. However, experimentally, the species abundances are measured as a volumetric percentage,

while from the simulations, the abundances are computed as a number of species. This may explain the vari-
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ation of the relative abundances between experimental and simulation results, in particular in the case of the

H2 molecule, which is the smallest one.

Comparing the reliability of the force fields considered in the reactive simulations, one can see in the figure

4.4 b) that at 2800 K and 3200 K, the CHOSFClN force field highly overestimates the production of C2H4 which

corresponds to 60% of all the species produced. On the contrary, looking at figure 4.4 c) and d), the relative

abundances of the species obtained from the simulations with the CHON-2019 and CHONCl-2022_weak force

fields at 2800 K agree with the experimental results of Honus et al. 268 at 973 K except for methane, figure 4.4

a). These results also agree with the experimental results of Williams and Williams 255 , who experimentally

identified the gas compositions product formed from the pyrolysis of different plastics (weight percentage)

presented in the table 4.1 in the supporting information, and in the case of the PE, they obtained, in terms

of abundance, almost the same as the two results obtained with CHON-2019 and CHONCl-2022_weak. At

the end of the pyrolysis process, at 3200 K in reactive simulations and 1173 K experimentally, there is a good

agreement concerning the list of species and their relative abundance.

Both combustion and aqueous branches of ReaxFF potential, associatedwith the CHON2019 andCHONCl-

2022_weak force fields, respectively, lead to a list of species and their relative abundance, which agrees with

experimental results of the pyrolysis of PE. However, the CHOSFClN force field from the combustion branch

largely overestimates the production of C2H4 at the expense of the other species.

PP pyrolysis products

The next polymer pyrolysis that is investigated is PP. The pyrolysis products obtained from experimental

results and ReaxFF simulations are presented in figure 4.5 following the same approach as the previous sub-

section. The comparison of the results at a given experimental temperature was made on an equivalent

temperature in reactive simulations corresponding to the same step on the TG analyses, figure 4.3. From ex-

perimental results, 773 K corresponds to the end of the polymer degradation, and then 973 K and 1173 K define

several states post-polymer degradation. In reactive simulations, a temperature of 2400 K corresponds to the

beginning of the polymer degradation. Then temperatures of 2800 K and 3200 K in the reactive simulations

correspond to different states after the complete degradation of the polymer, and they can be linked to the

states of the system just above 973 K and 1173 K, respectively, on the experimental results. Thus, the different

experimental states at 773 K, 973 K and 1175 K are compared here with the state at 2400K, 2800K and 3200K,

respectively, in the ReaxFF simulations.

The first point that can be noticed from the reactive simulation results is that they are all consistent with

each other and in agreement with the experimental results, figure 4.5 a). They also agree with the work of

Williams and Williams 255 presented in the table 4.1 in the SI. The species which is obtained with the largest

abundance is C3H6. Moreover, looking at the evolution of the abundance over the temperature, all reactive

130



4.2. Article 2

Figure 4.5: Amount of species produced from the pyrolysis of PP as a function of the temperature. a) exper-
imental results from Honus et al. 268 . The amount of species is reported in the gas phase as the volumetric
percentage. b) c) and d) present the reactive simulation results using the CHOSFClN, the CHON-2019 and the
CHONCl-2022_weak force fields, respectively. The amount of each species is the percentage over the total
number of molecules. The same species are present on all graphics.
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simulation results agree with the experimental observations that the volumetric species percentage of C2H6

decreases when the pyrolysis continues.

For the other species, at 773 K experimentally and 2400K theoretically, the three force fields show the

formation of all the different species detected experimentally but with few variations concerning the relative

abundance, which could be attributed to the low abundance of these species. At 2800K and 3200 K, the

results from ReaxFF simulations with the CHON2019 and the CHONCl-2022_weak force fields are in good

agreement with the results of Williams and Williams 255 and Honus et al. 268 keeping almost the same species

predominance. Concerning the results obtained with the CHOSFClN force field, they are consistent with the

experimental results except for the abundance of C4H8, which is underestimated.

Finally, the pyrolysis products of PP from reactive molecular simulations agree with the experimental

results along the pyrolysis process and after the complete degradation of the polymer.

PS pyrolysis products

In this last subsection of pyrolysis products analysis, we compare the species produced by the ReaxFF sim-

ulations of PS with the experimental results of Maafa 283 . The results are gathered in figure 4.6. Looking at

figure 4.3 a) and b), the temperature of the beginning of degradation of PS is about 650 K and finishes at 750 K.

From the experimental work of Maafa 283 , the pyrolysis products of PS are available at 748 K, which thus cor-

responds to the end of the degradation. This step of the pyrolysis process will be compared with the system’s

state at 2400 K in the reactive molecular simulations. The pyrolysis products will then be compared after

the complete degradation of the polymer, at 823 K on the experimental results and 2800 K from the reactive

simulation results.

In figure 4.6, one can notice that the pyrolysis products are largely dominated by C8H8 corresponding

to the initial styrene monomer. From figure 4.6 a), experimentally, the amount of styrene molecules slightly

decreases at the end of the pyrolysis process. This decrease is obtained from reactive molecular simulations

at 2800 K and agrees with the experimental results. Increasing the temperature in the reactive simulations

again, at 3200 K, the end of the pyrolysis leads to the degradation of the styrene molecule itself in the case of

the CHON-2019 and the CHONCl-2022_weak force fields, figure 4.6 b) and c), respectively. In the case of the

CHOSFClN force field, a slight decrease is obtained at high temperatures.

Experimentally, figure 4.6 a), the minor pyrolysis products of PS are CH4, C6H6 and C7H8. From reactive

molecular simulations, these products are obtained only in the case of the CHON-2019 and the CHONCl-

2022_weak force fields. C6H6 (benzene) and C7H8 (toluene) are obtained at 2800 K, but other species are only

obtained at a higher temperature.

Finally, the three force fields show that at a higher temperature the degradation of styrene leads to the

formation of lower-weight molecular compounds and releases a large quantity of H2, it is at a higher temper-
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Figure 4.6: Amount of species produced from the pyrolysis of PS as a function of the temperature. a) experi-
mental results from Maafa 283 . The amount of species is reported as the mass fraction in percentage. b) c) and
d) present the reactive simulation results using the CHOSFClN, the CHON-2019 and the CHONCl-2022_weak
force fields, respectively. The amount of each species is the percentage over the total number of molecules.
The same species are present on all graphics.
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Figure 4.7: Thermogravimetric analyses obtained from ReaxFF simulations for PP, PE and PS polymers with
no additive, one chlorobenzene (ClBz) molecule or toluene (tol) molecule. cb1, stands for combustion branch
and corresponds to the CHOSFClN force field. aq, stands for aqueous branch and corresponds to the CHONCl-
2022_weak force field.

ature than the two other force fields for the CHOSFClN. These results agree with the experimental results of

Honus et al. 268 , who measures at 1173 K a significant volumetric percentage of H2.

The three force fields are able to reproduce from reactive molecular simulations the pyrolysis products of

PS and the degradation products of styrene at high temperatures. However, CHON2019, from the combustion

branch and the CHONCl-2022_weak force field, from the aqueous branch, are more efficient than CHOSFClN

in matching experimental results.

4.2.3.4 Effect of additive during pyrolysis of plastic

This subsection presents an investigation of the potential effect of small quantities of additives on the

behaviour of three plastics from reactive molecular simulations of the pyrolysis process. We investigate the

presence of one molecule of chlorobenzene or one molecule of toluene for each of the three polymers: PE, PP

and PS. These two molecules are used as solvents during the synthesis of these plastics275,276 and might be

found in small quantities inside. The chlorine atom is not parameterized in the CHON2019 force field, we only

used the CHOSFClN and the CHONCl-2022_weak force fields in this part, which belong to the combustion and

the aqueous branches, respectively. Figure 4.7 presents all the different thermogravimetric analyses obtained

from reactive molecular simulations with the two reactive force fields in the presence of one chlorobenzene

molecule or one toluene molecule.

First, we look at the results obtained with the CHOSFClN force field from the combustion branch, first

line of figure 4.7. The presence of the additive molecules does not seem to impact the degradation of the
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polymers. Considering now the results obtained with the CHONCl-2022_weak force field from the aqueous

branch, in the case of PS, again, the additive molecules seem to have no impact on the pyrolysis process. In

the case of PE and PP and the reactive simulations with the CHONCl-2022_weak force field, figure 4.7 b) and

d), one can see that the toluene molecule tends to slow down the degradation process of the polymers while

the chlorobenzene seems to speed up the degradation process.

Because of the small deviation of the TG curves associated to the presence of an additive molecule or not,

the statistical averages performed over ten simulations for each system is of high importance. Figure 4.10

in the SI presents the average value of the TG curves surrounded by the standard deviation as a function of

the temperature for PE and PP, with or without an additive molecule and with the CHONCl-2022_weak force

field. The envelope representing the standard deviation gives an insight of the uncertainty of the TG curves.

In the case of PP, one can see that the standard deviation of the three TG curves overlap. No conclusion can

thus be done about the role of these additive molecules on the PP temperature degradation. In the case of

PE, following the same arguments, the effect of the toluene additive is not relevant. However, in the case of

a chlorobenzene additive, the envelope of the TG curve do not overlap with the TG curve without additive.

The effect of chlorobenzene is thus relevant and tends to accelerate the degradation of PE.

The pyrolysis products obtained from the reactive molecular simulations were analyzed in the case of in-

serting a chlorobenzene molecule in the simulation boxes. Figure 4.11 in the supporting information presents

the evolution of the chlorobenzene in the ten simulations of the PE with the additive using the CHONCl-

2022_weak force field. One can see that in the case of the force field CHONCl-2022_weak, the chlorine

atom of the chlorobenzene leads to the formation of an HCl molecule. However, for the combustion CHOSF-

ClN force field, from the ten simulations, different chlorinated products are obtained as chloromethane, HCl,

chloroethene and chlorobenzene. Moreover, following the percentage of the C2H4 molecules along the pyrol-

ysis in the simulation with CHONCl-2022_weak force field, its formation is slightly accelerated with 13% per

cent at 2400K, against 11% without chlorobenzene as presented in figure 4.4 d), which seems to speed up the

degradation.

Due to this difference in the results obtained from the two force fields of the two branches of ReaxFF,

we go further in the investigation of the chlorobenzene molecule. In order to get a better overview of the

accuracy of the two force fields the pyrolysis of the chlorobenzene molecule was investigated from reactive

molecular simulations and compared to experimental results.

4.2.3.5 Pyrolysis of chlorobenzene

In this subsection, we compare the results of ReaxFF simulations and experimental observation of the

chlorobenzene pyrolysis. The reactive molecular simulations were implemented using both the CHOSFClN
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Figure 4.8: Percentage of the number of chlorobenzene molecules as a function of the temperature. In blue,
and with the blue x-axis, from ReaxFF simulations with the CHONCl-2022_weak force field. In red and black,
experimental results274 from a jet-stirred-reactor (JSR) and a tubular reactor (TR), respectively. The two x-axis
are scaled to match the experimental and simulation results.

force field from the combustion branch and the CHONCl-2022_weak force field from the aqueous branch. The

percentage of chlorobenzene molecules that are converted during the pyrolysis was computed along with the

evolution of the amount of the species produced from the pyrolysis.

First, the chlorobenzene molecules do not degrade during the reactive simulations when using the CHOS-

FClN force field. All chlorobenzene molecules were conserved throughout the simulations over the temper-

ature range from 500 K to 2500 K. This reactive potential was successfully used to investigate the pyrolysis

of PVC279, but such polymer only contains an aliphatic chlorine group contrary to the aromatic character of

chlorobenzene. The chlorobenzene is thus over-stabilized by the CHOSFClN force field, which might explain

the different behaviour observed in the PE pyrolysis in the presence of a chlorobenzene molecule additive.

Figure 4.8 presents the conversion percentage of chlorobenzene from the experimental work of Vin et al. 274

and from the ReaxFF simulations with the CHONCl-2022_weak force field. Two kinds of reactors were used

by Vin et al. 274 : a jet-stirred-reactor and a tubular reactor. The results from these two reactors will be labelled

JSR and TR, respectively. One can see that the ReaxFF temperature was scaled to the same range as the exper-

imental temperature to match the conversion curves. The experimental ramp between 750 K to 1300 K is thus
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Figure 4.9: Mole fraction of a) benzene, b) HCl, c) biphenyl and d) PCB (PolyChlorinated Biphenyl) as a
function of the temperature along the pyrolysis. Results from reactive simulations are in blue. Pink and
Orange curves are experimental results from Vin et al. 274 . Red and Green curves are extrapolation from
experimental investigation of Vin et al. 274 . On each plot, the two x-axis are scaled according to figure 4.8.
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linked to the ramp from 400 K to 1825 K in ReaxFF simulations. Using the same temperature scales, figure 4.9

presents the amount of benzene, HCl, biphenyl, and Poly-Chlorinated Biphenyls (PCB) produced along the

pyrolysis experimentally from the work of Vin et al. 274 and from the reactive molecular simulations.

A good agreement is obtained from the formation of benzene between ReaxFF simulations and TR or JCR

experimental results, figure 4.9 a). The extrapolation of the TR experimental results274 predicts a decrease in

the amount of benzene molecule at a high temperature, which is not obtained from reactive simulations.

Figure 4.9 b) presents the evolution of the amount of HClmolecules during the pyrolysis. The experimental

results came from the TR experiments only. ReaxFF simulations underestimated the formation of HCl, but

the results are still consistent.

Figure 4.9 c) represents the formation of biphenyl molecules from reactive molecular simulations and JSR

experiments. The ReaxFF simulation results agree with the JCR results. Until 1350 K (ReaXFF temperature),

the simulation results are identical to the JSR experiments.

Figure 4.9 d) presents the evolution of all the different PCBs produced during the pyrolysis of chloroben-

zene.

Until 1400 K (ReaxFF temperature), the ReaxFF simulation results are in good agreement with the JSR exper-

iments and JSR simulations. At higher temperatures, above 1400 K, the mole fraction of PCB decreased in

the ReaxFF simulation results, which was not observed experimentally when the amount of PCB reached a

plateau. Nevertheless, it is observed from the TR simulation a decrease in the PCB mole fraction after 1250K

in experimental temperature. Thus, ReaxFF might over-represent this behaviour of PCB degrading after a

specific pyrolysis temperature might still occur.

Finally, the reactive molecular simulations produced with the CHONCl-2022_weak force field, from the

aqueous branch, agree well with the behaviour of the chlorobenzene pyrolysis and reproduce both the con-

version percentage of chlorobenzene and the amount of the main pyrolysis products.

4.2.4 Conclusion

This article focuses on the methodological aspect of producing reliable and accurate results on the investi-

gation of pyrolysis processes from reactive molecular simulations. First, the efficiency of reactive force fields

from different ReaxFF branches to reproduce the results of plastic pyrolysis is compared. Two force fields

from the combustion branch were implemented, the CHOSFClN and the CHON-2019 force fields, along with

the CHONCl-2022_weak force field from the aqueous branch. Secondly, we show how increasing the statis-

tics over the results by producing a series of reactive molecular simulation improve confidence in the results.

From the comparison with experimental results, we conclude that the three force fields are able to reproduce

the kinetic order of degradation of the three polymers, PE, PP and PS. The analysis of the pyrolysis products
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obtained from the reactive simulations, the CHON-2019 and the CHONCl-2022_weak force fields, give similar

results in agreement with the experiments. The CHOSFClN force field gives coherent results but has a higher

tendency to overestimate the formation of the main specie at the expense of the other species. Then we inves-

tigated the role of additive molecules with the example of chlorobenzene and toluene in the pyrolysis of the

three polymers. Whatever the force fields, the toluene molecule does not perturb the behaviour of the plastics

along the pyrolysis. The presence of one molecule of chlorobenzene speed up the degradation of the PE. To

increase the knowledge of the reliability of the force fields, we investigated the pyrolysis of chlorobenzene

and compared the results from reactive molecular simulations with experimental results. The CHOSFClN

from the combustion branch over-stabilises the chlorobenzene molecule while the CHONCl-2022_weak force

field from the aqueous branch predicts the chlorobenzene degradation during pyrolysis correctly.

Reactive potentials from the aqueous and combustion branches seem to both lead to reliable results. The

force field from the aqueous branch might tend to produce better results concerning the small molecules and

the pyrolysis products. Moreover, the quality of the results obtained from reactive molecular simulations

is significantly improved when the results’ uncertainties are evaluated by averaging the data over several

independent simulations. In particular, using a set of independent simulations allows basing a comparison

over averaged quantities considering the overlap of their standard deviations.
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Supplementary Material

Plastic HDPE PP
methane 1.90 0.93
ethane 2.21 1.45
ethene 6.08 3.52
propane 1.31 1.00
propene 4.56 3.53
butene 0.36 1.29

Table 4.1: Gas Composition from Fixed-Bed Pyrolysis of Individual Plastics (wt%) from the work of Williams
and Williams 255 .
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Figure 4.10: The average value of TG curves which are surrounded by the standard deviation as a function of
the temperature for PE and PP pure or with one chlorobenzene (ClBz) molecule or toluene (tol) molecule. cb1,
stands for combustion branch and corresponds to the CHOSFClN force field. aq, stands for aqueous branch
and corresponds to the CHONCl-2022_weak force field.

Figure 4.11: Evolution of molecule quantity of chlorobenzene and HCl species in the ten simulations of the
PE pyrolysis with the CHONCl-2022_weak force field.
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4.3 Conclusion

With this article, we successfully investigate through reactive molecular dynamics the pyrolysis degra-

dation of different plastic polymers. We have shown the capacity of the new aqueous force field CHONCl-

2022_weak force field in simulating these degradation processes, even better than the combustion force fields.

Furthermore, statistical investigations make the results obtained more reliable than some other investigations

made in the literature.

In the idea of exploring the reactivity of chlorinated molecules using the new force field, in this article,

the pyrolysis of the chlorinated molecules, which is linked with the first article, brings a complete overview

of the chlorobenzene degradation, in atmospheric conditions, in water conditions, and here in a combustion

environment. The following chapter will bring more reactivity tracking of different chlorinated molecules

through the creation of new software.
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Development of the new software

SnookRMol

5.1 Introduction

This chapter presents a new software developed during this thesis. The software is a Python-based code

named SnookRMol, created to track the reactivity of simple reactions using LAMMPS and, until now, reac-

tive simulation that implements the ReaxFF potential. In terms of contribution to the article, the code was

developed in cooperation with the two authors, with equal implications. The first author implemented the

software on the platform of the university dedicated to scientific computing andwas responsible for producing

the results and their analysis.

To simply define SnookRMol, it generates a set of reactive simulations with target molecules on which

probe molecules are thrown, such as projectiles and automatically identifies the reaction. In the first section

of the publication, an introduction is given, followed by a complete description of the software, and finishing

with the computational details. The first results presented are a comparison of the two types of surfaces

used to generate the initial positions of the projectiles around the target molecules using the example of

chlorobenzene as the target molecule with the hydroxyl radical as the probe molecule. Afterwards, with

SnookRMol, the reactivity of four molecules of high environment interest, DDT, diclofenac, PCB 169 and

TCDD are investigated by probing their reactivity with hydroxyl radicals. The results are then compared

with the available data in the literature.
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5.2 Article 3 : Introduction to SnookRMol, new Python software, using

Lammps and ReaxFF for fast regioselectivity identification

Introduction to SnookRMol, new Python software,
using Lammps and ReaxFF for fast regioselectivity

identification
Matthieu Wolf, Germain Salvato Vallverdu

germain.vallverdu@univ-pau.fr

Universite de Pau et des Pays de l’Adour, E2S UPPA, CNRS, IPREM, UMR 5254, Pau France

abstract

SnookRMol is a Python-based software created to statistically probe the reactivity of a target molecule

from a set of simple collisionswith a probing one. This article presents the completeworkflowof SnookRMol.

It allows, with a low computational cost using LAMMPS and ReaxFF potentials, to statistically investigate the

regioselectivity of the target molecule, and may be used to determine the most probable pathways of reac-

tions. The initial points of the probe molecule are distributed on the surface and can be generated either from

one sphere or to a set of fused spheres. The choice of the surface may depend on the shape of the molecule

and its size. For each point of the grid, a reactive simulation is performed, and the software automatically

identifies the reactions occurring, which allows data processing afterwards. First, the choice of the surface

for the initial points of the projectile is discussed using hydroxyl radical as the projectile and chlorobenzene

as the target molecule. Then, a comparison of the results produced with SnookRMol and obtained from

the literature is made on four molecules with a high environmental impact, DDT, Diclofenac, PCB 169 and

TCDD. The results show that SnookRMol produced consistent results on the regioselectivity and the first

step of the reaction pathways. This highlight the capability of SnookRMol to give an overview of the most

reactive sites of the target molecule, and it can be used as pre-treatment software for large molecular systems

to filter the more plausible reactions and then use a higher level of theory to investigate them.
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5.2.1 Introduction

In the field of theoretical chemistry, two main approaches coexist quantum chemistry and molecular

mechanics calculations. Both allow us to compute molecular systems’ energy using either approximations or

empirical potential. When it comes to investigate a molecule’s reactivity from theoretical methods, quantum

chemistry calculations are highly relevant as they include the description of the electronic density at the origin

of the chemical bonds1,3,4. Increasing the complexity and the size of molecules leads to numerous reactive

pathways and reactive sites. Considering, in an exhaustive way, all the possibilities need a huge amount of

computational resources in particular when high-level quantum chemistry methodologies are implemented.

On the other side, reactive molecular simulations, which are extensions of molecular mechanics method-

ologies are efficient tools for investigating the reactivity ofmolecular systems. Although the electronic density

is not explicitly described, ReaxFF potentials developed initially by van Duin et al. 5 to investigate combustion

reactions was extended to various chemical conditions and were used on systems with a high chemical diver-

sity56,58. ReaxFF simulations are at least two orders of magnitudes faster than standard quantum chemistry

calculations which open the investigation of the reactivity to complex molecules in the condensed phase, in-

cluding thermodynamic conditions. Some examples of applications include the oxidation of hydrocarbons56,

evaluating the carbonation of polymers62, DNA-damage by hydroxyl radicals70, proteins or polymers confor-

mation71,72.

In this work, we present a new software named SnookRMol, taking benefit of the efficiency of the

reactive potentials to ease the investigation of the reactive pathways of complex molecules. The approach

consists of gathering statistical information over a set of reactive simulations which consist of collisions

between a target molecule and a probe molecule. The analyses of the systems at the end of the trajectory

helps to identify the highest reactive sites of the target molecule and the main products are resulting from the

collisions. The new software is developed as a python library and relies on the LAMMPS code89 to implement

the molecular dynamics simulations. The LAMMPS functionalities are available from a python library, and a

standard version of LAMMPS has been available using the conda package manager since 2018284. This leads

to an easy way to distribute and use the software.

Similarly, a module in the AMS software90 named molecular gun allows one to place molecules and atoms

in a simulation box controlling velocity to simulate collisions and visualize them. SnookRMol, on the

contrary, is based on a statistical probing of the molecule reactivity by analyzing the products obtained from

a large set of trajectories.

This article is divided into three subsections. First, the software architecture is presented. Second, the

computational details, including individual trajectories, are detailed. Finally, SnookRMol is used to inves-

tigate organochloride molecules’ reactivity and the reaction pathways.
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Figure 5.1: Structure of the PyReax classes in the Unified Modeling Language (UML).

5.2.2 Software description

The concept of this software is to fast determine the most favourable reactive site of a molecule and the

underlying products. In that scope, it considers a projectile or a probe molecule, such as an hydroxyl radical

and sends it numerously through the studied or target molecule and then perform statistical analyses. In order

to probe all the possible sites, the initial positions of the probe molecule are distributed over the surface of a

sphere centred on a given point or at the surface of fused spheres.

The software is available from a versioned repository on the development platform of UPPA and is part of

the PyReax project: https://git.univ-pau.fr/gvallver/pyreax. In addition toSnookRMol,

the PyReax library contains high-level python objects in order to perform pre or post-treatments of ReaxFF

simulations. The structure of the classes available in PyReax is presented in figure 5.1. The classReaxParms

aims to explore and compare the parameters of ReaxFF force fields. The classes ReaxDataFile, ReaxBO

and ReaxSpecies are used in SnookRMol to identify the reactions by extracting the bond order val-

ues, the connectivity and the chemical species from the output files of a ReaxFF simulation performed with

LAMMPS. In order to make it run, SnookRMol relies on several python packages related to computational

chemistry or material sciences. When installing the software, it is recommended to create a python environ-

ment including the different packages, which are all available from the conda package manager. The main

ones are: Lammps89, Pymatgen205, Matplotlib285, Numpy286 and Pandas287.

Now, we focus on the features of the SnookRMol software itself. A graphical representation of the

software architecture is given in figure 5.2. The workflow is divided into two subsections corresponding to

the production of the simulations, at the top of figure 5.2, and the analysis of the results, at the bottom of

figure 5.2. The production of the simulations is performed with the SnookRMol.py script and the analysis

with the AnaSnookRMol.py script.

The next subsections describe the main part of the software and the associated input parameters or use

cases.
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Figure 5.2: Schematizing of the workflow implemented in SnookRMol using the two programs:
SnookRMol.py and AnaSnookRMol.py. (i) the top part, in orange, corresponds to the input files ; (ii)
the green part, describes the output of the simulations ; (iii) the bottom part, in blue, describes the results of
the analysis.

Input Data

The first step of the workflow is to define the different inputs needed. At first, one has to provide the

structure of the target and the probe molecules from common molecule file formats such as xyz, mol or pdb

files. In figure 5.2, a chlorobenzene molecule was chosen as the target molecule and the hydroxyl radical as

the probe or projectile.

Then, as is presented in figure 5.2, the user needs to determine the surface on which the initial positions of

the probe molecule will be generated. Two kinds of surfaces are available, and for each kind, the points can be

distributed regularly over the surface or randomly. The simplest case corresponds to the surface of one sphere

centred around the molecule’s centre of mass or a given point defined by the user. In the case of a molecule

with a non-globular structure, it might be better to define the surface as fused spheres centred on a series of a

given set of points. It means that points included in a neighbour sphere are removed to keep only the surface.

One obvious choice from a chemical point of view is to generate a fused sphere’s surface using the atom

positions as the centres of the spheres. The needed inputs are, thus, the number of points corresponding

to the centres of the spheres and the radius of each sphere. After the merging procedure of the spherical

grids originating from each sphere, the number of points is obviously reduced and will be smaller than the

requested total number of points. Considering the case of regular grids, one must remember that depending

on the radius, the number of points effectively generated may be slightly smaller than the requested number
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of points due to the overlap between points. This is the case in particular small sphere radius.

Finally, for each point of the grid defined previously, one simulation will be implemented. The user can

provide the computational details of these simulations to update predefined parameters, including default

LAMMPS values, described in the next subsection. Two specific points are required to be considered care-

fully. First, obviously, the user has to choose the reactive force field or, more generally, the potential or the

Hamiltonian used to compute the forces and the energies and perform the molecular dynamics simulation.

Second, the temperature of the simulation has to be chosen globally, or a different temperature can be set for

the probe molecule and the target molecule. The probe molecule’s temperature will define the projectile’s ini-

tial velocities, which will be projected in the direction of the target molecule. The temperature of the target

molecule will correspond to vibrational motions (rotational and translational motions being removed) and

may help to activate the bonds, speed up the reaction or investigate the possible products at different energy

levels.

If the target molecule accepts one or several symmetric elements, using the surface obtained from a unique

sphere, it is possible to limit the surface to a subpart by giving the boundaries of the θ and φ angles of the

spheric coordinates.

Run Simulations

With all the input data being chosen, the simulations for each individual point of the grid can be run.

The Software generates the velocity of the projectiles using a Boltzmann sampling to send them towards the

molecule. In the case of a simple grid distributed over a sphere surface, the direction of the velocity is aligned

with the right joining the point of the grid and the centre of the sphere. In the case of a simple grid distributed

over a sphere surface, the direction of the velocity is aligned with the line joining the point of the grid and

the centre of the sphere. If the fused spheres grid is made from spheres centred on each atom of the molecule,

the initial velocity of the probe molecule is directed toward the atom at the centre of the sphere from which

the grid point originates.

The number of simulations depends on the number of points on the defined grid. After each simulation,

SnookRMol identified if a reaction occurred by analysing the connectivity between the atoms. These analy-

ses can be done based on the bond order, which is available when using ReaxFF simulations or, more generally,

using cutoff distances. Several output files are saved. First, the data file used as input of the LAMMPS sim-

ulations containing the initial positions and velocities is saved. This is important, particularly if one wants

to reproduce the same trajectory. Then, in the file ReaSnookRMol.txt, all the different kinds of reactions

identified over all the simulations are listed. On the file SnookRMolPoint.txt, all the grid points leading to

an efficient simulation are listed.
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Analysis of the results

At the end of the simulations, the analyses script returns an image of the distribution of all the different

reactions identified. The reaction is sorted from the most probable to the lowest one. The nomenclature of

the reaction is as follow :

Ati − lab Atj − lab (5.1)

With At indicating the element of the atom concerned by the reaction, i or j indicates the number of the

atom, lab is a label which can be either ’brk’ indicating that this atom has one bond break, or ’form’ indicating

that the atom formed a bond.

Moreover, it generates 3D animated images in a GIF format, representing in orange all the considered grid

points and, in green, the points for which an efficient trajectory was obtained, and a reaction occurred.

5.2.3 Computational details

In this subsection the general computational details, used as default parameters in the software are de-

scribed along with a brief description of the ReaxFF potential. All this computational details can be modified

when the software is used.

5.2.3.1 ReaxFF force field

ReaxFF is a force field based on the bond order (BO), which makes that quantity the key point that tunes

many energetic terms. The main consequence is that ReaxFF is able to describe bond dissociation and enable

the investigation of large reactive systems211. The following equation represents the complete expression of

the potential with all energy terms which contribute to the total energy:

Esystem = Ebond + Elp + Eover + Eunder + Eval + Epen + Ecoa + EC2 + Etriple + Etors + Econj

+ EHbond + EvdW + ECoulomb (5.2)

The energetic terms involved in this equation are divided into two main groups: intramolecular interactions

(11 first terms) and intermolecular interactions (3 last terms). The BO is used in all intramolecular terms. The

intermolecular interactions take into account the Van der Waals, Coulombic and hydrogen-bond interactions.

On the intramolecular interactions terms, following the order of the equation (5.2), they are terms to describe

the bonds, lone pairs, overcoordination, undercoordination, valence angles, a correction of double bonds

angle valency issues, a correction for NO2 group stability, a correction to destabilize triple bond for carbon,

a particular correction for carbon monoxide and finally torsions and conjugation energies. If the reader is
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interested in a more detailed review of the ReaxFF potential we recommend to read the published article of

Chenoweth et al. 211 .

5.2.3.2 Simulations details

All the reactive molecular dynamics simulations using the ReaxFF potential were done using the Large-

scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) code version June 202289. Defaults LAMMPS

cutoff parameterswere used in all ReaxFF calculations, in particular nbrhood_cutoff equal to 5Å and hbond_cutoff

equal to 7.5Å. In the simulations, we used a timestep of 0.1 fs and the length of the trajectory is by default

30000 steps corresponding to 3 ps. The length of the simulations is a crucial parameter which depend on the

chosen temperature, the target and the probe molecule and the generated grid. One has to check on a few

number of simulations if the length is enough to make reactions occur.

Velocities of the target and the probe molecules were generated from the Boltzmann density assuming

a temperature of 500 K. This high temperature is chosen with ReaxFF because it allows to speed up the

reaction279 by activating the bonds of the target molecule. The simulations were implemented in the NVE

ensemble.

Use cases of the SnookRMol are presented considering molecules which raise awarness on the environ-

mental point of view and belongs to the organochloride family. The reactive force field CHONCl-2022_weak7

was thus used in the simulations as it includes the chlorine atom.

5.2.4 Results and discussions

In order to demonstrate the efficiency of this new software to probe at a low computational cost the

reactive site of a target molecule, in this subsection are presented the results obtained with SnookRMol.

5.2.4.1 Choice of the surface

Firstly, the choice of the surface on which are distributed the initial position of the probe molecule is

discussed considering the results on the chlorobenzene molecule. Recommendations on the choice of the

surface are provided.

The SnookRMol software provides the possibility to distribute the initial position of the probe molecule

on two different kinds of surfaces: a unique sphere surface or the surface obtained from fused spheres. Firstly,

the difference between these two surfaces is their shape. While the first simple surface is a unique sphere,

which can be centered on the center of mass of the molecule, the second surface is obtained from the merging

of several adjacent spheres. This last surface may be well suited in the case of molecule with a complex shape

such as a straight shape for the biphenyl molecules. The amount of spheres and their positions is one of the
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Figure 5.3: Superimposition of the surfaces obtained from a unique sphere of 8.3 Å and from fused spheres
of a radius of 5.5 Å represented by cyan and red points, respectively. a) on the left, view in the direction
perpendicular to the aromatic plane ; b) on the right view in a direction that contains the aromatic plane.

input of the software. One common approach is to center a sphere on each atom with a given radius and

retained the surface uniting the whole spheres. Secondly, the vector direction of the projectile towards the

target molecule is different and depend on the choice of the surface. Hence, for the unique sphere, the probe

molecule is sent towards the centre of this sphere, whereas in the case of fused spheres, the direction is chosen

towards the closest atom (or the center of the sphere to which the point belongs).

Because of these two differences we propose comparing the two surfaces’ implementation, using, as an

example, the hydroxyl radical as the probe molecule and the chlorobenzene as the target molecule. In order

to make comparable results, we selected the radius of the spheres trying to obtain two surfaces that match

each other as most as possible. For the fused spheres, we used a radius of 5.5 Å and we used a radius of 8.3 Å

in the case of one unique sphere. It leads to the two surfaces depicted in figure 5.3, with the unique sphere

and the surface obtained from fused spheres represented by cyan and red points, respectively.

Looking at the surfaces in the direction perpendicular to the aromatic plane, figure 5.3 a) the two surfaces

match correctly. However, due to its construction, the fused spheres surface is flatter in the direction perpen-

dicular to the aromatic plane, see figure 5.3 b). Initial velocities were generated in the both cases by sampling

the Boltzmann distribution at a temperature of 500 K, and 3580 simulations were performed in each case. It

took around twenty hours for both of the whole simulations. The main difference between the two cases is

thus the initial direction of the probe molecule.

The results are gathered in figure 5.4 which presents a comparison of the percentage over the effective

trajectories of each kind of identified reactions associated to the breaking or the formation of bonds. First
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Figure 5.4: a) Percentage of each identified reaction over the total number of reactions when using a surface
from a unique sphere (blue) or a fused spheres surface (green) b) Representation and labels of the chloroben-
zene molecule. Reaction named include: form (bond-forming) and brk (bond-breaking) with the label of the
atom. Carbon atoms are grey, hydrogen atoms are the chloride atom is green.

of all, one can see that the results are very similar in terms of the regioselectivity and the different kind of

reactions. This result shows the reliability of the implemented approach to probe the reactivity.

In the both cases, the first major reaction is the abstraction of hydrogen atom in ortho positions (hy-

drogen 8 or 12) followed by a slight delocalisation of the chlorine atom creating a bond with the remaining

carbon. This reaction represents 40% of the total number reactions at 500 K for both surfaces. The second

major reaction, considering the symmetrical aspect, is the abstraction of the hydrogen atom in meta positions

(corresponding to the hydrogen atom 9 and 11), with both positions around 15%, so in total, 30% of the total

reactions. Then, in the both cases around 8% of the reactions correspond of the substitution of the chlorine

atom by the oxygen atom leading to the formation of chloride acid. Finally the rarest reactions correspond to

the hydrogen abstraction in the ortho (between 5% and 7%) and para position (around 3%). The only difference

is that on the unique sphere a low percentage of substitution of the chlorine atom by the hydroxyl radical is

obtained.

Comparing the absolute number of reactive simulations instead of the percentage over the number of

reactions, 129 reactions against 69 were identified using a unique sphere or the fused spheres surface, re-

spectively. Given the total number of simulations, the amount of effective reactions is very small. This is

associated to the stability of the chlorobenzene molecule but enforce the use of cheap computational method-

ology to perform such analysis. Looking at the points on the surface fromwhich the probe molecule originate,

almost no reactions occur from point on the perpendicular axis of the chlorobenzene ring. In the case of a

fused spheres surface, the shorter distance of the point in this direction leads to inefficient trajectories. The
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hydroxyl radical being closer to the chlorobenzene, it does not have the time to arrange itself, arriving close

to the molecule, and it is directly repulsed by the aromatic cycle. This behavior may explain why the amount

of efficient trajectories is smaller in the case of the fused sphere surface.

Hence, both surfaces are useful and give similar results on chlorobenzene reactivity. However, in correla-

tion with the previous paragraph, the repulsion observed with the fused spheres surface, which impacts the

efficient reaction points obtained at the end of the simulations, might be more meaningful than those obtained

with the surface sphere. Indeed, looking at at the surface obtained of the efficient points obtained after all

the simulations with the two surfaces. In the surface sphere, the efficient points will be distributed all around

the molecules thanks to the arrangement that the probe molecules made to be able to react, and would not

bring information of the surface efficient points. Whereas the fused spheres surface obtained well-distributed

points in coherence with the reactions probed. From this inspection of the efficient reactive points on the two

surfaces, it can be concluded that the surface sphere obtained more statistical information on the reactions,

the fused spheres surface can give more meaningful results on the efficient initial points.

Finally, a last comparison can be made between the use of the two surfaces. In the case of large molecules,

the usage of the fused spheres surface might be recommended for the simulations. Indeed, let us take, for

example, the investigation of a long thin molecule; if the user chooses the surface sphere, it should consider

the number of simulation steps to allow the probe molecule to reach the centre of the molecule on the per-

pendicular axis. Whereas, with the fused spheres surface, if the user chooses a radius between 5.5 Å and

6.5 Å around each atom and a number of steps around 30000 with the default timestep of LAMMPS, the probe

molecule will always have the time to reach the molecule and might react with it. That is why in the following

subsections, for all the simulations, we used the fused spheres surface with a radius of 5.5 Å and 30000 steps.

5.2.4.2 Reactivity of Organochloride compounds

In this subsection, we present the reactive sites probe with SnookRMol of four different molecules:

the DDT (dichlorodiphenyltrichloroethane), Diclofenac, the PCB 169 (polychlorinated biphenyl 169) and the

TCDD (2,3,7,8-tetrachlorodibenzo-p-dioxin). These molecules were chosen due to their high environmental

concern108,134,288 and the availability of a force field able to describe organochlorides7.

Reactivity of the DDT

For the investigation of the DDT molecule, the results obtained with SnookRMol and the force field

CHONCl-2022_weak7 are compared against the results of, on the one hand, Bai et al. 289 who published a

theoretical work, at the MPWB1K/6–311+G(3df,2p)//MPWB1K/6–31+G(d,p) level, on the OH-initiated atmo-

spheric reaction with DDT and, on the other hand, the experimental results of Ma et al. 290 who investigated
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the product formed from plasma degradation of desorbed DDT. Bai et al. 289 investigated different kinds of

reactions, including the addition of the hydroxyl radical on the DDT, or the abstraction of a hydrogen atom

by the hydroxyl radical. However, they did not investigate the chlorine atom substitution. The structure of

the DDT molecule is depicted in figure 5.5.

Figure 5.5: Representation of the DDT molecule with the atom labels used to describe the reactivity. Green,
gray and white atoms correspond to the chlorine, carbon and hydrogen atoms, respectively.

Concerning addition reactions, it corresponds in the study of Bai et al. 289 to the addition of the OH radical

on a carbon atom of one aromatic cycle. Due to the DDT symmetry, carbon atoms are equivalent on the two

aromatic cycles. They showed that between 200 and 600 K, the most reactive site was, using the atom labels

in figure 5.5, the addition of the C-13 or C-12 atoms, then C-16 or C-17, C-15 or C-14, C-8 or C-7, and finally,

C-11 or C-10 atoms. Finally, when the temperature is higher than 600 K, the addition of the carbon atoms

C-13 or C-12 becomes less prominent than the additions on the atoms C-17/C-18 and C-15/C-14.

Concerning the abstraction of one hydrogen atom, the major reaction, whatever the temperatures, is an

abstraction of the central hydrogen atom, H20, figure 5.5. Then, there is a competition between the atoms

H-23/24, H-27/28 and H-25/26, the less reactive being the abstraction of H-21/22 atoms.

With SnookRMol, 3500 simulations were implemented using a temperature for the initial velocities of

500 K. Two major reactions were obtained. Hence, 35% of the occurring reactions are the abstraction of the

central hydrogen atom H20, which agrees with the results of Bai et al. 289 . The second prominent reaction

is the substitution or abstraction of the chlorine atoms linked to the C-9 atom, with around 33% of the total
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reactions. Then, around 3-4% of the reactions concern the chlorine atoms Cl-4 and Cl-5. Unfortunately,

the chlorine atoms abstraction or substitution were not investigated by Bai et al. 289 . Nevertheless, in the

experimental study of Ma et al. 290 , they identified that 87% of chlorine atoms in the degraded DDTs was

converted into chloride ions which can be correlated with the high reactions rate of the chlorine atoms’

abstraction from our results obtained with SnookRMol.

It is important to note that Bai et al. 289 identified the addition reaction asmore prominent than the abstrac-

tion. The fact that SnookRMol did not probe the addition of OH comes from the methodology and, more

precisely, to the ReaxFF potential. Indeed, using a force field from the aqueous branch such as CHONCl-

2022_weak7, it was indicated that the potential tends to lack in describing accurately the reactivity of OH

addition on aromatic rings, which is usually favoured by a π-stacking arrangement.

Reactivity of Diclofenac

In this subsection, we focus on the reaction of the Diclofenac molecule with a hydroxyl radical. The Di-

clofenac molecule is represented in figure 5.6 a). In the literature, Agopcan Cinar et al. 291 investigated from

computational approaches (DFT B3LYP/6-31+G(d) and MPWB1K/6-311+G(3df,2p) level of calculation) the ab-

straction of hydrogen atoms and the OH additions on carbon atoms. They identified the abstraction of the

H-20 or H-21 atom linked to the C-8 atom as the major abstraction reaction. In an experimental investigation

Homlok et al. 292 proposed different reaction pathways of OH additions, with one being the addition of OH

radical on the C-15 or C-14 atoms and C-10 or C-7 atoms. Finally, the formation of the Diclofenac amide by a

new bond between C-16 and N-5 atoms was experimentally identified by Monteagudo et al. 293 . In that case,

the O-3, H-30 and H-22 atoms are abstracted from the molecule.

2780 simulations were implemented using SnookRMol, and the results were compared with the liter-

ature. The most probable reaction, corresponding to 48% of the total amount of reactions, is the formation

of the Diclofenac anionic structure from the abstraction of the H-30 atom belonging to the carboxylic group.

This anionic structure was the one considered in the publication of Agopcan Cinar et al. 291 as it is the most

probable chemical state in aqueous solution as considered by Homlok et al. 292 . Thus, it seems to be a possi-

ble reaction site. Then the two most favoured sites for hydrogen abstraction are the C-8 carbon atom with

the H-20 of H-21 abstraction and N-5 with the abstraction of the H-22 atom. These results are in agreement

with the work of Agopcan Cinar et al. 291 , who determined the same hydrogen atom abstraction as the most

probable. Moreover, the abstraction of the H-22 atom can be one of the preliminary steps of the formation of

the diclofenac amide identified by Monteagudo et al. 293 . Finally, concerning the addition of hydroxyl radical,

the most reactive sites probed by SnookRMol are the carbon atoms C-15 and C-14. The reaction rates are

quite low but in agreement with some of the additions reactions described by Homlok et al. 292 .
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Figure 5.6: a) 3D Representation and labelling of the diclofenac molecule. b) superimposition of the identified
reactive sites probe with SnookRMol, in blue, from the theoretical work of Agopcan Cinar et al. 291 , in
orange and from the experimental work of Monteagudo et al. 293 , in violet. Solid line and dashed line are
associated to OH addition or atom abstraction, respectively.

In conclusion, SnookRMol gives coherent results on the reactivity of Diclofenac, figure 5.6 b), schema-

tizes the reactive sites of the Diclofenac molecule which are identified by blue, orange and violet rectangles

from the results of SnookRMol, the works of Agopcan Cinar et al. 291 and Monteagudo et al. 293 , respec-

tively. The solid lines and the dashed lines correspond to the addition of an OH radical or the abstraction

of a hydrogen atom, respectively. One can see that SnookRMol is able to identify all the reactive sites on

the molecule. Even if the reaction rate is not very accurate, and this may help to filter the possible reaction

pathways and select the ones that have to be investigated at a more accurate level of calculation.

PCB169

In this subsection, the reactivity of the PCB 169 is investigated. Only the reactions with a percentage

higher than 3% are taken into account. The structure of the PCB 169 is presented in figure 5.7. Padmanabhan

et al. 176 computed the local electrophilicity of the PCB 169 at the B3LYP/6-31G(d) level of calculation. They

showed that for the C-6 and C-12 atoms, the electrophilicity was higher than any other carbon atoms of the

molecule. This indicates a greater reactivity on these two sites. Only two kinds of reactions were identified

using the SnookRMol software over 4700 simulations. They are the substitutions of the Cl-19 and Cl-20

atoms linked to the C-12 and C-6 atoms, respectively which is consistent with the electrophilicity calculations

of Padmanabhan et al. 176 .
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Figure 5.7: Representation of the PCB 169molecule with the atom labels used to describe the reactivity. Green,
gray and white atoms correspond to the chlorine, carbon and hydrogen atoms, respectively.

TCDD

The last molecule investigated in this work is usingSnookRMol, concerned the TCDDmoleculewhich is

represented in figure 5.8. Using SnookRMol, 4500 simulations were implemented. All the reactions probed

with the software are substitutions or abstractions of all the TCDD chlorine atoms with similar reaction rates

fluctuating between 6 and 12% of the total number of reactions.

Figure 5.8: a) 3D Representation and labelling of the TCDD molecule. b) superimposition of the identified
reactive sites probe with SnookRMol, in blue, from the calculation of electrophilicity by Arulmozhiraja
et al. 294 , in red and from the calulation of reaction pathways by Wen et al. 295 , in orange.

Figure 5.8 b) schematizes the most probable reactive sites from the results obtained with SnookRMol,

from the theoretical work of Arulmozhiraja et al. 294 andWen et al. 295 , with blue, red and orange rectangles. In
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their work Arulmozhiraja et al. 294 computed the electrophilicity at the B3LYP/6-311G(d,p) level of calculation.

They showed that the carbon atoms linked to the chlorine atoms are the most reactive sites. These results

are consistent with the regioselectivity obtained from the SnookRMol results. The results also agree with

the work of Wen et al. 295 who computed at the B3LYP/6-31G(d)//B3LYP/6-311++G(d,p) level of calculation,

the reaction pathways of the substitution of the hydrogen and chloride atoms of the TCDD molecule. Indeed

they concluded that the most substitution with the lowest energetical cost is linked to the chlorine atom of

the molecule.

5.2.5 Conclusion

This publication presents a new Python software, called SnookRMol, which aims to fast probe the

reactivity of a target molecule using a probe molecule as a projectile. Numerous simulations are implemented

using the LAMMPS code and the reactive ReaxFF potential in order to gather enough statistical information

about the regioselectivity and the first step of the most probable reactive pathways. SnookRMol is included

in a versioned python package providing high-level objects for pre and post-treatments of ReaxFF simulations

with LAMMPS. The initial positions of the projectile are distributed on the surface of a sphere or a set of fused

spheres and the initial velocities are directed toward the atoms or the center of mass of the molecule. The

software provides a tool to perform statistical analyses of the reactions occurring during the simulations based

on the connectivity of the target molecule and the probe molecule after the collision.

We showed that the percentage of the identified reactions does not rely on the choice of the grid points

used to generate the initial position of the probe molecule. This enforces the reliability of the methodology.

However, fine-tuning the grid is necessary to save computational time. For small molecules, the sphere surface

might gather more statistical information. However, the fused spheres surfaces give more meaningful results

on the efficient initial points, and it is more easily applied to large molecules.

We implemented a series of calculations using SnookRMol in order to investigate the reactivity of four

molecules which present a great interest due to their environmental impact: DDT, Diclofenac, PCB 169 and

TCDD. By comparing our results to experimental or theoretical works available, we demonstrate the efficiency

of SnookRMol to predict the main reactive pathways and the regioselectivity of these molecules.

The results provided by SnookRMol can be used in two ways. First, independently, the results quickly

provide an overview of the most reactive sites or the main products. This can be implemented in large-scale

screening of molecules of interest to investigate the reactivity of a molecule family. Second, SnookRMol

being cheaper than quantum mechanics calculations, it may be considered as a pre-treatment software when

one is interested in a large or complex molecule. The results obtained from SnookRMol can thus be used

to filter the whole possible reaction and implement a more accurate methodology on the most relevant.
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5.3 Conclusion

This final chapter and the final article presented SnookRMol, the new Python-based software coupling

Lammps and ReaxFF to quickly track the reactivity of simple reactions. In the context of this thesis, the soft-

ware performance was made using chlorinated molecules with the chlorobenzene in the first results section,

followed by DDT, diclofenac, PCB 169 and the TCDD reactivity investigations. The results show that, first, a

great understanding of the ReaxFF force field will allow the user to extract the results correctly. Secondly, the

usage of the normal sphere and the fused gives similar results in terms of reaction percentage distribution.

However, even if they both can be used with adequate parameters, it is easier for complex molecules to use

the fused sphere, even though it probes fewer reactions. Finally, the reactions tracked with SnookRMol of the

four last molecules are coherent with the literature values, demonstrating its capability.
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General conclusion

In this thesis, we presented the implementation of reactive molecular simulations to investigate the degra-

dation of organic compounds, specifically organochloride compounds. To succeed in this work, we first de-

veloped a new reactive potential to include the chloride atom from the last version of ReaxFF suitable to

investigate the chemical reactivity in water. Then, this new potential was validated and used in the sim-

ulations of plastic pyrolysis and the development of a new tool in order to probe the reactivity of organic

compounds.

Optimizing a new set of parameters for a ReaxFF force field is a hard task because of the numerous pa-

rameters involved in all the energetic terms included in the analytical expression of the potential. This leads

to optimization with highly undetermined parameters which may not have any physical meaning and strong

correlations between some of them. We detailed in chapter III the procedure we followed to obtain our new

potential. However, we want to highlight that this procedure might not be the optimal one, but we tried to

respect validation checkpoints allowing us to tune the parameters slightly until we reach satisfying results.

Among the different force fields published, there are almost none or only a few papers detailing the force field

parameterization or giving hints to proceed. That is why we felt it was important to describe how we did.

We hope that the procedure implemented for optimizing our new ReaxFF potential in this thesis might help

develop new ReaxFF force fields.

Concerning the new force field that we obtained and published, we proved its reliability and identified

the improvement that could be made. From this new force, named field CHONCl-2022_weak, several studies

can be made on the degradation of pollutants in water with hydroxyl radicals, such as diclofenac, oxazepam,

metazachlor, which have been identified in water and sometimes in high quantity. Thus, doing reactive molec-

ular dynamics using the CHONCl-2022_weak force field will bring new insight into the degradation processes

of these compounds by hydroxyl radicals in water. Nevertheless, the ReaxFF potential still fails to reproduce

the interaction of molecules accurately through π arrangement. In order to improve this point, a new adjust-

ment of the parameters is necessary but including the core part of the ReaxFF potential and C/H/O elements.

In chapter IV, a second article is presented concerning the pyrolysis of plastics and organic molecules.

This study shows the great capacity of the new force field to reproduce chlorobenzene pyrolysis. That is why,
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in the future, using the new CHONCl-2022_weak force field, an investigation of PCB pyrolysis should be

made, as it is one of the major removal technology of the PCB, and it will give information on the secondary

products that might be formed from it.

The last chapter of this thesis describes the first version of the SnookRMol software. The aim of SnookR-

Mol is to provide an efficient tool able to probe the reactivity of molecules. This will help investigations in the

field of chemical reactivity, providing either a methodology to implement an efficient screening of a whole

molecule family or a fast approach in order to identify the first step of the most probable reaction pathways.

Many extensions can be applied to the software. For example, in the article, we only used hydroxyl radicals

to probe the reactivity, but the structure of the software includes the possibility to consider different probing

molecules such as ozone, sulfur dioxide or sulfate. Furthermore, in the context of the thesis, we implemented

only reactive simulations based on the ReaxFF force fields, but a good trade-off between accuracy and compu-

tational cost could be to implement simulations with semi-empirical Hamiltonian or tight-binding methods.
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ReaxFF force field published

In the following table it is presented all the different force field published from the initial 2001 until 2021.

They were used in the representation of all the force fields given in the chapter I.

Year element DOI Branch
2001 (C/H) https://doi.org/10.1021/jp004368u NaN
2003 (Si/O) https://doi.org/10.1021/jp0276303 NaN
2004 (Al/O) https://doi.org/10.1103/PhysRevB.69.045423 NaN
2005 (H/B/N) https://doi.org/10.1063/1.1999628 NaN
2005 (C/H/O/N/S/Si/Pt/Zr/Ni/Cu/Co) http://dx.doi.org/10.1021/jp046244d combustion
2005 (Mg/H) https://doi.org/10.1021/jp0460184 NaN
2005 (C/H/O/Si) http://dx.doi.org/10.1021/ja050980t combustion
2005 (Ti/O) https://doi.org/10.1021/jp054667p NaN
2005 (Li/C/H) https://doi.org/10.1021/jp051450m NaN
2006 (C/H/O/N/S/Si) https://doi.org/10.1103/PhysRevLett.96.095505 NaN
2008 (Na/H) http://dx.doi.org/10.1063/1.2908737 NaN
2008 (C/H/Pt) http://dx.doi.org/10.1021/jp074806y NaN
2008 (V/O/C/H) http://dx.doi.org/10.1021/jp802134x combustion
2008 (Zn/O/H) http://dx.doi.org/10.1016/j.susc.2007.12.023 water
2008 (C/H/O) http://dx.doi.org/10.1021/jp709896w combustion
2008 (C/H/O/Ba/Zr/Y) http://dx.doi.org/10.1021/jp076775c combustion
2009 (C/H/O/N/S/Si) http://dx.doi.org/10.1021/jp901353a combustion
2009 (Ni/C/H/O/N/S/F/Pt/Cl) http:// combustion
2009 (C/H/O/N) http://dx.doi.org/10.1021/jp900194d combustion
2010 (Zr/Y/O/H) https://doi.org/10.1016/j.susc.2010.05.006 NaN
2010 (C/H/O/N/S/Si/Pt/Zr http://dx.doi.org/10.1021/jp1080302 combustion

/Ni/Cu/Co/He/Ne/Ar/Kr/Xe)
2010 (H/O/N/B) http://dx.doi.org/10.1021/jp100136c combustion
2010 (Fe/O/C/H/Cl) http://dx.doi.org/10.1021/jp101332k water
2010 (Si/O/H) http://dx.doi.org/10.1063/1.3407433 water
2010 (Ni/C/H) http://dx.doi.org/10.1021/jp9035056 NaN
2010 (Au/C/S/O/H) http://dx.doi.org/10.1103/PhysRevB.81.235404 water
2010 (H/C/O/N/S/B) http://dx.doi.org/10.1021/jp100136c combustion
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2010 (Cu/Cl/H/O) http://dx.doi.org/10.1021/jp9090415 water
2011 (Au/S/C/H) http://dx.doi.org/10.1021/jp201496x NaN
2011 (C/H/O/Fe/Al/Ni/Cu/S) http://dx.doi.org/10.1021/jp204894m water
2011 (C/H/O/N) http://dx.doi.org/10.1021/jp108642r water
2011 (C/H/O/N/S/Si) http://dx.doi.org/10.1021/jp201599t combustion
2011 (Al/H/O) http://dx.doi.org/10.1016/j.ijhydene.2011.02.035 water
2012 (C/H/O/Ca/Si/X) http://dx.doi.org/10.1021/la204338m water
2012 (Si/C/O/H/N/S) http://dx.doi.org/10.1021/jp306391p combustion
2012 (C/H/O/N/S/Si/Na/Al) http://dx.doi.org/10.1021/jp300221j water
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2013 (H/O/S/Mg) http://dx.doi.org/10.1002/jcc.23246 combustion
2013 (C/H/O/N/S/Mg/P/Na/Cu/Cl) http://dx.doi.org/10.1039/C3CP51931G water
2013 (C/H/O/N/S/Mg/P/Na/Ti/Cl/F) http://dx.doi.org/10.1557/jmr.2012.367 water
2013 (C/H/O/N/S/Mg/P/Na/Cu) http://dx.doi.org/10.1063/1.4774332 water
2013 (C/H/O/N/S/Mg/P/Na/Cu/Cl) http://dx.doi.org/10.1021/jp312828d water
2013 (Au/S/C/H) http://dx.doi.org/10.1021/jp405992m NaN
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2014 (C/H/O/S/F/Cl/N) http://dx.doi.org/10.1021/jp406248m combustion
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2014 (Co) http://dx.doi.org/10.1021/jp500053u combustion
2014 (C/H/O/S/Mo/Ni/Li/B/F/P/N) http://dx.doi.org/10.1149/2.005408jes combustion
2014 (C/H/O/N/S/Si/Na/F/Zr) http://dx.doi.org/10.1021/jp4121029 water
2014 (C/H/O/N/S/Si/Pt http://dx.doi.org/10.1021/jz501891y combustion

/Ni/Cu/Co/Zr/Y/Ba)
2014 (C/H/O/N/S/Si/Na/P) http://dx.doi.org/10.1021/jp5054277 combustion
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2015 (C/H/O/Li) http://dx.doi.org/10.1021/ct501027v water
2015 (C/H/O/Fe/Al/Ni/Cu/S/Cr) http://dx.doi.org/10.1016/j.actamat.2014.09.047 water
2015 (C/H/O/N/S/Si/Ca http://dx.doi.org/10.1021/acs.jpcc.5b00699 water

/Cs/K/Sr/Na/Mg/Al/Cu)
2015 (C/H/O/Fe/Al/Ni/Cu/S/Cr) http://dx.doi.org/10.1021/acs.jpcc.5b01275 water
2015 (C) http://dx.doi.org/10.1021/jp510274e combustion
2015 (Li/Si) http://dx.doi.org/10.1039/C4CP05198J combustion
2015 (C/H/O/Fe/Al/Ni/Cu/S/Cr) http://dx.doi.org/10.1021/acscatal.5b01766 water
2015 (C/H/O/N/S/F/Pt/Cl/Ni) http://dx.doi.org/10.1002/cphc.201500527 water
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2016 (C/H/B/N) http://dx.doi.org/10.1039/C5CP05486A NaN
2016 (Al/C/H/O) http://dx.doi.org/10.1021/acs.jpcc.6b00786 water
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2016 (C/H/Na) http://dx.doi.org/10.1039/C6CP06774C NaN
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2016 (C/H/O/N/Si/Cu/Ag/Zn) http://dx.doi.org/10.1016/j.susc.2015.11.009 water
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2016 (C/H/O/N/S/Mg/P/Na http://dx.doi.org/10.1021/acs.jpcc.6b08688 water

/F/B/Li/El/Ho)
2016 (H/O/Si/Al/Li) http://dx.doi.org/10.1021/acs.jpca.5b11908 NaN
2017 (H/S/Mo) http://dx.doi.org/10.1021/acs.jpclett.6b02902 NaN
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2018 (C/H/O/Li/Al/Ti/P) https://doi.org/10.1039/C8CP03586E water
2018 (C/H/O/Si/Na) https://dx.doi.org/10.1021/acs.jpcc.8b05852 water
2018 (C/H/O/N/S/Mg/P/Na/Cu/Cl/X) http://dx.doi.org/10.1021/acs.jpcb.8b01127 water
2018 (C/H/O/N/S/Mg/P/Na/Cu/Cl/X) https://doi.org/10.1021/acs.jpca.8b03826 water
2018 (C/H/O/S/Cu/Cl/X) https://doi.org/10.1021/acs.jpcb.7b06976 NaN
2018 (C/H/O/N/S/Si) http://dx.doi.org/10.1021/acs.jpcc.8b07075 NaN
2019 (Si/O/H) https://doi.org/10.1021/acs.jpca.9b01481 combustion
2019 (Zr/Y/O/Ni/H) https://doi.org/10.1038/s42004-019-0148-x combustion
2019 (C/H/O/Ge) http://dx.doi.org/10.1021/acs.jpcc.8b08862 combustion
2019 (C/H/O/Cs/K/Na/Cl/I/F/Li) http://dx.doi.org/10.1021/acs.jpca.8b10453 water
2019 (C/H/O/N) https://doi.org/10.1021/acs.jpcb.9b04298 combustion
2019 (Cu/Zr) https://doi.org/10.1063/1.5112794 NaN
2020 (C/H/O/N/Si) https://doi.org/10.1021/acs.jpcc.0c01645 water
2020 (Cu/C/O/H) https://doi.org/10.1021/acs.jpcc.0c02573 combustion
2020 (Av/El) https://doi.org/10.1063/5.0018971 NaN
2020 (C/H/O/N/S/Mg/P/Na/Ti/Cl/F/K/Li) https://doi.org/10.1021/acsami.0c17536 water
2021 (Ni/Cr) https://doi.org/10.1021/acs.jpcc.1c03605 NaN
2021 (W/S/H/Al/O) https://doi.org/10.1021/acs.jpcc.1c03605 NaN
2021 (I/Pb/Cs/X) https://doi.org/10.1021/acs.jpclett.1c01192 NaN
2021 (H/O/N/Si/F) https://doi.org/10.1021/acsomega.1c01824 combustion
2021 (C/H/Ga) https://doi.org/10.1021/acs.jpcc.1c01965 NaN
2021 (C/H/In) https://doi.org/10.1021/acs.jpcc.1c01965 NaN
2021 (C/H/O/N/S/Zr) https://doi.org/10.1021/acs.jpclett.0c02930 combustion
2021 (Si/Al/Mg/O) https://doi.org/10.1021/acs.jpcc.1c01190 NaN
2021 (C/H/O/S/Mo/Ni/Li/B/F/P/N) https://doi.org/10.1021/acs.jpclett.1c00279 NaN
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Appendix B

Removal of organochlorines

In 2018, Jing et al.296 published a review on the remediation method used to remove PCBs. This review is

divided into three categories, the traditional, the different technologies, and the multi-technologies.

Traditional technologies include phytoremediation, microbial degradation, dehalogenation by chemical

reagents and removal by activated carbon.

In phytoremediation technology297, the biodegradation products of pollutants present in soils and sedi-

ments are absorbed by the plant roots and transformed by their enzymes or are directly volatilized into the

atmosphere. It has demonstrated the ability to reduce the concentration of PCBs by 31.4% and 78.4% after the

first year, and the second year of use. The advantage of this technology is that it is in line with environmental

standards and has a low impact. In the short term, it is a technology that needs to be monitored over a long

period and can lose its effectiveness due to weathering. The introduction of vegetation into ecosystems can

also be detrimental298. This technology is also used with DDT299 with demonstrated efficiency and TCDD300.

Microbial degradation technology is a natural technology associated with any process where micro-

organisms degrade and transform contaminants. For PCBs, two routes are possible, anaerobic dehalogena-

tion and aerobic degradation. The anaerobic degradation of highly chlorinated PCBs is mainly carried out by

halorespiration (use of electron-accepting halogenated compounds in anaerobic respiration where hydrogen

atoms replace chlorine atoms)301. The aerobic degradation process uses different enzymes that allow the aro-

matic ring to be destroyed with the least amount of substituted chlorine. The advantages of this technique is

the low technical barriers required. The degraded PCBs are generally less toxic. It allows the dechlorination of

highly chlorinated PCBs into conformers with 2 or 3 chlorines atomes making them less toxic. However, the

problem with this technology is that only the sediment’s upper layers are suitable for aerobic environments.

A study on Vietnam soil and sediments also showed that the microbial activity seems to degrade the TCDD115

slowly, and an efficient strategy using microbial degradation has been developed for DDT removal302 with

53.6%, of removal in 18 months.
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The technology of dehalogenation by chemical reagents consists of converting PCBs to less toxic products

by progressively replacing the chlorine atoms under high temperature and high pressure. This technic is much

faster than biological treatments. For example, it was observed that the efficiency of PCBswas reduced by 78%

in 2 hours at 100°C303. However, it is a difficult technology because of the extreme conditions of applications.

For the DDT, using sandwiching iron strategy allows removal of (79%) in one hour304.

Finally, the last traditional technology presented here is the use of activated carbon which allows the

adsorption of PCBs thanks to its high porosity. This is one of the most effective fundamental approaches to

immobilise PCBs305. Furthermore, activated carbon can easily be used with other removal technologies.

Now we will look at more advanced technologies. These include supercritical water oxidation, ultra-

sonic radiation, catalytic hydrodehalogenation using bimetallic systems, and reductive dehalogenation using

nanoparticles.

The oxidation of supercritical water is a clean technology that takes place at a temperature and pressure

close to the critical point of water (647K and 22.064MPa)306. Under these supercritical conditions, water

molecules lose their hydrogen bonds and change from a polar to a non-polar liquid. This leads to an increase

in the solubility of the PCBswith the supercritical water, which then degrades under high temperature forming

carbon dioxide, water andmineral acids307. This is a very efficient technology. It has been shown, for example,

by Weber et al. in 2002308, that under alkaline conditions, 99% of PCBs are destroyed. However, during

oxidation in supercritical water, the chlorine atoms in the biphenyl rings can form hydrochloric acids, which

cause corrosion. Salts can also precipitate and deposit on the surface of equipment requiring highmaintenance

costs309. This technology is also extremely efficient for the TCDD310, and quite efficient for the DDT with

75% of removal311.

Ultrasonic radiation is a promising technology for removing PCBs. It has shown an elimination efficiency

of over 90%312 and seems to work with the DDT313. The mechanism involved is that of cavitation. When the

pressure becomes lower than the saturating vapour pressure, this leads to the formation of vapour bubbles.

These bubbles will then release energy resulting in a high temperature and high pressure destroying the

chemical bonds. Despite its good efficiency, low environmental impact and no by-product formation, this

technology is expensive. It is not suitable for large-scale applications and requires a lot of energy313.

Bimetallic systems consist of two metals sharing an interface or boundary between two separate phases.

The alloy formed at the interface will be the active catalytic phase. These systems are generally made up of a

zero-valent metal with a negative reduction potential and another, which would be a transition metal with a

high reduction potential, the reducing catalyst314. The dehalogenation processwill first involve the generation

of hydrogen atoms by corrosion of the zero-valent metal with water at ambient pressure and temperature.

Following this, the hydrogens will be adsorbed onto the catalyst’s surface to form a hybrid metal to be the

168



substrate for dehalogenation315. The efficiency of this technology has been demonstrated to dechlorinate

PCBs316. It also shown the same conclusion for the TCDD317 with Ag and Fe, and DDT with Fe and Pd318.

This technology shows many interests, but some metals are costly, and the phenomenon of passivation can

slow down the reaction. The formation of less halogenated and more toxic products can occur.

Finally, the zero-valent iron nanoparticle technology (less than 100nm) starts with forming a hydroxide

layer on the surface of the particles after reacting with water and oxygen in an aqueous medium. This layer

allows electron transfer from the metal Fe0 to the PCBs in an acidic medium, thus dehalogenating the PCBs

by producing Fe2+. This method has made it possible to eliminate 84% of the PCBs present in the Housatonic

River319. Moreover, a study on DDT320 demonstrate the removal of the DDT in the water of 99.2% in 4h.

This technology has many advantages, notably its catalytic properties and high degradation rate. However,

it remains controversial due to toxicity risks321.

Finally, in the review by Jing et al.296, three multi-technologies are presented for the removal of PCBs from

the soil. Indeed, it is presented a technology combining biofilms covering activated carbon, an electro-kinetic

technology, and finally, a technology linking non-valent iron nanoparticles with a second metal.

The technology combining biofilms and activated carbon is the method that, according to the criteria of

Jing et al.296, has the best performance score considering the cost, efficiency, and the time needed to degrade

the PCBs and toxicity of the by-products obtained. As early as the 1970s, it was discovered that biofilms

covered with activated carbon effectively eliminated organic pollutants322. Thus, to eliminate PCBs, the acti-

vated carbon will adsorb the PCBs and biofilms made up of micro-organisms will biodegrade them. However,

during the growth and proliferation of certain micro-organisms that slowly dechlorinate PCBs, they can be

affected by more easily biodegradable pollutants323. This implies a longer elimination time for PCBs.

Electrokinetic removal technology uses a low-level electric current as a cleaning agent to remove organic

pollutants from soils324. Thus, using a direct external current with a cathode and an anode placed in saturated

soil, ion migration and electrophoresis phenomena will transport the pollutants to the electrodes where the

current is applied. A coupling with dechlorinating microorganisms has also been tested, giving an efficiency

of between 40-60%325. A strategy using the Electrokinetic removal on DDT shows a capacity to remove the

DDT at around 72%326.

Finally, the last technology used to eliminate PCBs from the soil, presented here from the review by Jing et

al.296, is the combination of zero-valent iron nanoparticles with a second metal. Here, a second metal (Pt, Ag,

Ni) will cover the zero-valent iron nanoparticles, which will reduce the activation energy of the PCBs in order

to increase the dechlorination reaction rate327. In addition, this technology has shown faster dehalogenation

by increasing the particle’s surface area, and thus the surface area of activity328. This technology has shown

efficiencies of 28% for the most chlorinated PCBs up to 99% for tri-chlorinated ones. Moreover, it seems to
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be enhanced by high pH (more than 10) during the investigation of DDT dechlorination with zero-valent

nanoparticles and Ni329.

In order to treat the PCBs that are emitted into the atmosphere, the technologies used are closely related

to the implementation of PCB treatment technology in incinerators330. For example, a dust collector can be

used in incinerators to collect particle-bound dioxins. It is also possible to use electrostatic precipitators and

scrubbers. The use of activated carbon filters has also been used to limit dioxin emissions.
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Résumé

Cette thèse présente le développement d’un nouveau champ de force réactif pour étudier la réactivité

de composés organochlorés dans divers environnements ou conditions tels que les solutions aqueuses, les

conditions atmosphériques et la pyrolyse. Ces composés organochlorés sont d’un grand intérêt en raison de

leurs longues demi-vies dans les milieux naturels et de leurs toxicités bien connues. Les champs de force

réactifs sont une méthodologie intermédiaire entre la mécanique moléculaire et de la mécanique quantique.

Ils permettent d’étudier la réactivité de systèmes complexes et de calculer des grandeurs macroscopiques en

mettant en œuvre des simulations de dynamique moléculaire réactives. Parmi les potentiels réactifs existants,

ReaxFF est aujourd’hui largement utilisé mais n’inclut pas l’atome de chlore. Après un premier chapitre

présentant les concepts de base des simulations de dynamiques moléculaires, un deuxième chapitre présente

les familles de composés organochlorés considérées dans cette thèse et un troisième chapitre présente la

méthodologie utilisée pour développer le champ de force réactif pour les organochlorés, ainsi que l’évaluation

de ses performances, en comparant les résultats obtenus avec des valeurs expérimentales et théoriques issues

de cette thèse ou de la littérature. Ensuite, dans le chapitre 4, le nouveau champ de force a été appliqué

à l’étude des simulations de pyrolyses par simulations moléculaires réactives de trois plastiques différents :

PE, PP et PS, incluant du toluène et du chlorobenzène comme additifs. Enfin, le dernier chapitre concerne

une librairie python, appelée SnookRMol, mettant en œuvre des simulations réactives de collisions entre des

molécules d’intérêt telles que des molécules organochlorées avec de petites molécules telles que les radicaux

hydroxyles. Les capacités du logiciel sont présentées et comment il peut être utilisé pour sonder la réactivité

d’une molécule.

Abstract

This thesis presents the development of a novel reactive force field designed to study the reactivity

of organochlorine compounds in various environments or conditions such as aqueous solutions, atmospheric

reactivity and pyrolysis. Such organochloride compounds are highly interesting because of their long half-life

in the environment and their well-known toxicity. Reactive force fields bridge the gap between molecular me-

chanics and quantum mechanics methodologies that allow the investigation of the reactivity of complex sys-

tems and compute macroscopic quantities by implementing reactive molecular dynamics simulations. Among

the available reactive potentials, ReaxFF is nowadays widely used but lacks to include chlorine atom. After

a first chapter that introduces the concepts of molecular dynamics simulations, a second chapter introduces
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organochlorides compounds families considered in this thesis, and a third chapter presents the methodology

used to develop this new reactive force field for organochlorides, and describing the new force field created

along with its performance by comparing results obtained with the new force field to both experimental and

theoretical values from this work or the literature. Then, in chapter 4, the new force field was applied to the

investigation of pyrolysis simulations by reactive molecular simulations of three different plastic PE, PP and

PS, including toluene and chlorobenzene as additives. Finally, the last chapter concerns a python framework

named SnookRMol, implementing reactive simulations of collisions between molecules of interest, such as

organochlorides, with small molecules such as hydroxyl radicals. The software’s capabilities are presented,

and how it can be used to probe the reactivity of a molecule.
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