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Titre : Description des résonances monopolaires pour des noyaux de masse légère et moyennepar des méthodes ab initioMots clés : Structure nucléaire théorique, résonances géantes, techniques à N corps
Résumé : Les Résonances Géantes (GRs) sontl’une des manifestations les plus évidentes descomportements collectifs au sein du noyau ato-mique. En utilisant une représentation inspi-rée du modèle de la goutte liquide, ce phéno-mène peut s’interpréter comme des vibrationsde la surface nucléaire dans lesquelles prendpart l’ensemble des nucléons. En particulier, laGRMonopolaire (GMR) est directement reliée àl’incompressibilité nucléaire, une quantité fon-damentale dans l’équation d’état nucléaire.La GMR a été largement étudiée sur leplan théorique grâce à la Quasiparticle Ran-dom Phase Approximation (QRPA) basée surdes fonctionnelles énergie de la densité. Dansce cadre, des interactions phénoménologiquessont utilisées pour résoudre le problème à Ncorps nucléaire sous l’hypothèse que les étatsexcités soient des vibrations harmoniques d’unétat non corrélé, qui brise potentiellement lessymétries de l’hamiltonien nucléaire.

A partir des années 2000, les méthodesdites ab initio se sont imposées pour l’étude despropriétés de l’état fondamental des noyaux.Elles se proposent de partir de la théorie sous-jacente, c’est à dire la chromodynamique quan-tique, pour obtenir des interactions réalistes.Des codes numériques QRPA ab initio ont ré-cemment été développés et permettent au-jourd’hui d’accéder aux GRs des systèmes àcouches ouvertes.Dans ce travail, la Méthode de la Coordon-née Génératrice (PGCM) a été utilisée pour lapremière fois afin d’étudier de manière ab ini-tio la GMR des noyaux de masse légère etmoyenne. Cette méthode permet de surmon-ter certaines limitations implicites aux calculsQRPA déformés, tout en permettant de traiterles effets inharmoniques. Notamment, la com-paraison avec des calculs QRPA démontre quela PGCM ab initio est une méthode de choixpour l’étude des GRs.

Title : Ab initio description of monopole resonances in light- and medium-mass nucleiKeywords : Theoretical nuclear structure, giant resonances, many-body methods
Abstract : Giant resonances (GRs) are the clea-rest manifestation of collective motions in theatomic nucleus. They can best be imagined interms of vibrations of the nuclear surface in aliquid-drop picture, in which most if not all thenucleons take part to the process. The GiantMonopole Resonance (GMR), in particular, isalso directly linked to the incompressibility ofinfinite nuclear matter, a key quantity enteringthe nuclear equation of state.The GMR has largely been investigated,from a theoretical perspective, via the Quasi-particle Random Phase Approximations (QRPA)in the context of Energy Density Functionaltheories. In this frame, phenomenological in-teractions are used to solve the many-bodySchrödinger equation under the assumptionthat excited states can be described as harmo-nic vibrations on an uncorrelated ground state,possibly breaking the symmetries of the nu-

clear Hamiltonian.In the last twenty years the so-called ab ini-tio methods parallelly became a reliable toolto access nuclear ground-state properties, star-ting from realistic interactions rooted into theunderlying quantum chromodynamics via chi-ral Effective Field Theory. Ab initioQRPA solverswere also developed, nowadays allowing to ad-dress GRs in (doubly-)open-shell systems.In this work the Projected Generator Co-ordinate Method (PGCM) is used in an ab ini-tio context for the first time to investigate theGMR in light- and medium-mass nuclei. Thismethod allows to overcome some drawbacksimplicit in the formalisation of deformed QRPA,also allowing to treat the presence of anharmo-nic effects in an exact fashion. The comparisonto consistent QRPA calculations is explicitly ad-dressed, establishing ab initio PGCM as a trust-ful method to investigate the Physics of GRs.
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Introduction

During the twentieth century, the remarkable diversity of observable phenomena exhibited by nuclear
systems at low-energy has compelled theorists to construct a diverse array of nuclear models. However,
this multitude of models presents a challenge in unravelling the fundamental objectives of this research,
as epistemological tools have predominantly been developed to accommodate a unified and stabilised
theory rather than to grasp the plurality of models. Typically, the scientific value of a theory is assessed
based on its predictive accuracy, applicability across a range of scenarios, and the comprehensibility of its
principles [1]. In this sense, a theory is expected to be reductionist, unifying, and fundamentalist in nature.
However, traditional models concerning inter-nucleon interactions, nuclear structure, and reactions, due
to their inherent limitations in predictive precision, the difficulties in determining their applicability in
advance, and their specific and disconnected nature, are inevitably deficient when subjected to standard
epistemological interpretative frameworks. In this context, the concepts of emergence and effectiveness
provide a valuable opportunity for a more relevant re-examination of the fundamental questions involved.

The concept of emergence, in particular, becomes relevant when properties observed at one scale cannot
be explained or predicted based on a lower scale. In this way, it poses a challenge to our understanding
and ability to describe the different levels of organisation within complex systems, like finite nuclei.

Employing an effective theory is justified when the reductionist perspective is within reach but unnec-
essarily complex for understanding the phenomena of interest. Emergence and effectiveness represent two
contrasting departures from the conventional expectations set by reductionist, unifying, and fundamentalist
theories. Emergence highlights the occurrence of phenomena that defy the aspiration to explain everything
solely from a fundamental scale, while effectiveness suggests that it may be more advantageous to move
away from such a requirement.

The development of effective theories, and their interconnected nature, represents a substantial trans-
formation when compared to the situation characterised by the plethora of existing models. This transfor-
mation necessitates [2] (i) an a priori declaration of the theory’s range of applicability and the specification
of relevant degrees of freedom, along with the symmetries originating from the underlying scales (ii) a
justification of an organisational framework (referred to as "power counting") for all permissible interac-
tion operators determined by the symmetries and (iii) the determination of low-energy constants associated
with unresolved physics, either deduced from the underlying effective theory or induced from experimental
observations.

In the last two decades ab initio nuclear structure theory has greatly developed by describing experimen-
tally observed quantities on the basis of chiral effective field theory (EFT) [3, 4, 5, 6], where quark degrees
of freedom are integrated out and the strong force between nucleons as effective degrees of freedom is
mediated via pions as Goldstone bosons of spontaneous chiral symmetry breaking, further supplemented
by contact interactions. In this context, chiral EFT provides a link between nuclear properties and quantum
chromodynamics (QCD), the underlying field theory of the strong interaction. Given the nuclear Hamil-
tonian H , ab initio nuclear structure calculations seek a solution of the A-body Schrödinger’s eigenvalue

On previous page: Free curve to the point - accompanying sound of geometric curves, Wassily Kandinsky, 1925
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problem

H |Ψν⟩ = Eν |Ψν⟩ . (1)

The construction of the Hamiltonian from first principles combined with state-of-the-art many-body ap-
proaches offer a direction towards a universal theoretical framework to describe nuclear properties ranging
from binding energies and charge radii to collective excitations.

Nuclear Hamiltonian

Effective field theories find their foundation in a systematic expansion in terms of a small perturbative
parameter. In the case of nuclear physics, this parameter is typically related to the momentum transfer in
nuclear processes. Consequently, a power counting is used to ascertain the importance of different terms in
the Hamiltonian, based on their contributions at a given order in the expansion. Chiral perturbation theory
(χPT) is an EFT framework for low-energy nuclear interactions based on the symmetries of QCD. χPT
incorporates the approximate chiral symmetry of QCD, providing constraints on the form of the nuclear
Hamiltonian.

The nuclear interactions are described in terms of effective fields and their associated couplings. In χPT,
these fields correspond to nucleons and pions, which are the lightest hadrons in QCD. The interactions
between these particles are encoded in an expansion of the Lagrangian, with each term contributing to
a specific order in the power counting. A regulator function is typically employed to avoid infinities,
consistently with the fact that χPT is a low-momentum expansion where the effects of higher-energy degrees
of freedom are integrated out. High-energies contributions are accounted for by an iterative renormalisation
process absorbing divergences that arise in loop diagrams.

Eventually, the determination of coupling and low-energy constants values appearing in the effective
Lagrangian is achieved by matching EFT calculations to experimental data. This involves fitting the pa-
rameters to selected experimental observables, such as scattering cross-sections, binding energies, and
excitation spectra. Eventually, the reproduction of a large variety of observables provides validation of the
EFT. The construction of the Hamiltonian within EFTs provides, thus, a systematic and model-independent
approach to describe nuclear interactions [7].

Many-body techniques

Once the nuclear Hamiltonian is constructed within the EFT framework, many-body techniques can be
employed to solve the many-body Schrödinger equation. Ab initio methods play an important role in
the description of strongly correlated quantum systems. In this context, the development and extensions
of novel many-body techniques to solve the A-body Schrödinger equation is pivotal for a description of
nuclear observables from first principles. Essentially exact solutions to the quantum many-body problem
are provided by diagonalisation methods, such as the no-core shell model (NSCM) [8, 9, 10], or by quantum
Monte Carlo techniques [11, 12]. However, due to their exponential scaling, these approaches are typically
limited to light nuclei with mass number A ≲ 12, although Importance Truncation (IT) techniques extend
their reach up to Oxygen and Calcium isotopes [13, 14]. A breakthrough in the ab initio description of
medium-mass nuclei was achieved via the (re)introduction of so-called expansion methods, where the action
of a wave-operator acting on an unperturbed state captures the correlations missing in that suitably chosen
initial state via a controlled expansion, which may happen to be either perturbative or non-perturbative.
Truncating the expansion at a given order, all such methods share a polynomial scaling with respect to the
size of the one-body Hilbert space. Therefore, nowadays a variety of observables is routinely accessible in
nuclei with A≲ 100, and, in some specific cases, also for much heavier systems [15].
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In general the specificities of the unperturbed state determine the domain of applicability of such
techniques. First applications based on a symmetry-conserving single-reference Hartree-Fock (HF) Slater
determinant enabled since 2005 to investigate nuclear properties of doubly-closed shell systems. Examples
are Many-Body Perturbation Theory (MBPT) [16, 17], Coupled Cluster (CC) [18, 19, 20, 21], In-Medium
Similarity Renormalisation Group (IM-SRG) [22, 23] and Dyson Self-Consistent Green’s Function (SCGF) [24,
25, 26] theories.

Symmetry-conserving single-reference unperturbed states, however, are inadequate to describe open-
shell systems due to the partial filling of the degenerate valence shell and the associated emergence of
strong static correlations. In order to efficiently include static correlations, the use of more general unper-
turbed states is necessary. One possibility is to make use of an unperturbed state that spontaneously breaks
one or several symmetries of the underlying Hamiltonian. Since 2011 particle-number broken Hartree-Fock-
Bogoliubov (HFB) unperturbed states have been applied in the Gor’kov extension of SCGF for calculations
along medium-mass semi-magic isotopic chains [27, 28, 29]. A similar option is available within a concep-
tually simpler and numerically cheaper Bogoliubov Many-Body Perturbation Theory (BMBPT) [30, 31, 32].
Furthermore, extensions of CC theory allowing for the breaking and restoration of U (1) and SU (2) sym-
metries have also been formulated and applied [33, 34, 35, 36], as well as SU (2)-breaking IMSRG [37]
calculations. While the consistent restoration of U (1) and SU (2) has been worked out on a formal level in
the CC scheme, the development of the corresponding framework in Gor’kov SCGF and IMSRG still poses
a challenge which is yet unaddressed.

Symmetry-breaking states can also be used as an intermediate step in the definition of multi-reference
symmetry-conserving states, used, in turn, as a reference state for more elaborated theories. This strategy
has shown to be very successful in the context of the multi-reference extension of IM-SRG (MR-IMSRG)
which allows for the calculation of ground-state energies of even open-shell nuclei [38, 39], as well as precise
spectroscopy when combined with the Projected Generator Coordinate Method (PGCM) [40]. Recently,
moreover, PGCM has been used as a (multi-) reference unperturbed state for an advanced version of many-
body perturbation theory (PGCM-PT), delivering accurate predictions for both ground-state and collective
(rotational and vibrational) excitations [41, 42, 43].

Access to excited states

Most of the many-body methods discussed above, despite the formidable task associated with their formal
and numerical development, are limited as far as excited states properties are concerned. Thus, for what
regards the access to excited states, the panorama is somehow seminal, even if already broad regarding the
variety of techniques that have been employed in recent years.

A method addressing excited states in the context of IMSRG is its Valence Space extension (VS-
IMSRG) [44, 45]. This method, however, displays an hybrid polynomial-exponential scaling due to the
Configuration Interaction (CI) part of the calculation, such that its application is nowadays limited to sd-
or pf-shell nuclei. In the same direction, equation-of-motion (EOM) techniques, where one starts from
the correlated solution of a closed-shell nucleus and describes excited states as the result of the action of
linear operators on the ground-state, have been extensively used in CC theory [46]. An EOM-extension of
IM-SRG for the description of spectra of closed-shell nuclei has also been proposed [47]. Such methods
access the low-lying spectroscopy of weakly collective excitations, i.e. excitations which are pre-eminently
concentrated in few (many-)particle-(many-)holes excitations.

As for collective excitations, Lorentz Integral Transform techniques applied within a CC framework (CC-
LIT) [48] allow one to access excitation strengths of various multipolarities in doubly-closed shell nuclei.
However, this method suffers from numerical inversion issues and is reliable only when the response itself
is concentrated in one or two broad peaks. Recently, these issues have been shown to be possibly overcome
via the application of more sophisticated techniques like the Chebyshev expansion [49, 50].
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Very recently, PGCM-PT has been successfully employed to provide an accurate ab initio description of
both vibrational and rotational states, as shown in Refs. [41, 42, 43]. In particular, it was demonstrated [42,
43] that, while dynamical correlations are essential to access absolute energies, they largely cancel out in
the description of collective excitations, thus justifying the use of the sole PGCM as a standalone method
for ab initio spectroscopy.

In this spirit, many methods have been developed in the shadow of the many possible declinations of
the (Quasiparticle) Random Phase Approximation ((Q)RPA) [51, 52, 53, 54, 55, 56, 57]. RPA calculations
using dressed propagators from SCGF calculations have also been performed to investigate giant-dipole
excitations in closed-shell systems [58, 59]. All these methods, however, are limited in their applications to
spherical systems, greatly limiting their possible achievements. The recent development in the Saclay group
of a Finite Amplitude Method (FAM) version of QRPA [60] has allowed to address singly- and doubly-open
shell systems, either axially or triaxially intrinsically deformed.

Giant Resonances

Giant Resonances (GRs) are among the clearest manifestations of collective motion in finite nuclear systems.
They correspond to collective excitations in which most, if not all, nucleons are involved in the process.
GRs are categorised according to their multipolarity and isospin nature, and can be best pictured in terms
of vibrations of the nuclear surface in a liquid-drop approach. The Giant Isoscalar Monopole Resonance
(ISGMR, GMR for brevity in the following), which is addressed in this work, is also referred to as the
breathing mode. Given its compression character, it is known to provide valuable information about the
incompressibility of infinite nuclear matter [61, 62, 63, 64], a key quantity entering the nuclear equation of
state (EoS).

Because they lie at energies of the order of the energy difference between major shells, GRs are embed-
ded in a background of particle-hole (ph) excitations, into which they can, in principle, decay. The decay
of collective vibrations into uncorrelated ph excitations is a well known phenomenon in solid state physics,
referred to as Landau damping. Furthermore, giant resonances lie above the particle emission threshold:
consequently, they may couple to particle decay in the continuum. Eventually, they can also be damped
through coupling to the electromagnetic field leading to the emission of a photon [65, 66].

The theoretical description of GRs is a mature field. In particular, their coherent ph-excitation nature is
at the heart of RPA and associated methods. The (Q)RPA implemented in the context of phenomenological
Energy Density Functional (EDF) theories has proven extremely successful in the systematic description of
GRs: deformed QRPA calculations have been performed over the nuclide chart [67, 68, 69, 70, 71, 72]. An
overall good agreement with experimental data is observed, also ameliorating the understanding of the
coupling between the GMR and the Giant Quadrupole Resonance (GQR). Beyond-RPA calculations have
also revealed a noteworthy improvement in the understanding of non-trivial systems; selected examples are
self-consistent-RPA (SCRPA) inspired theories (see Ref. [73] for a recent review), Second RPA (SRPA) [74, 75]
and particle-vibration coupling (PVC) [66, 76].

Another class of theories relates to the time-dependent description of nuclear systems when an external
multipolar perturbation is applied. If the time evolution is performed on Slater determinants (Bogoliubov
vacua) it can be shown that such a theory is strictly equivalent to the traditional (Q)RPA in the small-
amplitude limit (see Refs. [77, 78] for a systematic study of both spherical and deformed systems). The
multi-reference extension of time-dependent theories, thus, represents an alternative method to go beyond
canonical RPA; see Ref. [79] for a recent development.
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Motivation of the present work

Among the multiple many-body methods addressing GRs, some interest was also shown for the GCM in
different exploratory works [80, 81, 82, 83, 84, 85, 86, 87]. It was observed that anharmonic effects may
have a non-negligible impact in the determination of nuclear incompressibility [88], which makes GCM a
necessary tool in this respect. However, differently from (Q)RPA no extensive use of the GCM followed these
seminal efforts to describe GRs.

Inspired by such existing works and sustained by the observation [43] that dynamical correlations
essentially cancel out in the description of collective excitations, ab initio PGCM calculations are performed
in the present work to access the GMR and, to some extent, the GQR in light- and medium-mass nuclei for
the first time. This method opens to unprecedented possible applications. Indeed, closed- and (doubly-)open
shell systems can be systematically addressed, investigating a new set of quantities and physical effects, such
as a consistent treatment of pairing, deformation effects, the impact of shape coexistence and many other
features. It will be shown that, at the price of a less systematic choice of the relevant degrees of freedom of
the problem, PGCM comes with an exact treatment of anharmonic effects and a fully symmetry-conserving
solution both for ground and excited states. These two aspects are addressed and compared separately to
ab initio deformed QRPA calculations in a consistent setting.

The present manuscript is organised as follows. In Part I the formal bases of the many-body methods at
use in this work are set: the PGCM is introduced in Chap. 1, together with basic elements of the Bogoliubov
algebra. The kernels evaluation, which is at the heart of the PGCM, is addressed in Chap. 2 in an original
formulation. The existing links between the GCM and QRPA are investigated from a novel perspective
in Chap. 3. Formal aspects of the response function, which is key in the study of GRs, are presented
in Chap. 4, with an extensive and original perspective to access the moments of the strength functions.
Eventually, the fundamentals of angular momentum projection (AMP) are recalled in Chap. 5 and applied
to symmetry-breaking multipole strengths. Numerical results of the present investigation are exposed in
Part II: a systematic inquiry about the convergence properties of ab initio PGCM calculations is addressed
in Chap. 6, followed in Chap. 7 by results of physical interest. The effects of AMP are extensively discussed
in Chap. 8 and the comparison to ab initio QRPA calculations is presented in Chap. 9. A focus on the
numerical performance of different strategies to evaluate the strength moments is given in Chap. 10. The
unforeseen possibility of accessing multi-phonon states via the PGCM is discussed in Chap. 11. Finally, the
effects of AMP on deformed RPA calculations are displayed in Chap. 12 in an EDF implementation. Some
conclusions and perspectives close the main body of this document. Many appendices accompanying and
reinforcing the theoretical sections of this work are provided in Part III.
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Chapter 1

Theoretical Setting
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1.1 The Projected Generator Coordinate Method

The projected generator coordinate method (PGCM) is a popular and versatile many-body method based
on the mixing of Bogoliubov vacua typically generated by solving constrained Hartree-Fock-Bogoliubov
(HFB) mean-field equations [89]. The PGCM is traditionally employed with empirical effective interactions
tailored to the full Hilbert space [90, 91, 92] or to a so-called valence space [93, 94, 95, 96, 97]. However,
the PGCM has recently been extented to the context of ab initio calculations aiming at approximating exact
solutions of Schrödinger’s equation in the low-energy sector of the A-body Hilbert space starting from
realistic nuclear Hamiltonians rooted into quantum chromodynamics.

Possibly combined with a pre-processing of the Hamiltonian via a multi-reference in-medium similarity
renormalisation group transformation [98, 99, 43], the PGCM is either exploited as a stand-alone method for
nuclear spectroscopy [42] or as a starting point of an expansion method towards the exact solution [41, 43].
Without a pre-processing of the nuclear Hamiltonian, the standard PGCM was shown to deliver an excellent
first approximation to collective spectroscopy [43] thanks to the cancellation of dynamical correlations
between ground and excited states.

1.1.1 The GCM and PGCM ansatz

The original GCM formulation is introduced first. The GCM wave-function ansatz [100, 101] is a general
continuous superposition of so-called generating functions |Φ(q)⟩ reading

|Ψν⟩ =
∫

dqfν(q) |Φ(q)⟩ , (1.1)
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where q is a set of collective variables called generator coordinates. The index ν refers to a principal quantum
number and fν(q) is a weight function to be determined. The ensemble {|Φ(q), q ∈ [q0,q1]⟩} denotes a set
of non-orthogonal1 Bogoliubov states labelled by the collective coordinate2 q and typically obtained as
solutions of constrained HFB calculations.

Constrained HFB solutions typically break symmetries of the Hamiltonian, so that restoring those sym-
metries is mandatory when questing a good approximation to the exact solution. Symmetry restoration is
achieved by projecting the symmetry-breaking solution onto good symmetry quantum numbers. Doing so,
Eq. (1.1) is modified as

|Ψ σ
ν ⟩ =

∫
dqf σ

ν (q)P σ |Φ(q)⟩ , (1.2)

where P σ is the projection operator associated with a symmetry group G, which can be both continuous or
discrete, in charge of selecting the components of |Φ(q)⟩ carrying the good symmetry quantum numbers
σ . In the case of present interest σ ≡ (JMΠNZ), i.e. the PGCM ansatz in Eq. (1.2) has good angular
momentum J and its projection M, parity Π = ±1 as well as neutron N and proton Z numbers. The
projector P σ can be generically written as

P σ =
∫

dϕgσ (ϕ)R(ϕ) , (1.3)

where gσ (ϕ) represents irreducible representations of G and where R(ϕ) is the unitary symmetry trans-
formation operator changing the orientation of a state by the angle ϕ. The PGCM ansatz, thus, reads
as

|Ψ σ
ν ⟩ =

∫
dqf σ

ν (q)
∫

dϕgσ (ϕ)R(ϕ) |Φ(q)⟩

≡
∫

dqf σ
ν (q)

∫
dϕgσ (ϕ) |Φ(q,ϕ)⟩ , (1.4)

where in the last equivalence the ϕ-rotated state |Φ(q,ϕ)⟩ ≡ R(ϕ) |Φ(q)⟩ has been introduced3.

1.1.2 Hill-Wheeler-Griffin equation

The unknown4 coefficients f σ
ν (q) are determined variationally on the basis of Ritz’ variational principle,

namely minimising the energy associated with |Ψ σ
ν ⟩

δ
⟨Ψ σ

ν |H |Ψ σ
ν ⟩

⟨Ψ σ
ν |Ψ σ

ν ⟩
= 0. (1.5)

The variation with respect to the weights f σ ∗
ν (q) eventually leads to a generalised eigenvalue problem known

as the Hill-Wheeler-Griffin secular equation [101], which can be formally written∫
dq

[
Hσ (p,q)−Eσ

νN σ (p,q)
]
f σ
ν (q) = 0 , (1.6)

1Some of the Bogoliubov states mixed in the GCM ansatz may be either manifestly or accidentally orthogonal. This situation
can be dealt with at the price of a generalisation of the present work, where all pairs of Bogoliubov states entering Eq. (1.1) are
considered to be non-orthogonal.

2The collective coordinate is multi dimensional and contains the variable(s) parameterising the transformations associated with
the symmetry(ies) being restored via projection techniques.

3If |Φ(q)⟩ is a Bogoliubov product state, |Φ(q,ϕ)⟩ is also a Bogoliubov product state. Indeed, the transformation operator R(ϕ)
can be represented as R(ϕ) = eiϕS , where S is a one-body operator and is referred to as the generator of the group. Thus, as a result
of Thouless’ theorem the rotated vacuum can also be written as a Bogoliubov vacuum with respect to the rotated quasiparticle
annihilation operators.

4The part of the coefficients fixed by the structure of the symmetry group does not have to be determined variationally.
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where the so-called symmetry-restored Hamiltonian and norm kernels are respectively defined as

Hσ (p,q) ≡ ⟨Φ(p)|P σHP σ |Φ(q)⟩
= ⟨Φ(p)|HP σ |Φ(q)⟩

=
∫

dϕgσ (ϕ)⟨Φ(p)|H |Φ(q,ϕ)⟩ , (1.7a)

N σ (p,q) ≡ ⟨Φ(p)|P σ |Φ(q)⟩

=
∫

dϕgσ (ϕ)⟨Φ(p)|Φ(q,ϕ)⟩ . (1.7b)

Equation (1.6) can be then rewritten as∫
dq

[Hσ (p,q)
N σ (p,q)

−Eσ
ν

]
N σ (p,q)f σ

ν (q) = 0 , (1.8)

or, in a discretised version of interest for actual implementations5,∑
q

[Hσ (p,q)
N σ (p,q)

−Eσ
ν

]
N σ (p,q)f σ

ν (q) = 0 . (1.9)

As clearly visible from Eqs. (1.7), the key ingredients entering Eq. (1.9) and the computation of observables
are the off-diagonal connected operator kernel and the norm kernel associated with two Bogoliubov states
⟨Φ(p)| and |Φ(q,ϕ)⟩. For practical purposes the left and right Bogoliubov vacua are generically redefined
as

⟨Φ(p)| ≡ ⟨Φ(l)| , (1.10a)

|Φ(q,ϕ)⟩ ≡ |Φ(r)⟩ . (1.10b)

Given an arbitrary operator O, the operator and norm kernels in this notation read respectively

O(l, r) ≡ ⟨Φ(l)|O|Φ(r)⟩ , (1.11a)

N (l, r) ≡ ⟨Φ(l)|Φ(r)⟩ , (1.11b)

out of which the connected operator kernel [102, 103] is defined through

o(l, r) ≡ O(l, r)
N (l, r)

. (1.12)

The formal evaluation of the connected operator kernel and of the norm kernel is discussed in Chap. 2,
where an original method is introduced and compared to existing techniques.

1.2 Basics of Bogoliubov algebra

The core of the present work involves three non-orthogonal Bogoliubov states6 denoted as |Φ(l)⟩, |Φ(r)⟩
and |Φ⟩.

5The same procedure is readily obtained in the GCM, at the price of removing the projector and the associated symmetry
quantum numbers wherever they appear.

6While a generalisation is possible, the reference state |Φ⟩ is supposed to be non-orthogonal to both |Φ(l)⟩ and |Φ(r)⟩.
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1.2.1 Bogoliubov vacuum

Each of these three states is a vacuum for a set of associated quasi-particle operators. Taking |Φ⟩ as an
example, this property reads as

βk |Φ⟩ = 0 ∀k , (1.13)

where the set of quasi-particle operators {β†k ,βk} is related to particle operators {c†a , ca} associated with an
arbitrary basis of the one-body Hilbert space H1 via a unitary Bogoliubov transformation of the form

βk ≡
∑
a

(
U ∗ak ca +V ∗ak c

†
a

)
, (1.14a)

β†k ≡
∑
a

(
Uak c†a +Vak ca

)
. (1.14b)

This transformation can be written more compactly via a matrix representation(
β
β†

)
=W†

(
c
c†

)
, (1.15)

where the Bogoliubov matrix

W ≡
(
U V ∗
V U ∗

)
(1.16)

is unitary, such that the following relations hold

WW† =W†W = 1 . (1.17)

This condition implies that the canonical fermionic anticommutation rules valid for the particle operators
propagate to quasi-particle ones.

1.2.2 Thouless theorem

Starting from Bogoliubov transformations W (l), W (r) and W defining the three sets of quasi-particle op-
erators {β†k (l),βk(l)}, {β†k (r),βk(r)} and {β†k ,βk}, respectively, Thouless’ theorem [104] allows one to connect
the three vacua |Φ(l)⟩, |Φ(r)⟩ and |Φ⟩.

First, |Φ(l)⟩ and |Φ(r)⟩ are expressed with respect to |Φ⟩. Taking |Φ(r)⟩ as an example, the transfor-
mation connecting the two sets of quasi-particle operators is given by (see Appendix E.3 of Ref. [89] for
further details on the derivation) (

β(r)
β†(r)

)
=W†(r)W

(
β
β†

)
≡

(
U†(r) V †(r)
V T (r) UT (r)

)(
β
β†

)
, (1.18)

with

U (r) ≡ VTU (r) +UT V (r) , (1.19a)

V (r) ≡ U †U (r) +V †V (r) . (1.19b)

Introducing the skew-symmetric matrix

z(r) ≡ V ∗(r)U ∗−1(r) , (1.20)
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Thouless’ theorem allows one to write

|Φ(r)⟩ = ⟨Φ |Φ(r)⟩eZ
20(r)|Φ⟩ , (1.21a)

where the one-body Thouless operator reads as

Z20(r) ≡ 1
2

∑
k1k2

zk1k2(r)β†k1
β†k2

. (1.21b)

Similarly, the transformation (
β(r)
β†(r)

)
= W †(r)W (l)

(
β(l)
β†(l)

)
≡W †(l, r)

(
β(l)
β†(l)

)
≡

(
B†(l, r) A†(l, r)
AT (l, r) BT (l, r)

)(
β(l)
β†(l)

)
, (1.22)

with

A(l, r) ≡ V T (l)U (r) +UT (l)V (r) , (1.23a)

B(l, r) ≡U†(l)U (r) +V †(l)V (r) , (1.23b)

leads to defining the Thouless matrix

z(l, r) ≡ A∗(l, r)B∗−1(l, r) , (1.24)

thanks to which |Φ(r)⟩ can be expressed with respect to |Φ(l)⟩ according to

|Φ(r)⟩ = ⟨Φ(l)|Φ(r)⟩eZ
20(l,r)|Φ(l)⟩ , (1.25a)

where

Z20(l, r) ≡ 1
2

∑
k1k2

zk1k2(l, r)β†k1
(l)β†k2

(l) . (1.25b)

1.2.3 Elementary contractions

Given |Φ(l)⟩ and |Φ(r)⟩, the four one-body off-diagonal elementary contractions are defined in the quasi-
particle basis of |Φ⟩ through

Rk1k2
(l, r) ≡


⟨Φ(l)|β†k2

βk1
|Φ(r)⟩

⟨Φ(l)|Φ(r)⟩
⟨Φ(l)|βk2

βk1
|Φ(r)⟩

⟨Φ(l)|Φ(r)⟩
⟨Φ(l)|β†k2

β†k1
|Φ(r)⟩

⟨Φ(l)|Φ(r)⟩
⟨Φ(l)|βk2

β†k1
|Φ(r)⟩

⟨Φ(l)|Φ(r)⟩


≡

(
+ρk1k2

(l, r) +κk1k2
(l, r)

−κ̄∗k1k2
(l, r) −σ ∗k1k2

(l, r)

)
, (1.26)

and satisfy, due to anticommutation rules and complex conjugation,

ρ∗k1k2
(l, r) = +ρk2k1

(r, l) , (1.27a)
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κk1k2
(l, r) = −κk2k1

(l, r) , (1.27b)

κ̄k1k2
(l, r) = +κk1k2

(r, l) , (1.27c)

σk1k2
(l, r) = +ρk1k2

(r, l)− δab . (1.27d)

Setting |Φ(l)⟩ = |Φ(r)⟩ = |Φ⟩, one can trivially obtain the diagonal contractions associated with |Φ⟩ as

Rk1k2
=

(
+ρk1k2

+κk1k2

−κ̄∗k1k2
−σ ∗k1k2

)
=

(
0 0
0 δk1k2

)
. (1.28)

From this most simplistic case, one can easily infer the diagonal contractions associated with |Φ(l)⟩ and
|Φ(r)⟩ in the quasi-particle basis of |Φ⟩, e.g.

Rk1k2
(l, l) =

(
(V ∗(l)V T (l))k1k2

(V ∗(l)UT (l))k1k2

(U ∗(l)V T (l))k1k2
(U ∗(l)UT (l))k1k2

)
. (1.29)
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The connected operator kernel from Eq. (1.12) can be efficiently computed via the off-diagonal Wick the-
orem (ODWT) of Balian and Brezin [105]. The evaluation of the norm kernel (1.11b) relies on the Onishi
formula [106], on the Pfaffian formula by Robledo [107] or the integral formula by Bally and Duguet [103].
Traditionally, the derivation of these two categories of kernels relies on different formal schemes that do
not seem to share a common ground. One exception relies on the use of fermion coherent states based
on Grassmann variables allowing one to express both the connected operator kernel [108, 109] and the
norm kernel [107] in terms of Pfaffians. The goal of the present chapter is to provide another consistent
derivation of the connected operator kernel, i.e. of the ODWT, and of the norm kernel based on a common
diagrammatic method. This newly-introduced formalism was published in Ref. [110].

The necessary elements of formalisms were introduced in Sec. 1.2. In Sec. 2.1, the diagrammatic method
is used to derive both the ODWT for the connected operator kernel and the Onishi/Pfaffian formula for
the norm kernel. Conclusions and perspectives are elaborated on in Sec. 2.2. Several appendices providing
the necessary technical details accompany the main development, i.e. the normal-ordered representation of
operators (App. A), the detailed diagrammatic rules (App. B) and the standard derivation of the ODWT for
completeness and comparison (App. C).

2.1 Computation of the kernels

The traditional way to compute the connected operator kernel, i.e. to derive the off-diagonal Wick theo-
rem [105], invokes an asymmetric approach that consists of expressing, e.g., |Φ(r)⟩ with respect to |Φ(l)⟩ via
Eq. (1.25). This delivers the connected operator kernel under the asymmetric form

o(l, r) = ⟨Φ(l)|OeZ
20(l,r)|Φ(l)⟩ . (2.1)

The proof of the off-diagonal Wick theorem [105] based on Eq. (2.1) is recalled for reference in App. C. This
constitutes the simplest derivation of the ODWT because the power series associated with the exponential
appearing on one side of the operator O in Eq. (2.1) naturally terminates after a finite number of terms.
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The asymmetric approach cannot provide access to the norm kernel and thus only delivers half of the
needed ingredients. Typically, accessing the norm kernel relies on a symmetric approach1 where |Φ(l)⟩ and
|Φ(r)⟩ are both expressed with respect to a common reference state |Φ⟩ according to Eq. (1.21).

In this context, it is of intellectual interest to consistently derive the connected operator kernel (i.e.
the off-diagonal Wick theorem) and the norm kernel (i.e. the Onishi or Pfaffian formula) via a symmetric
approach. While this was achieved starting from fermion coherent states based on Grassmann variables [108,
109], this is presently realised using standard diagrammatic techniques. The symmetric approach leads to
expressing the operator and norm kernels as

O(l, r)
⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩

≡ ⟨Φ |eZ
20(l)†OeZ

20(r)|Φ⟩ , (2.2a)

N (l, r)
⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩

≡ ⟨Φ |eZ
20(l)†eZ

20(r)|Φ⟩ , (2.2b)

such that the connected operator kernel itself reads as

o(l, r) ≡ ⟨Φ |e
Z20(l)†OeZ

20(r)|Φ⟩
⟨Φ |eZ20(l)†eZ

20(r)|Φ⟩
. (2.3)

It is worth noting that the above expression resembles the expectation value at play in variational coupled
cluster (vCC) theory [111, 112, 113]. On the one hand, it is more general because the two involved Thouless
operators are not equal. On the other hand, it is more restricted given that the Thouless operators are
one-body excitation operators, which essentially corresponds to the simplest vCC with singles (vCCS) ap-
proximation. Still, it is well known from vCC that, (i) while the norm overlap in the denominator can be
exactly cancelled out in the numerator, (ii) the expansions of the two exponentials do not terminate and
thus produce an infinite number of terms. It will thus have to be shown how the latter difficulty can be
overcome to compute N (l, r) and o(l, r) exactly.

2.1.1 Operator kernel

Employing the simplified notations

R ≡ Z20(r) =
1
2

∑
k1k2

zk1k2(r)β†k1
β†k2

, (2.4a)

L ≡ Z20(l)† =
1
2

∑
k1k2

z∗k1k2
(l)βk2

βk1
, (2.4b)

for the Thouless operators fulfilling ⟨Φ |R = L|Φ⟩ = 0, the operator kernel is expressed as

O(l, r)
⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩

≡ ⟨Φ |eLOeR|Φ⟩

=
N∑
n=0

2n∑
i,j=0
i+j=2n

∞∑
s,t=0

1
s!t!
⟨Φ |LsOijRt |Φ⟩

≡
N∑
n=0

2n∑
i,j=0
i+j=2n

∞∑
s,t=0

⟨s|i j |t⟩ , (2.5)

1An asymmetric approach to the normal kernel based on finding a unitary transformation between both states exists [103]. This
however differs from the present discussion based on non-unitary Thouless transformations.
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1

s!

1

t!
〈Φ|LsO42Rt|Φ〉 =

∑[
... ...

] · · ·

· · ·

· · ·

· · ·

· · ·

· · ·

Figure 2.1: Diagrammatic representation of the matrix element ⟨s|4 2|t⟩, where s and t are positive integers,
contributing to the operator kernel ⟨Φ(l)|O42|Φ(r)⟩. Each square (triangle) vertex represents an operator
L (R), whereas the dot vertex denotes the operator O42. Whereas the vertex of L (R) displays two lines
entering (leaving) it, two lines enter the vertex representing O42 and four lines leave it. See App. B for
relevant details regarding the diagrammatic representation.

where O has been decomposed into normal-ordered contributions {Oij} with respect to |Φ⟩; see App. A for
details2. The notation ⟨s|i j |t⟩ and the meaning of the integers (s, t, i, j) can be transparently understood by
comparing the second and third lines of Eq. (2.5); see App. B for details.

The operator kernel thus takes the form of an infinite sum of expectation values in the Bogoliubov
vacuum |Φ⟩ such that standard Wick’s theorem with respect to it straightforwardly applies. As a result,
diagrammatic rules can be worked out to efficiently compute the complete set of contributions to each
matrix element ⟨s|i j |t⟩. The corresponding diagrammatic is introduced in details in App. B.

The operators L, R and Oij being expressed in the quasi-particle basis associated with |Φ⟩, the ele-
mentary contractions at play in the present application of Wick’s theorem take the simple form given by
Eq. (1.28). The operator L (R) being a pure deexcitation (excitation) operator, no contraction may occur
within itself or among its various occurrences. It makes mandatory for each L (R) operator to contract with
either the i creation (j annihilation) operators inside Oij or with the available R (L) operators.

Factorisation of the norm kernel

Focusing on a single normal-ordered component Oij , diagrams making up the operator kernel display
characteristic topologies. Indeed, each contribution generated via the application of Wick’s theorem is the
product of closed strings of contractions (see, e.g., Ref. [114, 115]), each of which involves a subset of the L
and R operators at play. Whenever i + j ≥ 4, several strings involve quasi-particle operators belonging to
Oij thus forming an entity that is said to be connected to the operator Oij . Translated into diagrammatic
language, each contribution to the operator kernel is thus made out of disjoint closed sub-diagrams, one of
which is connected to Oij . This key feature is illustrated in Fig. 2.1 where the diagrammatic expansion of
the matrix element ⟨s|4 2|t⟩ contributing to the operator kernel ⟨Φ(l)|O42|Φ(r)⟩ is schematically displayed.
Thus, each algebraic contribution to ⟨s|i j |t⟩ can be separated into two distinct factors associated with the
two categories of strings. For a given s (t) value, s′ (t′) operators L (R) belong to closed strings that are not
connected, with s′ (t′) running from 0 to s (t). For a given s′ (t′) value, there are

( s
s′
)

(
( t
t′
)
) ways to select the

corresponding L’s (R’s). Eventually, the matrix elements entering the operator kernel can be written as

⟨Φ |eLOijeR|Φ⟩ =
∞∑

s,t=0

1
s!t!
⟨Φ |L ·L · ... ·L ·L︸          ︷︷          ︸

s times

OijR ·R · ... ·R ·R︸           ︷︷           ︸
t times

|Φ⟩

2Given the chosen Bogoliubov reference state |Φ⟩, it is natural to normal order the operator O with respect to that state as is
presently done. While this is already very general, one can easily go one step further and express the operator in normal order
with respect to yet another product state, e.g. the particle vacuum. The connection between both situations is straightforward.
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=
∞∑

s,t=0

1
s!t!

s∑
s′=0

t∑
t′=0

(
s
s′

)(
t
t′

)
⟨Φ | L · ... ·L︸  ︷︷  ︸

(s − s′) times

Oij R · ... ·R︸   ︷︷   ︸
(t − t′) times

|Φ⟩c⟨Φ |L · ... ·L︸  ︷︷  ︸
s′ times

R · ... ·R︸   ︷︷   ︸
t′ times

|Φ⟩ , (2.6)

where the index c stands for connected terms. Reshuffling the sums allows one to factorise in front of each
connected contribution the infinite set of disjoint closed contributions making up the norm kernel according
to

⟨Φ |eLOijeR|Φ⟩ =
∞∑

s′ ,t′=0

∞∑
s=s′

∞∑
t=t′

1
s′!(s − s′)!

1
t′!(t − t′)!

⟨Φ | L · ... ·L︸  ︷︷  ︸
(s − s′) times

Oij R · ... ·R︸   ︷︷   ︸
(t − t′) times

|Φ⟩c⟨Φ |L · ... ·L︸  ︷︷  ︸
s′ times

R · ... ·R︸   ︷︷   ︸
t′ times

|Φ⟩

=
∞∑

s,t=0

1
s!t!
⟨Φ |L · ... ·L︸  ︷︷  ︸

s times

OijR · ... ·R︸   ︷︷   ︸
t times

|Φ⟩c
∞∑

s′ ,t′=0

1
s′!t′!

⟨Φ |L · ... ·L︸  ︷︷  ︸
s′ times

R · ... ·R︸   ︷︷   ︸
t′ times

|Φ⟩

= ⟨Φ |eLOijeR|Φ⟩c ⟨Φ |eLeR|Φ⟩ . (2.7)

The above equation demonstrates that the norm kernel exactly factorises in the operator kernel3 such
that the connected operator kernel is, hence the name, the sum of connected, necessarily joint, contributions

o(l, r) = ⟨Φ |eLOeR|Φ⟩c

=
N∑
n=0

2n∑
i,j=0
i+j=2n

∞∑
s,t=0

⟨s|i j |t⟩c , (2.8)

where, for any Oij , the condition

s − t =
i − j

2
(2.9)

is satisfied for each connected matrix element ⟨s|i j |t⟩c given that L (R) contains two quasi-particle annihila-
tion (creation) operators. In spite of the factorisation of the norm kernel, the symmetric approach does not
lead to a natural termination of the infinite number of terms making up the connected operator kernel4. The
operators L and R being presently of one-body character, the infinite series thus generated can however be
shown to be factorisable in terms of off-diagonal elementary contractions such that the ODWT is recovered.

3Nothing in the proof depends on the character, e.g. rank, of the operators R and L. Thus, the exact factorisation of the norm
kernel out of the operator kernel constitutes a general result going beyond the scope of the present study that constraints R (L) to
be a one-body excitation (de-excitation) operator.

4The asymmetric approach to the connected operator kernel detailed in App. C, including the natural termination of the
exponential at play, can be recovered from the results obtained below by setting L ≡ 0 a posteriori.
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Off-diagonal Wick’s theorem

The connected operator kernel associated with the normal-order component Oij of arbitrary rank n ≡
(i + j)/2 reads as

⟨Φ |eLOijeR|Φ⟩c =
∞∑

s,t=0

⟨s|i j |t⟩c

=
∞∑

s,t=0

1
s!t!

1
i!j!

∑
k1...ki
l1...lj

ok1...ki
l1...lj
⟨Φ |L · ... ·L︸  ︷︷  ︸

s times

β†k1
...β†kiβlj ...βl1 R · ... ·R︸   ︷︷   ︸

t times

|Φ⟩c , (2.10)

where Eq. (A.7) has been used to express Oij in its second-quantised normal-ordered form.
The calculation of the connected operator kernel relies on the following considerations that are consis-

tent with the diagrammatic rules detailed in App. B

1. Each contribution to ⟨s|i j |t⟩c is made out of strings of contractions connected to quasi-particle oper-
ators belonging to Oij . The characteristics of the operators L and R strongly constrains the topology
of these connected strings

(a) Starting from a quasi-particle operator belonging to Oij , a connected string of contractions goes
alternatively through a set of L and R operators until it reaches other quasi-particle operators
of Oij .

(b) Two successive contractions involving an operator L (R) exhaust the two quasi-particle operators
it contains. Consequently, a string necessarily forms a single loop connecting two5 quasi-particle
operators of Oij .

(c) There exist four types of closed loops joining two quasi-particle operators of Oij . A so-called
normal string of contractions starting from an operator β† and ending at an operator β is
schematically indicated below by [β†β] whenever the former operator is located to the left of the
latter6. Similarly, an anomalous string starting from an operator β(β†) and ending at another
operator β(β†) is denoted as [ββ] ([β†β†]).

2. The complete set of connected terms contributing to ⟨s|i j |t⟩c includes all possible combinations of
n normal and anomalous connected loops. This topological characteristic is responsible for the
validity of the off-diagonal Wick’s theorem proven below, i.e. for the fact that the end result can be
expressed in terms of products of off-diagonal elementary contractions7. Figure 2.2 displays one such
contribution to ⟨3|4 2|2⟩c.

3. The combinatorial associated with each contribution to ⟨s|i j |t⟩c is obtained from the following con-
siderations

5Would L and R be of higher rank, e.g. be two-body operators, this property would be lost. Indeed, an operator, e.g., L
belonging to a loop going through an alternate succession of L and R operators connecting two quasi-particle operators of Oij

could further entertain a contraction with an operator R belonging to another closed loop, thus forming a more elaborate closed
string eventually involving more than two quasi-particle operators of Oij .

6Given that Oij is in normal-ordered form, no normal [ββ†] string may occur. This would however be the case if the present
discussion were extended to the computation of the connected kernel associated with any product, e.g. OijOkl , of normal-ordered
operators. This happens for example when considering kernels involving elementary excitations of ⟨Φ(l)| and/or |Φ(r)⟩ as in the
multi-reference perturbation theory based on a PGCM unperturbed state [41]. Such an extension is straightforward.

7If L and/or R are of higher rank, i.e. if |Φ(l)⟩ and/or |Φ(r)⟩ do not belong to the manifold of Bogoliubov states, the validity of
the off-diagonal Wick’s theorem is lost.
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O42

L

L

L

R R

Figure 2.2: Example of diagram contributing to the connected operator matrix element ⟨3|4 2|2⟩c and
containing n = (4 + 2)/2 = 3 closed loops. In this diagram, one such string contains a single operator L
connecting two quasi-particle creation operators of O42. The two other closed loops involve one operator
L and one operator R each and connect one quasi-particle creation of O42 to one of its quasi-particle
annihilation operator.

(a) Among the n strings, k ≤ min(i, j) normal [β†β] strings are formed, knowing that k is even
whenever i and j are even8 and odd otherwise9. Once k normal strings are formed, there
remains an even number i − k (j − k) of quasi-particle creation (annihilation) operators in Oij

giving rise to (i − k)/2 ((j − k)/2) anomalous [β†β†] ([ββ]) strings.

(b) There are
(i
k

)
different ways to pick k operators out of the i creation operators and, similarly,

(j
k

)
different ways to pick k operators out of the j annihilation operators. Once this done, there are
k! different ways to associate the k creators to the k annihilators to form the k normal strings.
Next, there are (i −k−1)!! ((j −k−1)!!) possible ways to form the (i −k)/2 ((j −k)/2) anomalous
[β†β†] ([ββ]) strings.

(c) For a given k, all terms associated with the above combinatorial contribute identically10 due to
the anti-symmetric character of the operator matrix elements under the exchange of any pair of
quasi-particle creation (i.e. upper) or annihilation (i.e. lower) indices; see Eq. (A.9).

(d) Combining the factor (i!j!)−1 originating from the operator with the above combinatorial11 one
obtains the overall factor

c(i, j,k) ≡ 1
k!

1
(i − k)!

1
(j − k)!

(i − k − 1)!!(j − k − 1)!!

for the diagram associated to k normal strings [β†β], (i − k)/2 anomalous strings [β†β†] and
(j − k)/2 anomalous strings [ββ].

8The integers i and j always carry the same parity.
9If this rule is not fulfilled, the operator cannot be fully contracted, thus providing a vanishing expectation value by virtue of

its normal-ordered form.
10Instead of considering all possible strings, this is best seen by keeping the contraction pattern fixed and by exchanging the

position of the quasi-particle operators within Oij in all ways consistent with that contraction pattern and by employing the
anti-symmetry of the operator matrix elements to recover the original algebraic contribution.

11Useful properties of the double factorial are

n! = n!!(n− 1)!! ∀n (2.11a)

n!! = 2kk! for n = 2k . (2.11b)
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4. So far, the focus has been on the nature and the number of closed strings that can be formed in Eq.
(2.10) for a given operator Oij , while leaving the expansion of exp(L) (exp(R)) in the abstract. Let
us now consider the specific term of that expansion associated with the powers s (for L) and t (for
R), i.e. ⟨s|i j |t⟩c, and focus on the set of contributions characterised by k ≤ min(i, j) normal strings.
Below, an index h ∈ [1,n] is artificially introduced to label each string for bookkeeping purposes.

(a) Let us first concentrate on the k normal strings [β†β](h). There are s(1) operators L out of
s involved in the string [β†β](1) and

( s
s(1)

)
equivalent ways to choose them. Then, there are

s(2) such operators out of (s − s(1)) involved in [β†β](2) and so on, up to selecting s(k) out of
(s −

∑k−1
h=1 s

(h)) operators L involved in [β†β](k), such that s′ ≡
∑k

h=1 s
(h) operators out of s are

eventually involved in the k normal strings. The overall associated combinatorial factor is given
by (

s
s(1)

)(
s-s(1)

s(2)

)(
s-s(1)-s(2)

s(3)

)
· · ·

(
s-s(1)-s(2)-...-s(k−1)

s(k)

)
=

s!
s(1)!s(2)! . . . s(k)!(s-s(1)-s(2) . . . -s(k))!

=
s!

s(1)!s(2)! . . . s(k)!(s-s′)!
, (2.12)

such that the initial (s!)−1 factor is replaced by similar factors for each normal contraction and
for the remaining s − s′ operators L involved in anomalous strings. The very same operation
is considered for the t′ operators R involved in the k normal strings, delivering the same
combinatorial factor with s variables replaced by t ones. Because one is presently dealing with
normal strings, the additional factor

∏k
h=1 δs(h)t(h) must be included given that as many L and R

operators must be involved in each of them.

(b) The same reasoning applies to both sets of anomalous strings, knowing that the operators L
and R must be selected among the operators that have not been used yet and that the condition
δs(h)−1,t(h) (δs(h),t(h)−1) must be used for each string [β†β†](h) ([ββ](h)).

5. Eventually summing over all possible values of s and t, along with the subset of s(h) and t(h) values,
taking into account the Kronecker deltas generated through the processes described above, each
contribution to the operator kernel containing k ≤ min(i, j) normal strings involves intricate sums
with the generic structure

∞∑
a=0

a∑
b=0

a−b∑
c=0

a−b−c∑
d=0

. . . (2.13)

where, e.g. for normal strings, a ≡ n = s = t, b ≡ s(1) = t(1), c ≡ s(2) = t(2), etc. These intricate sums
are easily shown to be equivalent to

∞∑
a′=0

∞∑
b=0

∞∑
c=0

∞∑
d=0

. . . , (2.14)

with a′ = a−b−c−d−. . .. Each disentangled sum gathers an infinite set of contributions corresponding
to closed strings connected to the same pair of quasi-particle operators and involving an increasing
number of successive L and R operators. Weighted by the prefactor (s(h)!)−1(t(h)!)−1 originating
from the successive appropriate applications of Eq. (2.12), this set of terms exactly makes up the
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corresponding off-diagonal elementary contractions (Eq. (1.26)) according to the expansions12

ρk1k2
(l, r) =

∞∑
s,t=0

1
s!t!
⟨Φ |Lsβ†k2

βk1
Rt |Φ⟩c

≡
∞∑

s,t=0

⟨s|k2 | |k1
|t⟩c , (2.15a)

κk1k2
(l, r) =

∞∑
s,t=0

1
s!t!
⟨Φ |Lsβk2

βk1
Rt |Φ⟩c

≡
∞∑

s,t=0

⟨s|k2
| |k1
|t⟩c (2.15b)

−κ̄∗k1k2
(l, r) =

∞∑
s,t=0

1
s!t!
⟨Φ |Lsβ†k2

β†k1
Rt |Φ⟩c

≡
∞∑

s,t=0

⟨s|k2 | |k1 |t⟩c , (2.15c)

−σ ∗k1k2
(l, r) =

∞∑
s,t=0

1
s!t!
⟨Φ |Lsβk2

β†k1
Rt |Φ⟩c

≡
∞∑

s,t=0

⟨s|k2
| |k1 |t⟩c , (2.15d)

knowing that the diagrammatic rules applicable to the four connected13 matrix elements introduced
through Eq. (2.15) are laid out in App. B.

Taking into account all multiplicative factors pointed out above and summing over all allowed numbers
k of normal strings/contractions14, one eventually obtains Eq. (2.10) under the final form

⟨Φ(l)|Oij |Φ(r)⟩
⟨Φ(l)|Φ(r)⟩

=
min(i,j)∑
k=0

parity

c(i, j,k)ok1...ki
l1...lj

× ρl1k1
(l, r) . . .ρlkkk (l, r)

× κ̄∗kk+1kk+2
(l, r) . . . κ̄∗ki−1ki

(l, r)

×κlk+1lk+2
(l, r) . . .κlj−1lj (l, r) , (2.16)

which proves the off-diagonal Wick’s theorem [105] by expressing the connected operator kernel in terms
of off-diagonal elementary contractions. Applying Eq. (2.16) to the sum of Oij operators characterised by
n ≤ 3, the expression of the connected operator kernel of a three-body operator (N = 3) is given in App. D.

While the ODWT has indeed been formally recovered, a full proof requires an explicit computation of
the off-diagonal elementary contractions themselves via the symmetric approach. As clearly illustrated in

12The fourth contraction appearing in Eq. (2.15d) does not presently occur due to the normal-ordered character of Oij .
13The connected character of the presently introduced matrix elements is defined with respect to the two operators β

(†)
k2

and

β
(†)
k1

that translate diagrammatically into two external lines; see App. B for details.
14The sum over k starts from 0 (1) and runs over even (odd) integers whenever i and j are even (odd).
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ρk1k2(l, r) =
k2

k1
+

k2

k1
+ . . . +

k2

k1

· · ·

· · ·

+ . . .

κk1k2(l, r) =
k2

k1
+

k2

k1
+ . . . +

k2

k1

· · ·

· · ·

+ . . .

−κ̄∗
k1k2

(l, r) =
k2

k1
+

k2

k1
+ . . . +

k2

k1

· · ·

· · ·

+ . . .

−σ∗
k1k2

(l, r) =
k2

k1
+

k2

k1
+

k2

k1
+ . . . +

k2

k1

· · ·

· · ·

+ · · ·

Figure 2.3: Diagrammatic expansions of the four off-diagonal elementary contractions.

Eq. (2.15), each of these contractions takes itself the form of an infinite, non-terminating, expansion. As
demonstrated below, these expansions however happen to deliver known power series that are shown to be
equal to the expressions obtained via the asymmetric approach in App. C.

Elementary contractions

The first elementary contraction ρk1k2
(l, r) (Eq. (2.15a)) sums the connected matrix elements ⟨s|k2 | |k1

|t⟩c over
all s and t values, knowing in fact that both integers are constrained to be equal, i.e. s = t ≡ n. The matrix
element ⟨n|k2 | |k1

|n⟩c is made out of a single unlabelled connected diagram with two external legs. Indeed,
there is only one topologically distinct way to connect β†k2

to βk1
via an alternate succession of n operators

L and n operators R. By virtue of Eq. (1.28), the term of order n = 0 is zero in the present case.
The corresponding diagrammatic expansion of ρk1k2

(l, r) is provided in Fig. 2.3. Diagrammatic rules
deliver the algebraic expressions for each order n, thus leading to

ρk1k2
(l, r) = +

∞∑
n=1

∑
h1h2
...

h2n−1

zk1h1(r)z∗h1h2
(l)zh2h3(r) . . .

× z∗h2n−3h2n−2
(l)zh2n−2h2n−1(r)z∗k2h2n−1

(l)

= −
∞∑
n=0

[
z(r)

(
z∗(l)z(r)

)n
z∗(l)

]
k1k2

= −
[
z(r)

1
1− z∗(l)z(r)

z∗(l)
]
k1k2

, (2.17)
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where the Taylor series
∞∑
n=0

εn =
1

1− ε
(2.18)

has been used to resum the infinite expansion.
The three other elementary contractions (Eqs. (2.15b- 2.15d)) can be calculated similarly. Their diagram-

matic expansions are also displayed in Fig. 2.3, where one notices that the fourth contraction contains a
non-zero term of order n = 0. The corresponding algebraic expressions are given by

κk1k2
(l, r) = +

∞∑
n=0

[
z(r)

(
z∗(l)z(r)

)n]
k1k2

= +
[
z(r)

1
1− z∗(l)z(r)

]
k1k2

, (2.19a)

−κ̄∗k1k2
(l, r) = −

∞∑
n=0

[(
z∗(l)z(r)

)n
z∗(l)

]
k1k2

= −
[

1
1− z∗(l)z(r)

z∗(l)
]
k1k2

, (2.19b)

−σ ∗k1k2
(l, r) = +

∞∑
n=0

[(
z∗(l)z(r)

)n]
k1k2

= +
[

1
1− z∗(l)z(r)

]
k1k2

. (2.19c)

It is easy to check that the four properties listed in Eqs. (1.27) are indeed satisfied by the off-diagonal
contractions.

Eventually, the off-diagonal contractions have been expressed as a known power series in the variable
z∗(l)z(r). While this result looks very different from the one obtained from the asymmetric approach where
the off-diagonal contractions read as linear functions of the Thouless matrix z(l, r), it can be easily shown,
as stipulated in App. C, that both sets of expressions are in fact identical.

2.1.2 Norm kernel

The norm kernel reads in the symmetric approach as

⟨Φ(l)|Φ(r)⟩
⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩

=
∞∑

s,t=0

1
s!t!
⟨Φ |LsRt |Φ⟩

≡
∞∑

s,t=0

⟨s| |t⟩ , (2.20)

where the condition s = t ≡ n must be fulfilled.

Exponentiation of closed diagrams

As already discussed, and as detailed in App. B, diagrams contributing to ⟨n| |n⟩ are composed of disjoint
closed sub-diagrams. A closed15 diagram involves an equal number of successively connected operators L

15The trivial diagram obtained for n = 0 is ⟨0| |0⟩ = ⟨Φ |Φ⟩ = 1. Since it contains neither vertices nor lines, it does not qualify as
a closed diagram.
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〈Φ(l)|Φ(r)〉
〈Φ(l)|Φ〉〈Φ|Φ(r)〉 =

∑

mi

...

m1

...

m2

... = exp

{
+ + ...

}

Figure 2.4: Representation of the norm kernel in terms of (repeated) disjoint closed diagrams and as the
exponential of the sum of distinct closed diagrams.

and R. For a given ni ≥ 1, there exists in fact a single topologically distinct unlabelled closed diagram16

Γcl(ni) ≡ ⟨ni | |
ni ⟩cl , (2.21)

where the index cl stands for closed.
A generic diagram Γ (n) contributing to ⟨n| |n⟩ factorises into m1 identical closed subdiagrams Γcl(n1),

m2 identical closed sub-diagrams Γcl(n2), and so on. Obviously, a closed diagram Γcl(ni) can only contribute
whenever n ≥ ni . Using the convention that a closed diagram occurs with multiplicity mi = 0 whenever
n < ni , a diagram contributing to ⟨n| |n⟩ can be written as

Γ (n) =
[Γcl(n1)]m1

m1!
[Γcl(n2)]m2

m2!
· · · (2.22)

where the product runs over all possible closed strings Γcl(ni) such that the condition

∞∑
ni=1

mini = n, (2.23)

is satisfied. According to the diagrammatic rules, the symmetry factor of Γ (n) must be worked out. In
addition to the symmetry factors associated with each closed subdiagram (included into Γcl(ni)), the sym-
metry factor SΓ (n) incorporates the set of denominators in Eq. (2.22). Each such denominator mi ! denotes
the number of permutations of the equivalent groups of L and R operators belonging to the mi identical
closed sub-diagrams Γcl(ni).

Summing over all topologically distinct diagrams Γ (n), with n running from 0 to ∞, each closed
contribution Γcl(ni) eventually occur with all possible integer multiplicities mi such that

⟨Φ(l)|Φ(r)⟩
⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩

=
∞∑
n=0

∑
Γ (n)

Γ (n)

=
∞∑

m1m2...=0

[Γcl(1)]m1

m1!
[Γcl(2)]m2

m2!
· · ·

= exp
{ ∞∑
n=1

Γcl(n)
}
, (2.24)

thus demonstrating the exponentiation of closed diagrams in the expansion of the norm kernel. The above
rationale is illustrated diagrammatically in Fig. 2.4.

16In the present discussion Γcl (ni ) equally represents the closed diagram and its algebraic contribution.



42 Kernels evaluation

l1

r1

l2

r2
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r3

l4

r4

(a)

l1

r1 l2

r2 l3

r3 l4

r4

(b)

Reflection

Rotation

l1

r2 l3

r1 l2

r4 l4

r3

(b’)

l2

r3 l4

r1 l1

r4 l3

r2

(c)

Rotation

l3

r4 l4

r2 l1

r3 l2

r1

(c’)

Figure 2.5: Permutations of the labelled diagram Γcl(4) delivering topologically equivalent diagrams. (a):
Labelled diagram in the original representation. (b): Same diagram but expanded in a way that makes
permutations of the vertices more transparent. (b’): Labelled diagram obtained from (b) via a reflection
with respect to the diagonal l1 − l4 inverting the clockwise ordering of the labelled vertices. (c) and (c’): one
representative of the four clockwise circular permutations obtained from (b) and (b’), respectively. There is
thus a total of SΓcl (4) = 2×4 permutations out of which the original labelled diagram can be recovered by a
mere translation of the vertices in the plane.
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Resummation of closed diagrams

One is now left with the computation of the exponent in Eq. (2.24). According to the diagrammatic rules,
the algebraic expression of the single topologically distinct unlabelled closed diagram of order n reads as

Γcl(n) = − 1
2n

Tr
{(
z∗(l)z(r)

)n}
, (2.25)

where the symmetry factor is SΓcl (n) = 2n. As visible from Fig. 2.4, the 1/2 factor obtained for n = 1
relates to the existence of a pair of equivalent lines. For n > 1, the symmetry factor relates to the number
of permutations of the L and R vertices in the labelled diagram Γcl(n) delivering topologically equivalent
labelled diagrams. As illustrated in Fig. 2.5 for n = 4, there are SΓcl (n) = 2n such permutations, made out of
the convolution of

1. The identity plus 1 reflection inverting the clockwise ordering,

2. n clockwise circular permutations.

Summing over all closed diagrams, the final result is obtained as

∞∑
n=1

Γcl(n) = −1
2

Tr
{ ∞∑
n=1

1
n

(
z∗(l)z(r)

)n}
=

1
2

Tr
{

ln
(
1− z∗(l)z(r)

)}
, (2.26)

where the Taylor series

−
∞∑
n=1

εn

n
= ln(1− ε) , (2.27)

has been used to resum the infinite expansion.

Onishi formula

Combining Eqs. (2.24) and (2.26), the norm kernel eventually reads as

⟨Φ(l)|Φ(r)⟩
⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩

= exp
[1
2

Tr
{

ln
(
1− z∗(l)z(r)

)}]
, (2.28)

which is nothing but the well-celebrated Onishi formula [106]. It has often been stated that the Onishi
formula17 is compromised by an undefined complex phase. In the derivation above based on the application
of standard Wick’s theorem, there is no algebraic manipulation that can be responsible for a loss of phase.
Thus, the loss of phase due to the apparent necessity to compute the square root originating from the factor
1/2 in the exponent in Eq. (2.28) can only be fictitious. The same observation is at the heart of Ref. [116].
The key point relates to the fact that the eigenvalues of the matrix z∗(l)z(r), which is the product of two
skew-symmetric matrices, are doubly-degenerate [117, 118]. This double degeneracy necessarily compensates
for the incriminated factor 1/2 in Eq. (2.28), thus demonstrating the fictitious character of the square root
and of the apparent loss of phase [103, 116].

17Strickly speaking, the Onishi formula, as any formula based on the symmetric approach, can only deliver the phase of the
overlap ⟨Φ(l)|Φ(r)⟩ modulo the knowledge of the phase associated with, i.e. initially fixed for, the overlaps ⟨Φ(l)|Φ⟩ and ⟨Φ |Φ(r)⟩
of the two involved states with respect to the reference Bogoliubov state |Φ⟩.
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Pfaffian formula

The equivalence of the Onishi and Pfaffian [107] formulae for the norm kernel has been demonstrated in a
pedestrian way in Ref. [116]. As a matter of fact, the two formulae can be directly connected by exploiting
the generic identity [119]

pf(A)pf(B) = exp
[1
2

Tr ln(ATB)
]
, (2.29)

where A and B are two skew-symmetric matrices such that ATB is itself a positive-definite matrix. Rewriting
the argument of the logarithm in Eq. (2.28) as

1− z∗(l)z(r) = z∗(l)
(
z∗(l)−1 − z(r)

)
, (2.30)

Eq. (2.29) is applied for

A ≡ z†(l) (2.31a)

B ≡ z∗(l)−1 − z(r) . (2.31b)

This leads to expressing the norm overlap as

⟨Φ(l)|Φ(r)⟩
⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩

= pf
(
z†(l)

)
pf
(
z∗(l)−1 − z(r)

)
= (−1)n1/2pf

(
z∗(l)

)
pf
(
z∗(l)−1 + zT(r)

)
,

where the last equivalence makes use of the property

pf(AT) = (−1)npf(A) , (2.32)

with 2n the size of the matrix A, i.e. the (even) dimension n1 of the (truncated) one-body Hilbert space H1
in the present context. The last useful identity for the pfaffian of a skew-symmetric matrix displaying the
structure

S =
(
M Q
−QT N

)
, (2.33)

with M an invertible matrix, is given by [120]

pf(S) = pf(M)pf(N +QTM−1Q) . (2.34)

Identifying

M ≡ z∗(l) , (2.35a)

N ≡ zT(r) , (2.35b)

Q ≡ 1 , (2.35c)

the pfaffian formulation of the norm overlap

⟨Φ(l)|Φ(r)⟩
⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩

= (−1)n1/2pf

[(
z∗(l) 1
−1 zT(r)

)]
, (2.36)

is eventually obtained from the Onishi formula, thus bypassing the intermediate apparent phase undeter-
mination.
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2.2 Discussion and conclusions

The interest of the present development is primarily formal and conceptual. The main goal has been to offer
a novel perspective on the off-diagonal Wick theorem and the Onishi formula by consistently computing
the off-diagonal operator and norm kernels at play in, e.g., the projected generator coordinate method via
a single formal approach. The method expresses the two Bogoliubov states at play with respect to a third
reference state |Φ⟩ via Thouless’ theorem such that the kernels of interest read as

⟨Φ(l)|O|Φ(r)⟩
⟨Φ(l)|Φ(r)⟩

=
⟨Φ |eZ20(l)†OeZ

20(r)|Φ⟩
⟨Φ |eZ20(l)†eZ

20(r)|Φ⟩
, (2.37a)

⟨Φ(l)|Φ(r)⟩
⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩

≡ ⟨Φ |eZ
20(l)†eZ

20(r)|Φ⟩ . (2.37b)

While the exponentials of the Thouless one-body operators Z20(l)† and Z20(r) do not naturally terminate,
a diagrammatic method was used to demonstrate that the infinite set of terms can be resummed exactly.

Interestingly, the diagrammatic technique and the associated infinite resummations leading to the exact
computation of the above kernels can be used to design non-trivial approximations to more complex kernels
of interest. As the simplest example, replacing the two Thouless one-body operators by a two-body cluster
amplitude into Eq. (2.37a) leads to

EvCCD =
⟨Φ |eT †2 HeT2 |Φ⟩
⟨Φ |eT †2 eT2 |Φ⟩

= ⟨Φ |eT
†
2 HeT2 |Φ⟩c , (2.38)

which is nothing but the energy at play in the variational coupled cluster with doubles method [111]. Because
T2 is now a two-body operator, the equivalent to the off-diagonal Wick theorem and the associated resum-
mation of the infinite expansion of the exponentials do not hold. As a result, approximation schemes have
to be set up [112, 113] such that designing more advanced truncation schemes than existing ones can be of
interest. Because the diagrammatic does not require the operators in the two exponentials to be the same,
addressing even more general kernels (including the corresponding norm kernels) than the one displayed in
Eq. (2.38) can be envisioned.
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Chapter 3

Derivation of the Quasiparticle Random
Phase Approximation from the GCM
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One of the main objectives of this work lies in the comparative description of the GMR in ab initio (P)GCM
and QRPA. The numerical results relative to (P)GCM calculations are addressed in Chaps. 6, 7 and 8. They
are later explicitly compared to QRPA calculations in Chap. 9, in order to appreciate the similarities and
differences between the two methods. It is, thus, important to understand the formal connection between
such two techniques.

In the present chapter the QRPA equations are derived from the GCM based on Bogoliubov states. This
development follows in spirit the derivation from Ref. [121], generalising it to quasiparticle states and to
n-body Hamiltonians1.

3.1 Bogoliubov transformation for bosons

In Sec. 1.2.1 the unitary Bogoliubov transformation was introduced for fermionic operators. A similar
transformation is now introduced for bosons, although differences arise from the use of commutation rather

1An alternative derivation of the RPA equation from the GCM can be obtained under the Gaussian overlap approximation,
see [122]

47
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than anti-commutation rules. This will be of interest in the following. A boson quasiparticle vacuum
(denoted by round brackets, as opposed to the fermion vacuum, for which sharp brackets are used) is
defined as

γi |Φ) = 0 ∀i , (3.1)

where boson quasiparticle operators γ and γ† are related to boson particle operators b and b† via a
Bogoliubov transformation (

γ
γ†

)
= X −1

(
b
b†

)
, (3.2)

with

X ≡
(
X Y ∗

Y X∗

)
. (3.3)

Similarly to the fermionic case, bosonic commutation rules

[b†k ,bl] = δkl , (3.4a)

[bk ,bl] = 0 , (3.4b)

[b†k ,b
†
l ] = 0 , (3.4c)

are re-written in more compact form for non-vanishing commutators as(
b† b

)
η

(
b
b†

)
= 1 , (3.5)

where the metric tensor η reads as

η ≡
(
1 0
0 −1

)
. (3.6)

The same relations are required to propagate to quasiparticle creation and annihilation operators, such that(
γ† γ

)
η

(
γ
γ†

)
=

(
b† b

)(
X †

)−1
η(X

)−1
(
b
b†

)
=

(
b† b

)
η

(
b
b†

)
, (3.7)

Consequently, the Bogoliubov transformation for bosons must be unitary with respect to the metric η, i.e.

X †ηX = η , (3.8)

or, alternatively, (
X †

)−1
= ηXη . (3.9)

3.2 Bosonic mapping of fermion pairs

The description of an even many-body fermionic system can be fully achieved in terms of fermionic pair
operators instead of canonical quasiparticle operators. These pair operators are naturally defined as

b†kl ≡ β†kβ
†
l , (3.10a)

bkl ≡ βlβk , (3.10b)
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akl ≡ β†l βk = a†lk . (3.10c)

The operators introduced in Eqs. (3.10) form a Lie algebra (belonging to the SO(2M) group), whose
commutation rules are provided by

[bk1l1 ,bk2l2] = [b†k1l1
,b†k2l2

] = 0 , (3.11a)

[bk1l1 ,b
†
k2l2

] = δk1k2
δl1l2 − δl1k2

δk1l2 + δk1l2al1k2
+ δl1k2

ak1l2 − δl1l2ak1k2
− δk1k2

al1l2 , (3.11b)

[bk1l1 , ak2l2] = δl1l2bk1k2
− δk1l2bl1k2

, (3.11c)

[ak1l1 , ak2l2] = δk1l2ak2l1 − δl1k2
ak1l2 . (3.11d)

These exact relations encode the Fermi statistic of the original quasiparticle description, and should be
strictly fulfilled in order for the Pauli principle to be respected and to prevent the emergence of spuri-
ous states. However, historically many authors have investigated the possibility to represent the original
fermionic system in terms of pure boson operators B and B† creation and annihilation operators fulfilling
exact boson commutation relations

[Bk1k2
,Bk3k4

] = 0 , (3.12a)

[B†k1k2
,B†k3k4

] = 0 , (3.12b)

[Bk1k2
,B†k3k4

] = δk1k3
δk2k4

− δk1k4
δk2k3

. (3.12c)

The above relations simplify the algebraic properties of the problem and, thus, boson theories have been
used as a more suitable representation for the phonon excitations traditionally invoked in the description
of collective nuclear phenomena. An extensive review of such techniques is provided in Chapter 9 of Ref.
[89] and some examples in close relation to GCM are presented in Sec. 3.6.

Quasi-boson approximation

The zeroth order expansion of fermion pairs in terms of boson operators is provided by the so-called
quasi-boson approximation (QBA), in which the naive substitution

βk2
βk1
−→ Bk1k2

, (3.13a)

β†k1
β†k2
−→ B†k1k2

, (3.13b)

β†k1
βk2
−→

∑
j

B†k1j
Bk2j , (3.13c)

is performed. In this frame fermionic pairs are directly replaced with boson operators, thus violating the
commutation rules from Eq. (3.11). Also, in such case, the boson and the fermion vacua are assumed to
coincide, i.e.

Bk1k2
|Φ⟩ = 0 ∀k1, k2 . (3.14)

The QBA is shown in the following to be at the heart of QRPA.

3.3 Commutator formulation of kernels

A formulation of the kernel evaluation problem alternative to the ones discussed in Chap. 2 is now given
in terms of nested commutators. This technique does not provide an easy method to compute the exact
solution of the problem but is useful in the derivation of the QRPA as a direct consequence of the QBA.
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3.3.1 Operator kernel

Let us consider the quantity ⟨Φ |eLOeR|Φ⟩ and write it as

⟨Φ |eLOeR|Φ⟩ −O[0] =
∞∑
l=1

1
l!
⟨Φ |LlO|Φ⟩+

∞∑
r=1

1
r!
⟨Φ |ORr |Φ⟩+

∞∑
l,r=1

1
l!r!
⟨Φ |LlORr |Φ⟩

≡ Sl + Sr + Slr . (3.15)

The notation for nested commutators

Cl(L,X) ≡ [L, [L, ...[L, [L︸        ︷︷        ︸
l times

,X]]...]] , (3.16a)

C̃r(X,R) ≡ [[...[[X,R],R]...,R],R︸         ︷︷         ︸
r times

] , (3.16b)

is then adopted, with
C0(L,X) = C̃0(X,R) ≡ X . (3.17)

The two definitions in Eqs. (3.16) are linked by the property

C̃m(X,Y ) = (−1)mCm(Y ,X) , (3.18)

and are useful when recurring to the formulas [123] for l, r ≥ 1

[Ll ,X] =
l−1∑
m=0

(
l
m

)
Cl−m(L,X)Lm , (3.19a)

[X,Rr ] =
r−1∑
m=0

(
r
m

)
RmC̃r−m(X,R) . (3.19b)

Let us now compute the three contributions on the right hand side of Eq. (3.15). The property L |Φ⟩ = 0
allows to rewrite Sl introducing a commutator. Hence, Eq. (3.19a) implies

⟨Φ |LlO|Φ⟩ = ⟨Φ |[Ll ,O]|Φ⟩

=
l∑

i=1

(
l

l − i

)
⟨Φ |Ci(L,O)Ll−i |Φ⟩

= ⟨Φ |Cl(L,O)|Φ⟩ , (3.20)

since the only non-vanishing term is provided by i = l. Eventually,

Sl =
∞∑
l=1

1
l!
⟨Φ |Cl(L,O)|Φ⟩ . (3.21)

Similarly, since ⟨Φ |R = 0, let us introduce a commutator into Sr , allowing the application of Eq. (3.19b)

⟨Φ |ORr |Φ⟩ = ⟨Φ |[O,Rr ]|Φ⟩

=
r∑

i=1

(
r

r − i

)
⟨Φ |Rr−iC̃i(O,R)|Φ⟩
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= ⟨Φ |C̃r(O,R)|Φ⟩ , (3.22)

where the only non-vanishing term is provided by i = r . Eventually,

Sr =
∞∑
r=1

1
r!
⟨Φ |C̃r(O,R)|Φ⟩ . (3.23)

Keeping in mind that ⟨Φ |R = L |Φ⟩ = 0, the term Slr can be written

∞∑
l,r=1

⟨Φ |LlORr |Φ⟩ =
∞∑

l,r=1

⟨Φ |[LlO,Rr ]|Φ⟩

=
∞∑

l,r=1

⟨Φ |Ll[O,Rr ]|Φ⟩+
∞∑

l,r=1

⟨Φ |[Ll ,Rr ]O|Φ⟩

=
∞∑

l,r=1

⟨Φ |[Ll , [O,Rr ]]|Φ⟩+
∞∑

l,r=1

⟨Φ |[[Ll ,Rr ],O]|Φ⟩

=
∞∑

l,r=1

⟨Φ |[[Ll ,O],Rr ]]|Φ⟩ . (3.24)

The third equivalence from Eq. (3.24) is a consequence of O being a normal-ordered operator, whereas the
last equivalence follows from the Jacobi identity. The application of Eq. (3.19b) then implies

⟨Φ |[[Ll ,O]Rr ]|Φ⟩ =
r−1∑
k=0

(
r
k

)
⟨Φ |RkC̃r−k([Ll ,O],R)|Φ⟩

= ⟨Φ |C̃r([L
l ,O],R)|Φ⟩ , (3.25)

since the only non-vanishing term is provided by k = 0. Equation (3.19a) then implies

⟨Φ |[[Ll ,O]Rr ]|Φ⟩ =
l−1∑
k=0

(
l
k

)
⟨Φ |C̃r(Cl−k(L,O)Lk ,R)|Φ⟩

=
l−1∑
k=0

(
l
k

) r∑
j=0

(
r
j

)
⟨Φ |C̃r−j(Cl−k(L,O),R)C̃j(L

k ,R)|Φ⟩ , (3.26)

where the last equality follows from the identity from Eq. (E.1). Eventually

Slr =
∞∑

l,r=1

1
l!r!

l−1∑
k=0

(
l
k

) r∑
j=0

(
r
j

)
⟨Φ |C̃r−j(Cl−k(L,O),R)C̃j(L

k ,R)|Φ⟩ . (3.27)

Summing the previously obtained contributions one gets

Sr +O[0] =
∞∑
r=0

1
r!
⟨Φ |C̃r(O,R)|Φ⟩ , (3.28a)

Sl + Slr =
∞∑
l=1

l−1∑
k=0

∞∑
r=0

r∑
j=0

1
k!(l − k)!

1
j!(r − j)!

⟨Φ |C̃r−j(Cl−k(L,O),R)C̃j(L
k ,R)|Φ⟩ . (3.28b)



52 Derivation of the Quasiparticle Random Phase Approximation from the GCM

The indices within Eq. (3.28b) are easily rearranged providing

Sl + Slr =
∞∑
l=1

∞∑
k=0

∞∑
r=0

∞∑
j=0

1
k!l!

1
j!r!
⟨Φ |C̃r(Cl(L,O),R)C̃j(L

k ,R)|Φ⟩ , (3.29)

so that overall all the terms can be summed in a compact form reading

⟨Φ |eLOeR|Φ⟩ = O[0] + Sl + Sr + Slr

=
∞∑

l,r=0

1
l!r!

∞∑
j,k=0

1
j!k!
⟨Φ |C̃r(Cl(L,O),R)C̃j(L

k ,R)|Φ⟩ . (3.30)

Eventually, Eq. (E.4) is used to rewrite Eq. (3.30) in the form

⟨Φ |eLOeR|Φ⟩ =
∞∑

l,r=0

1
l!r!
⟨Φ |C̃r(Cl(L,O),R)exp

{ ∞∑
k=0

1
k!
C̃k(L,R)

}
|Φ⟩ , (3.31)

which represents an exact expression of the operator kernel. Equation (3.31) actually provides a general
expression to compute the average over a state |Φ⟩ of any operator O which is transformed using two
different exponential maps (as opposed to similarity transformations) on the left and on the right, under the
only assumption ⟨Φ |R = L |Φ⟩ = 0. For L and R defined as in Eqs. (2.4), the series in the exponent happens
to truncate for all k > 2, as it is shown in Eq. (E.7c). Thus, only taking into account the non-vanishing terms
in the exponent, Eq. (3.31) reads2

⟨Φ(l)|O|Φ(r)⟩ = ⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩
∞∑

l,r=0

1
l!r!
⟨Φ |C̃r(Cl(L,O),R)exp

{
L+ [L,R] +

1
2

[[L,R],R]
}
|Φ⟩ . (3.32)

3.3.2 Norm kernel

In this notation the norm kernel is computed as a special case of Eq. (3.32) taking O = 1. In such case the
only non-vanishing contribution is obtained for l = 0, such that

⟨Φ(l)|Φ(r)⟩
⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩

= ⟨Φ |exp
{ ∞∑
k=0

1
k!
C̃k(L,R)

}
|Φ⟩ . (3.33)

3.4 Introduction of the QBA

In the derivation of Eqs. (3.32) and (3.33) no approximation was made, so that the commutator formulation
may appear a cumbersome alternative to previously discussed expressions (see Chap. 2). However, this
notation is of interest when introducing the QBA, which has been presented in Sec. 3.2.

Under this assumption, the L and R operators introduced in Eqs. (2.4) are rewritten in the quasi-boson
picture, i.e. employing the replacement of Eqs. (3.13), providing

L ≈
∑
λ

1
2
z∗λ(l)Bλ , (3.34a)

R ≈
∑
ρ

1
2
zρ(r)B†ρ . (3.34b)

2No ambiguity should rise from the simultaneous use of l and r to refer both to the generator coordinates (of the left and right
vacuum respectively) and to the dummy indices in the sums.
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In the QBA, thus, the commutator [L,R] is a number

[L,R] =
1
4

∑
λρ

z∗λ(l)zρ(r)[Bλ,B
†
ρ]

=
1
4

Tr
{
z†(l)z(r)

}
≡ c(l, r) , (3.35)

which naturally leads to
[[L,R],R] = 0 . (3.36)

Given that eL |Φ⟩ = 0, the operator kernel from Eq. (3.32) reduces to

⟨Φ(l)|O|Φ(r)⟩
⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩

≈ ec(l,r)
∞∑

l,r=0

1
l!r!
⟨Φ |C̃r(Cl(L,O),R)|Φ⟩ , (3.37)

whereas the norm kernel in Eq. (3.33) becomes

⟨Φ(l)|Φ(r)⟩
⟨Φ(l)|Φ⟩⟨Φ |Φ(r)⟩

≈ ec(l,r) , (3.38)

the connected operator kernel becoming

⟨Φ(l)|O|Φ(r)⟩
⟨Φ(l)|Φ(r)⟩

≈
∞∑

l,r=0

1
l!r!
⟨Φ |C̃r(Cl(L,O),R)|Φ⟩ . (3.39)

The simplified bosonic algebra provided by the commutators in Eqs. (3.12) naturally truncates the expansion
in Eq. (3.39) at order n+ 1 if an n-body operator O is considered. Thus, Eq. (3.39) can be written

⟨Φ(l)|O|Φ(r)⟩
⟨Φ(l)|Φ(r)⟩

≈
l+r≤n+1∑
l,r=0

1
l!r!
⟨Φ |C̃r(Cl(L,O),R)|Φ⟩

=
n+1∑
i=0

l+r=i∑
l,r=0

1
l!r!
⟨Φ |C̃r(Cl(L,O),R)|Φ⟩ . (3.40)

In the notation of Eqs. (3.34), Eq. (3.40) reads as

⟨Φ(l)|O|Φ(r)⟩
⟨Φ(l)|Φ(r)⟩

≈
n+1∑
i=0

l+r=i∑
l,r=0

1
l!r!

1
2l+r

∑
λ1...λl
ρ1...ρr

[z†λ1
...z†λl

](l)[zρ1 ...zρr ](r)×

× ⟨Φ |[[[[Bλ1
, [Bλ2

, ...[Bλl
,O]...]],B†ρ1

],B†ρ2
]...,B†ρr ]|Φ⟩ . (3.41)

Following Ref. [121] the transformed functions

f̃ν(l) ≡
∑
r

⟨Φ |Φ(r)⟩exp
[1
4

∑
γ

z†γ (l)zγ (r)
]
fν(r)

=
∑
r

⟨Φ |Φ(r)⟩ec(l,r)fν(r) (3.42)
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are introduced. The functions f̃ν(l) verify the equation

2
∂f̃ν(l)

∂z†α(l)
=

∑
r

1
2
zα(r)ec(l,r)fν(r) . (3.43)

It is immediate to check that the quantities z†α(l) and ∂
z†α(l)

behave like boson creation and annihilation

operators respectively. Indeed, defining

b†α ≡
1
2
z†α(l) , (3.44a)

bα ≡ 2
∂

z†α(l)
, (3.44b)

one can easily prove that the operators in Eqs. (3.44) satisfy the bosonic commutation rules from Eq. (3.12).
Substituting Eq. (3.41) in the HWQ secular equation (1.9) of the GCM and using the notation introduced in
Eqs. (3.44), Eq. (1.9) eventually reads

[ n+1∑
i=0

l+r=i∑
l,r=0

1
l!r!

∑
λ1...λl
ρ1...ρr

b†λ1
...b†λl

bρ1
...bρr ⟨Φ |[[[[Bλ1

, [Bλ2
, ...[Bλl

,H]...]],B†ρ1
],B†ρ2

]...,B†ρr ]|Φ⟩ −Eν

]
f̃ν(l) = 0 ,

(3.45)
where the normalisation ⟨Φ(l)|Φ⟩ is assumed to be non-vanishing in order to simplify it. The l coordinate
appears in Eq. (3.45) only in f̃ν(l), such that the solutions to Eq. (3.45) do not depend on the selected
generator coordinates and the l dependence can actually be omitted.

3.5 Derivation of the QRPA equations

Equation (3.45) is now written in the more compact form

[ n+1∑
i=0

M[i] −Eν

]
f̃ν(p) = 0 , (3.46)

where the contribution M[i] of order i in z is defined as

M[i] ≡
l+r=i∑
l,r=0

1
l!r!

∑
λ1...λl
ρ1...ρr

b†λ1
...b†λl

bρ1
...bρr ⟨Φ |[[[[Bλ1

, [Bλ2
, ...[Bλl

,H]...]],B†ρ1
],B†ρ2

]...,B†ρr ]|Φ⟩ . (3.47)

Contributions at different orders i are addressed separately in the following sections up to the second
order. The usual QRPA equations are then showed to be recovered when a second-order truncation is
indeed considered. Third-order contributions are provided in App. F, which may be of interest for the
development of a set of QRPA equations explicitly considering the presence of three-body forces.

3.5.1 First order

Setting i = 1 in Eq. (3.47), the first order contribution is provided by

M[1] =
∑
λ

b†λ ⟨Φ |[Bλ,H]|Φ⟩+
∑
ρ

bρ ⟨Φ |[H,B†ρ]|Φ⟩ . (3.48)
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The Hamiltonian is then split according to its many-body content, so that the contributions coming from
different terms can be computed separately upon the substitution of Eq. (3.13) into Eq. (A.2). The only
non-vanishing contributions originate from the one-body normal-ordered part of H , i.e.

⟨Φ |[Bk1l1 ,H
[1]]|Φ⟩ = ⟨Φ |[Bk1l1 ,H

20]|Φ⟩

=
∑
k2l2

hk2l2 ⟨Φ |[Bk1l1 ,B
†
k2l2

]|Φ⟩ ,

= hk1l1 (3.49a)

⟨Φ |[H[1],B†k1l1
]|Φ⟩ = ⟨Φ |[H02,B†k1l1

]|Φ⟩

=
∑
k2l2

hk2l2 ⟨Φ |[Bk2l2 ,B
†
k1l1

]|Φ⟩

= hk1l1 . (3.49b)

Still, if the Hamiltonian is normal ordered with respect to the HFB solution |Φ⟩, as it is the case here, the
terms H20 and H02 vanish identically, so that, overall

⟨Φ |[Bk1l1 ,H
[1]]|Φ⟩ = ⟨Φ |[H[1],B†k1l1

]|Φ⟩ = 0 , (3.50a)

⟨Φ |[Bk1l1 ,H
[2]]|Φ⟩ = ⟨Φ |[H[2],B†k1l1

]|Φ⟩ = 0 , (3.50b)

⟨Φ |[Bk1l1 ,H
[3]]|Φ⟩ = ⟨Φ |[H[3],B†k1l1

]|Φ⟩ = 0 , (3.50c)

and eventually
M[1] = 0 . (3.51)

3.5.2 Second order

Setting i = 2 Eq. (3.47) reduces to three possible combinations of l and r, i.e.

M[2] =
1
2

∑
λ1λ2

b†λ1
b†λ2
⟨Φ |[Bλ1

, [Bλ2
,H]]|Φ⟩+

∑
λ1ρ1

b†λ1
bρ1
⟨Φ |[[Bλ1

,H],B†ρ1
]]|Φ⟩

+
1
2

∑
ρ1ρ2

bρ1
bρ2
⟨Φ |[[H,B†ρ1

],B†ρ2
]|Φ⟩ . (3.52)

The non-vanishing contributions in Eq. (3.52) originate from the one-body normal-ordered part of H

⟨Φ |[[Bk1l1 ,H
[1]],B†k2l2

]|Φ⟩ = ⟨Φ |[[Bk1l1 ,H
11],B†k2l2

]|Φ⟩

=
∑
k3l3
j

hk3
l3
⟨Φ |[[Bk1l1 ,B

†
k3j

Bl3j ],B
†
k2l2

]|Φ⟩

= hk1
k2
δl1l2 , (3.53)

as well as from the two-body normal-ordered part of H

⟨Φ |[[Bk1l1 ,H
[2]],B†k2l2

]|Φ⟩ = ⟨Φ |[[Bk1l1 ,H
22],B†k2l2

]|Φ⟩

=
1
4

∑
k3l3
k4l4

hk3l3
k4l4
⟨Φ |[[Bk1l1 ,B

†
k3l3

Bk4l4],B†k2l2
]|Φ⟩
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=
1
4
hk1l1

k2l2
, (3.54a)

⟨Φ |[Bk1l1 , [Bk2l2 ,H
[2]]]|Φ⟩ = ⟨Φ |[Bk1l1 , [Bk2l2 ,H

40]]|Φ⟩

=
1
4!

∑
k3l3
k4l4

hk3l3k4l4 ⟨Φ |[Bk1l1 , [Bk2l2 ,B
†
k3l3

B†k4l4
]]|Φ⟩

=
1

12
hk1l1k2l2 , (3.54b)

⟨Φ |[[H[2],B†k1l1
],B†k2l2

]|Φ⟩ = ⟨Φ |[[H04,B†k1l1
],B†k2l2

]|Φ⟩

=
1

12
hk1l1k2l2 . (3.54c)

Upon the introduction of the matrices

Ak1l1k2l2 ≡ [Bk1l1 , [H,B†k2l2
]]

= [Bk1l1 , [H
11 +H22,B†k2l2

]]

= hk1
k2
δl1l2 +

1
4
hk1l1

k2l2
, (3.55a)

Bk1l1k2l2 ≡ −[Bk1l1 , [H,Bk2l2]]

= −[Bk1l1 , [H
40,Bk2l2]]

= − 1
12

hk1l1k2l2 , (3.55b)

Eq. (3.52) eventually reads

M[2] =
1
2

∑
λ1λ2

Bλ1λ2
b†λ1

b†λ2
+

∑
λ1ρ1

Aλ1ρ1
b†λ1

bρ1
+

1
2

∑
ρ1ρ2

B∗ρ1ρ2
bρ1

bρ2

=
∑
αβ

1
2

[
Bαβb

†
αb
†
β +B∗αβbαbβ +Aαβb

†
αbβ +A∗αβbαb

†
β −Aαβδαβ

]
. (3.56)

3.5.3 Solution of the differential equation for n = 2

Given the second-order contributions in Eq. (3.56), Eq. (3.45) reads∑
αβ

1
2

[
Bαβb

†
αb
†
β +B∗αβbαbβ +Aαβb

†
αbβ +A∗αβbαb

†
β −Aαβδαβ − 2(Eν −E0)

]
f̃ν = 0 . (3.57)

The solution of Eq. (3.57) amounts to diagonalising the reduced Hamiltonian (quadratic form)

H̃ = E0 −
1
2

TrA+
1
2

(
b† b

)(A B
B∗ A∗

)(
b
b†

)
≡ E0 −

1
2

TrA+
1
2

(
b† b

)
S
(
b
b†

)
, (3.58)

where the stability matrix S of the HFB solution |Φ⟩ has been introduced [124]. The diagonalisation problem
for boson operators is addressed by introducing a Bogoliubov transformation in the form of Eq. (3.2) into
Eq. (3.58)

H̃ = E0 −
1
2

TrA+
1
2

(
γ† γ

)
X †SX

(
γ
γ†

)
. (3.59)
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Equation (3.9) is then employed to recast the diagonalisation problem into the form

ηSX = XηΩ̃ (3.60)

or, in extended form, (
A B
−B∗ −A∗

)(
X Y ∗

Y X∗

)
=

(
Ω(+) 0

0 −Ω(−)

)(
X Y ∗

Y X∗

)
, (3.61)

where Ω(+) and Ω(−) are diagonal matrices containing the eigenvalues of the problem. The explicit evalua-
tion of the matrix product in Eq. (3.61) easily leads to the property

Ω(−) =
(
Ω(+)

)∗
, (3.62)

so that defining
Ω ≡Ω(+) (3.63)

the problem reduces, without redundancies, to(
A B
−B∗ −A∗

)(
X
Y

)
=

(
Ω 0
0 −Ω∗

)(
X
Y

)
, (3.64)

which is exactly the QRPA eigenvalue equation determining QRPA eigenfrequencies and eigenvectors. Hav-
ing solved Eq. (3.64), the reduced Hamiltonian can be written as

H̃ = E0 −
1
2

TrA+
1
2

∑
α

(Ωαγ
†
αγα +Ω∗αγαγ

†
α)

= E0 −
1
2

TrA+
1
2

∑
α

(Ωαγ
†
αγα +Ω∗αγ

†
αγα +Ω∗α)

= E0 −
1
2

TrA+
1
2

∑
α

Ω∗α +
∑
α

Re(Ωα)γ†αγα . (3.65)

The absolute energies of QRPA excited states are provided by

Eα = EQRPA

0 + Re(Ωα) , (3.66)

where

EQRPA

0 ≡ E0 −
1
2

TrA+
1
2

∑
α

Ω∗α . (3.67)

An explicit form can be obtained for the collective wave-functions f̃ν . The ground-state wave-function
represents the vacuum for the annihilation operators γ

γα f̃0 = 0 , (3.68)

and the excited states can be reached through the application of creation operators γ† to the ground-state
function f0.

3.6 Boson expansion methods and self-consistent correction to QRPA

QRPA was derived is Sec. 3.5 as the formal solution of the Hill-Wheeler-Griffin equation under the QBA.
Such an approximation represents the zeroth order of more refined techniques, routinely referred to as boson
expansion methods. The existing link between the GCM and boson expansion techniques and their natural
appearance in this context are briefly discussed in the present section.
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3.6.1 Dyson expansion

It is here shown how the Dyson boson expansion naturally emerges within the GCM framework. The
definitions of the norm overlap in Eq. (2.28) and of the elementary contractions in Eqs. (2.17) and (2.19) can
be used to prove the relations

N (z∗,z′) = exp
{1

2
Tr ln

(
1− z∗ · z′

)}
, (3.69a)

κkl(z
∗,z′)N (z∗,z′) =

{
z′ · 1

1− z∗ · z′
}
kl
N (z∗,z′)

=
∂

∂z∗kl
N (z∗,z′) , (3.69b)

κ̄∗kl(z
∗,z′)N (z∗,z′) =

{ 1
1− z∗ · z′

· z∗
}
N (z∗,z′)

=
(
z∗kl +

∑
ij

z∗kiz
∗
jl

∂
∂z∗ji

)
N (z∗,z′)

=
∂

∂z′kl
N (z∗,z′) , (3.69c)

ρkl(z
∗,z′)N (z∗,z′) = −

{
z′ · 1

1− z∗ · z′
· z∗

}
N (z∗,z′)

=
∑
i

z∗li
∂

∂z∗ki
N (z∗,z′) . (3.69d)

Detailed derivations are provided in App. G. If z and z∗ are used as independent variables the differential
operator satisfies the canonical commutation rules[ ∂

∂z∗kl
,z∗mn

]
= δkmδln − δknδlm , (3.70a)[ ∂

∂z∗kl
,zmn

]
= 0 (3.70b)

with respect to the norm overlap. Upon the introduction of boson creation and annihilation operators
(equivalently to Sec. 3.4)

B†kl ≡ z∗kl , (3.71a)

Bkl ≡
∂

∂z∗kl
, (3.71b)

the contractions from Eqs. (3.69) are exactly expressed in terms of the Dyson boson expansion [125]

βlβk→ Bkl , (3.72a)

β†kβ
†
l → B†kl +

∑
jm

B†kjB
†
lmBjm , (3.72b)

β†kβl →
∑
j

B†kjBlj (3.72c)

acting on the norm kernel. This relates to the four fundamental contractions being fermionic pair operators,
which can be re-expressed in terms of bosonic expansions. However, it should be stressed that in this case
the expectation value of fermionic pairs is being considered, not the fermionic pairs themselves.
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The Dyson boson expansion, differently from other examples, is finite. In this respect, it can only be
used in its original form and it is not suitable for perturbative expansions. In the Dyson formalism operators
are no longer Hermitian in the boson space, which has been shown to lead to the appearance of spurious
states. The elimination of spurious solutions is to be ensured by the applications of projectors onto the
physical boson subspace (see Ref. [126] for an extensive discussion) or deleting the states associated to
vanishing values of the norm kernel (which is a customary practice in the numerical implementation of the
GCM).

The origin of such an asymmetry is found in the choice of a specific variable to work with (in this case
z∗). However, as can be seen from Eq. (3.69c), the problem could be equally and symmetrically formulated
in terms of the other variable, so that an equivalent formulation as a function of z′ could be envisaged.

3.6.2 Holstein-Primakoff or Beliaev-Zelevinski expansion

A more symmetric infinite expansion allowing one to perform truncations with different levels of accuracy
is the Holstein-Primakoff or Beliaev-Zelevinsky expansion [127, 128, 129, 130, 131]. In order to provide a link
with the Dyson expansion, let us introduce the following change of variables

x ≡ z′ · (1− z∗ · z′)−1/2

= (1− z′ · z∗)−1/2 · z′ , (3.73a)

y ≡ −(1− z∗ · z′)−1/2 · z∗

= −z∗ · (1− z′ · z∗)−1/2 , (3.73b)

providing the relations

(1− z′ · z∗)−1 = 1−x · y , (3.74a)

−z′ · 1
1− z∗ · z′

· z∗ = x · y

= ρ(x,y) , (3.74b)

z′ · 1
1− z∗ · z′

=
√

1−x · y ·x

= κ(x,y) , (3.74c)
1

1− z∗ · z′
· z∗ = −y ·

√
1−x · y

= κ̄∗(x,y) . (3.74d)

The overlap kernel in terms of the new variable is re-expressed as

N (x,y) = exp
{
− 1

2
Tr ln

(
1− y ·x

)}
. (3.75)

Equations (3.74) are just the c-number form of the infinite boson expansion of Holstein and Primakoff. Since
no approximation has been made up to this point (only a change of variables has been performed) the exact
one-body densities are found. The same algebra of fermionic pairs provided in Eqs. (3.11) is found replacing
the quantal commutators of operators A and B with Poisson brackets [130, 132] defined by

[A,B] −→ 1
2

∑
kl

[ ∂A
∂xkl

∂B
∂ykl

− ∂A
∂ykl

∂B
∂xkl

]
≡ JA,BK . (3.76)

Indeed, the following relations are obtained

Jκk1l1 ,κk2l2K = Jκ̄∗k1l1
, κ̄∗k2l2

K = 0 , (3.77a)
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Jκk1l1 , κ̄
∗
k2l2

K = δk1k2
δl1l2 − δl1k2

δk1l2 + δk1l2ρl1k2
+ δl1k2

ρk1l2 − δl1l2ρk1k2
− δk1k2

ρl1l2 , (3.77b)

Jκk1l1 ,ρk2l2K = δl1l2κk1k2
− δk1l2κl1k2

, (3.77c)

Jρk1l1 ,ρk2l2K = δk1l2ρk2l1 − δl1k2
ρk1l2 , (3.77d)

which are equivalent to Eqs. (3.11) when c-numbers are involved instead of fermionic pairs.

3.7 Summary

The link between the GCM based on Bogoliubov states and QRPA has been discussed in the present
chapter. After having presented the Bogoliubov transformation for bosons in Sec. 3.1, the problem of
mapping fermion pairs onto boson was introduced in Sec. 3.2, together with the QBA. The kernels evaluation
problem was reformulated in Sec. 3.3 within a nested-commutator formalism, which proved to be particularly
convenient upon the introduction of the QBA (Sec. 3.4). The QRPA equations are then derived in Sec. 3.5
solving the HWG equation within the QBA. The QBA based on a two-body Hamiltonian introduces a
truncation of the problem at the harmonic level, making the QRPA the harmonic approximation of the
GCM. The boson expansion theories of Dyson or Beliaev and Zelevinsky were then discussed in association
to the GCM in Sec. 3.6.

The main drawback of the QBA relates to the Pauli principle violation associated to the equivalence
assumption between the boson and the HFB ground state. Two different classes of strategies may alleviate
this problem. A first solution, which met great success in the past, invokes more sophisticated boson
mappings to reduce the Pauli principle violation, at the price of producing more elaborated theories [133,
134]. Alternatively, a self-consistent determination of the QRPA bosonic ground state [135, 136, 137, 138, 73]
would solve the Pauli principle violation still dealing with a (consistently-treated) harmonic approximation.

Both ways are difficult to realise in practice, large-scale QRPA calculations already constituting a chal-
lenging numerical task. It is noticed here that the GCM does not suffer from any of these pathologies,
i.e. the fermion pairs are exactly treated and no harmonic approximation is required. The price to pay
is an explicit dependence on the generator coordinates, preventing in practice a systematic exploration of
the parameters space. The comparison of ab initio (P)GCM calculations based on various sets of collec-
tive coordinates and of QRPA calculations is provided in Chap. 9 for a selection of nuclei of increasing
complexity.
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In this chapter the strength function induced by an external excitation is introduced in Sec. 4.1. The
associated moments are shown to be representable in terms of the expectation value of n-body operators
in the ground state (Secs. 4.2 and 4.3). Different approximations used for the evaluation of high moments
are then discussed in Sec. 4.4. Eventually, the relation to physical observables is recalled in Sec. 4.5 for
completeness.

4.1 Linear response theory: a primer

Let us consider a physical system in the presence of an external time-dependent scalar field h(t) that
couples to an observable of the system described by the Hermitian operator F. The total Hamiltonian can
be written as

H(t) = H + F̃(t)

≡H + h(t)F , (4.1)
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where H is the Hamiltonian in the absence of the external field. The external perturbation is turned on at
time t = 0 such that H(0) = H . Let then |Ψ̄ (t)⟩ be the solution of the time-dependent Schrödinger equation

i
∂
∂t
|Ψ̄ (t)⟩ = H(t) |Ψ̄ (t)⟩ , (4.2)

while |Ψ0⟩ and |Ψν⟩ denote, respectively, the normalised ground and excited states of the unperturbed
system for t ≤ 0, obeying the Schrödinger equation

H |Ψν⟩ = Eν |Ψν⟩ . (4.3)

In the unperturbed case, the average value in the ground state of a generic operator O at time t is provided
by1

⟨O⟩ (t) = ⟨Ψ0|eiHtOe−iHt |Ψ0⟩ . (4.4)

whereas, when the system is subject to the external perturbation F̃(t), it reads in Schrödinger’s picture

⟨O⟩ex (t) ≡ ⟨Ψ̄ (t)|O|Ψ̄ (t)⟩ . (4.5)

In the interaction representation one has

⟨Ψ̄ (t)|O|Ψ̄ (t)⟩ = ⟨Ψ̄I (t)|eiHtOe−iHt |Ψ̄I (t)⟩ . (4.6)

The time-evolved state in the interaction picture |Ψ̄I (t)⟩ is defined as

|Ψ̄I (t)⟩ = UI (t, t0) |Ψ̄I (t0)⟩ . (4.7)

The unitary time-evolution operator UI (t, t0) reads as

UI (t, t0) = Texp
{
− i

∫ t

t0

dt′ F̃I (t
′)
}
, (4.8)

or, equivalently, as

U (t, t0) = 1 +
∞∑
n=1

(−i)n

n!

∫ t

t0

dt1 . . .

∫ t

t0

dtnT [F̃I (t1) . . . F̃I (tn)] , (4.9)

where T [. . . ] stands for the time-ordered product of operators and the subscript I denotes the interaction
picture. The latter is equivalent to the Heisenberg picture with respect to the time-independent Hamiltonian
H , such that that

F̃I (t) ≡ h(t)FI (t)

≡ h(t)eiHtFe−iHt . (4.10)

Expanding Eq. (4.5) up to the linear order, ⟨O⟩ex (t) reads for t0 = 0

⟨O⟩ex (t) = ⟨Ψ0|
[
1 + i

∫ t

0
dt′F̃I (t

′) + . . .
]
eiHtOe−iHt

[
1− i

∫ t

0
dt′F̃I (t

′) + . . .
]
|Ψ0⟩

= ⟨O⟩ (t) + i ⟨Ψ0|
∫ t

0
dt′[F̃I (t

′),OI (t)]|Ψ0⟩

= ⟨O⟩ (t) + i ⟨Ψ0|
∫ t

0
dt′h(t′)[FI (t

′),OI (t)]|Ψ0⟩ . (4.11)

1Notice that ⟨O⟩ (t) is, in fact, independent of t, given that the system is in a stationary state of H .
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Eventually, the linear response of the ground-state expectation value of the operator O is provided by the
Green-Kubo formula [139, 140, 114]

δ ⟨O⟩ (t) ≡ ⟨O⟩ex (t)− ⟨O⟩ (t)

= i ⟨Ψ0|
∫ t

0
dt′h(t′)[FI (t

′),OI (t)]|Ψ0⟩ . (4.12)

As a specific case let us focus on the linear response of the external perturbation operator F itself

δ ⟨F⟩ (t) = i ⟨Ψ0|
∫ t

0
dt′h(t′)[FI (t

′),FI (t)]|Ψ0⟩

≡
∫ +∞

−∞
dt′ CR

F (t, t′)h(t′) . (4.13)

In Eq. (4.13) the retarded correlation function CR
F (t, t′) has been introduced according to

iCR
F (t, t′) ≡ ϑ(t − t′)⟨Ψ0|[FI (t),FI (t′)]|Ψ0⟩ . (4.14)

Explicitly displaying the commutator and recurring to the identity resolution leads to

iCR
F (t, t′) =

[
⟨Ψ0|FI (t)FI (t′)|Ψ0⟩ − ⟨Ψ0|FI (t′)FI (t)|Ψ0⟩

]
ϑ(t − t′)

=
∑
ν

[
⟨Ψ0|FI (t)|Ψν⟩⟨Ψν |FI (t′)|Ψ0⟩ − ⟨Ψ0|FI (t′)|Ψν⟩⟨Ψν |FI (t)|Ψ0⟩

]
ϑ(t − t′)

=
∑
ν

[
ei(E0−Eν )t ⟨Ψ0|F|Ψν⟩⟨Ψν |F|Ψ0⟩ei(Eν−E0)t′ − ei(E0−Eν )t′ ⟨Ψ0|F|Ψν⟩⟨Ψν |F|Ψ0⟩ei(Eν−E0)t

]
ϑ(t − t′)

=
∑
ν

[
| ⟨Ψν |F|Ψ0⟩ |2e−i(Eν−E0)(t−t′) − |⟨Ψν |F|Ψ0⟩ |2ei(Eν−E0)(t−t′)

]
ϑ(t − t′) . (4.15)

The integral representation of the step function is then exploited

ϑ(t − t′) = lim
η→0+

i

∫ +∞

−∞

dE
2π

e−iE(t−t′)

E + iη
(4.16)

giving

iCR
F (t, t′) =i

∑
ν

∫ +∞

−∞

dE
2π

e−iE(t−t′)

E + iη
| ⟨Ψν |F|Ψ0⟩ |2e−i(Eν−E0)(t−t′)

−i
∑
ν

∫ +∞

−∞

dE
2π

e−iE(t−t′)

E + iη
| ⟨Ψν |F|Ψ0⟩ |2ei(Eν−E0)(t−t′) . (4.17)

The integration variable in the two terms of the sum is then changed according to

E −→ E′ ≡ E ± (Eν −E0) (4.18)

providing

iCR
F (t, t′) = i

∑
ν

∫ +∞

−∞

dE
2π

e−iE(t−t′)
[ | ⟨Ψν |F|Ψ0⟩ |2

E − (Eν −E0) + iη
− |⟨Ψν |F|Ψ0⟩ |2

E + (Eν −E0) + iη

]
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≡ i

∫ +∞

−∞

dE
2π

CR
F (E)e−iE(t−t′) . (4.19)

In the last line the retarded correlation function in the frequency domain has been introduced

CR
F (E) ≡

∑
ν

[ | ⟨Ψν |F|Ψ0⟩ |2

E − (Eν −E0) + iη
− |⟨Ψν |F|Ψ0⟩ |2

E + (Eν −E0) + iη

]
. (4.20)

This function only shows poles in the negative complex half plane, as it is always the case for retarded
functions, and can be recast in terms of the spectral or strength function S(E) through

CR
F (E) =

∫ +∞

−∞
dE′

S(E′)
E −E′ + iη

, (4.21)

where
S(E) = ϑ(E)

∑
ν

| ⟨Ψν |F|Ψ0⟩ |2δ(Eν −E0 −E)−ϑ(−E)
∑
ν

| ⟨Ψν |F|Ψ0⟩ |2δ(Eν −E0 +E). (4.22)

The strength function clearly reduces to the more familiar definition

S(E) =
∑
ν

| ⟨Ψν |F|Ψ0⟩ |2δ(Eν −E0 −E) (4.23)

if only positive excitation energies are taken into account, as it will be the case from now on. The response
of the ground-state of the nucleus to the action of a perturbation induced by a hermitian operator F is,
thus, fully characterised by such a quantity.

4.2 Moments of the strength function

Strength function’s moments provide an important and handful tool to characterise collective excitations.
They allow, in many cases, to compute global properties in a simple way and are therefore useful to test
and compare different approximation schemes, e.g. HFB, (P)GCM and (Q)RPA calculations, and different
interactions. For many aspects, the present discussion follows the extensive review on sum rules provided
in Ref. [141].

4.2.1 Setting

By convention, all the operators at play are redefined in such a way that their expectation value in the
ground state is subtracted, i.e. for any operator2 Q

Q ≡Q − ⟨Ψ0|Q|Ψ0⟩ . (4.25)

In general, the k-th moment of the strength distribution is defined as

mk ≡
∫ +∞

0
EkS(E)dE, (4.26)

2Notice that Eq. (4.25) is no longer relevant as soon as one deals with commutators, since it is immediate to show that

[A− ⟨A⟩ ,B− ⟨B⟩] = [A,B] . (4.24)
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which, using Eq. (4.23), becomes

mk =
∑
ν

(Eν −E0)k | ⟨Ψν |F|Ψ0⟩ |2 . (4.27)

Equation (4.27) has a straightforward physical meaning, as it is akin to the exact mathematical definition of
the k-th moment of a discretised probability distribution associated with the transition probability generated
by F. Let us remark that, except for m0, as it will become evident below, there is no difference in using F
or F in Eq. (4.27).

4.2.2 General properties

Two sets of quantities having the dimension of an energy are introduced

Ēk ≡
mk

mk−1
, (4.28a)

Ẽk ≡
(
mk

mk−2

)1/2

, (4.28b)

and coincide for all k’s if the strength distribution is concentrated in a single peak. The degree to which
they differ reflects the fragmentation of the distribution. Notice that, by definition, the average value of the
energy distribution is

Ē1 =
m1

m0
. (4.29)

Schwartz’s inequality3 provides the following relations between the moments

· · · ≥ mk+2

mk+1
≥

√
mk+2

mk
≥ mk+1

mk
≥

√
mk+1

mk−1
≥ . . . , (4.33)

which represents a practical tool to set boundaries on a specific moment in case it cannot be easily com-
puted. The variance of the strength distribution is shown to satisfy

σ2 =
m2

m0
−
(
m1

m0

)2

≥ 0 . (4.34)

Notice that, from a numerical standpoint, the above inequalities hold if the involved moments are all
computed within the same approximation scheme.

3For ρ(E) being a positive definite function and, thus, ρ(E)dE a positive measure, Schwartz’s inequality reads∫
f 2(E)ρ(E)dE

∫
g2(E)ρ(E)dE ≥

(∫
f (E)g(E)ρ(E)dE

)2
, (4.30)

with f and g two arbitrary functions. The strength function S(E) is defined for positive values of E (see Eq. (4.23)), so that

ρ(E) ≡ EkS(E) (4.31)

is positive definite. For f (E) = E and g(E) = 1 Eq. (4.30) reads

mk+2mk ≥m2
k+1 , (4.32)

which provides the sequence of inequalities in Eq. (4.33).
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4.2.3 Commutators-based formulation

By means of the identity resolution on the A-body Hilbert space HA

1 =
∑
ν

|Ψν⟩⟨Ψν | , (4.35)

Eq. (4.27) can be rewritten as the ground-state expectation value

mk =
∑
ν

(Eν −E0)k ⟨Ψ0|F|Ψν⟩⟨Ψν |F|Ψ0⟩

=
∑
ν

⟨Ψ0|F(H −E0)k |Ψν⟩⟨Ψν |F|Ψ0⟩

= ⟨Ψ0|F(H −E0)kF|Ψ0⟩ . (4.36)

For k ≥ 0, one can write Eq. (4.36) as

mk = (−1)i ⟨Ψ0|CiCj |Ψ0⟩ (4.37)

with4

Cl ≡ {H l ,F}
≡ [H, [H,...[H, [H︸            ︷︷            ︸

l times

,F]]...]] (4.40)

4Similarly one could define mk by means of the operators

C̃l ≡ {F,H l }
≡ [[...[[F,H],H]...,H],H︸            ︷︷            ︸

l times

] , (4.38)

since C̃l is equal to Cl up to a sign, i.e. it is easy to check that

C̃l = (−1)lCl . (4.39)
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and where i and j are integers fulfilling5 i + j = k. For odd moments, moreover, Eq. (4.37) can be further
rewritten in terms of a commutator, i.e.

mk =
1
2

(−1)i ⟨Ψ0|[Ci ,Cj ]|Ψ0⟩ . (4.45)

This provides a useful simplification to the structure of the operator whose ground-state expectation value is
to be computed. Indeed, for F a one-body operator, while the product CiCj contains up to [(n−1)k+2]-body
operators, n being the highest-rank component of H , the commutator contains only up to [(n−1)k+1]-body
operators. This simplification has no counterpart for the even moments, since these can be written in terms
of anti-commutators, instead of commutators, that have the same many-body rank as the product CiCj . Let
us eventually introduce a definition for the moment operator of order k

M̆k(i, j) ≡ (−1)iCiCj ∀ k ≥ 0 , (4.46a)

Mk(i, j) ≡ 1
2

(−1)i[Ci ,Cj ] if k = 2n+ 1, n ∈ N , (4.46b)

whose expectation value over |Ψ0⟩ delivers mk .

4.2.4 Similarity-transformed-based formulation

Odd moments mk (k > 0) can be further linked to a similarity-transformed Hamiltonian defined as

Hk(η) ≡ e−ηGkHeηGk

= H + η[H,Gk] +
1
2!
η2[[H,Gk],Gk] +O(η3) , (4.47)

where the last equality expands the similarity transformation in powers of the parameter η by making use
of the Baker-Campbell-Hausdorff’s identity. To match the expression given in Eq. (4.46b) it is sufficient to
take i = j + 1 and define

Gk ≡ Cj with k ≡ 2j + 1 , (4.48)

5The proof of Eq. (4.37) is straightforward recalling that H can be redefined as

H ≡H − ⟨Ψ0|H |Ψ0⟩ . (4.41)

In such a case Eq. (4.36) reads as

mk = ⟨Ψ0|FHkF|Ψ0⟩

= ⟨Ψ0|FHiHjF|Ψ0⟩

= ⟨Ψ0|[F,Hi ][Hj ,F]|Ψ0⟩ , (4.42)

with i + j = k and where the property H |Ψ0⟩ = 0 deriving from Eq. (4.41) has been used. Since [Hn,F] = [Hn,F] for n ∈ N, the
bold notation will be no longer used in the following. The commutators [H l ,F] and [F,H l ] can be rewritten [142] as

[H l ,F] =
l−1∑
n=0

(
l
n

)
Cl−nH

n , (4.43a)

[F,H l ] =
l−1∑
n=0

(
l
n

)
HnC̃l−n , (4.43b)

with Cl and C̃l defined, respectively, in Eq. (4.40) and (4.38). The only non-vanishing contributions to Eq. (4.42) are obtained for
n = 0 in Eqs. (4.43) since H |Ψ0⟩ = 0 because of Eq. (4.41), such that

mk = ⟨Ψ0|C̃iCj |Ψ0⟩ (4.44)

which, together with Eq. (4.39), proves the general formula in Eq. (4.37).
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such that

Mk(j + 1, j) =
1
2

(−1)j+1 ∂2

∂η2Hk(η)
∣∣∣∣∣
η=0

. (4.49)

4.3 Explicit calculation of selected moments

The case where H contains up to three-body operators and F is a one-body operator is presently studied
in detail. In what follows, the general strategy consists in generating an explicit algebraic expression of the
operator M̆k or Mk for k ≥ 0. Then, the corresponding expectation value mk is computed over the (P)GCM
state, which can be done numerically including up to three-body operators. The associated numerical results
are delivered in Chap. 10. In what follows all operators are defined according to the general convention
described in App. A.

4.3.1 m0

According to Eq. (4.46), the m0 operator is a two-body operator reading as

M̆0(0,0) = F2 , (4.50)

with matrix elements

M̆
[0]
0 = 0 , (4.51a)

m̆11
0,ab ≡

∑
c

f 11
ac f 11

cb , (4.51b)

m̆22
0,abcd ≡ 2(f 11

ac f 11
bd − f

11
bc f

11
ad ) . (4.51c)

4.3.2 m1

There are two equivalent ways to obtain the odd-moment operators, namely given by Eqs. (4.46b) and
(4.49). They are explored separately in the following subsections for m1.

Similarity-transformed H

Using Eq. (4.49) for k = 1, the m1 operator is given by

M1(1,0) = −1
2

∂2

∂η2H1(η)

∣∣∣∣∣∣
η=0

(4.52)

with
H1(η) = e−ηFHeηF , (4.53)

such that

H1(η) =H [0]
1 (η)

+
∑
ab

h11
ab e
−ηFc†acbe

ηF

+
1

(2!)2

∑
abcd

h22
abcd e

−ηFc†ac
†
bcdcce

ηF
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+
1

(3!)2

∑
abcdef

h33
abcdef e

−ηFc†ac
†
bc
†
c cf cecde

ηF . (4.54)

As shown below, the similarity transformation, with F a one-body operator, does not change the rank of
the operator, such that M1(1,0) has the same rank as H . Introducing the identity operator in-between each
pair of creation and/or annihilation operators under the form

1 = eηFe−ηF , (4.55)

the similarity transformation is separately performed on each creation (annihilation) operator. The commu-
tator

[F,c†a] =
∑
kl

f 11
kl c

†
kclc

†
a − c†aF

=
∑
kl

f 11
kl c

†
k(δla − c†acl)− c†aF

=
∑
k

f 11
ka c

†
k , (4.56)

together with Baker-Campbell-Hausdorff’s formula allows one to obtain

e−ηFc†ae
ηF = c†a − η[F,c†a] + η2 1

2!
[F, [F,c†a]]− η3 1

3!
[F, [F, [F,c†a]]] + . . .

= c†a − η
∑
k

f 11
ka c

†
k + η2 1

2!

∑
kl

f 11
lk f 11

ka c
†
l − η

3 1
3!

∑
klm

f 11
ml f

11
lk f 11

ka c
†
m + . . .

= c†a − η
∑
k

f 11
ka c

†
k + η2 1

2!

∑
k

(f 11)2
kac
†
k − η

3 1
3!

∑
k

(f 11)3
kac
†
k + . . .

=
∑
k

(e−ηf
11

)kac
†
k . (4.57a)

Similarly, one has

e−ηFcae
ηF =

∑
k

(eηf
11

)kack . (4.57b)

Eventually, Eq. (4.54) is written as

H1(η) =H [0]
1 (η)

+
∑
kl

h11
kl (η)c†kcl

+
1

(2!)2

∑
klmn

h22
klmn(η)c†kc

†
l cncm

+
1

(3!)2

∑
klm
nop

h33
klmnop(η)c†kc

†
l c
†
mcpcocn , (4.58)

with

H
[0]
1 (η) ≡H [0] , (4.59a)
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h11
kl (η) ≡

∑
ab

h11
ab (e−ηf

11
)ka(eηf

11
)lb , (4.59b)

h22
klmn(η) ≡

∑
abcd

h22
abcd(e−ηf

11
)ka(e−ηf

11
)lb(eηf

11
)mc(e

ηf 11
)nd , (4.59c)

h33
klmnop(η) ≡

∑
abc
def

h33
abcdef (e−ηf

11
)ka(e−ηf

11
)lb(e−ηf

11
)mc(e

ηf 11
)nd(eηf

11
)oe(e

ηf 11
)pf . (4.59d)

The similarity-transformed matrix elements on the left-hand side of Eqs. (4.59) naturally inherit the anti-
symmetry of the original matrix elements, as it can be checked directly.

The second derivative with respect to η can now be explicitly performed to derive the matrix elements
of M1(1,0), i.e.

M
[0]
1 = 0 , (4.60a)

m11
1,kl(1,0) ≡− 1

2
∂2

∂η2h
11
kl (η)

∣∣∣∣
η=0

=− 1
2

∑
ab

h11
ab [(f 11)2

kaδlb − 2f 11
ka f

11
lb + δka(f 11)2

lb] , (4.60b)

m22
1,klmn(1,0) ≡− 1

2
∂2

∂η2h
22
klmn(η)

∣∣∣∣
η=0

=− 1
2

∑
abcd

h22
abcd[(f 11)2

kaδlbδmcδnd + δka(f 11)2
lbδmcδnd + δkaδlb(f 11)2

mcδnd

+ δkaδlbδmc(f
11)2

nd + 2f 11
ka f

11
lb δmcδnd − 2f 11

ka δlbf
11
mc δnd − 2f 11

ka δlbδmcf
11
nd

− 2δkaf
11
lb f 11

mc δnd − 2δkaf
11
lb δmcf

11
nd + 2δkaδlbf

11
mc f

11
nd ] , (4.60c)

m33
1,klmnop(1,0) ≡− 1

2
∂2

∂η2h
33
klmnop(η)

∣∣∣∣
η=0

=− 1
2

∑
abc
def

h33
abcdef [(f 11)2

kaδlbδmcδndδoeδpf + δka(f 11)2
lbδmcδndδoeδpf + δkaδlb(f 11)2

mcδndδoeδpf

+ δkaδlbδmc(f
11)2

ndδoeδpf + δkaδlbδmcδnd(f 11)2
oeδpf + δkaδlbδmcδndδoe(f

11)2
pf

+ 2f 11
ka f

11
lb δmcδndδoeδpf + 2f 11

ka δlbf
11
mc δndδoeδpf − 2f 11

ka δlbδmcf
11
nd δoeδpf

− 2f 11
ka δlbδmcδndf

11
oe δpf − 2f 11

ka δlbδmcδndδoef
11
pf + 2δkaf

11
lb f 11

mc δndδoeδpf

− 2δkaf
11
lb δmcf

11
nd δoeδpf − 2δkaf

11
lb δmcδndf

11
oe δpf − 2δkaf

11
lb δmcδndδoef

11
pf

− 2δkaδlbf
11
mc f

11
nd δoeδpf − 2δkaδlbf

11
mc δndf

11
oe δpf − 2δkaδlbf

11
mc δndδoef

11
pf

+ 2δkaδlbδmcf
11
nd f

11
oe δpf + 2δkaδlbδmcf

11
nd δoef

11
pf + 2δkaδlbδmcδndf

11
oe f 11

pf ] . (4.60d)

As for the matrix elements of the similarity-transformed Hamiltonian in Eq. (4.59), the matrix elements of
M1(1,0) are manifestly antisymmetric.

Commutator form

The same expressions can be obtained from Eq. (4.46) for k = 1 (e.g. i = 0 and j = 1). This is achieved
by applying Wick’s theorem with respect to the particle vacuum |0⟩. In this case the only non-vanishing
contraction at play is

ca c
†
b ≡ ⟨0|cac

†
b |0⟩ = δab . (4.61)
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The commutator C1 = [H,F] is computed separately for the various components of H

[H [0],F] =0 , (4.62a)

[H [1],F] =
∑
abcd

h11
ab f

11
cd {c

†
acbc

†
c cd − c†c cdc†acb}

=
∑
abcd

h11
ab f

11
cd {c

†
acdδbc − c†c cbδad}

=
∑
abc

{h11
ac f

11
cb − h

11
cb f

11
ac }c†acb

≡
∑
ab

c11
1,ab c

†
acb , (4.62b)

[H [2],F] =
1

(2!)2

∑
abc
def

h22
abcdf

11
ef {c

†
ac
†
bcdccc

†
e cf − c†e cf c†ac†bcdcc}

=
1

(2!)2

∑
abc
def

h22
abcdf

11
ef {c

†
ac
†
bcdcf δce − c

†
ac
†
bcccf δde + c†e c

†
acdccδf b − c†e c†bcdccδf a}

=
1

(2!)2

∑
abc
de

{h22
abedf

11
ec + h22

abcef
11
ed − h

22
aecdf

11
be − h

22
ebcdf

11
ae }c†ac†bcdcc

≡ 1
(2!)2

∑
abcd

c22
1,abcd c

†
ac
†
bcdcc , (4.62c)

[H [3],F] =
1

(3!)2

∑
abcd
ef gh

h33
abcdef f

11
gh {c

†
ac
†
bc
†
c cf cecdc

†
gch − c†gchc†ac†bc

†
c cf cecd}

=
1

(3!)2

∑
abcd
ef gh

h33
abcdef f

11
gh {c

†
ac
†
bc
†
c cf cechδdg − c†ac†bc

†
c cf cdchδeg + c†ac

†
bc
†
c cecdchδf g

− c†gc†bc
†
c cf cecdδha + c†gc

†
ac
†
c cf cedhδhb − c†gc†ac†bcf cecdδhc}

=
1

(3!)2

∑
abcd
ef g

{h33
abcgef f

11
gd + h33

abcdgf f
11
ge + h33

abcdegf
11
gf

− h33
gbcdef f

11
ag − h33

agcdef f
11
bg − h

33
abgdef f

11
cg }c†ac†bc

†
c cf cecd

≡ 1
(3!)2

∑
abc
def

c33
1,abcdef c

†
ac
†
bc
†
c cf cecd . (4.62d)

Reference [143] provides an equivalent, yet much more synthetic, writing of the anti-symmetrised two- and
three-body matrix elements using permutation operators. This paper originally introduces a diagrammatic
(and automated) way to evaluate commutators’ anti-symmetrised matrix elements in Bogoliubov algebra
but the same result can be exploited in this work by simply substituting quasiparticle operators β† with
single-particle operators c† and taking the particle vacuum |0⟩ instead of the Bogoliubov vacuum |Φ

HFB
⟩.

Naturally the single-particle formalism only needs to retain number-conserving components. Eventually, the
matrix elements of the elementary commutator can be re-expressed as

c11
1,ab =

∑
k

h11
ak f

11
kb −

∑
k

f 11
ak h11

kb , (4.63a)
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c22
1,abcd = P (c/d)

∑
k

h22
abckf

11
kd − P (a/b)

∑
k

f 11
ak h22

kbcd , (4.63b)

c33
1,abcdef = P (de/f )

∑
k

h33
abcdekf

11
kf − P (a/bc)

∑
k

f 11
ak h33

kbcdef , (4.63c)

with

P (a/b) ≡ 1− Pab , (4.64a)

P (a/bc) ≡ 1− Pab − Pac , (4.64b)

P (ab/c) ≡ 1− Pac − Pbc , (4.64c)

and where Pab denotes the transposition operator exchanging indices a and b. The operator F being a
one-body operator, the commutator preserves the n-body nature of the component H [n]. The above result
is exploited to readily compute the nested commutator needed to obtain the m1 operator

M1(1,0) ≡ −1
2

[[H,F],F] = −1
2

[C1,F] , (4.65)

by substituting H with C1 in Eqs. (4.62). Eventually, the matrix elements of M1(1,0) are obtained as

M
[0]
1 = 0 , (4.66a)

m11
1,ab ≡ −

1
2

∑
c

{c11
1,acf

11
cb − f

11
ac c11

1,cb}

= −1
2

∑
cd

{{h11
adf

11
dc − f

11
ad h11

dc }f
11
cb − f

11
ac {h11

cd f
11
db − f

11
cd h11

db}}

= −1
2

∑
cd

h11
cd {(f

11)2
dbδac − 2f 11

ac f 11
db + (f 11)2

acδdb} , (4.66b)

m22
1,abcd ≡ −

1
2

∑
e

{c22
1,abedf

11
ec + c22

1,abcef
11
ed − c

22
1,aecdf

11
be − c

22
1,ebcdf

11
ae }

= −1
2

∑
ef

{{h22
abf df

11
f e + h22

abef f
11
f d − h

22
af edf

11
bf − h

22
f bedf

11
af }f

11
ec

+ {h22
abf ef

11
f c + h22

abcf f
11
f e − h

22
af cef

11
bf − h

22
f bcef

11
af }f

11
ed

− {h22
aef df

11
f c + h22

aecf f
11
f d − h

22
af cdf

11
ef − h

22
f ecdf

11
af }f

11
be

− {h22
ebf df

11
f c + h22

ebcf f
11
f d − h

22
ef cdf

11
bf − h

22
f bcdf

11
ef }f

11
ae }

= −1
2

∑
ef gh

h22
ef gh{(f

11)2
aeδbf δcgδdh + δae(f

11)2
bf δcgδdh + δaeδbf (f 11)2

cgδdh + δaeδbf δcg(f 11)2
dh

+ 2f 11
ae f 11

bf δcgδdh − 2f 11
ae δbf f

11
cg δdh + 2f 11

ae δbf δcgf
11
dh

− 2δaef
11
bf f

11
cg δdh + 2δaef

11
bf δcgf

11
dh − 2δaeδbf f

11
cg f 11

gh } , (4.66c)

m33
1,abcdef ≡ −

1
2

∑
g

{c33
1,abcgef f

11
gd + c33

1,abcdgf f
11
ge + c33

1,abcdegf
11
gf − c

33
1,gbcdef f

11
ag − c33

1,agcdef f
11
bg − c

33
1,abgdef f

11
cg }

= −1
2

∑
gh

{{h33
abchef f

11
hg + h33

abcghf f
11
he + h33

abcgehf
11
hf − h

33
hbcgef f

11
ah − h

33
ahcgef f

11
bh − h

33
abhgef f

11
ch }f

11
gd

+ {h33
abchgf f

11
hd + h33

abcdhf f
11
hg + h33

abcdghf
11
hf − h

33
hbcdgf f

11
ah − h

33
ahcdgf f

11
bh − h

33
abhdgf f

11
ch }f

11
ge
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+ {h33
abchegf

11
hd + h33

abcdhgf
11
he + h33

abcdehf
11
hg − h

33
hbcdegf

11
ah − h

33
ahcdegf

11
bh − h

33
abhdegf

11
ch }f

11
gf

− {h33
gbchef f

11
hd + h33

gbcdhf f
11
he + h33

gbcdehf
11
hf − h

33
hbcdef f

11
gh − h

33
ghcdef f

11
bh − h

33
gbhdef f

11
ch }f

11
ag

− {h33
agchef f

11
hd + h33

agcdhf f
11
he + h33

agcdehf
11
hf − h

33
hgcdef f

11
ah − h

33
ahcdef f

11
gh − h

33
aghdef f

11
ch }f

11
bg

− {h33
abghef f

11
hd + h33

abgdhf f
11
he + h33

abgdehf
11
hf − h

33
hbgdef f

11
ah − h

33
ahgdef f

11
bh − h

33
abhdef f

11
gh }f

11
cg }

= −1
2

∑
ghilmn

h33
ghilmn{(f

11)2
agδbhδciδdlδemδf n + δag(f 11)2

bhδciδdlδemδf n + δagδbh(f 11)2
ciδdlδemδf n

+ δagδbhδci(f
11)2

dlδemδf n + δagδbhδciδdl(f
11)2

emδf n + δagδbhδciδdlδem(f 11)2
f n

+ 2f 11
ag f 11

bh δciδdlδemδf n + 2f 11
ag δbhf

11
ci δdlδemδf n − 2f 11

ag δbhδcif
11
dl δemδf n

− 2f 11
ag δbhδciδdlf

11
em δf n − 2f 11

ag δbhδciδdlδemf
11
f n + 2δagf

11
bh f

11
ci δdlδemδf n

− 2δagf
11
bh δcif

11
dl δemδf n − 2δagf

11
bh δciδdlf

11
em δf n − 2δagf

11
bh δciδdlδemf

11
f n

− 2δagδbhf
11
ci f 11

dl δemδf n − 2δagδbhf
11
ci δdlf

11
em δf n − 2δagδbhf

11
ci δdlδemf

11
f n

+ 2δagδbhδcif
11
dl f

11
em δf n + 2δagδbhδcif

11
dl δemf

11
f n + 2δagδbhδciδdlf

11
em f 11

f n } , (4.66d)

where it can be checked that the expressions in terms of the matrix elements of F and H are the same as
those obtained in Sec. 4.3.2. Eventually, the use of permutation operators allows one to obtain the compact
expressions

m22
1,abcd =

1
2
P (a/b)

∑
k

f 11
ak c22

kbcd −
1
2
P (c/d)

∑
k

c22
abckf

11
kd

=
1
2
P (a/b)

∑
kl

f 11
ak {P (c/d)h22

kbclf
11
ld − P (k/b)f 11

kl h
22
lbcd}

− 1
2
P (c/d)

∑
kl

{P (c/k)h22
abclf

11
lk − P (a/b)f 11

al h22
lbcd}f

11
kd , (4.67a)

m33
1,abcdef =

1
2
P (a/bc)

∑
k

f 11
ak c33

kbcdef −
1
2
P (de/f )

∑
k

c33
abcdekf

11
kf

=
1
2
P (a/bc)

∑
kl

f 11
ak {P (de/f )h33

kbcdelf
11
lf − P (k/bc)f 11

kl h
33
lbcdef }

− 1
2
P (de/f )

∑
kl

{P (de/k)h33
abcdelf

11
kl − P (a/bc)f 11

al h33
lbcdek}f

11
kf , (4.67b)

for the two- and three-body matrix elements.

4.3.3 m2

Higher moments are defined Eq. (4.27) by substituting the appropriate k. In order to keep the highest rank
component of moments operators under control, so to make the calculation manageable, m2 and m3 sum
rules expressions are computed under the approximation

C1 = [H,F] ≈ [H [1],F] , (4.68)

such that C1 remains a one-body operator. This condition is not verified in general but is useful in giving
an approximated value of higher-order moments. Under this approximation

M̆2(1,1) = [H,F]2
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≈ [H [1],F]2 , (4.69)

is a two-body operator such that

M̆2(1,1) = (C[0]
1 +C

[1]
1 )2

= C
[1]2
1 , (4.70)

since C
[0]
1 = 0 as shown in Eq. (4.62a). Eventually, matrix elements of the approximate M̆2(1,1) operator

read

M̆
[0]
2 = 0 , (4.71a)

m̆11
2,ab =

∑
c

c11
1,acc

11
1,cb

=
∑
cde

(h11
adf

11
dc − h

11
dcf

11
ad )(h11

ce f
11
eb − h

11
eb f

11
ce ) , (4.71b)

m̆22
2,abcd = 2P (c/d)c11

1,adc
11
1,bc

= 2P (c/d)
∑
ef

(h11
ae f

11
ed − h

11
ed f

11
ae )(h11

bf f
11
f c − h

11
f cf

11
bf ) , (4.71c)

where Wick’s theorem with respect to the particle vacuum |0⟩ has been applied.

4.3.4 m3

Under the approximation of Eq. (4.68), m3 can be computed by replacing F with C1 in Eq. (4.65)

M3(2,1) ≡ 1
2

[[H, [H,F]], [H,F]] =
1
2

[[H,C1],C1] . (4.72)

The matrix elements are immediately provided through

M
[0]
3 =0 , (4.73a)

m11
3,ab =

1
2

∑
cd

h11
cd {(c

11
1 )2

dbδac − 2c11
1,acc

11
1,db + (c11

1 )2
acδdb} , (4.73b)

m22
3,abcd =

1
2
P (c/d)

∑
kl

{P (c/k)h22
abclc

11
1,lk − P (a/b)c11

1,alh
22
lbcd}c

11
1,kd

− 1
2
P (a/b)

∑
kl

c11
1,ak{P (c/d)h22

kbclc
11
1,ld − P (k/b)c11

1,klh
22
lbcd} , (4.73c)

m33
3,abcdef =

1
2
P (de/f )

∑
kl

{P (de/k)h33
abcdelc

11
1,kl − P (a/bc)c11

1,alh
33
lbcdek}c

11
1,kf

− 1
2
P (a/bc)

∑
kl

c11
1,ak{P (de/f )h33

kbcdelc
11
1,lf − P (k/bc)c11

1,klh
33
lbcdef } . (4.73d)

4.3.5 m−1

Moments mk with k ≤ 0 cannot be computed via the method exposed earlier for k ≥ 0 since Eqs. (4.46) do
not apply. In order to evaluate the m−1 sum rule, which is obtained from Eq. (4.27) for k = −1 as

m−1 =
∑
ν

| ⟨Ψν |F|Ψ0⟩ |2

Eν −E0
, (4.74)
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one employs time-independent perturbation theory. Perturbing the system (i.e. in the small λ limit) by an
external field F, the Hamiltonian becomes

H(λ) ≡H +λF , (4.75)

and the associated Schrödinger equation for the ground state is

H(λ) |Ψ0(λ)⟩ = E0(λ) |Ψ0(λ)⟩ . (4.76)

Perturbation theory allows one to expand |Ψ0(λ)⟩ in powers of λ [144] according to

|Ψ0(λ)⟩ = |Ψ0⟩+λ
∑
ν

⟨Ψν |F|Ψ0⟩
E0 −Eν

|Ψν⟩+O(λ2) . (4.77)

The variation of the ground-state expectation value of a generic operator Q and of H reads as

δ ⟨Q⟩ ≡ ⟨Ψ0(λ)|Q|Ψ0(λ)⟩ − ⟨Ψ0|Q|Ψ0⟩

= −λ
∑
ν

{
⟨Ψ0|Q|Ψν⟩

1
Eν −E0

⟨Ψν |F|Ψ0⟩+ ⟨Ψ0|F|Ψν⟩
1

Eν −E0
⟨Ψν |Q|Ψ0⟩

}
+O(λ2) , (4.78a)

δ ⟨H⟩ ≡ ⟨Ψ0(λ)|H |Ψ0(λ)⟩ − ⟨Ψ0|H |Ψ0⟩

= λ2
∑
ν

| ⟨Ψν |F|Ψ0⟩ |2

Eν −E0
+O(λ3) , (4.78b)

where the terms linear in λ disappear in Eq. (4.78b) due to the fact that {|Ψν⟩} constitutes the orthonormal
eigenbasis of H . It is easy to see that both of these expressions provide a direct link to m−1 if Q = F, i.e.

m−1 = −1
2
∂⟨Ψ0(λ)|F|Ψ0(λ)⟩

∂λ

∣∣∣∣∣
λ=0

, (4.79a)

m−1 =
1
2
∂2 ⟨Ψ0(λ)|H |Ψ0(λ)⟩

∂λ2

∣∣∣∣∣
λ=0

. (4.79b)

Notice that the first contribution to the variation of the ground-state energy is of order λ2, which makes in
general Eq. (4.79a) a more reliable numerical option to compute m−1.

4.4 Approximation of higher moments

Throughout the evaluation of moments of different orders, a commutator hierarchy naturally emerges

C1 =[H,F] ,

C2 =[H,C1] ,
...

Ck+1 =[H,Ck] .

The many-body complexity of such operators increases at each step, unless some approximation is made.
Hence, in the present section, solutions aiming at keeping moments’ operators at a low rank are presented.
Focusing on moments of actual physical interest, i.e. m2 and m3, whose first set of approximated matrix
elements were obtained in Secs. 4.3.3 and 4.3.4, other approximations restricting C1 to be a one-body
operator are now considered.
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4.4.1 Momentum-independent local interactions

In phenomenological calculations one usually chooses to work within the approximation

C1 ≡ [H,F] ≈ [T ,F] , (4.80)

with T the kinetic energy part of the Hamiltonian. Indeed in most cases phenomenological interactions are
local and momentum independent. Given the class of excitation operators in use, one easily obtains in this
case that

[v(r),F(r)] = 0 , (4.81)

so that Eq. (4.80) is verified.
From a physical point of view, commutation operations involving the Hamiltonian are intimately linked

to the time evolution in Heisenberg picture, according to

∂
∂t

F(t) = i[H,F(t)] (4.82)

(with ℏ = 1). Thus, higher moments involve time derivatives of higher and higher orders of the excitation
operator F at use. Under the approximation given into Eq. (4.80), F evolves as it would if the system were
composed of free fermions. The approximation at use in this work, provided in Eq. (4.68), can be more
general than Eq. (4.80), as it will be shown in the next section. As an example, if the one-body part of the
Hamiltonian also includes the mean field part of the interaction, then F evolves as it would in a mean-field
potential.

4.4.2 Proposed approximations

The approximation exposed in Sec. 4.4.1 is essentially method-driven, since it is related to a peculiar
property assumed to be fulfilled by phenomenological EDF interactions. In general, however, such an
assumption may reveal too simplistic for the chiral Hamiltonians at use in ab initio calculations, that are
neither local nor momentum independent. The eventual intent of the EDF approximation in Eq. (4.80)
being to limit the many-body complexity of the moment operators at play, other solutions can be envisaged.
This can be achieved limiting C1 to a one-body operator, some solutions are now explored. Let us consider
the two-body Hamiltonian

H [1] = T =
∑
ab

tabc
†
acb , (4.83a)

H [2] = V =
1
4

∑
abcd

v̄abcdc
†
ac
†
bcdcc . (4.83b)

If the two-body component of the Hamiltonian undertakes a normal-ordering procedure with respect to a
Slater determinant6, the matrix elements of the one-body (normal-ordered) part of the Hamiltonian modify
according to

tab→ tab +
∑
cd

v̄acbdρdc . (4.84)

To investigate the differences arising from the order of execution of normal ordering and commutation
operations, Eqs. (4.62) are recalled, which provide the commutator matrix elements. If normal ordering

6Contractions are computed here with respect to a Slater determinant for simplicity. Actual calculations were performed with
respect to a HFB vacuum and, thus, involving both normal and anomalous contractions.
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is performed before the computation of C1, i.e. the procedure is performed on the Hamiltonian, then the
one-body matrix elements of C1 are easily obtained combining Eqs. (4.62b) and (4.84) and read as

C11
1,ab ≈

∑
c

{
tacfcb +

∑
de

v̄adceρedfcb − factcb −
∑
de

facv̄cdbeρed

}
. (4.85)

Discarding the higher-rank components of C1, i.e. only the one-body matrix elements from Eq. (4.85) are
retained, the approximation corresponds to using the mean-field Hamiltonian instead of T in Eq. (4.80).

On the other hand, if normal ordering is performed after the commutation, i.e. directly on the commu-
tator, the normal ordering procedure is to be applied to Eq. (4.62c), providing

C11
1,ab ≈

∑
c

{
tacfcb − factcb +

∑
de

{
v̄acedfebρdc + v̄acbefedρdc − fcev̄aebdρdc − faev̄ecbdρdc

}}
. (4.86)

Comparing Eqs. (4.85) and (4.86) it appears clearly that commutation and normal-ordering operations
do not commute if the operators are truncated at the one-body level, since only half of the two-body
contributions appear in Eq. (4.85) when compared to Eq. (4.86). In particular, while the terms where
the contraction with the one-body density is performed with V only appear in the two equations, mixed
contractions involving both V and F only appear if the normal ordering is performed after the commutation.
Of course, the two operations have to commute in an exact setting, such that and the difference originates
from the truncation of the resulting C1 operator at the one-body level.

Summary

Summing up the results from the previous subsections, three possibilities are considered to approximate the
commutator C1 at the one-body level, which are given by

C
11(A)
1,ab =

∑
c

{
tacfcb − factcb

}
, (4.87a)

C
11(B)
1,ab =

∑
c

{
tacfcb +

∑
de

v̄adceρedfcb − factcb −
∑
de

facv̄cdbeρed

}
, (4.87b)

C
11(C)
1,ab =

∑
c

{
tacfcb − factcb +

∑
de

{
v̄acedfebρdc + v̄acbefedρdc − fcev̄aebdρdc − faev̄ecbdρdc

}}
. (4.87c)

The numerical performance of the three approximations is discussed in Sec. 10.4.

4.5 Relation to observables

The actual relation of the strength function to observable is hereby briefly discussed. At first order in
perturbation theory, the transition rate w0→ν from the ground state |Ψ0⟩ to an excited state |Ψν⟩ mediated
by the time-independent operator F is provided by Fermi’s golden rule

w0→ν = 2π| ⟨Ψν |F|Ψ0⟩ |2δ(Eν −E0 −E) , (4.88)

so that the corresponding cross section σ0→ν is easily obtained normalising the transition rate by the flux
of incident particles and the number of scattering centers

dσ0→ν

dE
= w0→ν ·

1
flux
· 1
# of sc. centers

. (4.89)
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The total cross section is then obtained summing over all possible final states ν, so that, normalising with
respect to the flux and the number of scattering centers it can be expressed as

σ = 2π
∫ +∞

−∞
S(E)dE = 2πm0 . (4.90)

In practice, double-differential cross sections are experimentally measured to perform a multipole-decomposition
analysis (MDA), allowing to extract the multipole strength distributions [64]. In the MDA process, the exper-
imental cross-sections at each angle are binned into small (typically, ≤ 1 MeV) excitation energy intervals.
The laboratory angular distributions for each excitation-energy bin are then converted into the centre-
of-mass frame using standard Jacobian and relativistic kinematics. For each excitation energy bin, the
experimental angular distributions are fitted by means of the least-square method with the linear combina-
tion of the calculated double-differential cross sections associated to different multipoles:

d2σ exp

dΩdE

∣∣∣∣∣
Ex

=
∞∑
L=0

aL(Ex)
d2σDWBA

L

dΩdE

∣∣∣∣∣
Ex

, (4.91)

where aL(Ex) is the m1 sum rule fraction for the L-th component and the cross sections used for the fit
procedure correspond to the 100% of m1 for the L-th multipole at excitation energy Ex calculated using the
distorted-wave Born approximation (DWBA). In such calculations an optical potential is used as scattering
potential. The fractions of m1, aL(Ex), for various multipole components are determined by minimising χ2.
Eventually, the strength distributions for different multipolarities are obtained by multiplying the extracted
aL(Ex)’s by the strength corresponding to 100% m1 at the given energy Ex

SL(Ex) =
mL,1

Ex
aL(Ex) . (4.92)

One should point out that in such context, the energy-weighted sum rules mL,1 for different L’s are always
computed within the assumption of local momentum-independent interactions, which allows to easily pro-
vide algebraic expressions for lower moments but cannot be considered exact in general, as discussed in
Sec. 4.4.1.
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The (P)GCM and QRPA formalisms were introduced in Chaps. 1 and 3 respectively. In case the symmetry-
projection is not explicitly taken into account before the diagonalisation and symmetry-breaking states
are employed, the approximate solution of the Schrödinger equation typically breaks symmetries of the
Hamiltonian. The symmetries of the problem can, however, be restored by projecting the symmetry-
breaking solutions onto the good symmetry state. The effect of such a projection after variation (PAV) on
multipole response functions is studied in this chapter focusing on angular momentum projection (AMP). After
an introductory overview about rotations in quantum mechanics in Sec. 5.1, different levels of symmetry-
restoration are introduced in Sec. 5.2. The AMP formula for transition amplitudes is derived in Sec. 5.3
and a specific development based on axially-deformed RPA states is introduced in Sec. 5.4, mostly following
Ref. [145]. Several identity resolutions eventually used to benchmark the new development are derived
in Sec. 5.6. Eventually, the presence of a coupling to spurious rotational states in symmetry-breaking
theories is discussed in Sec. 5.7, together with subtraction techniques allowing for its removal. Results from
calculations involving different levels of AMP in GCM are later discussed in Chap. 8. Numerical results of a
posteriori angular-momentum-projected RPA (PAV RPA) calculations based on a Skyrme-EDF are presented
in Chap. 12.

5.1 Introductory concepts

A survey of the necessary concepts needed to discuss angular momentum projection is provided in this
section.

5.1.1 Eigenstates of angular momentum operators

Let us start introducing a quantum state carrying good quantum numbers J , M and α

|JMα⟩ , (5.1)

where J is the quantum number relative to the square of total angular momentum operator J2 = J2
x + J2

y + J2
z ,

M is the quantum number relative to the total angular momentum projection on the z-axis Jz and α collects
the remaining quantum numbers necessary to uniquely define the quantum state, such that

J2 |JMα⟩ = J(J + 1) |JMα⟩ , (5.2a)

Jz |JMα⟩ = M |JMα⟩ . (5.2b)

The choice of the z-axis only represents a conventional yet arbitrary choice: the operator J2 commutes with
any of its components

[J2, Jk] = 0 ∀k . (5.3)

On the contrary, the total angular momentum components Jk being the generator of rotations around the
axis k, they do not commute between themselves, satisfying instead the commutation relation

[Ji , Jj ] = iεijkJk , (5.4)

where εijk is the Levi-Civita tensor. This reflects the fact that rotations belong to the SU (2) non-abelian
group, i.e. the generators of the infinitesimal transformations do not commute between them. Hence
the necessity to choose only one out of the three components of J as an observable to be simultaneously
diagonalised with J2.
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5.1.2 Rotations

It is customary to express rotations by means of Euler angles

Ω ≡ (α,β,γ) , (5.5)

in relation to the unitary rotation transformation as

R(Ω) ≡ e−iαJze−iβJye−iγJz . (5.6)

The matrix elements of the rotation operator are provided by the so-called Wigner D-matrix, which is
defined as1

⟨JM |R(Ω)|J ′K⟩ ≡ DJ
MK (Ω)δJJ ′

≡ ⟨JM |R(Ω)|JK⟩δJJ ′
= e−iMα ⟨JM |e−iβJy |JK⟩e−iKγδJJ ′

≡ e−iMαdJMK (β)e−iKγδJJ ′ . (5.7)

Using the definition of Wigner D-matrices from Eq. (5.7), a rotated state |JM ′Ω⟩ can be seen as a rotation
acting on the original |JM ′⟩

|JM ′Ω⟩ =R(Ω) |JM ′⟩

=
∑
M

|JM⟩⟨JM |R(Ω)|JM ′⟩

≡
∑
M

|JM⟩DJ
MM ′ (Ω) . (5.8)

The (2J+1)×(2J+1) matrix provided by DJ
MK (Ω) is referred to as the irreducible representation of dimension

(2J + 1) of the rotation operator R(Ω). This means that the matrix corresponding to an arbitrary rotation
operator in the space of the kets, which are not necessarily characterised by a single value of J , can
be transformed, by an appropriate basis choice, in a block-diagonal matrix. Every block is a square
(2J + 1) × (2J + 1) matrix given by DJ

MK (Ω) for a given J . Moreover, any square block cannot be further
decomposed in smaller sub-blocks, independently of the basis of choice. It can be easily shown that rotation
matrices for a given J form a group in the mathematical sense.

Useful formulæ

As a first application, let us compute the coupling constant between angular momenta expressed in a
rotated state ⟨J1M1J2M2Ω|J3M3⟩. The straightforward application of Eq. (5.8) provides

⟨J1M1J2M2Ω|J3M3⟩ =
∑
M ′1M

′
2

⟨J1M ′1J2M
′
2|J3M3⟩D

J1
M1M

′
1
(Ω)DJ2

M2M
′
2
(Ω)

=
∑
M ′3

⟨J1M1J2M2Ω|J3M ′3Ω⟩D
J3∗
M3M

′
3
(Ω) . (5.9)

1Here the z-y-z convention for the Euler’s angles is chosen. This convention has the advantage of delivering real dJKM (β)
functions. Other conventions (z-x-z for instance) could be envisaged, but they have less attractive properties and thus will not be
discussed here.
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In the second line the sum over M ′3 implied by the rotation is suppressed by the requirement

M1 +M2 = M ′3 . (5.10)

The following properties are given without proof:

DJ∗
MK (Ω) = (−1)M−KDJ

−M−K (Ω) , (5.11)

1
8π2

∫
dΩDJ1∗

M1K1
(Ω)DJ2∗

M2K2
(Ω)DJ3∗

M3K3(Ω) =
(
J1 J2 J3
M1 M2 M3

)(
J1 J2 J3
K1 K2 K3

)
, (5.12)

where the object (
J1 J2 J3
M1 M2 M3

)
(5.13)

is known under the name of 3j symbol. For further details, see Chapter 4 from Ref. [146].

5.1.3 Spherical tensors

A spherical tensor of rank λ is a set of operators Tλµ, with µ ∈ [−λ,+λ], transferring an angular momentum
λ with projection µ. Spherical tensors are defined according to their behaviour with respect to rotations,
i.e. they transform according to

R†(Ω)TλµR(Ω) =
+λ∑

µ′=−λ
Dλ∗

µ′µ(Ω)Tλµ′ . (5.14)

A nuclear transition J1 −→ J2 involving the transfer of angular momentum λ can be described in terms of
a transition operator Tλµ summing over all the accepted combinations of M and µ. The total transition
probability, summed over µ, M1 and M2 is given by

B(Tλ; J1 −→ J2) ≡
∑
M1M2

µ

| ⟨J1M1|Tλµ|J2M2⟩ |2 . (5.15)

5.1.4 Reduced matrix elements

Let us recall a fundamental result in quantum mechanics, i.e. Wigner-Eckart’s theorem: it is formulated, in
the Racah-Wigner convention as

⟨J1M1|Tλµ|J2M2⟩ = (−1)J1−M1

(
J1 λ J2
−M1 µ M2

)
⟨J1||Tλ||J2⟩ , (5.16)

where ⟨J1||Tλ||J2⟩ is the so-called reduced matrix element. The theorem states that it is sufficient to know
one combination (M1, µ, M2) of the transition amplitude between spherical states, while the others can be
deduced geometrically. For further use, let use recall that the 3-j symbol is non-vanishing only under the
assumption M2 = M1 −µ, so that we may rewrite Eq. (5.16) as

⟨J1M1|Tλµ|J2M2⟩ = (−1)J1−M1

(
J1 λ J2
−M1 µ M1 −µ

)
⟨J1||Tλ||J2⟩

= (−1)J1−M1(−1)J1+J2+λ
(

J1 J2 λ
−M1 M1 −µ µ

)
⟨J1||Tλ||J2⟩
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= (−1)2J1+J2+λ−M1

(
J1 J2 λ
−M1 M1 −µ µ

)
⟨J1||Tλ||J2⟩ . (5.17)

The reduced matrix elements can be extracted independently of the particular transition used in the calcu-
lation. However, this is true only if spherical states are used on both sides of the transition matrix element.
Using Wigner-Eckart’s theorem, the total transition probability can be re-expressed in terms of the reduced
matrix element as

B(Tλ; J1 −→ J2) =
1

2J1 + 1
| ⟨J1||Tλ||J2⟩ |2 , (5.18)

which reduces the number of quantities to be explicitly evaluated.

5.1.5 Angular momentum projection

The operator necessary to perform an AMP is given by2

P J
MK =

2J + 1
8π2

∫
dΩDJ∗

MK (Ω)R(Ω) (5.19a)

≡
∑
α

|JMα⟩⟨JKα| (5.19b)

and fulfil the properties

P J†
MK = P J

KM , (5.20a)

P J
MKP

J ′

M ′K ′ = δJJ ′δKM ′P
J
MK ′ . (5.20b)

5.1.6 Projected states

A state with good angular momentum J and projection M was previously introduced as |JMα⟩, where α
collects all remaining quantum numbers necessary to uniquely define the quantum state. As the latter index
is not directly affected in this discussion, it will be hereafter omitted for notation’s simplicity. A state |JM⟩
can be obtained by projecting all K components of an arbitrary state |Φ⟩ (e.g. Slater determinant) onto
the angular momentum values J and M via the projector P J

MK and by finding the optimal superposition of
these components

|JM⟩ =
∑
K

gJKP
J
MK |Φ⟩ . (5.21)

The coefficients gJK must be determined variationally minimising the energy expectation value in the sub-
space of projected intrinsic states. In the case of present interest of axially deformed intrinsic states, |Φ⟩
carries a good quantum number associated to Jz, so that the coefficients gJK trivially vanish for all K ’s
differing from the one carried by |Φ⟩, i.e. if

Jz |Φ⟩ = K ′ |Φ⟩ , (5.22)

then

|JM⟩ =
∑
K

gJKP
J
MK |Φ⟩

2In the present work J is always assumed to be an integer, such that the integration domain α ∈ [0,2π], β ∈ [0,π], γ ∈ [0,2π]
and the normalising factor 1/8π2 are adopted. Half-integer values of J would demand to modify the γ integration domain to
γ ∈ [0,4π] and, consequently, the normalising constant to 1/16π2.
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Symmetry breaking
GCM (Q)RPA

Large-amplitude superposition
of deformed HF(B) states

Harmonic fluctuations
around a deformed HF(B) state

Status: developed Status: developed
PAV GCM PAV (Q)RPA

Angular-momentum projection
of symmetry-breaking GCM spectra

Angular-momentum projection
of symmetry-breaking (Q)RPA spectra

Status: developed in this work Status: developed in this work3

PGCM P(Q)RPA
Proper treatment of rotation-vibration

coupling within the GCM
Proper treatment of rotation-vibration

coupling within the (Q)RPA
Status: developed Status: formal development [148] only

Symmetry conserving

Table 5.1: Schematic representation of different projection levels based on symmetry-breaking GCM and
(Q)RPA.

=
∑
K

δKK ′g
J
KP

J
MK |Φ⟩

= gJK ′P
J
MK ′ |Φ⟩ , (5.23)

such that gJK ′ reduces to a normalisation factor.

5.2 Symmetry restoration and projection techniques

Symmetry restoration is generally achieved via the applications of projection operators. Projectors have the
role of selecting the good-quantum-number components of symmetry-breaking states. The specific case of
angular momentum was introduced in Eq. 5.19b and angular-momentum-projected states were discussed in
Sec. 5.1.6.

Let us schematise, without loss of generality, that a symmetry-breaking solution is obtained via the
diagonalisation of the nuclear Hamiltonian in a reduced Hilbert space on the basis of a many-body of
choice. This is, for instance, the philosophy followed by variational methods, for which the energy is
minimised in a restricted wave-function subspace.

In the GCM, for example, the minimisation is performed in the subspace spanned by HFB states
obtained by constraining a selected set of generator coordinates, whereas in the (Q)RPA the solutions span
the one-particle-one-hole (two-quasiparticle) subspace4.

In this context, the symmetry projection may be performed before or after the diagonalisation process.
In the projection after variation (PAV) scheme, the many-body solutions are first determined in a symmetry-
breaking frame, whereas the projection is performed a posteriori to extract good-quantum-number com-
ponents. In the variation after projection (VAP) scheme, instead, the projection is fully considered in the
diagonalisation process, such that the minimisation is performed within an irreducible representation of the
symmetry group. A schematic picture of different levels of projection in the GCM and (Q)RPA frameworks
is shown in Tab. 5.1.

3Following the development first introduced in Ref. [147].
4Notice that, in all actual applications, (Q)RPA is not variational, since the QBA is always advocated for practical purposes.

The variational principle would be satisfied if the (Q)RPA ground state were determined via a self-consistent process [149, 73]. The
computational complexity associated to self-consistent (Q)RPA calculations has prevented any realistic implementation up to date.
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The comparison between different levels of symmetry projections is addressed in this work for the first
time in the field of nuclear vibrations. The necessary theoretical tools for the study of vibrational spectra
are addressed in Sec. 5.2.2 for the GCM and in Sec. 5.4 for the RPA. For the latter, only the PAV scheme
has been developed in the present work, whereas the VAP RPA is left to a future work.

5.2.1 Physical interpretation

A physical interpretation of the PAV and VAP schemes is given in the present section. In a simplified picture
one may imagine that symmetry restoration is achieved by an intrinsically-deformed state via rotations. This
reflects the PAV philosophy.

Assuming, as it is of interest in this work, that intrinsically deformed solutions are obtained diagonalising
the nuclear Hamiltonian in the vibration subspace, then the PAV scheme assumes an exact decoupling
between rotations and vibrations.

From a physical perspective this assumption states that vibrations and rotations are associated to com-
pletely different time scales, such that they can be addressed separately in a Born-Oppenheimer-like ap-
proximation. Specifically, rotations are assumed to be infinitely slower than nuclear vibrations, which is a
direct consequence of the rotation being ideally associated with a zero-energy (Goldstone) mode.

Nuclear rotations, however, happen at finite frequencies, such that they cannot be fully decoupled a
posteriori from vibrational modes [150]. Thus, the variational/diagonalisation process must be performed in
a Hilbert subspace simultaneously spanning vibrations and rotations. This is achieved in the VAP scheme,
which is, consequently, the method of choice to consistently treat the coupling effects between nuclear
vibrations and rotations.

5.2.2 Symmetry restoration in the GCM

The application of the VAP and PAV schemes in the GCM are now distinguished. The GCM wave-function
was introduced in Eq. (1.1). The unprojected GCM transition strength between the ground state and an
arbitrary excited state mediated by any operator O is given by

⟨Ψ0|O|Ψν⟩ =
∑
pq

f ∗0 (p)fν(q)⟨Φ(p)|O|Φ(q)⟩

≡
∑
pq

f ∗0 (p)O(p,q)fν(q) . (5.24)

Using more compact notations, one can write the transition matrix element between any two GCM states
as

⟨Ψµ|O|Ψν⟩ ≡
∑
pq

f ∗µpOpqfqν

≡ (f† ·O · f)µν , (5.25)

where the indices of the matrix containing the operator kernel O(p,q) run on the generator coordinates
whereas the linear coefficient matrix f indices run on the generator coordinates for the lines and on the
states for the columns.

The symmetry-projected version of the symmetry-breaking GCM strength can be computed, where the
projection is thus performed after obtaining the solution of the HWG equation, and is referred in the
following as PAV GCM. Projecting the GCM states one works with

|Ψ̃ J
ν ⟩ ≡N J

νP
J |Ψν⟩
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= N J
ν

∑
q

fν(q)P J |Φ(q)⟩ , (5.26)

where N J
ν is a normalising factor provided by

1 = ⟨Ψ̃ J
ν |Ψ̃ J

ν ⟩

= (N J
ν)2

∑
pq

f ∗ν (p)fν(q)⟨Φ(p)|P J |Φ(q)⟩ , (5.27)

such that

(N J
ν)−2 =

∑
pq

f ∗ν (p)fν(q)N J (p,q) . (5.28)

The transition strength is then given by

⟨Ψ̃ J
0 |O|Ψ̃

J̃
ν ⟩ = N J

0N
J̃
ν

∑
pq

f0(p)fν(q)⟨Φ(p)|P J†OP J̃ |Φ(q)⟩ . (5.29)

The PGCM wave-function was introduced in Eq. (1.2). Since the AMP is enforced in the solution of the
HWG equation (the variation is performed after the projection), in the present context PGCM calculations
will also be referred to as VAP GCM. The VAP GCM transition strength reads

⟨Ψ J
0 |O|Ψ

J̃
ν ⟩ =

∑
pq

f J∗
0 (p)f J̃

ν (q)⟨Φ(p)|P J†OP J̃ |Φ(q)⟩ . (5.30)

Similarly to the GCM case one can introduce a more compact representation in matrix form as

⟨Ψ J
µ |O|Ψ J̃

ν ⟩ ≡
∑
pq

f J∗
µpO

J J̃
pqf

J̃
qν

≡ (fJ† ·OJ J̃ · fJ̃ )µν . (5.31)

If the same collective space is considered for a pair of GCM and PGCM calculations, then, without
changing the previously introduced notations, in matrix notation the PAV GCM transition amplitudes read

⟨Ψ̃ J
µ |O|Ψ̃ J̃

ν ⟩ = N J
µN

J̃
ν(f† ·OJ J̃ · f)µν . (5.32)

Equation (5.32) shows that, up to a normalising factor, the transition amplitudes in the PAV frame are
provided by the projected kernels from Eq. (5.32) combined with the unprojected linear coefficients of the
GCM collective wave-function from Eq. (5.25).

5.3 Transition amplitudes for projected states

The general formula for angular-momentum-projected transition amplitudes between intrinsically deformed
states is addressed in this section. This general derivation is reported in order to further introduce in Sec. 5.4
the PAV RPA formalism.
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5.3.1 General case

Using the definition from Eq. (5.21) it is now possible to explicitly evaluate the transition amplitude between
projected intrinsic states

⟨J1M1|Tλµ|J2M2⟩ = N1N2

∑
K1K2

gJ1
K1
gJ2
K2
⟨Φ1|P

J1†
M1K1

TλµP
J2
M2K2
|Φ2⟩ , (5.33)

where the normalisation factors Ni are introduced as

N−1
i ≡

√∑
K1K2

gJiK1
gJiK2
⟨Φi |P

Ji†
MiK1

P Ji
MiK2
|Φi⟩

=
√∑

K1K2

gJiK1
gJiK2
⟨Φi |P

Ji
K1K2
|Φi⟩ . (5.34)

Employing Eq. (5.19a), the transition amplitude reads as

(5.33)
N1N2

=
(2J1 + 1)(2J2 + 1)

64π4

∑
K1K2

gJ1
K1
gJ2
K2

∫
dΩ1dΩ2D

J1
M1K1

(Ω1)DJ2∗
M2K2

(Ω2)⟨Φ1|R†(Ω1)TλµR(Ω2)|Φ2⟩

=
(2J1 + 1)(2J2 + 1)

64π4

∑
K1K2

gJ1
K1
gJ2
K2

∫
dΩ1dΩ2D

J1
M1K1

(Ω1)DJ2∗
M2K2

(Ω2)⟨Φ1|R†(Ω1)TλµR(Ω1)R†(Ω1)R(Ω2)|Φ2⟩

=
(2J1 + 1)(2J2 + 1)

64π4

∑
K1K2
µ′

gJ1
K1
gJ2
K2

∫
dΩ1dΩ2D

J1
M1K1

(Ω1)DJ2∗
M2K2

(Ω2)Dλ∗
µµ′ (Ω1)⟨Φ1|Tλµ′R†(Ω1)R(Ω2)|Φ2⟩ ,

(5.35)

where in the last line Eq. (5.14) has been used. The auxiliary definition

R(Ω) ≡R†(Ω1)R(Ω2) , (5.36)

is then introduced, which implies

DJ2
M2K2

(Ω2) = ⟨J2M2|R(Ω2)|J2K2⟩

=
∑
M ′
⟨J2M2|R(Ω1)|J2M ′⟩⟨J2M ′ |R(Ω)|J2K2⟩

=
∑
M ′
DJ2

M2M ′
(Ω1)DJ2

M ′K2
(Ω) . (5.37)

Upon the introduction of Eqs. (5.36) and (5.37), Eq. (5.35) reads

(5.35) =
(2J1 + 1)(2J2 + 1)

64π4

∑
K1K2
M ′µ′

gJ1
K1
gJ2
K2

∫
dΩ1dΩDJ1

M1K1
(Ω1)DJ2∗

M2M ′
(Ω1)DJ2∗

M ′K2
(Ω)Dλ∗

µµ′ (Ω1)⟨Φ1|Tλµ′R(Ω)|Φ2⟩

=
(2J1 + 1)(2J2 + 1)

64π4

∑
K1K2
M ′µ′

gJ1
K1
gJ2
K2

∫
dΩ1dΩ(−1)M1−K1DJ1∗

−M1−K1
(Ω1)DJ2∗

M2M ′
(Ω1)Dλ∗

µµ′ (Ω1)DJ2∗
M ′K2

(Ω)×

× ⟨Φ1|Tλµ′R(Ω)|Φ2⟩
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=
(2J1 + 1)(2J2 + 1)

8π2

∑
K1K2
M ′µ′

gJ1
K1
gJ2
K2

(−1)M1−K1

(
J1 J2 λ
−M1 M2 µ

)(
J1 J2 λ
−K1 M ′ µ′

)∫
dΩDJ2∗

M ′K2
(Ω)⟨Φ1|Tλµ′R(Ω)|Φ2⟩ ,

(5.38)

where in the second and third lines Wigner D-matrix properties from Eqs. (5.11) and (5.12) have been
respectively used. The first 3-j symbol imposes the condition M2 = M1−µ, and can be factorised out of the
loop to make Eq. (5.38) consistent with Wigner-Eckart’s theorem from Eq. (5.17). The second 3-j symbol
imposes M ′ = K1 −µ′ , so that

(5.38) =
(2J1 + 1)(2J2 + 1)

8π2

(
J1 J2 λ
−M1 M1 −µ µ

) ∑
K1K2
µ′

gJ1
K1
gJ2
K2

(−1)M1−K1

(
J1 J2 λ
−K1 K1 −µ′ µ′

)
×

×
∫

dΩDJ2∗
K1−µ′K2

(Ω)⟨Φ1|Tλµ′R(Ω)|Φ2⟩

= (2J1 + 1)
(

J1 J2 λ
−M1 M1 −µ µ

) ∑
K1K2
µ′

gJ1
K1
gJ2
K2

(−1)M1−K1

(
J1 J2 λ
−K1 K1 −µ′ µ′

)
⟨Φ1|Tλµ′P

J2
K1−µ′K2

|Φ2⟩ .

(5.39)

Equating to Eq. (5.17) one finds

(−1)2J1+J2+λ−M1
⟨J1||Tλ||J2⟩
N1N2

= (2J1 + 1)
∑
K1K2
µ′

gJ1
K1
gJ2
K2

(−1)M1−K1

(
J1 J2 λ
−K1 K1 −µ′ µ′

)
⟨Φ1|Tλµ′P

J2
K1−µ′K2

|Φ2⟩

= (2J1 + 1)
∑
K1K2
µ′

gJ1
K1
gJ2
K2

(−1)M1−K1+J1+J2+λ
(
J1 λ J2
−K1 µ′ K1 −µ′

)
⟨Φ1|Tλµ′P

J2
K1−µ′K2

|Φ2⟩ ,

(5.40)

which eventually provides

⟨J1||Tλ||J2⟩ = N1N2(2J1 + 1)
∑
K1K2
µ

gJ1
K1
gJ2
K2

(−1)J1−K1

(
J1 λ J2
−K1 µ K1 −µ

)
⟨Φ1|TλµP

J2
K1−µ,K2

|Φ2⟩ . (5.41)

This is the textbook formula given, for instance, in Eq. (11.137) of Ref. [89].
The possibility based on Wigner-Eckart’s theorem to extract the reduced matrix element from a single

Tλµ component of the spherical tensor is lost when employing good-angular-momentum states resulting
from projected intrinsically-deformed states. Indeed, as Eq. (5.41) shows, the sum over µ needs to be
explicitly performed to extract the reduced matrix elements.

5.3.2 Axial symmetry

As previously pointed out, limiting the discussion to axially-deformed intrinsic states makes the coefficients
gJK appearing in Eq. (5.21) trivial. Thus, in the axial case Eq. (5.41) simplifies as

⟨J1||Tλ||J2⟩ = N1N2(2J1 + 1)
+λ∑

µ=−λ
(−1)J1−K1

(
J1 λ J2
−K1 µ K1 −µ

)
⟨Φ1|TλµP

J2
K1−µ,K2

|Φ2⟩ , (5.42)
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where K1 and K2 are the quantum numbers carried by the states |Φ1⟩ and |Φ2⟩ respectively and where

N−1
i =

√
⟨Φi |P

Ji
KiKi
|Φi⟩ . (5.43)

The projector can be further simplified, since due to axial symmetry the integration over α and γ can be
resolved explicitly as shown in App. I.2, so that the only non-trivial integral to be performed is the one over
β, providing an "effective" projection operator

P J
MK =

2J + 1
2

∫ +1

−1
d(cosβ)dJMK (β)e−iβJy . (5.44)

5.4 Application to RPA

5.4.1 Original RPA formulation

Since the RPA formalism does not explicitly provide the wave-function neither of the ground-state nor of
the excited states, some remarks are in order. The RPA excited states |ω⟩ relate to the RPA ground state via
the action of an excitation operator resulting from the linear combination of one-particle-one-hole creation
and annihilation operators, according to

Q†ω |RPA⟩ = |ω⟩ , (5.45a)

Qω |RPA⟩ = 0 , (5.45b)

with
Q†ω ≡

∑
ph

{
Xω
phc
†
pch −Yω

phc
†
hcp

}
. (5.46)

In order to provide an explicit formulation of the projected transition amplitudes in the RPA framework,
let us profit from the QBA. In this context the QBA boils down to replacing operators products with
commutators and to substituting the actual RPA ground-state with the uncorrelated HF ground-state

|RPA⟩ ≈ |HF⟩ . (5.47)

The transition amplitude operated by the tensor operator Tλµ between the ground state and any excited
state is thus delivered by

⟨RPA|Tλµ|ω⟩ = ⟨RPA|TλµQ†ω|RPA⟩

= ⟨RPA|[Tλµ,Q†ω]|RPA⟩

≈ ⟨HF|[Tλµ,Q†ω]|HF⟩ . (5.48)

Expressing the RPA phonons in terms of their particle-hole components according to Eq. (5.46) leads to

⟨HF|[Tλµ,Q†ω]|HF⟩ =
∑
ph

{
Xω
ph ⟨HF|Tλµc†pch|HF⟩+Yω

ph ⟨HF|c†hcpTλµ|HF⟩
}
. (5.49)

If Tλµ is a one-body operator, Eq. (5.49) reduces to

⟨RPA|Tλµ|ω⟩ ≈
∑
ph

{
Xω
ph ⟨h|Tλµ|p⟩+Yω

ph ⟨p|Tλµ|h⟩
}
, (5.50)

which is the standard formula implied in the evaluation of RPA strength functions.
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5.4.2 General philosophy

Few words are in order before focusing on the possible ways to introduce symmetry restoration in the
original symmetry-breaking RPA strength. Specifically, one should proceed keeping in mind the following
question: what should the limit of the derivation be if the effect of projection is eventually removed? The
answer which is proposed here is that Eq. (5.48) should be recovered once the projector is removed. Any
reasonable formulation satisfying this condition is equally good a priori.

5.4.3 Naive projection

In principle, the easiest strategy could be straightforwardly derived from Eq. (5.42). However, the following
lines will explain why this could actually pose a problem. If the canonical QBA steps leading to Eq. (5.48)
are introduced into Eq. (5.42), with ⟨Φ1| ≡ ⟨RPA| and |Φ2⟩ ≡ |ω⟩, the following controversial behaviour is
found

⟨RPA|TλµP
Jω
K0−µ,Kω

|ω⟩ = ⟨RPA|TλµP
Jω
K0−µ,Kω

Q†ω|RPA⟩

= ⟨RPA|[TλµP
Jω
K0−µ,Kω

,Q†ω]|RPA⟩

≈ ⟨HF|[TλµP
Jω
K0−µ,Kω

,Q†ω]|HF⟩ . (5.51)

Here Jω is the total angular momentum of the excited state, K0 refers to the Jz quantum number of the
HF ground-state and the same for Kω with respect to the excited state. The phonon |ω⟩ resulting from the
linear combination of ph excitations carries the selection rule Kω = Kph for all involved ph excitations. If
the definition of the RPA phonons from Eq. (5.46) is introduced, Eq. (5.51) reads

(5.51) =
∑
ph

{
Xω
ph ⟨HF|TλµP

Jω
K0−µ,Kph

c†pch|HF⟩+Yω
ph ⟨HF|c†hcpTλµP

Jω
K0−µ,Kph

|HF⟩
}
. (5.52)

The second term in Eq. (5.52), i.e. the backward amplitude, raises a problem. Indeed, it vanishes for
Kph , K0 (see Appendices I.1 and I.2). This same consideration had already been pointed out in Ref. [145].
This would typically mean that in even-even systems, where K0 = 0, the backward amplitude would not
vanish only if µ = 0 excitations are considered. If Eq. (5.52) could set these specific projected spectra on a
sound basis, nonetheless a more general derivation is in order for other kind of excitations.

Overall, the main problem is the ambiguity of the way one deals with the absence of an explicit wave-
function for the RPA ground- and excited states, i.e. using commutators when product of operators are
involved and substituting the RPA ground-state with the uncorrelated HF determinant is incompatible with
an unambiguous inclusion of projectors.

TDA limit

As a counterexample, the inclusion of the projector in the Tamm-Dancoff Approximation (TDA) could be
easily achieved in an unambiguous manner. If the TDA phonons are introduced as

Q†ωTDA
≡

∑
ph

XωTDA
ph c†pch , (5.53)

then the TDA ground state corresponds to the uncorrelated HF ground state. The projected transition
amplitudes are properly delivered by

⟨TDA|TλµP
Jω
K0−µKω

|ω
TDA
⟩ = ⟨TDA|TλµP

Jω
K0−µKω

Q†ωTDA
|TDA⟩
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= ⟨HF|TλµP
Jω
K0−µKω

Q†ωTDA
|HF⟩ . (5.54)

Using Eq. (5.53) leads to

⟨TDA|TλµP
Jω
K0−µKω

|ω
TDA
⟩ =

∑
ph

XωTDA
ph ⟨HF|TλµP

Jω
K0−µKph

c†pch|HF⟩ , (5.55)

without any problem raised by the introduction of the projector.

5.4.4 Adopted strategy

Along the lines of what has previously mentioned in Sec. 5.4.2, let us formulate an alternative way to
introduce symmetry restoration in a symmetry-breaking RPA strength function. The only criterion to be
respected is that if the projector is taken away, Eq. (5.48) has to be recovered. With this in mind, let us more
explicitly rewrite Eq. (5.48) as

⟨RPA|Tλµ|ω⟩ = ⟨RPA|TλµQ†ω|RPA⟩

= ⟨RPA|TλµQ†ω|RPA⟩ − ⟨RPA|Q†ωTλµ|RPA⟩

≈ ⟨HF|TλµQ†ω|HF⟩ − ⟨HF|Q†ωTλµ|HF⟩ . (5.56)

This is exactly what was achieved by the introduction of the commutator. Writing the phonons in terms of
their ph components one obtains

⟨RPA|Tλµ|ω⟩ =
∑
ph

{
Xω
ph ⟨HF|Tλµc†pch|HF⟩+Yω

ph ⟨HF|c†hcpTλµ|HF⟩
}

(5.57)

which is the usual RPA expression. The projector can be introduced in Eq. (5.56) while making sure that the
null term added in the second line involves a projector carrying the appropriate set of quantum numbers.
More in detail

⟨RPA|TλµP
Jω
K0−µ,Kph

|ω⟩ = ⟨RPA|TλµP
Jω
K0−µ,Kph

Q†ω|RPA⟩

= ⟨RPA|TλµP
Jω
K0−µ,Kph

Q†ω|RPA⟩ − ⟨RPA|Q†ωP
Jω
Kph,K0+µTλµ|RPA⟩

≈ ⟨HF|TλµP
Jω
K0−µ,Kph

Q†ω|HF⟩ − ⟨HF|Q†ωP
Jω
Kph,K0+µTλµ|HF⟩ . (5.58)

If the phonons are expanded in terms of their ph components, then

(5.58) =
∑
ph

{
Xω
ph ⟨HF|TλµP

Jω
K0−µ,Kph

c†pch|HF⟩+Yω
ph ⟨HF|c†hcpP

Jω
Kph,K0+µTλµ|HF⟩

}
. (5.59)

The second term can be further elaborated

Yω
ph ⟨HF|c†hcpP

Jω
Kph,K0+µTλµ|HF⟩ = Yω

ph ⟨HF|T †λµP
Jω†
Kph,K0+µc

†
pch|HF⟩

∗

= (−1)µYω
ph ⟨HF|Tλ−µP

Jω
K0+µ,Kph

c†pch|HF⟩
∗

= (−1)−µ
′
Yω
ph ⟨HF|Tλµ′P

Jω
K0−µ′ ,Kph

c†pch|HF⟩
∗
, (5.60)
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with µ′ = −µ.The sum of the forward and backward contributions eventually gives

⟨RPA|TλµP
Jω
K0−µ,Kph

|ω⟩ ≈
∑
ph

{
Xω
ph ⟨HF|TλµP

Jω
K0−µ,Kph

c†pch|HF⟩+ (−1)−µ
′
Yω
ph ⟨HF|Tλµ′P

Jω
K0−µ′ ,Kph

c†pch|HF⟩
∗ }

.

(5.61)
If the sum over µ (µ′) is inserted in order to rename dummy indices and the realness hypothesis is satisfied,
then the expression

⟨RPA||Tλ||ω⟩ = N0Nω(2J0+1)(−1)J0−K0
∑
ph

+λ∑
µ=−λ

{
Xω
ph+(−1)µYω

ph

}( J0 λ Jω
−K0 µ K0 −µ

)
⟨HF|TλµP

Jω
K0−µ,Kph

c†pch|HF⟩

(5.62)
is eventually obtained, with the normalising factors N0 and Nω defined below. Equation (5.62) is equivalent
to Eq. (6.40) of Ref. [147] up to a phase factor in front of the backwards amplitude. Details about the actual
implementation of Eq. (5.62) are given in App. J.

5.5 Normalising RPA factors

5.5.1 Original RPA condition

The RPA normalisation factors are provided recurring, again, to the sole QBA from Eq. (5.47), such that the
original condition reads as

⟨RPA|QωQ
†
ω|RPA⟩ = ⟨RPA|[Qω,Q

†
ω]|RPA⟩

≈ ⟨HF|[Qω,Q
†
ω]|HF⟩ . (5.63)

The explicit writing of the phonons according to Eq. (5.46) eventually leads to

(5.63) =
∑
ph

{
Xω
ph ⟨HF|[Qω, c

†
pch]|HF⟩ −Yω

ph ⟨HF|[Qω, c
†
hcp]|HF⟩

}
=

∑
ph

{
Xω
ph ⟨HF|Qωc

†
pch|HF⟩+Yω

ph ⟨HF|c†hcpQω|HF⟩
}

=
∑
ph
qi

{
Xω
phX

ω
qi ⟨HF|c†i cqc

†
pch|HF⟩ −Yω

phY
ω
qi ⟨HF|c†hcpc

†
qci |HF⟩

}

=
∑
ph
qi

{
Xω
phX

ω
qi −Y

ω
phY

ω
qi

}
⟨HF|c†i cqc

†
pch|HF⟩

=
∑
ph

{
Xω
phX

ω
ph −Y

ω
phY

ω
ph

}
= 1 , (5.64)

which is the standard normalisation condition of RPA states.

5.5.2 Naive projection

If, in line with what has been previously done in Sec. 5.4.3 for the transitions amplitudes, a projector is
inserted before invoking a commutator, the following result is obtained

⟨RPA|QωP
Jω
Kph,Kph

Q†ω|RPA⟩ = ⟨RPA|[QωP
Jω
Kph,Kph

,Q†ω]|RPA⟩
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≈ ⟨HF|[QωP
Jω
Kph,Kph

,Q†ω]|HF⟩ . (5.65)

Further elaborating via Eq. (5.46) leads to

(5.65) =
∑
ph

{
Xω
ph ⟨HF|[QωP

Jω
Kph,Kph

, c†pch]|HF⟩ −Yω
ph ⟨HF|[QωP

Jω
Kph,Kph

, c†hcp]|HF⟩
}

=
∑
ph

{
Xω
ph ⟨HF|QωP

Jω
Kph,Kph

c†pch|HF⟩+Yω
ph ⟨HF|c†hcpQωP

Jω
Kph,Kph

|HF⟩
}

=
∑
ph
qi

{
Xω
phX

ω
qi ⟨HF|c†i cqP

Jω
Kph,Kph

c†pch|HF⟩ −Yω
phY

ω
qi ⟨HF|c†hcpc

†
qciP

Jω
Kph,Kph

|HF⟩+Yω
phX

ω
qi ⟨HF|c†hcpc

†
i cqP

Jω
Kph,Kph

|HF⟩
}

=
∑
ph
qi

Xω
phX

ω
qi ⟨HF|c†i cqP

Jω
Kph,Kph

c†pch|HF⟩ −
∑
ph

Yω2
ph ⟨HF|P Jω

Kph,Kph
|HF⟩+

∑
ph
qi

Yω
phX

ω
qi ⟨HF|c†hcpc

†
i cqP

Jω
Kph,Kph

|HF⟩ .

(5.66)

The normalising factor displays the aforementioned ambiguity regarding the indices of the projector. Even-
tually three different terms remain, the first one representing the projected overlap between two ph states
in the forward channel, the second one being the projected overlap between HF states multiplied by the
backward amplitudes and the third one representing a projected overlap between 2p2h states and the HF
state multiplied by an admixture of forward and backward amplitudes. However, as shown in App. I.1, only
projectors matching the good quantum numbers of the intrinsic states provide non-vanishing contributions,
which would eventually result in the sole forward component.

5.5.3 Adopted strategy

The ground state norm in presence of the projection is straightforwardly obtained as

N−1
0 =

√
⟨HF|P J0

K0K0
|HF⟩ , (5.67)

As for the excited states, along the lines of what was done in Sec. (5.4.4), the following derivation is
proposed. The original object to compute is

⟨RPA|QωP
Jω
Kω ,Kω

Q†ω|RPA⟩ . (5.68)

As usual, nothing forbids the introduction of a vanishing quantity with appropriate anticipated properties
once the QBA is applied. Doing so leads to

⟨RPA|QωP
Jω
Kω ,Kω

Q†ω|RPA⟩ = ⟨RPA|QωP
Jω
Kω ,Kω

Q†ω|RPA⟩ − ⟨RPA|Q†ωP
Jω
Kω ,Kω

Qω|RPA⟩

≈ ⟨HF|QωP
Jω
Kω ,Kω

Q†ω|HF⟩ − ⟨HF|Q†ωP
Jω
Kω ,Kω

Qω|HF⟩ , (5.69)

where in the second line the QBA from Eq. (5.47) has been introduced. If the projector is taken away, the
RPA normalisation is recovered. Further elaborating via Eq. (5.46) gives

(5.69) =
∑
ph
qi

{
Xω
phX

ω
qi ⟨HF|c†i cqP

Jω
Kqi ,Kph

c†pch|HF⟩ −Yω
phY

ω
qi ⟨HF|c†hcpP

Jω
Kqi ,Kph

c†qci |HF⟩
}

=
∑
ph
qi

{
Xω
phX

ω
qi −Y

ω
phY

ω
qi

}
⟨HF|c†i cqP

Jω
Kqi ,Kph

c†pch|HF⟩ , (5.70)
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where in the second line summed indices have been renamed for compactness’ sake. Equation (5.70) is
equivalent to Eq. (6.43) from Ref. [147]. Details about the actual implementation of Eq. (5.70) are given in
App. J.

5.6 Identity resolutions involving the AMP

Projected quantities, such as transition matrix elements and states overlap, which are involved in the cal-
culation of the projected strength function, offer a tool to test the correctness of the implementation itself.
Indeed, in the case of RPA this projection technique has been implemented only in one case [147] in the
literature, such that strong internal benchmarks are essential. Moreover, many other insights are provided
at the same time to further investigate the nature of the particle-hole excitations and the collective phonons
themselves, which also has no priors in literature to the best of our knowledge.

The identity resolution on a set of states carrying good angular momentum quantum numbers is intro-
duced as

1 =
∑
JMα

|JMα⟩⟨JMα| (5.71a)

=
∑
JM

P J
MM , (5.71b)

where the definition of the projector provided by Eqs. (5.19a) and (5.19b) has been used.
Starting from the simplest case of a Slater determinant |Φ⟩, the identity resolution from Eq. (5.71b) can

be employed to decompose the normalised state into its good angular momentum components

⟨Φ |Φ⟩ =
∑
JMα

⟨Φ |JMα⟩⟨JMα|Φ⟩

=
∑
Jα

⟨Φ |JKα⟩⟨JKα|Φ⟩

=
∑
J

⟨Φ |P J
KK |Φ⟩ , (5.72)

where in the second line the property Jz |Φ⟩ = K |Φ⟩, which is verified in axial symmetry, has been used.
This provides the sum rule ∑

J

⟨Φ |P J
KK |Φ⟩ = 1 , (5.73)

which is verified both for the HF ground state and for each ph excitation contributing to the RPA phonons
(and has been checked for all the presented results, see Chap. 12).

The RPA states |ω⟩ being normalised according to Eq. (5.64) (⟨ω|ω⟩ = 1), the same decomposition can
be verified for all the phonons according to∑

J

⟨ω|P j
KωKω

|ω⟩ = 1 , (5.74)

and similarly for ph states ∑
J

⟨ph|P j
KωKω

|ph⟩ = 1 . (5.75)

One can proceed similarly for the overlap between the HF ground state and an arbitrary phonon excitation,

⟨HF|ω⟩ =
∑
JMα

⟨HF|JMα⟩⟨JMα|ω⟩
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=
∑
Jα

⟨HF|JK0α⟩⟨JKphα|ω⟩δK0Kω

=
∑
J

⟨HF|P J
K0Kω
|ω⟩δK0Kω

, (5.76)

eventually leading to the sum rule ∑
J

⟨HF|P J
K0Kω
|ω⟩δK0Kω

= 0, (5.77)

which provides a benchmark tool for phonon excitations with Kω = K0 = 0. A sum rule involving transition
matrix elements is also provided

⟨HF|Tλµ|ω⟩ =
∑
JMα

⟨HF|Tλµ|JMα⟩⟨JMα|ω⟩

=
∑
JM

⟨HF|TλµP
J
MM |ω⟩

=
∑
J

⟨HF|TλµP
J
K0−µ,Kω

|ω⟩δK0−µ,Kω
(5.78)

whenever Tλµ is a one-body operator. All these rules have been numerically tested for the RPA implemen-
tation and some of them are detailed in Chap. 12. It is found that all the presented results satisfy these
identities to high numerical accuracy, testifying the trustfulness of the numerical implementation of the
projection technique in RPA.

5.7 Spurious coupling to rotational states

In this section the concept of coupling to spurious rotational states in symmetry-breaking theories is intro-
duced. While originally inspired by the usual derivation of RPA spurious states [151, 152, 89], the discussion
is conducted on a more general level.

5.7.1 Origin of spurious rotations

Among the different possibilities to derive RPA and beyond-RPA theories one can start from the Equation
Of Motion (EOM) technique by Rowe [135], which is particularly suited for the present discussion. The exact
EOM reads as

⟨0|
[
δQ, [H,Q†ν]

]
|0⟩ = (Eν −E0)⟨0|[δQ,Q†ν]|0⟩ , (5.79)

where the excitation operator Q†ν links the exact ground state |0⟩ to the exact excited state |ν⟩ according to

Q†ν |0⟩ = |ν⟩ . (5.80)

Symmetry-breaking theories provide approximate symmetry-breaking solutions |Ψ0⟩ and |Ψν⟩. In this case,
Eq. (5.79) demonstrates that the corresponding symmetry operator commuting with the Hamiltonian delivers
a zero-energy solution of the problem5. This phenomenon is usually referred to as the appearance of a
Goldstone mode.

In the case of present interest one considers rotations by an (Euler) angle Ω. In this case the phonon
operator reads as

Q†ν ≡R(Ω) , (5.81)

5This is only true for the symmetry generator corresponding to the broken symmetry. Indeed, the right-hand-side matrix
element in Eq. (5.79) is zero for other symmetries, such that one does not find a solution with Eν −E0 = 0.
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such that the condition

[H,Q†ν] = [H,R(Ω)] = 0 (5.82)

is satisfied. Consequently, one finds Eν = E0 on the right hand side of Eq. (5.79), given that the associated
matrix element is non-zero. Let us define the state corresponding to the associated Goldstone mode as

|RΨ (Ω)⟩ ≡ R(Ω) |Ψ0⟩ . (5.83)

These are simply rotated versions of the symmetry-breaking ground state |Ψ0⟩.

5.7.2 Spurious rotations in RPA

The appearance of spurious coupling to rotational states is now addressed in the RPA context. In RPA the
phonons Q†ω are assumed to be the most general combination of 1p-1h excitations. In this sense, arbitrary
rotational states cannot be a solution of the usual RPA equations, because a rotation by a finite angle cannot
be represented by 1p-1h excitations.

However, in the small-angle limit one can expand the rotation operator R(Ω) at first order and retain
only its 1p-1h components. This amounts to considering the generator of the rotations as the RPA excitation
operator, i.e. the angular momentum operators, which thus delivers a zero-energy solution of the RPA
equation. This situation is traditionally denoted as spurious, given that it does not correspond to a genuine
vibration.

For axially deformed systems, if rotations about the y-axis are considered, then Jy delivers a zero-energy
spurious solution of the RPA equations. Its matrix elements are non-vanishing only in the K = 1 channel,
given that Jy = 1

2i (J+ − J−) links single-particle states differing by one unit of Jz. The spurious state being a
proper solution of the RPA equations it is by definition orthogonal to all the other RPA solutions. However,
in all channels K , it may happen that the phonons are not orthogonal to the non-infinitesimal rotational
states, such that

⟨RRPA(Ω)|ω⟩ , 0 . (5.84)

Such an overlap can be explicitly evaluated via the QBA as

⟨RRPA(Ω)|ω⟩ = ⟨RPA|R†(Ω)Q†ω|RPA⟩
≈ ⟨HF|[R†(Ω),Q†ω]|HF⟩ . (5.85)

Restricting to axially-deformed systems one eventually obtains

⟨RRPA(β)|ω⟩ ≈ ⟨HF|[eiβJy ,Q†ω]|HF⟩

=
∑
ph

[
(eiβJy )phXph − (eiβJy )phYph

]
. (5.86)

The integration over β of such quantity exactly provides, up to a multiplicative factor, the RPA strength of
the projection operator P 0

00

⟨RPA|P 0
00|ω⟩ =

1
2

∫ +1

−1
d(cosβ)⟨RPA|e−iβJy |ω⟩ , (5.87)

so that the latter quantity directly provides a quantitative measure of the spurious coupling to the rotational
state. The rotational state is, thus, defined in RPA as

|ROT⟩ ≡NROTP
0
00 |RPA⟩ , (5.88)
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with NROT a normalising constant enforcing the condition

⟨ROT|ROT⟩ = 1 . (5.89)

The overlap between the rotational state and the RPA phonons is then introduced as

aω ≡ ⟨ROT|ω⟩
= NROT ⟨RPA|P 0

00|ω⟩ . (5.90)

The normalisation condition from Eq. (5.89) is actually ill-defined within RPA. Indeed in RPA no expression
is provided for the |RPA⟩ ground state, so that the uncorrelated Hartree-Fock ground state is adopted
instead. Such a discrepancy does not represent necessarily an issue by itself. Relative quantities involving
transitions between the ground and the excited states encode such correlation in the RPA coefficients
amplitudes. However, when the uncorrelated normalising constant is used with other quantities implicitly
encoding RPA correlations, inconsistencies may show up. An example of such a problem is addressed in
Chap. 12.

5.7.3 Spurious rotations in GCM

For the reasons mentioned in Sec. 5.7.1, when AMP is not considered in GCM calculations, the solutions of
the HWG equation may be non-orthogonal to the rotational state. Similarly to the RPA case from Sec. 5.7.2,
let us define the rotational state as

|ROT⟩ ≡NROTP
0
00 |Ψ0⟩ , (5.91)

with |Ψ0⟩ the GCM ground state. The overlap between the rotational state and a GCM excited state |Ψν⟩ is
then introduced as

aν ≡ ⟨ROT|Ψν⟩
= NROT ⟨Ψ0|P 0

00|Ψν⟩ . (5.92)

Naturally, no spurious coupling to any rotational state appears in full PGCM calculations, since the
AMP is enforced in the solution of the HWG equation (the variation is performed after the projection).

5.7.4 Subtraction of spurious rotational components

The spurious coupling to the rotational state can be explicitly subtracted by defining a new set of states.
The procedure is independent of the method of choice, and can thus be applied to both GCM and RPA
calculations (the only disclaimer for RPA calculations being the ill-defined normalising constant of the
rotational state discussed in Sec. 5.7.2). Thus, in this section |Ψ0⟩ and |Ψν⟩ represent the generic ground
and excited states, respectively, of a symmetry-breaking theory.

A set of subtracted states is introduced as [153]

|Ψ̃ν⟩ ≡Nν̃

[
|Ψν⟩ − aν |ROT⟩

]
, (5.93)

where the coefficients aν are determined such that the condition

⟨ROT|Ψ̃ν⟩ = 0 (5.94)

is fulfilled. It is immediate to check that Eq. (5.94) is satisfied for aν defined as in Eq. (5.92) (hence the
notation). The normalisation constant Nν̃ thus reads

(Nν̃)−2 = 1− |aν |2 . (5.95)
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The transition amplitude with respect to such subtracted states then reads

⟨Ψ0|O|Ψ̃ν⟩ = Nν̃

[
⟨Ψ0|O|Ψν⟩ −NROTaν ⟨Ψ0|OP 0

00|Ψ0⟩
]
. (5.96)

For the GCM, Eq. (5.96) is referred to as the subtracted GCM transition amplitude.
One may also introduce a subtracted variant of the projected states from Eq. (5.26) as

|Ψ̆ J
ν ⟩ ≡N J

ν̆

[
P J |Ψν⟩ − aν |ROT⟩

]
, (5.97)

where the coefficients aν are defined such that the condition

⟨ROT|Ψ̆ J
ν ⟩ = 0 (5.98)

is satisfied. Notice that because of the definition of |ROT⟩ in Eq. (5.91), the states |Ψ̆ J
ν ⟩ differ from the PAV

states in Eq. (5.26) only for J = 0, in which case the coefficients aν are again defined as in Eq. (5.92) and the
normalising factor N0

ν̆ reads
(N0

ν̆ )−2 = ⟨Ψν |P 0
00|Ψν⟩ − |aν |2 . (5.99)

The transition amplitudes relative to the states |Ψ̆ J
ν ⟩ are, thus, only given in the monopole case, reading

⟨Ψ̃ 0
0 |T00|Ψ̆ 0

ν ⟩ = N0
0N

0
ν̆

[
⟨Ψ0|T00P

0
00|Ψν⟩ −NROTaν ⟨Ψ0|T00P

0
00|Ψ0⟩

]
. (5.100)

For the GCM, Eq. (5.100) is referred to as the subtracted PAV GCM transition amplitudes, whereas in RPA
it will be referred to as subtracted PAV RPA.
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In this and in the following chapters PGCM calculations in axial symmetry are performed in order to access
the monopole response of several nuclei of interest in the light- and medium-mass region of the nuclear
chart. The monopole response being mostly associated to radial vibrations of the nuclear surface, the
mean square radius r represents a natural choice for the main generator coordinate. Since it is known
that deformation may also importantly affect the monopole response (see, for instance, Refs. [69, 154]), the
parameter

β2 ≡
4π

3R2A
⟨Q20⟩ , (6.1)

with R ≡ 1.2A1/3, is also considered as a relevant degree of freedom. While other collective coordinates
could eventually prove to be relevant, the present work focuses on the description provided by the com-
bination of these two generator coordinates (r,β2). In order to investigate coupling effects between the

101
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monopole and the quadrupole resonances, the K = 0 component of the quadrupole response is also anal-
ysed. The evaluation of K , 0 components would require triaxial effects to be included, i.e. the breaking
of axial symmetry in the generation of HFB vacua employed in the PGCM ansatz. This is not addressed in
the present work and is left for future developments.

46Ti has been chosen as a study case for a systematic investigation of PGCM calculations in an ab
initio framework. It is expected that ensuring the convergence of calculations for a medium-mass system
also guarantees the reliability of the calculations in lighter systems. This chapter is devoted to a systematic
convergence study of the calculations in 46Ti and develops as follows. In Sec. 6.1 details about the nuclear
Hamiltonians and many-body basis used in this work are given. In Sec. 6.2 the convergence of the monopole
and quadrupole responses with respect to harmonic oscillator basis parameters is addressed. The chiral
order and SRG dependence are investigated in Secs. 6.3 and 6.4 respectively. Other families of interactions
are explored in Sec. 6.5. Eventually, the convergence with respect to the selected HFB vacua in the PGCM
ansatz is also addressed in Sec. 6.6.

6.1 Details of the calculations

6.1.1 Nuclear Hamiltonian

Several two- plus three-nucleon (2N+3N) chiral Hamiltonians were used in the present work. A first family
of interactions up to N3LO in the chiral expansion [6] was used. These include the 2N interaction by
Entem and Machleidt [3, 155] with a consistent treatment of 3N forces with respect to chiral order, non-local
regulator and cut-off value. The 2N low-energy constants (LECs) were fitted to two-nucleon scattering data,
while 3N LECs were fixed using the ground-state energies of 3H and 16O.

The second used Hamiltonian, named NNLOsat, was introduced in Ref. [156] with the objective of
providing an improved description of saturation properties, such that the LECs were simultaneously fitted
to few-body systems as well as chosen ground-state energies and radii of Carbon and Oxygen isotopes.

Eventually, the EM 1.8/2.0 interaction from Ref. [157, 158] was also employed. This Hamiltonian is
based on the similarity-renormalisation-group (SRG) transformation of 2N interactions [3, 155] augmented
with leading 3N contributions adjusted to data from A =3,4 systems. This interaction yields saturation
point for nuclear matter around the empirical value [158] and accurate predictions for binding energies in
medium-mass nuclei [159].

6.1.2 SRG evolution

Chiral Hamiltonians are normally softer than semi-phenomenological potentials used in seminal ab initio
calculations of light systems. This relates to the implicit treatment of high-energy degrees of freedom in
chiral Hamiltonians, which is associated to lower resolution scale and the absence of coupling to high
nuclear momenta.

This effect is often further amplified via SRG techniques, which improve the convergence properties of
the Hamiltonian by the use of unitary transformations decoupling low- and high-momentum modes. In
practice, bare (i.e., unevolved) interactions are relatively hard and the corresponding HFB solutions are
shallowly bound (if not at all). The SRG flow smooths out the convergence of the many-body perturbative
series, approaching more and more the HFB solution to the exact many-body solution. The drawback
is represented by the appearance of additional three-body (and higher) contributions; this effect is what
determines the need for an optimal value of the flow parameter, maximising the gain provided by the
smoothening with respect to the introduction of many-body forces.

The SRG evolution of the Hamiltonians adopted in this work is briefly reviewed. The chiral Hamiltonians
from Ref. [6] are evolved to two values of the low-momentum scale, namely λ = 1.88 fm−1 (flow parameter
α=0.08 fm4) and λ = 2.24 fm−1 (α=0.04 fm4).
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NNLOsat is SRG unevolved (bare), since non-negligible contributions from induced three- and four-body
components were observed, making it unmanageable in actual implementations.

The EM 1.8/2.0 Hamiltonian is evolved to λ = 1.8 fm−1 (α = 0.0953 fm4) in the 2N sector, whereas the
3N regulator is directly set to λ = 2.0 fm−1 without further explicit SRG evolution.

6.1.3 Three-body treatment

Three-body forces (native or induced) are treated following the protocol developed in Ref. [160]. In practice
the original or SRG-evolved Hamiltonian is used to perform a spherical HFB calculation with full treatment
of two- and three-body components. A symmetry-conserving density operator is produced retaining the
sole normal part of the one-body HFB density. The three-body operators are then convoluted with such a
density matrix to produce a two-body symmetry-conserving effective Hamiltonian even in open-shell nuclei.
This procedure reduces to standard normal-ordered two-body approximation for closed-shell systems. Used
with low-resolution chiral Hamiltonians this approximation has shown to induce errors below 2-3% across
a large selection of nuclei, observables and many-body methods [160].

6.1.4 Model-space

In actual implementations one needs to specify the basis in which the many-body tensors are expanded on.
For a k-body operator the k-fold tensor product of one-body harmonic oscillator (HO) basis is adopted in
this work. The HO basis includes states up to e

max
≡ max(2n + l), with n the principal quantum number

and l the orbital angular momentum quantum number. Several values of e
max

are explored in the following,
ranging from 4 to 12. While the two-body operators are consistently truncated in a two-body basis with
e

2max
= 2e

max
, three-body operators are further restricted, due to computational limitations, to e

3max
< 3e

max
.

In this work the value e
3max

= 14 was systematically adopted (except for e
max

= 4 calculations, in which case
e

3max
= 12 represents a consistent and tractable choice).

A variation of the HO frequency ℏω was systematically performed for all investigated nuclei, in order
to identify the optimal frequency. Converged observables should not carry any explicit dependence on the
chosen ℏω, but due to the finite basis size (especially for three-body operators) some frequencies actually
produce faster convergence patterns. Values ranging from 12 to 24 MeV were tested. In general it is
observed that in the mass region A ≤ 46, ℏω = 12 MeV represents an optimal choice at the HFB level.

6.1.5 Lorentzian smearing

In the following, monopole and quadrupole responses are systematically addressed. PGCM calculations
provide a set of discrete (excited) states, given by the diagonalisation of the reduced Hamiltonian appearing
in the HWG equation. In order to increase the readability of multipole responses, discrete spectra are here
convoluted via a Lorentzian function of width Γ=0.5 MeV, unless specified differently. Such value does not
excessively deteriorate the information of the PGCM spectra still allowing for a better visual comparison. It
is also observed that experimental responses come, in most cases, with a finite energy resolution determined
by the energy-bin width of 500 keV. It is reasonable to assume that the finite bin dimension can be
reproduced by the smearing provided by the Lorentzian function when comparing theoretical results to
experimental data.

6.2 Model space convergence

6.2.1 HFB convergence

The main body of this study has been realised using the family of chiral Hamiltonians from Ref. [6] as
an input. Such chiral Hamiltonians are available for various values of the Harmonic Oscillator (HO) basis
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Figure 6.1: Total energy EHFB, axial deformation β2 and root mean square radius r of the HFB minimum
in 46Ti as a function of ℏω for different values of e

max
at several chiral orders. The χEFT Hamiltonians are

evolved to λsrg = 1.88 fm−1.

parameters (ℏω, e
max

), for different SRG flow parameters and at several chiral orders. Properties of the HFB
minimum, specifically the total energy of the HFB solution EHFB, its mean square radius r and the axial
deformation parameter β2, for the three available chiral orders are reported in Fig. 6.1 as a function of ℏω
for several values of e

max
.

As far as the energy is concerned, the typical pattern for successive chiral orders is found, i.e. a net
decrease of the HFB binging energy from NLO to N2LO followed by a milder difference between NNLO
and N3LO. As far as the e

max
convergence is concerned, an interesting feature is observed: at NLO the e

max

convergence is observed (more or less exactly for all quantities under exam) for all ℏω investigated, whereas
at N2LO and N3LO the energy is converged with respect to e

max
at e

max
= 12 only for low ℏω values, i.e. 12

and 16 MeV. This is conjectured to be linked to three-body forces: indeed, at NLO no original three-body
force is present. Three-body operators are induced by the SRG flow, but to a sub-leading extent, so that
if the convergence is achieved at the two-body level, then for some big-enough value of e

max
it should be

achieved independently on ℏω.

At N2LO and N3LO, instead, where three-body forces are natively present, and not simply due to the
SRG process, such consistency is not achieved. In such cases, the normal-ordering procedure through which
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Figure 6.2: HFB total energy surface of 46Ti for different values of e
max

at N3LO (λsrg = 1.88 fm−1) with
ℏω = 12 MeV. The energy is plotted with respect to the minimal HFB energy for the respective e

max
value.

three-body forces are treated in this work [160], is including most but not all the three-body content of the
original Hamiltonian, so that an optimal choice of the ℏω parameter is key.

Figure 6.1 shows how the mean-field properties of the HFB solution can be severely affected by a non-
optimal choice of ℏω, especially as far as r and β2 are concerned. In the following it will be shown how
these features may strongly affect the determination of the giant resonance. In general the e

max
convergence

is best achieved for ℏω = 12 MeV, which is an optimal choice for nuclei from A ∼ 20 to A ∼ 50. This
parameter will, thus, be chosen for all the upcoming comparisons, unless stated differently.

6.2.2 PGCM convergence wrt model space size

Convergence with respect to e
max

is here investigated at N3LO (which will be used for cases of actual physical
interest). The optimal ℏω = 12 parameter is considered. Figure 6.2 shows the total energy surface (TES)
rescaled to the HFB minimum as a function of the r and β2 for different values of e

max
. Red dots, here as in

all the following pictures, represent the HFB states that are actually included in the PGCM ansatz.
A good convergence is achieved already for e

max
= 8. A more quantitative statement about the conver-

gence of the total energy surface can be inferred from Fig. 6.3, where the difference of the total energy
surface with respect to the e

max
= 12 one is shown. Whereas for small basis size (e

max
= 4) the difference is

clearly visible, which translates into a much stiffer surface when going further from the HFB minimum, at
e

max
= 8 a good quantitative agreement is reached, which is confirmed at e

max
= 10, where differences are

smaller than 1 MeV for all the considered points on the surface.
Focusing on the low-energy response, the ground-state rotational band is displayed in Fig. 6.4, showing

a good convergence pattern with respect to the harmonic oscillator basis size.
Eventually, the corresponding PGCM monopole response for different values of e

max
is displayed in

Fig. 6.5. PGCM calculations for different e
max

were performed with the exact same set of HFB states
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max
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cut-off at 38 MeV.

included in the ansatz. The aforementioned stiffness for small model spaces directly reflects into a higher-
energy positioning of the giant resonance at e

max
= 4, then converging with e

max
towards ∼ 21 MeV. In

addition to the position of the main peak, an accurate convergence is also achieved with respect to the finer
structures over the complete energy range, such that the e

max
= 10 and e

max
= 12 spectra are quantitatively

very similar also for secondary peaks.
The quadrupole response (bottom panel of Fig. 6.5), displays, instead, a slower convergence pattern.

While the overall structure is similar for e
max

= 10 and e
max

= 12 calculations, high-energy states are not
converged. Similar trends in the quadrupole response are also observed in the next sections.

Moment’s evaluation for spectra is also a good indicator of the overall convergence of the monopole
and quadrupole responses. In this chapter, moments are evaluated according to Eq. (4.27), which relies on
the knowledge of all the excited states of the system, the objective being to assess the convergence of the
spectrum as a whole. Results are presented in the form of weighted averages (see the general formulæ in
Eqs. (4.28a)). Specifically, the following quantities are computed

Ē1 ≡
m1

m0
, (6.2a)

Ẽ3 ≡
√

m3

m1
, (6.2b)

Ẽ1 ≡
√

m1

m−1
, (6.2c)
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without (S2) cut-off at 38 MeV are shown.

and

σ ≡

√
m2

m0
−
(m1

m0

)2
. (6.3)

The quantities from Eqs. (6.2) provide an information about the average value of the spectrum. If all the
strength were concentrated in only one state all these quantities would coincide; their dispersion is an
indicator of the fragmentation of the response. Ē1 clearly represents the centroid of the spectrum, Ẽ3 is
more sensitive to the presence of high-energy strength by definition. This is also true for σ , which stands
for the standard deviation of the distribution.

The convergence of such quantities in PGCM calculations with respect to the model space size is dis-
played in Fig. 6.6 (right) for the monopole response. Experimental data from Ref. [162] are displayed
as dashed lines, the shadowing representing the associated uncertainty. A clear convergence pattern is
observed for all theoretical quantities. The fragmentation of the theoretical monopole spectrum underesti-
mates the experimental one, the centroid of the latter being ∼1 MeV lower than the predicted value. This
underestimation reflects that the many-body calculation does not account for all many-body effects, such as
the coupling to the continuum, not presently taken into account explicitly.

The clean convergence picture observed in the monopole case is not as witnessed for the quadrupole.
This different trend is visible in Fig. 6.6 (right). Plotted quantities strongly oscillate when increasing the
model-space size. This effect reflects the appearance of higher-energy peaks beyond 30 MeV for e

max
=

10,12, as observed in Fig. 6.5. Theses states are not spurious (at least from the numerical point of view),
as will also be attested in Sec. 6.4 when testing different SRG flow parameters.

Independently on the physical nature of those high-lying states, experimental spectra include a cut-off,
which in Ref. [162] was set at 38 MeV. Taking into account such a cut-off, theoretical results are displayed in
Fig. 6.6 (right). The oscillations associated with the enlargement of the model space are strongly reduced,
attesting a good convergence in the ω < 38 MeV region.
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emax = 10. The energy is plotted with respect to the minimal HFB energy for the respective ℏω value.

6.2.3 PGCM convergence wrt harmonic oscillator width

Convergence with respect to ℏω for a fixed value of e
max

= 10 is now illustrated. Contrarily to the
previous model-space convergence, a different set of HFB states is included in the PGCM ansatz in each
case. Indeed, the change of ℏω produces surfaces differing significantly from the optimal value ℏω = 12,
producing surfaces which can significantly differ from the optimal ℏω = 12 MeV value, as clearly shown in
Fig. 6.8. This requires to select optimal HFB states in each case separately. Since, as Fig. 6.8 shows, the
energy difference mostly depends on the radius rather than on the axial deformation (the difference is quite
uniform for fixed values of r) the set was simply shifted with respect to the radial coordinate.

The low-lying ground-state rotational band is exhibited in Fig. 6.9. Globally a good convergence towards
ℏω = 12 MeV is achieved both in terms of energy positioning and transition probabilities.

Results for the monopole response are presented in Fig. 6.10. Due to the stiffer energy surfaces for
ℏω = 20,24 MeV and to the lower value for the radial minimum the giant resonance is at higher energy in
these cases. Contrarily, the resonance energy and the overall structure of the spectrum for ℏω = 16 MeV
is similar to the ℏω = 12 MeV case. This reflects the mild differences between the two energy surfaces, as
visible in Fig. 6.8.

The convergence pattern is less straightforward for the quadrupole response, even if lower-energy struc-
tures are stable for ℏω = 12−20 MeV. Higher-energy structures appear for the optimal ℏω = 12 MeV case
but not for the other ℏω values.

The overall convergence of the spectrum with respect to ℏω is evaluated via the computation of mo-
ments. Monopole weighted averages are displayed in Fig. 6.11 (top-left panel). A good convergence pattern
is observed for the monopole response from higher ℏω towards the optimal value ℏω = 12 MeV, the latter
being close to the corresponding experimental values. The response fragmentation, characterised by σ
(bottom-left panel), is quite stable with respect to variations in ℏω, and systematically under-reproduces the
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Figure 6.9: 46Ti ground-state rotational band computed at N3LO (λsrg = 1.88 fm−1) for different values of
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= 10) and compared to experimental data [161].

experimental value.
The behaviour of the moments is erratic for the quadrupole response (Fig. 6.11 (right)), for reasons

mentioned in Sec. 6.2.2. Without the use of an energy cut-off (middle panel), no clear pattern is observed,
especially for higher moments. When the experimental cut-off of 38 MeV is applied (right panel), all plotted
moments display a more stable behaviour.

6.3 Convergence wrt chiral order

In the following chapters the N3LO Hamiltonian [6] is used for actual calculations. In order to make a
statement about the convergence with respect to the chiral order, results obtained at NLO and N2LO are
presently compared. The total HFB energies, radii and β2 parameters were displayed in Fig. 6.1. A good
convergence pattern was observed at the HFB level: all quantities are strongly modified going from NLO to
N2LO, whereas the change is significantly milder going from N2LO to N3LO.

The total HFB energy in the (β2, r) plane is shown in Fig. 6.12 for the three chiral orders. Given the
smaller HFB radius at NLO, the energy surface is shifted by approximately −0.6 fm with respect to the
surfaces at N2LO and N3LO and is significantly stiffer.

Properties of the total HFB energy surfaces directly translate into the monopole response displayed
in Fig. 6.13 (top panel). NLO results are very distinct from N2LO and N3LO ones with the stiffer surface
leading to a GMR located ∼8 MeV higher in energy. Moreover, the magnitude of the strength is significantly
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smaller than at N3LO. Contrarily, N2LO and N3LO perform similarly even if N2LO GMR is ∼1 MeV higher
in energy than at N3LO.

Similar observations concern the quadrupole response in Fig. 6.13 (bottom panel). The NLO response
exhibits little resemblance to N2LO and N3LO responses. The latter two are similar even though the highly
fragmented response below 20 MeV is still significantly modified going from N2LO to N3LO.

The ground-state rotational band is displayed in Fig. 6.14 for the three chiral orders. N2LO and
N3LO are in good agreement both for excitation energies and transition probabilities. NLO strongly
underestimates the transition probabilities within the band, whereas excitation energies are not dramatically
different and are (accidentally) in better agreement with experimental results.

The overall convergence properties of the spectra are once more rated through the evaluation of the
associated moments. The corresponding weighted averages for the monopole response are displayed in
Fig. 6.15 (top left). A converging trend is observed with N3LO results approaching experimental values.
Accidentally the NLO dispersion (bottom-left panel) displays a good agreement with experiment, masking
the fact that the NLO spectrum does not display any giant resonance accounting for a large part of the
monopole strength.

A similar convergence pattern is observed when the moments of the quadrupole response are addressed
in Fig. 6.15 (right). Indeed, applying the cut-off at 38 MeV generates a good convergence pattern going from
NLO to N3LO.
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Ē1

Ẽ3
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6.4 SRG dependence

The evolution of the monopole response in PGCM calculations with respect to the SRG flow parameter
is now addressed. Fully converged ab initio observables should not carry any explicit dependence on the
SRG evolution, which is in principle a unitary transformation of the original Hamiltonian. In this sense,
the residual dependence on the SRG scale is an indicator of the breaking of such a unitarity in practical
applications. In this context, results obtained for two different values (α = 0.04 fm4 and α = 0.08 fm4) of
the flow parameters are compared.

The HFB energy, radius and deformation are presented in Fig. 6.16 for different basis parameters and
for the two values of α. The total HFB energy for α = 0.04 fm4 is about 100 MeV higher than for α = 0.08
fm4. The radii behave accordingly.

The basis parameters e
max

= 10 and ℏω =12 MeV are then chosen to perform the PGCM calculations.
The total HFB energy surface in the (β2, r) plane are displayed in Fig. 6.17. Due to the difference in the HFB
radii the selected HFB points were shifted by 0.2 fm between the two different cases.

Globally, the surface stiffness increases with the flow parameter. This effect is more clearly visible in
Fig. 6.18, where one-dimensional cuts of the energy surfaces through the HFB minimum are shown. Both
the radial and the β2 dependence are stiffer for α =0.08 fm4. Softer interactions (i.e. with bigger α values)
encompass more dynamical correlations at the mean-field level, whereas residual dynamical correlations
(whose cancellation in spectroscopic quantities is only approximate [43]) are suppressed. This makes the
mean-field solution closer to the exact many-body solution of the problem. Thus, moving away from the
optimal mean-field parameters (i.e. from the HFB minimum) is energetically less favourable, and the energy
surface is, consequently, stiffer.

This observation straightforwardly translates into the behaviour of the monopole and quadrupole re-
sponses, shown in Fig. 6.19. The monopole responses (top panel) display a qualitatively similar behaviour
but with the α =0.04 fm4 strength being lowered by ∼1 MeV compared to the α =0.08 fm4 result.

The quadrupole responses (Fig. 6.19, bottom panel) are also similar in both cases. They eventually
differ by an energy shift close to the one observed in the monopole channel. Interestingly the high-energy
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structures appearing between 30 and 50 MeV appear both for α =0.04 fm4 and α =0.08 fm4. They
represent high-lying physical states which are actually provided by present PGCM calculations.

The ground-state rotational band is shown in Fig. 6.20. Results are close except that the α =0.04 fm4

spectrum is slightly more compressed than its α =0.08 fm4 counterpart, whereas transitions are also slightly
overestimated in the former case.

The previous observations about the monopole response are quantitatively resumed through the SRG
dependence of the strength moments, shown in Fig. 6.21 (left). The shift towards lower energies for α =0.04
fm4 is observable for the three weighted averages. The same trend is visible in Fig. 6.21 (right) for the
quadrupole response.

Overall an anti-correlation between the softness of the interaction and the centroid of the monopole
and quadrupole responses is found. The same behaviour was observed from RPA calculations of spherical
systems [55]. A more detailed study relying on larger set of flow parameter values would be beneficial in
view of providing a clearer picture, and to show a convergence scheme for larger α’s.
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6.5 Comparison of different interactions

Giant monopole resonances provide an indirect access to nuclear incompressibility [61, 62, 88]. They
also represent an interesting phenomenon to characterise global properties of nuclear interactions. In this
section, three different chiral-based nuclear Hamiltonians are tested in order to characterise their predictions
of nuclear vibrations, i.e. the N3LO [6], NNLO sat [156] and EM 1.8/2.0 [157, 158] Hamiltonians.

HFB results are displayed in Fig. 6.22. NNLO sat is used without any SRG evolution: it is indeed known
that its SRG evolution induces large three- and four-body contributions. Consequently, the system is very
shallowly bound at the HFB level. EM 1.8/2.0 is evolved (in the NN sector) with at a flow parameter
α =0.0953 fm4, which coherently lowers the total HFB energy by about 50 MeV with respect to N3LO
(α = 0.08 fm4). Radii predictions are poorer for EM 1.8/2.0, as already known from the literature [163].

The optimal basis parameters (e
max

= 10, ℏω = 12 MeV) are the same for all three Hamiltonians. The
corresponding total HFB energy surfaces in the (β2, r) plane are displayed in Fig. 6.23. A first observation
reveals their qualitatively different nature and the variation in the predicted deformations and radii. Com-
pared to N3LO, NNLO sat is extremely soft against changes in β2 and r, such that very large deformations
are favoured. EM 1.8/2.0 instead behaves similarly to N3LO, even if radii, which are key in the description
of the monopole response, are shifted by ∼ −0.2 fm.

A more quantitative statement about the surfaces’ stiffness can be inferred from Fig. 6.24, where the one-
dimensional cuts through the HFB minimum are shown. As far as radial variations are concerned, N3LO
and EM 1.8/2.0 behave very similarly; in contrast, NNLO sat is much softer both with respect to compression
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and dilatation. Combining the information from Sec. 6.4, one may infer that the SRG evolution impacts
significantly the energy surface characteristics.

These remarks directly transpose into the monopole responses shown in Fig. 6.25 (top panel). Taking
N3LO as a reference, NNLO sat produces a highly fragmented monopole response, strongly shifted towards
lower energies. EM 1.8/2.0, on the other hand, provides as well a fragmented response but in the correct
energy region, probably linked to the similar radial response (but different with respect to β2).

The behaviour of the quadrupole response is different (Fig. 6.25, bottom). Similarly to N3LO, NNLO sat
displays a fragmented response below 20 MeV, although shifted towards lower energies due to the softer
TES against β2 variations. EM 1.8/2.0 oddly shows a very strong response (notice the 0.1 factor) that can
hardly be related to other results.

The ground-state rotational band do not change dramatically (Fig. 6.26): NNLO sat produces very strong
transition probabilities, whereas EM 1.8/2.0 provides a more dilated spectrum. Overall results are reasonable
as far as the rotational spectra are concerned, which is in contrast, especially for EM 1.8/2.0, to its very
different quadrupole response.

Moments of the monopole response are provided in Fig. 6.27 (left). Weighted averages reflect the
comments made in connection with Fig. 6.25 (top): NNLO sat predicts the centroid of the monopole response
at much lower energy than N3LO (∼6 MeV difference), whereas EM 1.8/2.0 is comparable to N3LO.

As for the quadrupole response, weighted averages are shown in Fig. 6.27 (right). NNLO sat again
displays a shift towards lower energies compared to N3LO. However, when addressing average properties
the quadrupole response from EM 1.8/2.0 does not reveal such a peculiar nature as it was observed in its
spectrum. Its centroid is, instead, very close to experimental results.

Let us point out that NNLO sat and EM 1.8/2.0 calculations were not performed at the same level
of convergence (with respect to the used parameters and the selection of PGCM points) as for N3LO
calculations. However, global trends and general features can be already inferred from present calculations,
so that qualitative statements about the behaviour of NNLO sat and EM 1.8/2.0 are valid.

6.6 Convergence wrt to selected HFB states

One of the drawbacks of PGCM calculations is a lack of systematicity in the choice of the HFB vacua to
be included in the PGCM ansatz, as well as in the choice of the generator coordinates. If the generator
coordinates, however, can be selected according to the physics one is aiming at describing, there is no
unique criterion to select HFB vacua for a fixed set of generating coordinates (see [164] for a recent study).
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= 10)
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Dashed lines represent the corresponding experimental values, with the shaded areas standing for the
corresponding error, from [162]. For the quadrupole response results with (Scut

2 ) and without (S2) cut-off at
38 MeV are shown.

In this section, two criteria are employed to select the HFB states. The first relies on the distance
between HFB vacua on the generator coordinate mesh, whereas the second relates to the energy difference
with respect to the HFB minimum. Examples are provided for one- and two-dimensional PGCM calculations
in the following.

6.6.1 One-dimensional case

One-dimensional PGCM is first addressed in order to decouple the complexity of the problem. Calculations
were performed using ℏω = 12 MeV and e

max
= 10. HFB calculations are performed constraining the

generating coordinate r . The parameter β2 (as well as any other parameter) is left free to adjust through
the energy minimisation.

Mesh resolution

The total HFB energy as a function of the constrained radius is shown in Fig. 6.28 (top panel), together
with the associated variation of β2. The deformation varies almost linearly with r, such that the position of
the quadrupole resonance is likely to be strongly correlated with the monopole resonance. For comparison,
the same HFB energy is also plotted as a function of β2 (bottom panel). The profile of the energy curve
remains the same, due to the almost linear relation between r and β2. A slight difference is only detectable
for small β2 (compression), since the dependence between r and β2 deviates from the purely linear trend in
this regime.

The sets of HFB points included in the different PGCM calculations are also shown, going from a spaced
(a) to a very dense mesh (d) going from left to right. The grid refinement is doubled at each step.

Monopole and quadrupole responses from the one-dimensional PGCM calculations are displayed in
Fig. 6.29 (top and bottom respectively). Given the almost linear correlation between r and β2 in this one-
dimensional calculation, the resonant states in the 0+ and 2+ channels are observed at the same energy.
Strikingly, results are independent of the chosen mesh. Plotting the strength in logarithmic scale (right
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Figure 6.29: Monopole (top) and quadrupole (bottom) response of 46Ti at N3LO, with ℏω = 12 MeV and
e
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= 10 computed from the four energy surfaces shown in Fig. 6.28. Linear (left) and logarithmic (right)

scales are employed. See Fig. 6.28 for details on labels and calculation parameters.

panel), slight differences are visible in high-energy peaks with tiny transition amplitudes. Such higher-
energy states are shown to be multi-phonon states in Chap. 11, where their convergence is addressed.

The presence of high-energy states has a direct impact on the convergence properties of moments,
even though those states carry little strength (Fig. 6.30). The quantities involving higher moments, such as
Ẽ3 and σ , are very sensitive to high-energy states and thus display large oscillations when increasing the
mesh refinement. Lower moments, instead, are little or not affected, which is coherent with the stability of
the GMR. If a cut-off is applied, the aforementioned oscillations disappear and results smoothly stabilise
for both monopole and quadrupole responses (Fig. 6.31). The differences between Ẽ3 and Ē1 reflect the
presence of the small contributions from high-energy states. Contrarily Ẽ1 and Ē1 are almost perfectly
superposed, due to the absence of states below the GMR.

Energy window

The second criterion explored in this convergence study is related to the energy window of the selected
PGCM points with respect to the minimal HFB energy. The same one-dimensional setting is exploited and
four sets of points corresponding to maximum HFB excitation energies from 10 to 40 MeV are selected, as
illustrated in Fig. 6.32.

The resulting monopole and quadrupole responses are shown in Fig. 6.33. Using a linear scale (left
panel), no difference is visible. Using a logarithmic scale (right panel), tiny variations are visible for high-
energy states, even though the convergence is rather quickly achieved there as well. It is thus quite striking
to observe that PGCM solutions located between 50 and 100 MeV excitations are well converged using HFB
states located only 40 MeV (or less) above the HFB minimum.
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Mild variations in strength moments are mostly linked to variations of high-energy states. This is shown
in Fig. 6.34. However, such variations are less pronounced than in the previous case from Fig. 6.30, so that
the convergence of high-lying states is better managed via this second criterion. Eventually, once the cut-off
is applied, results solidly stabilise independently on the considered energy window, as visible in Fig. 6.35.

6.6.2 Two-dimensional case

Realistic calculations aiming at investigating the coupling between monopole and quadrupole modes require
the use of more than one generating coordinate. When two or more coordinates are considered simulta-
neously, the convergence pattern is more complicated to assess than in the one-dimensional case. The two
criteria explored in the one-dimensional case are now also explored in two-dimensional calculations.

Mesh resolution

Calculations from Sec. 6.2.2 at N3LO with ℏω = 12 MeV and e
max

= 10 are considered. Different spacing
between the selected points are considered, as depicted in Fig. 6.36. The previously performed calculation
corresponds to configuration (c). Starting from there, selected points are rarefied by withdrawing one every
two HFB points, in two successive iterations. This results in the number of HFB points being reduced by a
factor of two in (b) and four in (a).

The corresponding monopole and quadrupole responses are displayed in Fig. 6.37. The energy of the
main GMR peak is very stable, whereas secondary structures change rapidly as the mesh grid is decreased.
The quadrupole response is even more seriously affected by the reduction of HFB points: while the strength
below 15 MeV is qualitatively reproduced by coarser meshes, this is not the case for the GQR.

Weighted averages are shown in Fig. 6.38. Since the GMR is rather stable these moments are very solid
against variations in the mesh grid. Quadrupole moments are more affected. Overall, weighted averages
migrate towards higher energies when going from a less to a more refined mesh (from (a) to (c)). This is an
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immediate consequence of the high-lying strength above 35 MeV appearing in (c).

If the 38 MeV cut-off is applied (Fig. 6.39), monopole averages remain almost unchanged and a good
agreement with experimental data is observed. The quadrupole averages are more radically affected by the
cut-off. The centroid, in particular, is lowered by ∼6 MeV and displays a convergent trend, whereas Ẽ3,
more sensitive to high-energy states, is still significantly higher in (c).

Energy window

To investigate the convergence of the PGCM results with respect to the maximum energy of the selected
HFB states, three values, from 10 to 20 MeV, are utilised, as illustrated in Fig. 6.40.

The corresponding monopole and quadrupole responses are displayed in Fig. 6.41. In the monopole
channel, at 10 MeV the spectrum is already nicely converged. Comparing the 15 MeV and the 20 MeV
cases, an accurate reproduction is observed, both concerning the main GMR peak and the peak associated
with the coupling to the GQR at ∼17 MeV.

For the quadrupole the situation is unusually satisfying. The GQR is correctly determined already at
10 MeV, and lower-energy structures are also qualitatively reproduced. At 15 MeV an excellent agreement
with the target 20 MeV result is observed, both for the GQR and the lower-energy strength. The only
difference lies in the determination of states at higher energy, which are not observed with points up to
15 MeV.

The associated weighted averages are plotted in Fig. 6.42. Monopole moments are very stable with
respect to the considered energy windows. Quadrupole weighted averages being affected by high-energy
strength are significantly changed in the 20 MeV case. While the use of the 38 MeV cut-off does not
influence monopole moments, it mitigates to a large extent the quadrupole moments dependence on the
considered energy window.
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Figure 6.40: HFB total energy surface of 46Ti at N3LO (ℏω = 12 MeV and e
max

= 10) showing different
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Ẽ1

1
0
M
eV

1
5
M
eV

2
0
M
eV

2

4

6

8

[M
eV

]

σ

S cut
2

1
0
M
eV

1
5
M
eV

2
0
M
eV

Figure 6.43: Weighted averages (see Eqs. (6.2) and (6.3) for details) as obtained from the moments of the
monopole (left) and quadrupole (right) responses of 46Ti from Fig. 6.41. Moments are evaluated applying a
cut-off at 38 MeV.

6.6.3 Summary

Two criteria to optimise the selection of the HFB vacua to be included in the PGCM ansatz were briefly
explored. A first criterion relying on the notion of distance in the generator coordinates space and a second
one associated with the maximal energy difference to the HFB minimum were examined. Both one- and
two-dimensional PGCM calculations were performed. The most relevant outcomes of this investigation are
that

• In one-dimensional calculations both the energy-based and the mesh-density criteria allow on to
achieve converged results on the basis of a small number of points.

• Two-dimensional calculations are affected to a greater extent by the choice of HFB states, such that
the two criteria perform differently for a given number of points.

• Two-dimensional calculations are overly sensitive to changes in the mesh grid in the generator coor-
dinates space. The strategy of reducing the number of HFB states by increasing the distance between
them in a fixed energy window revealed unsatisfying.

• Thus, an energy-based selection, with a fixed mesh density is the most appropriate. The use of
a relatively narrow energy window (up to ∼15 MeV) provides a sufficiently precise description of
high-lying states up to about ∼80 MeV excitations.
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Chapter 7

Results of physical interest
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As illustrated in Chap. 6, where the deformed nucleus 46Ti was studied to characterise numerical
convergence aspects, deformed systems display a significant fragmentation of the monopole strength. Such
a fragmentation is even more pronounced in some of the lighter systems addressed in this chapter. In
Sec. 7.1 results about the spherical, doubly-closed-shell system 16O are presented, just in order to provide a
clear comparison between PGCM and QRPA. The physics of GMR-GQR coupling in PGCM calculations is
discussed in Sec. 7.2 for 46Ti. The possible effects of shape-coexistence on the GMR in 28Si are addressed
in Sec. 7.3. Eventually, the case of a highly-fragmented monopole response is investigated in Sec. 7.4 for
24Mg.

All calculations presented in this and in the following chapters are realised in a harmonic oscillator
basis space with ℏω = 12 MeV and e

max
= 10, at N3LO [6]. PGCM and QFAM calculations are performed

in axial symmetry. The generator coordinates (r,β2) are explored in PGCM calculations.

7.1 16O: an archetypical spherical system

PGCM calculations in 16O are now addressed in order to explore the GMR physics in an easier spherical
system. The HFB energy surface adopted for PGCM calculations is displayed in Fig. 7.1, showing without
ambiguities a well defined spherical minimum and a smooth behaviour with respect to both the radial and

135
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Figure 7.1: HFB total energy surface for 16O. The red dots correspond to the constrained quasiparticle vacua
included in the PGCM ansatz.

the β2 coordinates. The corresponding PGCM monopole response is shown in Fig. 7.2 and compared to
Finite Amplitude Method-QRPA (QFAM) results1 obtained using the same numerical setting and the same
spherical HFB minimum. The PGCM monopole response results in a very compact spectrum, with a single
GMR peak at ∼19 MeV followed by smaller peaks at higher energies. QRPA, instead, provides a more
fragmented monopole strength; the peak at ∼22 MeV is associated to the breathing mode for reasons that
are exposed in the following. Thus, the GMR positioning in QRPA is ∼ 3 MeV higher than in PGCM.

An interpretation of such differences is given on the basis of Fig. 7.3. One-dimensional cuts of the
HFB energy surface from Fig. 7.1 as a function of r (β2) while fixing β2 (r) at the HFB-minimum value.
A harmonic fit is also provided in each case. Details on the fitting procedure are given in Sec. 9.2. The
eigenfrequencies extracted from the fitting parameters are ℏω =22.6 MeV for the monopole response and
ℏω =22.3 MeV for the quadrupole response. This crude estimate provides a good degree of agreement
with the QRPA results: the values ar = 98.91 MeV fm−2 and a

β
= 96.18 MeV provide, respectively, the

eigenfrequencies ℏω = 22.6 MeV (the first monopole peak of QFAM being at 22.7 MeV) and ℏω = 22.3
MeV (the quadrupole response in QFAM has its main peak at 21.9 MeV). Overall, the following comments
are in order

a. The harmonic total energy surface approximates the reference HFB one in such a way that the energy
is underestimated for negative variations of the rms radius, whereas it overestimates the energy for
positive variations of the coordinate (i.e. the nucleus is actually stiffer when addressing compression
and softer when dilations are concerned).

b. Similarly, even if in a less pronounced fashion, the energy change associated to negative (positive)
variations of the axial deformation parameter β2 are underestimated (overestimated) by the harmonic
approximations.

c. Overall, the softer nature of the total HFB energy surface compared to its harmonic approximation
explains the ∼3 MeV shift of the PGCM response to lower energies if compared to the QRPA response.

d. The fragmentation of the QRPA spectrum is not a consequence of anharmonic effects, that are not
taken into account in QRPA by definition. It must be due to the fact that QRPA is not limited to

1The QFAM technique is briefly introduced in Chap. 9. In this context it can be considered a synonym of QRPA.
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Figure 7.2: Monopole (top) and quadrupole (bottom) response in 16O for PGCM and QFAM calculations.
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is missing due to numerical issues intervened for this specific calculation when projecting on J = 2.
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Figure 7.4: Monopole response in 16O for PGCM and QFAM calculations for different values of the smearing
parameter Γ . The Γ = 0.5 MeV results have been plotted with a different vertical scale in order not to
excessively compress the other cases.

exploring two collective coordinates. This fragmentation is absent from present PGCM results, that
explore only two collective coordinates (albeit without any harmonic approximation).

Eventually, different smearing parameters are explored. Increasing Γ to 1.5 MeV or 2.0 MeV, the difference
between PGCM and QFAM results becomes less and less pronounced, as visible in Fig. 7.4. In such cases,
a global agreement between QFAM and PGCM spectra is observed.

7.2 Deformation effects in 46Ti

Results concerning numerical convergence aspects in 46Ti were extensively discussed in Chap. 6. A more
physical perspective is now adopted to investigate the nature of the observed resonances, with a specific
interest to deformation effects, as well as in the coupling between the monopole and the quadrupole reso-
nances.

The HFB total energy surface is displayed in Fig. 7.5. Coloured lines in this picture point to specific
(uncoupled) one-dimensional PGCM calculations performed at fixed deformation, either spherical (purple
line) or at the optimal β2 value (light blue line), or fixed radius (orange line). The one-dimensional PGCM
calculation resulting from a pure constrain on the radius while leaving β2 free to adjust through the energy
minimisation (black line) is also showed for comparison. The total energy curves corresponding to these
one-dimensional cuts are shown in Fig. 7.6 to better analyse the outcome of the different calculations.

The monopole and quadrupole response for the different sets of PGCM calculations are displayed
in Fig. 7.7. The monopole response from the full two-dimensional PGCM calculation displays a slightly
fragmented structure, whose peaks of greater importance can now be analysed. The one-dimensional and
full two-dimensional calculations are commented on in the following subsections while referring to the
PGCM collective wave-functions associated to the main states of interest displayed in Fig. 7.8.

7.2.1 Monopole vibrations (breathing mode)

The main peak (b) visible in Fig. 7.7 is the manifestation of the standard giant monopole resonance, whose
collective PGCM wave-function is presented in Fig. 7.8 (middle left). This state presents a well-defined
radial node with respect to the ground-state configuration (top left) such that the GMR clearly manifests
as a radial vibration on top of the ground-state. This statement is confirmed by the light-blue monopole
response in Fig. 7.7, originating from the pure radial (one-dimensional) vibration at the fixed deformation
corresponding to the HFB minimum: the corresponding single-peak GMR is found to be almost superposed
to the GMR peak (b) from the two-dimensional PGCM calculation.
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calculations discussed in Fig. 7.5. Labels (a) - (e) identify different parts of the spectra discussed in the text.

The pure radial vibration computed at sphericity (purple line) delivers a single-peak GMR that is
slightly shifted towards lower energy compared to the GMR peak (b). Such a shift can be explained from
the one-dimensional cuts at fixed β2 values displayed in Fig. 7.6: the deformed energy profile is stiffer than
its spherical counterpart, especially against compression, which explains the slightly higher energy of the
resonance in this case. Such a tendency is in qualitative agreement with Ref. [165], where a shift towards
higher energies is associated to an increase in the deformation parameter in a fluiddynamical model.

7.2.2 Quadrupole vibrations

Pure quadrupole vibrations are obtained through an uncoupled one-dimensional PGCM calculation along
the β2 coordinate with fixed radius values. This is represented by the yellow line in Fig. 7.5 and in Fig. 7.6
for the corresponding one-dimensional HFB-energy curve. The associated quadrupole response is provided
in Fig. 7.7 (bottom). Compared to the full two-dimensional PGCM calculation in red, one observes that
the two responses below 15 MeV are qualitatively (and in some cases quantitatively). The nature of this
excitations is now briefly discussed.

Such states can be in some cases associated to individual modes: this is the case, for instance, of peak
(c), whose collective PGCM wave-function is depicted in Fig. 7.8 (bottom left) and is characterised by a
sharp displacement with respect to β2. Neighbouring states displays similar features.

Alternatively, a low-lying 2+ rotational state built on the oblate-shape isomer is observed at ∼6.5 MeV
(e). The corresponding collective PGCM wave-function is displayed in Fig. 7.9 (bottom right) and compared
to the one associated with the 2+ rotational state built on the ground state (bottom left). The energy of the
oblate-shape isomer (∼6.6 MeV) is found to be coherent with the energy difference between the oblate and
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the prolate minima in Fig. 7.5 (energy difference between prolate and oblate minima ∼6.1 MeV).

7.2.3 Coupling to quadrupole resonance

The lower-energy component (a) of the monopole resonance at ∼16.5 MeV (associated collective wave-
function in Fig. 7.8, middle right) is also shown to correspond to a radial vibration, like the breathing mode
(b), but with a central node located at smaller deformation (β2 ∼ 0.1), thus implying a change of static
deformation. Peak (a) appears at nearly the same energy as the GQR peak (d) at ∼17.1 MeV. This feature is
usually referred to as the GMR-GQR coupling [69, 154]. The collective PGCM wave-function of the GQR
2+ state is displayed in Fig. 7.8 (bottom right). The striking similarity between the 0+ and 2+ collective
wave-functions of the GMR-GQR coupled state shows how PGCM identifies such states as one intrinsic
coupled vibrational state, subsequently disentangled by the projection on different angular momenta.

Eventually, B(E2) transition probabilities between all 0+ and 2+ states are systematically displayed in
Fig. 7.10. In this plot the probability always relates to the upwards transition, i.e. only excitation processes
are represented in the figure; see Fig. 7.10 for further details on the employed representation. Even if
all possible transitions are displayed, only few of them are actually visible due to the choice of making
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the points’ size proportional to the magnitude of the corresponding transition. This shows that only
very few transitions actually display large probabilities, many of which concentrate in the energy region
corresponding to the GQR. This is interpreted as an additional signal of the so-called coupling between the
K = 0 component of the GQR and the lowest peak of the GMR in prolate deformed systems. The sizes of
these few transitions are comparable to the expectation value of the transition operator in the corresponding
2+ state. Focusing on the transition between the 0+ state at 16.5 MeV (first GMR peak) and the 2+ state at
17.1 MeV (K = 0 component of the GQR), the transition amplitude is | ⟨2+

GQR
|Q20|0+

GQR
⟩ |2 = 294 fm4MeV−1,

which shall be compared to | ⟨2+
GQR
|Q20|2+

GQR
⟩ |2 = 464 fm4MeV−1.

Comment on the notion of coupling

The presence of neighbouring states with J = 0 and J = 2 displaying strong transitions in the GQR region
indicates that the PGCM captures what is usually referred to as the GMR-GQR coupling in intrinsically-
deformed nuclei.

Such states relate to a single intrinsic state in symmetry-breaking frameworks, such as deformed (Q)RPA
or GCM (without AMP). There, an intrinsically-deformed state contributes to both the K = 0 component of
the GQR and to the first peak of the GMR. PGCM relying on symmetry restoration prior to the diagonali-
sation in the reduced Hilbert space, every J = Ji subspace is independent from the others. Still, the notion
of coupling in the intrinsic state seems not to be lost even once the symmetries have been fully restored.

A simple explanation of the coupling mechanism is now presented. For the time being, let us disregard
the projection effects. One can interpret the underlying mechanism by means of a coupled harmonic
oscillator problem with two proper frequencies.

In this naive picture, if the coupling is ignored, two sets of independent solutions are found as vibrational
modes. This is what happens in the present case (without harmonic assumption) when one-dimensional
calculations are performed separately for radial and quadrupole vibrations around the HFB minimum (in
Figs. 7.5 and 7.7 light-blue and orange curves respectively). In this case, none of the modes originating from
the first (second) calculation contributes to the quadrupole (monopole) strength.

When the coupling is switched on the eigen-solutions of the problem are modified such that the new
eigen-states are linear combinations of the original uncoupled solutions. One can understand that such a
process is indeed at play in two-dimensional GCM results displayed in Fig. 7.7. The coupled calculation is
not the straightforward combination of the independent radial and quadrupolar vibrations, rather a linear
combination of those.

Not all states are equally affected by the coupling. The low-lying quadrupole response in Fig. 7.7, for
instance, is basically unchanged, since these radial vibration states lie at energies far from the radial eigen-
frequency. The monopole and quadrupole resonances, instead, are modified by their mutual coupling. The
main consequences are (i) a slight modification of their frequencies and (ii) the appearance of a secondary
peak in the monopole spectrum. This latter aspect is the manifestation of the monopole component of the
coupled state (which is a linear combination of the purely radial and quadrupole phonons). The quadrupole
counterpart at the energy of the GMR is hindered with respect to the monopole case, such that no prominent
quadrupole resonance is observed at the GMR energy [165].

The explicit AMP before the variational solution of the HWG equation introduces an additional coupling
to rotational states of the intrinsically-deformed ground state. This aspect was discussed in Sec. 5.2.1. AMP
projects each (coupled) intrinsic state onto one J = 0 component and one J = λ component retaining the
memory of their common intrinsic vibrational structure. Rotational-coupling effects are expected to be
more prominent at low energy, i.e. close to the energy of rotational states. Slight differences, however, are
still observed in the GRs region, since the GQR and its monopole counterpart lie at close but not identical
energies, which can be understood in terms of different coupling effects to rotations.

The observation of GMR-GQR coupling in a symmetry-conserving theory is an unprecedented result of
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this work: no other symmetry-conserving method is able to fully take into account the effects of projection
on giant resonances (for intrinsically deformed systems). The very notion of coupling, and the way it
emerges here, should not be taken for obvious. One may imagine that such effect is a feature linked to the
concept of deformation in the intrinsic reference frame, and that the projection of the first GMR peak on
J = 0 may erase it due to its quadrupolar nature. This will be shown not to be the case in Chap. 8, where
an extensive discussion is given about the effects of projection on different levels in GCM calculations.

7.3 Shape coexistence in 28Si

Results for the oblate-shape nucleus 28Si are now presented. In this nucleus, a prolate-shape isomer has
been both predicted theoretically [166] and observed experimentally [167, 168]. Contrary to QRPA, the
PGCM can fully take into account shape-coexistence and shape-mixing effects, and predictions of the
monopole resonance for such a case are displayed here for the first time.

Having studied the convergence of the HFB ground-state energy, axial deformation and radius with
respect to the model space parameters (see Fig. 7.11), the optimal numerical parameters ℏω = 12 MeV and
e
max

= 10 are employed.
Figure 7.12 displays the total HFB energy surface in the (r,β2) plane. Two distinct minima are observed,

the first being associated to the oblate ground state of the system (β2 ≈ −0.45) and the second producing a
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Figure 7.12: HFB total energy surface for 28Si in the (β2, r) plane. The red (yellow) dots correspond to the
oblate (prolate) configurations included in the PGCM ansatz.

prolate-shape isomer (β2 ≈ 0.55) differing from the ground state by less than 1 MeV. Given the clear separa-
tion of the two minima, three distinct PGCM calculations are performed: one only including oblate points,
one only including prolate points and a third one including both oblate and prolate HFB configurations. A
colour code is adopted in this section: blue is associated to the results of the full two-dimensional PGCM,
whereas red (yellow) refers to the PGCM calculation restricted to oblate (prolate) configurations.

7.3.1 Ground-state response

The monopole and quadrupole responses relative to the ground state are displayed in Fig. 7.13 (left). A
giant monopole resonance is identified at ∼18 MeV, accompanied by isolated minor peaks both at lower
and higher energies. The main GMR peak is slightly more fragmented in the full calculation, due to the
larger employed Hilbert space than when restricting it to oblate configurations. In general, though, results of
the two calculations are very similar, showing that the two wells are fully decoupled as far as the description
of the GMR is concerned.

As for the quadrupole response, two well separated peaks are associated to the first two peaks in
the monopole response. Some strength at 25 - 35 MeV is present in both calculations, with a greater
fragmentation in the full calculation.

For completeness the ground-state rotational band is displayed in Fig. 7.14 (left), which is very similar in
the two calculations.

7.3.2 Shape-isomer response

Calculations including the sole prolate configurations or the full set of HFB states were performed to
calculate the transition built on the first excited 0+ state (corresponding to the prolate-shape isomer) rather
than on the oblate ground state.

The rotational band on top of the prolate-shape isomer is provided in Fig. 7.14 (right). A global picture of
rotational bands built both on the ground and prolate-isomer states is given in Fig. 7.15, where a comparison
to experimental data is also offered. Data relative to the direct decay from the 2+ to the supposed isomeric
0+ are absent, and two very close 2+ states were observed (which explains the splitting of the strength). The
rotational spectrum relative to the ground state is, in this calculation, less compressed than the experimental
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Figure 7.13: Left: Monopole (top panel) and quadrupole (bottom panel) response relative to the oblate
ground state of 28Si. The red plot is referred to the PGCM calculation including only the oblate configura-
tions, whereas the blue plot is the result of the full calculation including both oblate and prolate configura-
tions. Right: Monopole (top panel) and quadrupole (bottom panel) response relative to the prolate-shape
isomer. The yellow plot is referred to the PGCM calculation including only the prolate configurations (whose
ground state corresponds to the prolate isomer by construction), whereas the blue plot is the result of the
full calculation, where the transitions are evaluated with respect to the first excited 0+ state, corresponding
to the prolate-shape isomer.
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Figure 7.14: Left: 28Si ground-state rotational band from PGCM calculations. Right: 28Si prolate isomer
rotational band from PGCM calculations. The same colour code of Fig. 7.13 is adopted.

results, whereas the opposite situation emerges for the prolate-shape isomer. The main difference, however,
is linked to the determination of the energy associated to the isomeric state itself, which differs by ∼ 6 MeV
between theory and experiment.

Monopole and quadrupole responses are shown in Fig. 7.13 (right). The overlap of the spectra obtained
from the two calculations is striking. The monopole response displays a typical structure with two well-
separated main peaks. The quadrupole response is concentrated approximately at the same energy of the
first peak of the monopole response. If compared to the oblate-GS response, the quadrupole spectrum
built on the prolate-shape isomer displays a much larger strength, and consequently the coupling to the
monopole response is highly enhanced, as clearly visible from the prominence of the 0+ peak at ∼12.2 MeV.

7.3.3 Discussion

The nature of the different resonances and the coupling between quadrupole and monopole resonance in
deformed systems are now addressed via the use of the collective PGCM wave-functions and transition
probabilities between 2+ and 0+ states. Labels are referred to Fig. 7.13.

The GMR based on the oblate ground state is the manifestation, as previously showed for 46Ti, of a
breathing mode, i.e. a radial vibration around the ground-state configuration. This is visible comparing
the radial node in the PGCM collective wave-function of the GMR in Fig. 7.16 (middle left) with the wave-
function of the ground state (top left). The GMR peak (b), whose wave-function in displayed in Fig. 7.16
(middle right) is a breathing mode built on the prolate-shape isomer (top centre).

The lower-energy monopole peak (a) at ∼12.2 MeV reflects a vibration along both the β2 and radial
coordinates, which is visible in Fig. 7.16 (middle centre). The wave-function of the corresponding 2+ peak,
namely the GQR, is also shown for comparison (bottom centre). The two wave-functions are basically
one, supporting the interpretation discussed in Sec. 7.2.3 that the lower-energy GMR peak and the GQR
originate from the same intrinsic vibrational state. The exact degeneracy is lifted by the projection on
different values of J , i.e. the excitation energy is ∼12.6 MeV for the 0+ and ∼13.2 MeV for the 2+).

The prolate-shape isomer in 28Si is an excellent case to corroborate the interpretation of this coupling
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Figure 7.15: 28Si rotational bands both for the ground state and for the prolate-shape isomer. Experimental
data from [168].

due to the magnitude of the quadrupolar strength and to the clean separation of the monopole peaks.
Eventually B(E2) transition probabilities between all 2+ and 0+ states are also provided in Fig. 7.17. A
large coupling links the GQR and the lower-energy peak of the GMR built on the prolate-shape isomer.
The corresponding transition amplitude | ⟨0+

GQR
|Q20|2+

GQR
⟩ |2 = 1408 fm4MeV−1 shall be compared to the

quadrupole moment | ⟨2+
GQR
|Q20|2+

GQR
⟩ |2 = 2229 fm4MeV−1.

7.3.4 Comparison to experiment

The monopole response of the oblate ground state from the previously discussed PGCM calculations is
eventually compared to recent experimental data. Both calculations including only oblate or both oblate
and prolate configurations are displayed in Fig. 7.18 at comparison with data from Refs. [169, 170, 171].
Notice that numerical results are multiplied by a factor 0.5. The PGCM strength is smeared via a Lorentzian
function of width Γ = 0.5 MeV. This width has been chosen to allow a better readability of discrete states
and to simulate the finite bin width of experimental data. Continuum coupling effects may be relevant in
the lowering of the discrete strength, but they are not taken into account in this model. Let us mention,
however, that experimental data also carry elements of incertitude in the evaluation of the normalising
constant, such that the difference with respect to theoretical values should be further investigated.

Overall the results of this work are in good agreement with the experimental data. The positioning
of the main GMR peak is accurately reproduced with respect to all data sets. The structure at ∼13 MeV,
associated to the GQR coupling, is also reproduced, especially for the positioning of the resonance, which
is in agreement with the experimental data.

The lower-energy fragmentation, which is testified by the three sets of data, even if not in a univocal way,
fails to be described by the PGCM calculation. It was suggested [168] that such states could be considered
as potential band-heads for super-deformed bands.

Eventually, the high-energy part of the spectrum is also qualitatively reproduced, with the exception
of the data from Ref. [170] (left plot), which displays a systematically greater strength for all the points at
energy higher than the GMR, such that these data are not in agreement with the other two sets.

A quantitative comparison of moments and associated weighted averages is left to Chap. 10.
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Figure 7.16: Intrinsic collective PGCM wave-functions in the (r,β2) plane of some specific states of interest
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(middle right).
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7.4 Highly fragmented response in 24Mg

In the previous sections several physical aspects rising from PGCM calculations for GMR in deformed
systems were discussed. A particular attention was dedicated to GMR-GQR coupling effects in 46Ti and
28Si. However, some systems may display a more complex response, whose structure cannot be easily
explained in terms of well-defined coupling effects between different multipolarities in the intrinsic state.
This is the case, for instance, of 24Mg, which is addressed in the present section.

7.4.1 PGCM results

The HFB energy, deformation and rms radius are displayed in Fig. 7.19 for different model space parameters.
The optimal parameter ℏω=12 MeV allows a fast convergence with respect to the dimensions of the model
space. Calculations are thus performed for e

max
=10.

The total HFB energy surface in the (β2, r) plane is showed in Fig. 7.20. A well-defined minimum in the
prolate region is found, accompanied by a secondary minimum in the oblate sector ∼7 MeV above the HFB
ground state. The HFB vacua included in the PGCM ansatz are represented by red dots, both prolate and
oblate configurations within an excitation energy window of 15 MeV were employed.

The rotational band on top of the prolate-shape ground state is provided in Fig. 7.21, showing a good
agreement with experimental data.

The monopole and quadrupole responses issued from the PGCM calculation are displayed in Fig. 7.22.



Highly fragmented response in 24Mg 153

−1 −0.5 0 0.5 1
2.6

2.8

3

3.2

3.4

3.6

β2

r
[fm

]

0

10

20

30

40

50

60

E
H

FB
−

E
m

in
[M

eV
]

Figure 7.20: HFB total energy surface for 24Mg in the (β2, r) plane at N3LO with e
max

= 10 and ℏω =12
MeV. The red dots correspond to the configurations included in the PGCM ansatz.

PGCM Exp
0

2

4

6

8

0+

2+

78

4+

126

6+

122

0+

2+

87(2)

4+

147(12)

6+

156(58)

E
X
[M

eV
]

Figure 7.21: 24Mg ground-state rotational bands from PGCM calculations compared to experimental
data [172].



154 Results of physical interest

0

50

100

150

0

24Mg

S
0
0

[fm
4
M

eV
−
1
]

0 10 20 30 40 50
0

20

40

60

0

ω [MeV]

S
2
0

[fm
4
M

eV
−
1
]

Figure 7.22: Monopole (top) and quadrupole (bottom) response of 24Mg.

Differently from previously discussed cases, both responses are extremely fragmented, so that no easy cor-
respondence between the two spectra can be found. In previous examples the coupled monopole response
could be decomposed in a pure dominant breathing mode and a lower-energy state originating from the
coupling with the GQR, accompanied by minor structures. Here, many states appear carrying a relatively
similar strength, so that the identification of a dominant mode is more difficult.

B(E2) transition probabilities between all 2+ and 0+ states are presented in Fig. 7.23 in order to help
identifying specific couplings between resonant states. The picture is not decisive in this respect. Except
for the large coupling between the two resonant structures at ∼14.5 MeV in the monopole and quadrupole
responses, no other significant strength between major structures is present (the strong signal at ∼9 MeV
being associated to a rotation on the oblate-shape isomer).

One must notice that the numerical stability of the response has been tested with respect to the linear
independence of the norm eigenvalues, so that the great fragmentation is not associated to any numerical
problem. The convergence with respect to the set of selected HFB points has not been tested, such that one
may expect the fine positioning or the height of the peaks in the monopole response to be susceptible to
slight changes. However, the highly fragmented nature of the monopole response in 24Mg can be considered
to be an actual feature of this system. This statement is supported in the following section by the comparison
to experimental data.

7.4.2 Comparison to experiment

The PGCM monopole response is compared to different sets of experimental data [173, 174, 175, 176, 177]
in Fig. 7.24. A smearing of Γ =0.5 MeV is employed to produce the theoretical results. Given the very
fragmented nature of the PGCM results for 24Mg, a larger value of Γ results into a single very broad
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response as also shown in Fig. 7.24 (bottom right). The same considerations about the 0.5 multiplicative
factor from Sec. 7.3.4 also apply here.

One must first observe that the experimental monopole responses from different references are, at best,
in weak agreement between each other. In some cases they could also be referred to as incompatible. This
is true not only when comparing results from different facilities, but also when successive campaigns from
the same infrastructure (RCNP) are juxtaposed.

However, in all cases (except for Ref. [176], Fig. 7.24 top right), all data agree in finding a highly
fragmented monopole response in 24Mg, which results in sudden jumps of the strength in a small energy
interval. This feature then naturally reflects in a high uncertainty linked to the extraction of monopole
response from double-differential cross section (which is the only available observable not subject to strong
model dependence), whose data analysis invokes many theoretical assumptions and approximations. An
essential overview about the observables relation to the response function is given in Sec. 4.5.
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The effects of angular momentum projection are here addressed in detail. GCM calculations without
angular momentum projection are performed using numerical parameters identical to those used for the
PGCM calculations reported in Chap. 7.

Starting from GCM calculations, intermediate steps of angular momentum projection are consid-
ered, following the possibilities envisaged in Sec. 5.7. A parallel procedure was developed for the PAV
method in the EDF-RPA calculations whose results are discussed in Chap. 12. A fully symmetry-conserving
(Q)RPA [148] realisation has not been implemented yet.

Referring to Sec. 5.7, the different flavours of projection compared in this chapter are now summarised
for clarity. Particle-number projection is included by default, such that only the impact of angular-
momentum projection is addressed. The acronyms are hereafter listed and explained

• GCM: no angular momentum projection at all, spectrum follows Eq. (5.25).

• aω: (Eq. (5.92)) overlap between the excited GCM state at energy ω and the rotational state.

• sub GCM: GCM with explicit subtraction of the rotational contribution, see Eq. (5.96).

• PAV GCM: symmetry-breaking GCM solutions projected a posteriori on good J ’s (Eq. (5.32)).

• sub PAV GCM: PAV GCM but with subtraction of rotational contribution (Eq. (5.100)).

• VAP GCM: full PGCM with projection included before solving the HWG equation (Eq. (5.31)).

All these quantities are compared in the next sections for several nuclei. The significant coupling to the
rotational state in PAV GCM calculations is discussed first. Once this contribution has been explicitly
removed, subtracted PAV GCM spectra are displayed.
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Figure 8.1: Left: monopole (top) and quadrupole (bottom) responses for GCM, PAV GCM and VAP GCM
calculations in 46Ti. For the monopole response, the overlap between GCM states and the rotational state
is also plotted, the corresponding scale being shown on the right y-axis. Right: monopole (top) and
quadrupole (bottom) responses for (sub) GCM, (sub) PAV GCM and VAP GCM calculations.

8.1 46Ti

Results for 46Ti are first addressed; see Sec. 7.2 for details about the calculation parameters and for the
selected HFB vacua included in the (P)GCM ansatz. The differently projected GCM spectra are compared
in Fig. 8.1.

A significant overlap between excited GCM states and the rotational state is observed, reaching ∼15%
for some low-energy states. Many higher-energy states are also affected on a few percent level.

The PAV GCM monopole response is significantly affected by the rotational content, i.e. a large
monopole strength appears in regions (notice the factor 1/40 for the PAV GCM response) in direct cor-
respondence to the states that couple the most to the rotational state although no associated GCM strength
was originally present. The GCM monopole response is thus highly sensitive to this spurious behaviour
when eventually rotated.

When the rotational content is explicitly removed from GCM states following the prescription given in
Eq. (5.93) the picture radically changes. This can be appreciated in the right panel of Fig. 8.1. While the
subtracted GCM spectrum is close to the original GCM one, the same becomes true for the subtracted PAV
GCM spectrum. Eventually, differences are only observed in the low-energy sector (for the subtracted GCM)
and above 25 MeV (for the subtracted PAV GCM spectrum).

This pathological behaviour is not observed in the quadrupole response, where the PAV GCM response
is more similar to the VAP GCM counterpart in the low-energy sector. The GQR at ∼17 MeV is also greatly
diminished.

Also based on examples provided in the next sections, GCM, subtracted GCM and subtracted PAV
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Figure 8.2: Left: monopole (top) and quadrupole (bottom) responses for GCM, PAV GCM and VAP GCM
calculations in 24Mg. For the monopole response, the overlap between GCM states and the rotational
state is also plotted, the corresponding scale being shown on the right y-axis. Right: monopole (top) and
quadrupole (bottom) responses for (sub) GCM, (sub) PAV GCM and VAP GCM calculations.

GCM can be said to provide very similar monopole responses, i.e. once the rotational coupling is removed
the monopole spectrum is weakly affected by projection.

8.2 24Mg

The same analysis is now proposed for 24Mg. Details of the (P)GCM results are found in Sec. 7.4. Again,
GCM states are strongly coupled to the rotational state, as shown in Fig. 8.2 (left). Such a coupling engenders
a strong enhancement in the PAV GCM monopole response (notice the 1/10 factor).

Once the rotational coupling has been explicitly removed, the subtracted monopole spectra, both with
and without projection, are close to the original GCM spectrum. This can be observed in Fig. 8.2. Dif-
ferences above 25 MeV are observed like in 46Ti. Compared to GCM and subtracted PAV GCM spectra,
the VAP GCM monopole response is significantly more fragmented. This is an unexpected and non-trivial
effect of AMP, which is interpreted in terms of the larger (monopole) Hilbert subspace accessible to VAP
GCM calculations.

The quadrupole response is interestingly modified. The subtracted GCM spectrum is very similar to
the original GCM response. However, once projection is considered (PAV GCM), the response is closer
to the PGCM case (VAP GCM). Indeed, the GCM quadrupole spectrum is strongly modified. Three main
peaks appear, which are akin to the VAP GCM (PGCM) peaks below 20 MeV but shifted towards lower
energies by ∼4 MeV. The remarkable energy shift is postulated to be linked to the non-variational nature of
the projection in PAV GCM, which fails, consequently, at correctly reproducing the 2+ states energies. The
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same effect is also observed in 28Si (see Sec. 8.3).
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Figure 8.3: Left: monopole (top) and quadrupole (bottom) responses for GCM, PAV GCM and VAP GCM
calculations for the oblate ground state of 28Si. For the monopole response, the overlap between GCM
states and the rotational state is also plotted, the corresponding scale being shown on the right y-axis.
Right: monopole (top) and quadrupole (bottom) responses for (sub) GCM, (sub) PAV GCM and VAP GCM
calculations.

Indeed, when angular momentum projection is performed before diagonalising the reduced Hamiltonian,
ground- and excited-states energies explicitly take into account the configuration mixing associated with
the rotational motion. As shown in Tab. 9.1, the ground state typically gain ∼5 MeV correlation energy
from AMP in strongly deformed systems. Projection affects excited states in a similar but not identical way,
such that the combined effect for ground- and excited-states is at the origin of the shift between PAV and
VAP GCM spectra.

Eventually, the absence of relevant structures above 20 MeV in the PAV GCM quadrupole response also
questions the trustfulness of high-energy resonances in VAP GCM (PGCM) calculations in the same region.
Such statement is also supported by the deviating behaviour of VAP GCM (PGCM) quadrupole moments
observed in Sec. 10.5.

8.3 28Si

The main observations reported in previous sections are here corroborated by the particularly clear situation
encountered in 28Si. Results relative to both the oblate ground state and to the prolate-shape isomer are
respectively displayed in Fig. 8.3 and 8.4. Calculations were detailed in Sec. 7.3.

In the two cases GCM states are less coupled to the rotational states than in previous examples (notice
the aω scale on the right axis of the left panels in Figs. 8.3 and 8.4). Thus, the repercussions of the
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Figure 8.4: Left: monopole (top) and quadrupole (bottom) responses for GCM, PAV GCM and VAP GCM
calculations for the prolate-shape isomer of 28Si. For the monopole response, the overlap between GCM
states and the rotational state is also plotted, the corresponding scale being shown on the right y-axis.
Right: monopole (top) and quadrupole (bottom) responses for (sub) GCM, (sub) PAV GCM and VAP GCM
calculations.

rotational coupling are less pronounced in the PAV GCM monopole response of 28Si than in 46Ti and
24Mg (still, a factor 1/5 is introduced to allow for a comparison with GCM and PGCM spectra). Eventually,
once the subtraction of the rotational contribution has been performed, the monopole projected spectra are
extremely close to the original GCM response.

Projection effects on the quadrupole response can also be clearly interpreted. The oblate ground state
quadrupole response of 28Si is represented in Fig. 8.3 (bottom panels). Results support the interpretation
already offered for 24Mg: the quadrupole GCM response is entirely modified by the action of projection,
PAV GCM basically corresponding to the VAP GCM (PGCM) spectrum up to an energy shift. The PAV and
VAP GCM quadrupole spectra are essentially one same spectrum shifted by ∼2-3 MeV. The origin of the
shift was already explained for 24Mg in the previous section.

Projection effects on the quadrupole response of the prolate-shape isomer are exhibited in Fig. 8.4. The
GCM response appears over-estimated with respect to symmetry-conserving VAP GCM calculations. After
projection, the GQR is strongly attenuated in the PAV GCM response.

8.4 Summary

It has been shown that different levels of symmetry breaking and restoration provide novel insights in the
understanding of general physical properties of many-body methods, which represents an original finding of
this work. In this respect, the intermediate PAV GCM projection should not be judged as an actual method
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of interest for realistic calculations, but as a tool to connect GCM and PGCM results. In principle the same
philosophy can be extrapolated to other many-body methods. A concrete example concerning EDF-RPA is
discussed in Chap. 12.

The main findings of the present chapter are summarised hereafter

• Without an appropriate treatment of rotations, which can only be achieved with proper VAP GCM
(PGCM) calculations, GCM states incorporate a coupling to rotational states.

• GCM states are, thus, an admixture of vibrational and (unphysical) rotational states.

• Projection on J = 0 is strictly equivalent to a pure rotation. Thus, PAV GCM monopole spectra bring
the rotational content of GCM states out. The excitation operator now probes both the vibrational
and (spurious) rotational content of intrinsically deformed GCM states.

• Projection on J = 2 naturally embodies a selection rule which prevents the spurious rotational state
to infect PAV GCM quadrupole spectra (the rotational state being by definition projected on J = 0).

• Quadrupole strengths are over-reproduced by GCM and projection on J = 2 is necessary for realistic
evaluations.

None of the previous statements is constrained to specific properties of GCM, such that similar outcomes
are to be expected in any symmetry-breaking formalism whenever symmetry restoration is considered.

Finally, it is deduced that a solid simultaneous treatment of vibrations and rotations can only be achieved
by VAP methods, i.e. projection onto good angular momenta (but the same is true for any rotation) must
be performed before diagonalising the reduced Hamiltonian in the Hilbert subspace of interest.
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In this chapter, previously discussed (P)GCM calculations for monopole and quadrupole responses are
compared to QRPA calculations. Ab initio QRPA calculations are here performed via the Finite Amplitude
Method (FAM) [60]. The FAM has been developed in recent years within an EDF setting, first addressing
closed-shell systems [178]. It was later generalised to open-shell systems via the generalisation to the quasi-
particles realm [179], producing the so-called Quasiparticle Finite Amplitude Method (QFAM). The (Q)FAM
approach is strictly equivalent to the traditional (Q)RPA.

An ab initio realisation of QFAM was recently achieved [60] for axially- and triaxially-deformed systems.
While the code can access any multipolarity of choice, it is here exploited for monopole and quadrupole
response calculations only.

The comparison between QRPA and (P)GCM calculation provides useful benchmarks, keeping in mind
that QRPA and (P)GCM are not expected to provide the same results. It was previously proven (see Chap. 3)
that QRPA represents the harmonic approximation of GCM. At the same time, however, QRPA explores the
complete manifold of Bogoliubov states allowed by the symmetry restrictions of the specific implementation,
such that the accessible phase space is systematically probed. The compromise between the harmonic
approximation and the systematic exploration of the generator coordinates space is here investigated via
the explicit comparison between QRPA and (P)GCM. Effects of angular-momentum projection are also
addressed in comparing GCM and PGCM calculations.

9.1 Ground-state properties

Results presented in Chaps. 7 and 8 from PGCM and GCM calculations respectively, are compared to QFAM
calculations in a consistent setting. QFAM calculations were performed using the N3LO interaction [6] in a
model space with e

max
= 10 and ℏω = 12 MeV. Properties of the HFB minima chosen as ground states for

QFAM calculations are listed in Tab. 9.1 and compared to (P)GCM results.
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E GS [MeV] r [fm] β2
HFB GCM PGCM HFB GCM PGCM HFB GCM

16O -79.55 -79.68 -79.92 2.580 2.581 2.583 0.00 0.00
46Ti -237.30 -237.64 -240.69 3.474 3.474 3.483 0.27 0.26
24Mg -110.52 -111.16 -116.03 2.997 3.006 3.011 0.56 0.57
28Si -135.89 -136.11 -140.95 3.107 3.109 3.116 -0.45 -0.45
28Si iso -134.41 -135.05 -140.23 3.168 3.179 3.199 0.60 0.61

Table 9.1: Total energy, rms radius and quadrupole deformation β2 of the HFB minima employed in QFAM
calculations. The same quantities for the relative (P)GCM solutions are also reported for comparison.
Results for the prolate-shape isomer of 28Si are also reported.

a2 a3 a4 a2/A a3/A a4/A
[MeV fm−2] [MeV fm−3] [MeV fm−4] [MeV fm−2] [MeV fm−3] [MeV fm−4]

16O 98.91 -141.37 90.10 6.18 -8.84 5.63
46Ti 265.44 -248.26 100.20 5.77 -5.40 2.18
24Mg 154.18 -212.12 102.23 6.42 -8.84 4.26
28Si 178.09 -231.77 116.75 6.36 -8.28 4.17
28Si iso 197.10 -278.76 155.20 7.04 -9.96 5.54

Table 9.2: Fitting parameters relative to the functions plotted in Fig. 9.1. The function from Eq. (9.1) with
k = 4 was used. Values of the fitting parameters divided by the mass number are also reported.

Ground-state energies are not significantly lowered by the configuration mixing included in the GCM,
i.e. by typically less than 1 MeV. Projection allows instead to gain up to an additional ∼6 MeV in doubly
open-shell nuclei. Radii are essentially not affected by beyond-mean-field corrections, which makes an
accurate reproduction at the HFB level a crucial aspect even for more involved calculations. The quadrupole
deformation β2 is also stable going from HFB to GCM. PGCM results are not displayed since PGCM ground
states have a good angular momentum J = 0 by definition.

9.2 Evaluation of anharmonic effects

In order to comment on anharmonic effects in the following sections, a quantitative analysis of beyond-
quadratic corrections is now proposed. One-dimensional energy surfaces for fixed β2 = β2 min

and r = rmin
are considered for the investigated nuclei. The class of polynomials

fk(x) ≡
k∑

l=2

alx
l (9.1)

is employed to fit the dependence of the energy surface with respect to the variable of interest. Polynomials
of fourth order are found to accurately describe the observed radial behaviour, which is shown in Fig. 9.1,
while the convergence is more involved for the β2 dependence, given its less regular behaviour, as shown in
Fig. 9.2. The quadratic, cubic and quartic fitting functions are also displayed for comparison. The fitting
parameters relative to Figs. 9.1 and 9.2 are reported in Tabs. 9.2 and 9.3 respectively.

Once the harmonic fitting parameter has been determined, the eigen-frequency ℏω of the associated
quantum harmonic oscillator problem can be evaluated. The extracted numerical values are tabulated in
Tab. 9.4 for radial vibrations, where the GMR energy from QFAM calculations are also anticipated. The
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a2 a3 a4 a2/A a3/A a4/A
[MeV fm−2] [MeV fm−3] [MeV fm−4] [MeV fm−2] [MeV fm−3] [MeV fm−4]

16O 103.11 -62.61 -9.98 6.44 -3.91 -0.62
46Ti 230.03 325.70 -483.85 5.00 7.08 -10.52
24Mg 118.72 96.94 -42.88 4.95 4.04 -1.79
28Si 401.94 -1338.51 1365.91 14.36 -47.80 48.78
28Si iso 143.71 136.87 -10.64 5.13 4.89 -0.38

Table 9.3: Fitting parameters relative to the functions plotted in Fig. 9.2. The function from Eq. (9.1) with
k = 4 was used. Values of the fitting parameters divided by the mass number are also reported.

a2 [MeV fm−2] ℏω [MeV] E
GMR

QFAM
[MeV] ∆E sph [MeV] |β2|

16O 98.91 22.62 22.70 -0.08 0.00
46Ti 265.44 21.85 19.80 2.05 0.27
24Mg 154.18 23.06 17.10 5.96 0.56
28Si 178.09 22.94 17.90 5.04 0.45
28Si iso 197.10 24.14 17.30 6.84 0.60

Table 9.4: Eigen-frequencies extrapolated from the harmonic approximation to one-dimensional energy
surfaces at fixed β2 = β2 min

from Fig. 9.1. The GMR energy from QFAM calculations are also reported for
comparison.

energy difference

∆E sph ≡ ℏω −E
GMR

QFAM
(9.2)

is evaluated to quantify departures from the harmonic limit.
A quantitative agreement between this crude approximation and QFAM calculations is only observed

for 16O. Indeed, when extracting the eigen-frequencies of the problem from one-dimensional energy sur-
faces, the monopole resonance is implicitly assumed to be decoupled from other oscillating modes. This
hypothesis is well verified for spherical systems, like 16O. However, when deformed systems are addressed,
the quadrupole resonance couples to the GMR, so that a coupled anisotropic harmonic oscillator should be
considered instead. The difference from the uncoupled (spherical) case is proportional to the deformation
of the system [165]. Such a trend is indeed exhibited in Fig. 9.3 (left panel).

Overall, a fully quantitative statement about anharmonicities can only be made in spherical systems. In
deformed systems the coupling to quadrupole resonances does not allow to properly qualify anharmonic
effects via this simple model. However, the magnitude of the fitting coefficients beyond the quadratic order
represents also an indicator. The ratio of the cubic and quartic coefficients with respect to the harmonic
coefficient is plotted in Fig. 9.3 (right panel) as a function of the mass number of the system for the radial
dependence.

Both cubic and quartic coefficients are relatively more important for lighter systems, and they decrease
with increasing mass numbers. In this respect, 16O is the least harmonic nucleus, whereas 46Ti is the most
harmonic one. This is coherent with the Pauli principle violation (which is implicit in the Quasi Boson
Approximation determining the harmonic approximation, see Sec. 3.4 for details) being less severe for more
collective states and, thus, in heavier systems [89]. Globally, deviations between QFAM and GCM are
expected, thus, to be more prominent in lighter nuclei.

Given the magnitude of the anharmonic coefficients in Tab. 9.2 (which are relatively as important as the
harmonic coefficient), a perturbative analysis of beyond-quadratic corrections may not be satisfactory due
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ℏω E
(2,3)
0 E

(1,4)
0 E

(2,4)
0 E

(2,3)
1 E

(1,4)
1 E

(2,4)
1 ℏω(1+2)

16O 22.618 -1.816 0.883 -0.161 -11.720 4.416 -1.265 15.143
46Ti 21.851 -0.270 0.127 -0.003 -1.746 0.637 -0.027 20.862
24Mg 23.056 -1.122 0.429 -0.037 -7.240 2.143 -0.292 18.397
28Si 22.941 -0.860 0.363 -0.027 -5.553 1.816 -0.211 19.518
28Si iso 24.135 -1.016 0.436 -0.037 -6.558 2.182 -0.289 20.086

Table 9.5: First- and second-order perturbative corrections to the harmonic-oscillator (r) eigen-energies for
the ground state and the first excited state (resonance) associated to the fitting parameters from Tab. 9.2.
All values are expressed in MeV units. See Appendix K for details on labels.

to the nature of the problem. Analytical corrections to the eigen-energies are given in App. K up to second
order in perturbation theory. Still, numerical values for the first- and second-order perturbative corrections
to the ground-state and the first-excited-state (resonance) energies are given in Tabs. 9.5 and 9.6 for the
one-dimensional β2 = β2 min

(radial vibrations) and r = rmin (deformation vibrations) surfaces respectively.

As proven in App. K first-order cubic corrections E
(1,3)
n vanish identically, hence they are not displayed.

Second-order cubic corrections E
(2,3)
n are more relevant in light systems, which is symptomatic of important

anharmonic effects. Possibly third-order corrections may be necessary in order to converge the perturbative
series. Quartic corrections are less important for all observed cases, and a clear convergent trend is visible

when going from first (E
(1,4)
n ) to second order (E

(2,4)
n ), except for β2 vibrations in 28Si (which is imputed

to bad numerical properties of the fitting parameters). In general, comparing Tabs. 9.5 and 9.6 (see, for
instance, 16O and 46Ti) one observes that for a given system the perturbative correction (and thus the
anharmonicity degree) can be more or less pronounced depending on the considered generator coordinate.

A full understanding of the energy shift provided by anharmonic effects would require a coupled analysis
of r and β2. However, the uncoupled evaluation of perturbative corrections to the harmonic picture already
provides a qualitative indicator to explain possible differences between QFAM and GCM calculations.
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ℏω E
(2,3)
0 E

(1,4)
0 E

(2,4)
0 E

(2,3)
1 E

(1,4)
1 E

(2,4)
1 ℏω(1+2)

16O 23.092 -0.328 -0.094 -0.002 -2.115 -0.469 -0.014 20.917
46Ti 20.342 -0.620 -0.709 -0.115 -4.001 -3.547 -0.907 13.332
24Mg 20.232 -0.395 -0.233 -0.013 -2.550 -1.167 -0.099 17.057
28Si 34.465 -5.633 1.883 -0.480 -36.357 9.415 -3.772 7.981
28Si iso 20.608 -0.461 -0.041 0.000 -2.974 -0.205 -0.003 17.928

Table 9.6: First- and second-order perturbative corrections to the harmonic-oscillator (β2) eigenenergies for
the ground state and the first excited state (resonance) associated to the fitting parameters from Tab. 9.3.
All values are expressed in MeV units. See Appendix K for details on labels.
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Figure 9.4: Monopole (top) and quadrupole (bottom) response in 16O for QFAM calculations compared to
PGCM (left) and GCM (right) calculations.
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9.3 16O

Results relative to the spherical system 16O were addressed in Sec. 7.1. QFAM results were shown to be easily
interpreted in terms of an harmonic approximation of the exact (r,β2) energy surface. Several smearing
parameters were also tested to verify the compatibility between PGCM and QFAM results.

Here, GCM results without explicit projection on angular momentum are also compared to QFAM
calculations. Monopole and quadrupole responses of QFAM and (P)GCM calculations are displayed in
Fig. 9.4.

The monopole response is first addressed. QFAM displays a rather fragmented monopole spectrum,
which is not observed for (P)GCM calculations. Such a fragmentation cannot be the outcome of anharmonic
effects in (r,β2), which are not allowed for in QRPA calculations and which would be explicitly captured
by (P)GCM calculations. The different modes must be, thus, associated to vibrations along collective
coordinates that are not explicitly considered in the presently used (P)GCM ansatz, i.e. different from r and
β2. Given 16O spherical nature the peak most naturally associated with the GMR is the one at 22.7 MeV,
since it corresponds to a pure one-dimensional harmonic oscillator model along the r coordinate.

The GMR predicted by PGCM and GCM are highly similar. Their positions differ by less than ∼500
keV and the associated transition amplitudes (before convoluting them with a Lorentzian function) vary by
approximately 40 fm4MeV−1. The projected spectrum is slightly more fragmented than the original GCM
one. This effect is traced back to projected calculations having access to a larger Hilbert space than pure
GCM calculations.

The main effect of anharmonicities (ser Tab. 9.5) is found in the shift of the (P)GCM main peak with
respect to QFAM, the latter being ∼3.0 MeV (∼3.5 MeV) higher than in (P)GCM calculations. The position
of the QFAM main peak was shown to be in quantitative agreement with a simple quantum harmonic
oscillator picture in Tab. 9.4 and associated text. The perturbative estimates of anharmonic corrections to
the GMR energy in Tab. 9.5 predict a shift down by ∼7.5 MeV, which is overestimated but in qualitative
agreement with the (P)GCM result.

As for the quadrupole response, the GQR is very similar in QFAM and GCM calculations, the main
peak being positioned at ∼21.9 MeV and ∼22.0 respectively, as discussed in connection with Fig. 7.3. This
is an evidence that the behavior with respect to the quadrupole deformation is better reproduced in the
harmonic approximation than the radial dependence. This result demonstrates that in a given system
different generator coordinates may agree to different extents with the harmonic assumption implicit in
QRPA calculations, which can be inferred comparing Tabs. 9.5 and 9.6.

9.4 46Ti

QFAM results for 46Ti are compared to (P)GCM calculations in Fig. 9.5. The monopole response is studied
first. The three methods agree on the position of the GMR peak, which is at ∼19.8 MeV for QFAM,
∼20.4 MeV for PGCM and ∼19.4 MeV for GCM calculations. The consistent description of the GMR
testifies the validity of the harmonic approximation in 46Ti (with respect to the radial dependence).

The coupling to the GQR is, however, poorly reproduced by QFAM. The first peak of the QFAM
monopole response at ∼18.4 MeV is clearly associated to the quadrupole peak at the same energy. Its
positioning is in poor agreement with PGCM 0+ first peak at ∼16.5 MeV, which is coupled with the 2+

GQR state at ∼17.1 MeV. These values are to be compared to the experimental value of ∼16.8 MeV for the
centroid of the fitted Gaussian from Ref. [162].

The low-energy quadrupole response is different for the three methods. The low-energy quadrupole
strength arising from PGCM calculations in 46Ti was already addressed in Sec. 7.2.2. The GCM quadrupole
response in the 5-15 MeV region is different from its projected counterpart. One strong transition is
observed at ∼9 MeV instead of many fragmented peaks. However, the associated physical content is
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Figure 9.5: Monopole (top) and quadrupole (bottom) response in 46Ti for QFAM calculations compared to
PGCM (left) and GCM (right) calculations.

similar. A similar response is also observed, even if at lower energies, for the QFAM quadrupole response.
The collective GCM wave-function of the 9 MeV quadrupole peak is compared to one of the 2+ PGCM
states at ∼ 10 MeV in Fig. 9.6. The strong quadrupole vibration is visible in both cases.

Overall, a better agreement between (P)GCM and QFAM calculations is observed in 46Ti for the
monopole rather than for the quadrupole response. The GQR amplitude and the corresponding manifes-
tation in the GMR is larger in QFAM than in (P)GCM, and the associated GMR splitting is underestimated
with respect to (P)GCM calculations.

9.5 24Mg

The highly-fragmented monopole response of 24Mg in PGCM calculations was discussed in Sec. 7.4. A
comparison to QFAM and GCM is presently provided. The (P)GCM monopole and quadrupole responses
are confronted to QFAM calculations in Fig. 9.7.

A qualitative agreement is observed comparing the GCM monopole response to QFAM. The GCM
GMR peak at ∼14.8 MeV is slightly lower than the QFAM peak at ∼15.6 MeV. The small energy difference
is postulated to be linked to anharmonic effects, which is qualitatively motivated by the analysis in Tab. 9.5,
in which a strong lowering (∼5 MeV) due to anharmonic perturbations is observed. Overall a two-peak
structure is similarly produced by QFAM and GCM. When projection is taken into account, however, the
response is drastically modified. PGCM monopole response results into a significantly more fragmented
strength than in both GCM and QFAM calculations.

In this respect the effects of projection are not trivial in the well-deformed 24Mg nucleus. The larger
Hilbert space accessible to projected calculations is speculated to be at the origin of the higher fragmenta-
tion. Similar effects shall be expected in QRPA calculations as well, such that projected-QRPA may represent
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a necessary step forward in the investigation of non-trivial systems.

The quadrupole response displays even more diverse behaviours depending on the method of choice.
QFAM and GCM calculations are first compared. The reliability of GCM quadrupole response is testified
by the consistency of the associated moments when computed using different evaluation methods and their
coherence with respect to QFAM calculations (please refer to Chap. 10 for quantitative information). In
this respect, even if QFAM should not be considered an exact result to aim at, the qualitative agreement
between GCM and QFAM results is encouraging. QFAM and GCM quadrupole responses are not quali-
tatively dissimilar, but the GQR energy differs by roughly 2 MeV (14.8 MeV for GCM and 17.2 MeV for
QFAM calculations). Such a difference is again imputed to anharmonic effects in 24Mg, especially as far as
quadrupole vibrations are concerned (see Tab. 9.6).

Based on moments evaluation (see Sec. 10.2.2) the PGCM quadrupole response cannot be considered
trustworthy, such that no proper comparison to QFAM is practicable. Indeed, PGCM quadrupole moments
strongly diverge from both GCM and QFAM calculations. However, following the discussion of Sec. 8.2,
the PGCM quadrupole response below 20 MeV appears to be more reliable. If a qualitative comparison
limited to this energy region is to be made, a very different behaviour is observed, both relative to GCM and
QFAM calculations. As in the monopole case, angular momentum projection greatly affects the quadrupole
response, as testified by the difference between GCM and PGCM results. There is no reason why QRPA
should behave differently with respect to projection, such that the relevance to developing the projected-
QRPA is confirmed for quadrupole calculations as well.
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Figure 9.7: Monopole (top) and quadrupole (bottom) response in 24Mg for QFAM calculations compared to
PGCM (left) and GCM (right) calculations.

9.6 28Si

QFAM results for both the oblate-shape ground state and the prolate-shape isomer of 28Si are presented
and compared to (P)GCM calculations in Figs. 9.8 and 9.9 respectively.

In the monopole response of the oblate ground state the GMR is coherently predicted by both QFAM and
(P)GCM calculations: the breathing mode is observed at ∼17.5 MeV, accompanied by some fragmentation
at higher energies. The main difference is the presence of a peak at ∼13 MeV in (P)GCM calculations which
is not observed in QFAM.

As for the ground-state quadrupole channel, the three methods agree in determining a faint response.
This is in line with the very partial exhaustion of the associated EWSR in QFAM and (P)GCM calculations,
which is reported in Sec. 10.6.1. This effect is associated to the exploration of the sole K = 0 component
of the quadrupole resonance: the ground state of 28Si being strongly oblate, quadrupolar vibrations are
expected to be more prominent perpendicularly to the symmetry axis. Such kind of quadrupolar vibrations
would demand the inclusion of K , 0 components, requiring triaxiality to be considered.

The prolate-shape isomer is hereby addressed, starting from the monopole response (upper panels of
Fig. 9.9). QFAM and (P)GCM calculations agree in the identifications of three main regions of interest.
The first one at ∼13 MeV is unambiguously identified by both QFAM and (P)GCM as the manifestation
of the GMR-GQR coupling, as already discussed in Sec. 7.3. The second peak at ∼17 MeV has greater
prominence in non-projected calculations, since both QFAM and GCM associate a relevant strength to such
a state, which is instead diminished in PGCM results. The third peak at ∼22 MeV is associated to the
breathing mode of the prolate isomer, whose collective PGCM wave-function was shown in Fig. 7.3. This
state’s strength is lower in QFAM calculations.

GCM and QFAM quadrupole spectra display a very similar shape, with GCM being shifted down by
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Figure 9.8: Monopole (top) and quadrupole (bottom) response in 28Si for QFAM calculations compared to
PGCM (left) and GCM (right) calculations.

roughly 1-2 MeV. This effect is assumed to be produced by anharmonicities based on data from Tab. 9.6.
However, projection largely reduces the strength associated to the GQR in GCM calculations, such that a
similar effect shall be expected in projected-QRPA calculations.

9.7 Conclusions

QFAM calculations were compared to (P)GCM results. In all the observed cases the various strengths were
in qualitative agreement. However, in some cases, anharmonic effects have a significant impact in the energy
positioning of the resonances. Such an effect is detectable by comparing QFAM and GCM calculations.

Anharmonic effects are shown in Sec. 9.2 to be magnified when different generator coordinates are
considered separately. Coupling between different modes, which is properly described both in (P)GCM and
QRPA, strongly reduces the impact of anharmonic corrections. Indeed, (P)GCM and QFAM results differ
the most in 16O, where the GMR-GQR coupling does not appear due to the spherical shape of the nuclear
ground state, such that anharmonic effects in the uncoupled breathing mode can manifest to the greatest
extent. Further formal investigations are in order for a more quantitative description of the competing
effects of anharmonicities and coupling between different modes.

Projection also has, in some cases, non-trivial consequences on both the monopole and quadrupole
responses (this is the case, for instance, of 24Mg). Such consequences are appreciated by comparing GCM
calculations with their angular-momentum-projected counterpart. Similar effects are likely to manifest
in PQRPA as well, which represents a stimulus in implementing a full-fledged projected version of this
formalism.
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Multipole responses moments are numerically evaluated in this chapter, following their theoretical intro-
duction in Chap. 4. While moments are used in Chap. 6 to provide a global characterisation of strength
functions, the present chapter focuses on theoretical and technical concerns.

In Chap. 4 two possibilities to compute the moments mk of the strength distributions were discussed
and formally defined, namely Eqs. (4.27) and (4.46). Equation (4.27) relies on the explicit knowledge of
all excited states of the system, whereas Eq. (4.46) defines a moment operator whose average computed in
the ground state delivers, in principle, the same information. Numerical results are provided in Sec. 10.1
for both techniques for different GCM and PGCM calculations, so to test the assumption underlying the
identity resolution in Eq. (4.35).

The effects of different types of correlations are also addressed. Specifically, the effects of projection
are discussed in Sec. 10.2 comparing GCM and PGCM results, while anharmonic effects are discussed in
Sec. 10.3 by comparing QFAM to GCM.

Moments operators engender a numerical complexity linked to their intrinsic many-body nature, such
that only the zeroth moment m0 and the first moment m1 were actually implemented in an exact fashion.
Approximations for higher moments proposed in Sec. 4.4 are tested numerically in Sec. 10.4.
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16O 24Mg 46Ti 28Si 28Si iso
Sum GS Sum GS Sum GS Sum GS Sum GS

m0 [fm4MeV−1] 369 284 955 1314 2226 2366 1154 1670 1299 1328
m1 [fm4] 7940 8611 16676 17850 43185 46776 21046 22384 22104 23625

Table 10.1: Monopole moments computed using the excited-state- and the ground-state-based approaches
for GCM calculations.

16O 24Mg 46Ti 28Si 28Si iso
Sum GS Sum GS Sum GS Sum GS Sum GS

m0 [fm4MeV−1] 377 378 969 1025 2264 2383 1165 1022 1355 1406
m1 [fm4] 8386 8617 17178 17978 44392 47046 21490 22526 22846 24016

Table 10.2: Monopole moments computed using the excited-state- and the ground-state-based approaches
for PGCM calculations.

The Energy Weighted Sum Rule and the relative exhaustion by QFAM and (P)GCM calculations is
addressed in Secs. 10.5 and 10.6 in order to quantify the non-locality of the chiral Hamiltonian at use in the
present work.

PGCM calculations employed in the present chapter were discussed in details in Sec. 7.1 for 16O, Sec. 7.4
for 24Mg, Sec. 7.3 for 28Si (ground state and prolate-shape isomer) and Sec. 7.2 for 46Ti. GCM calculations
are taken from Chap. 8, whereas QFAM calculations were presented in Chap. 9.

10.1 Comparison of the two calculation methods

The two approaches for the evaluation of spectral moments are here compared for GCM and PGCM
calculations. The equivalence of the two techniques relies on the completeness assumption from Eq. (4.35),
which allows for the use of the identity resolution. Such completeness may not be justified a priori for
(P)GCM calculations that do not provide exact and complete solutions of the A-body Schrödinger equation.
A formal proof for GCM calculations employing Slater determinants built from harmonic oscillator wave-
functions was provided in Appendix C of Ref. [85]. A direct extension of this proof to GCM states based
on HFB vacua with non-local momentum-dependent interactions is not immediate and is left to future
developments.

Since an exact implementation of moment operators has been realised for m0 and m1, only these two
quantities are compared. The effect of approximations on higher moments excessively deteriorates the
quality of the obtained information, as will be shown in Sec. 10.4, so that their comparison in this context
is not relevant.

Here and in the remaining of this chapter the label Sum refers to the excited-state-based evaluation
of moments from Eq. (4.27), whereas the label GS refers to the ground-state formulation from Eq. (4.46).
Results for monopole and quadrupole responses are separately addressed in the following.

10.1.1 Monopole

GCM results are first addressed in Tab. 10.1. As will become clearer in the following, m0 is strongly affected
by the method of choice, with numerical differences of 45% in 28Si representing the most extreme variation.
Differently, m1 is relatively stable, displaying variations always smaller than ∼8%.

The same quantities are presented in Tab. 10.2 for PGCM calculations. Compared to GCM results,
m0 values obtained via the two different evaluation methods are closer in PGCM, with variations smaller
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Figure 10.1: Difference between the GS- and the excited-state-based monopole m1 values as a function of A
in (P)GCM calculations. The factor 1/A is included to remove trivial A dependencies (see Eq. (10.1a)).

than 12% (28Si) and typically assessing around 5% (or less). Given the aforementioned high sensitivity of
m0 to the ground-state convergence, the compatibility between the two evaluation methods is a signal of
numerical convergence (as far as the many-body method itself is concerned). This improvement is attributed
to the benefits of the symmetry restoration: symmetry contaminants originally present in the GCM ground
state are removed by the angular momentum projection, such that the use of the completeness relation
in Eq. (4.35) is better realised for PGCM calculations, i.e. the projection on J = 0 explicitly restrains to
a Hilbert subspace which is essentially closed with respect to the r2 operator. This further corroborates
the correctness of PGCM results in the monopole channel discussed in Chap. 7. Moreover, the same
improvement is observed for m1: the difference between the two evaluation methods is reduced for all
presented results, with an average variation of 5%. Overall, a good agreement between the two methods is
observed in the monopole channel for GCM and PGCM calculations.

Eventually, the numerical difference between the two evaluation methods for m1 is plotted in Fig. 10.1 as
a function of the mass number A for both GCM and PGCM calculations. In both cases a correlation with
A is observed, pointing at the fact that the completeness assumption in Eq. (4.35) is less verified in heavier
systems or, in other words, the hypotheses in Appendix C of Ref. [85] are not satisfied to a larger extent.

10.1.2 Quadrupole

Results obtained from the two evaluation methods are now discussed for the quadrupole response. Results
from GCM calculations are listed in Tab. 10.3. The difference with the monopole moments is clear: the
sensitivity of m0 to the method of choice manifests here to a greater extent. With the exception of the
prolate-shape isomer of 28Si, all calculations are far from being consistent for the quadrupole strength, with
variations spanning from 20% to 550%. Significant differences between the two evaluation methods are also
visible for m1, where variations from 10% to 58% are observed, except for 16O, where a 1% difference is
found.

PGCM moments are reported in Tab. 10.4 for 46Ti. The two evaluation methods are now more consistent
as far as m1 is concerned. However, m0 results differ by roughly 36% if the GS-based value is taken as a
reference.
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16O 24Mg 46Ti 28Si 28Si iso
Sum GS Sum GS Sum GS Sum GS Sum GS

m0 [fm4MeV−1] 72 467 264 455 552 664 150 257 387 391
m1 [fm4] 1709 1721 4194 4622 6801 10750 2748 3425 5377 6185

Table 10.3: Quadrupole moments computed using the excited-state- and the ground-state-based approaches
for GCM calculations.

46Ti
Sum GS

m0 [fm4MeV−1] 511 799
m1 [fm4] 10002 10110

Table 10.4: Quadrupole moments computed using the excited-state- and the ground-state-based approaches
for PGCM calculations.

10.2 Effects of the angular momentum projection

The explicit effect of AMP on the moments evaluation is hereby analysed by comparing results from
GCM and PGCM calculations. The sum and GS approaches are analysed independently. Monopole and
quadrupole responses are presented separately in the following sections.

10.2.1 Monopole

Monopole moments for GCM and PGCM calculations are compared in Tabs. 10.5 and 10.6 for the excited-
state-based approach. A global trend is observed for all computed quantities, for which PGCM values are
systematically larger than GCM ones. Higher moments (k > 1) are naturally more prone to the variations
already observed for m1, since they are more sensitive to higher-energy states differences.

The effects on the GS-based formulation turn out to be quite different, see Tab. 10.7. As previously
noticed, m0 can be very sensitive to the GS wave-function of choice. Differently, m1 is quite insensitive to
the inclusion of the symmetry projection, with variations between the methods always smaller than 1%.

Overall, the projection on good angular momentum does not affect strongly the results in the monopole
channel. As already observed in Chap. 8, where such a comparison was made, the coarse structure of the
monopole response is not affected dramatically by the symmetry restoration.

16O 24Mg 46Ti
GCM PGCM GCM PGCM GCM PGCM

m0 [fm4MeV−1] 369 377 955 969 2226 2264
m1 [fm4] 7940 8386 16676 17178 43185 44392
m2 [fm4MeV] 182667 205277 315053 329629 871376 900105
m3 [fm4MeV2] 4718706 5887075 6661187 7031885 18469397 18976050
m−1 [fm4MeV−2] 17.83 17.90 57.95 58.16 120.75 120.86

Table 10.5: Monopole moments computed using the excited-state-based approach for GCM and PGCM
calculations.
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28Si 28Si iso
GCM PGCM GCM PGCM

m0 [fm4MeV−1] 1154 1165 1299 1355
m1 [fm4] 21046 21490 22104 22846
m2 [fm4MeV] 407130 421980 409871 425302
m3 [fm4MeV2] 8598128 9120720 8449724 8895435
m−1 [fm4MeV−2] 66.37 66.07 82.11 87.33

Table 10.6: Monopole moments computed using the excited-state-based approach for GCM and PGCM
calculations.

16O 24Mg 46Ti 28Si 28Si iso
GCM PGCM GCM PGCM GCM PGCM GCM PGCM GCM PGCM

m0 [fm4MeV−1] 284 378 2366 2383 1670 1022 1328 1406 1314 1025
m1 [fm4] 8611 8617 46776 47046 22384 22526 23625 24016 17850 17978

Table 10.7: Monopole moments computed using the GS-based approach for GCM and PGCM calculations.

10.2.2 Quadrupole

The effect of AMP on the moments of the quadrupole strength is displayed in Tab. 10.8 for the excited-
state-based approach. The difference between GCM and PGCM is significant (up to 400%) for all computed
cases, with 46Ti being a unique exception. More precise statements are prevented by the poor convergence
properties of quadrupole spectra in PGCM, previously ascribed to the insufficient set of collective coordi-
nates employed. Ground-state-based results are also shown in Tab. 10.9 for 46Ti. In this specific case the
effects of projection are not drastic, which parallels the observation of excited-states results for this same
system.

Quadrupole GCM responses are shown in the following section to be consistent with QFAM calculations
modulo the potential presence of anharmonic effects. Thus, the associated quadrupole response can be
considered reliable and the large numerical differences encountered in the quadrupole channel are assumed
to be mostly driven by angular momentum projection.

24Mg 46Ti 28Si 28Si iso
GCM PGCM GCM PGCM GCM PGCM GCM PGCM

m0 [fm4MeV−1] 264 465 552 511 150 51 387 97
m1 [fm4] 4194 9782 6801 10002 2748 1141 5377 1412
m2 [fm4MeV] 72025 236886 103680 329731 57089 31044 81991 22651
m3 [fm4MeV2] 1397322 6540569 2030609 14821641 1375429 1036111 1494175 452028
m−1 [fm4MeV−2] 17.53 25.69 51.95 41.54 9.10 2.63 29.25 7.03

Table 10.8: Quadrupole moments computed using the excited-state-based approach for GCM and PGCM
calculations.
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46Ti
GCM PGCM

m0 [fm4MeV−1] 664 799
m1 [fm4] 10750 10110

Table 10.9: Quadrupole moments computed using the GS-based approach for GCM and PGCM calculations.

16O 24Mg 46Ti
QFAM GCM QFAM GCM QFAM GCM

m0 [fm4MeV−1] 374 369 946 955 2302 2226
m1 [fm4] 8356 7940 17478 16676 46387 43185
m2 [fm4MeV] 198143 182667 352512 315053 970709 871376
m3 [fm4MeV2] 5038020 4718706 7848770 6661187 21106400 18469397

Table 10.10: Monopole moments computed using the excited-state-based approach for GCM calculations
compared to QFAM moments.

10.3 Comparison to QFAM results

Moments originating from QFAM calculations presented in Chap. 9 are now compared to GCM ones. This
comparison not only allows one to gauge the performance of two different methods, but also can provide
a useful insight on the role of correlations. In Sec. 10.2 the impact of AMP was addressed. Here the
comparison of GCM to QFAM allows one to make a statement about beyond-mean-field and beyond-QRPA
correlations, without any interference with the effects of AMP.

QFAM moments have been computed following the prescription from Ref. [180]. In the following,
excited- and ground-state-based evaluation of moments for GCM are independently compared to QFAM
results.

It is recalled in App. H.1 that odd QRPA moments can be evaluated using Eq. (H.8). This is strictly
equivalent to the evaluation of Eq. 4.46 based on the HFB ground state [151, 181]. Any beyond-mean-field
correction is effectively absent from the evaluation of odd-k moments in QRPA. In this respect, GS-based
results from (P)GCM calculations are, by definition, superior to QRPA ones, given that the (P)GCM ground
state includes more correlations that an individual HFB state, even for a limited number of generator
coordinates.

10.3.1 Monopole

A comparison between QFAM and GCM excited-state-based moments for the monopole response is per-
formed in Tabs. 10.10 and 10.11. An excellent agreement is observed for all presented cases. Given the
approximations at the heart of QRPA, larger differences are expected for systems further away from the
harmonic hypothesis. One would thus expect the agreement between QFAM and GCM to be driven by the
harmonicity degree of the considered system. Larger systems are supposed to better fulfil the harmonic hy-
pothesis due to less pronounced violations of the Pauli principle in QRPA [89], which was indeed observed
in Sec. 9.2.

The difference between the QFAM and the excited-state-based GCM m1 values is plotted as a function
of A in Fig. 10.2 (left). The difference is found to be proportional to A. This observation contradicts the
assumption that the harmonic hypothesis is better fulfilled by larger nuclei. Ground-state-based moments
are, hence, compared to QFAM calculations in Tabs. 10.12. Concerning m1, a good agreement is observed
between QFAM and GCM monopole moments. The anomalous behaviour reported in Fig. 10.2 (left) for the
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28Si 28Si iso
QFAM GCM QFAM GCM

m0 [fm4MeV−1] 1170 1154 1267 1299
m1 [fm4] 22080 21046 23075 22104
m2 [fm4MeV] 444208 407130 456313 409871
m3 [fm4MeV2] 9651280 8598128 9889420 8449724

Table 10.11: Monopole moments computed using the excited-state-based approach for GCM calculations
compared to QFAM moments.
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Figure 10.2: Difference between the QFAM and (left) the excited-state-based (right) the GS-based GCM
monopole m1 values as a function of A. The factor 1/A is included to remove trivial A dependencies (see
Eq. (10.1a)).

16O 24Mg 46Ti 28Si 28Si iso
QFAM GCM QFAM GCM QFAM GCM QFAM GCM QFAM GCM

m0 [fm4MeV−1] 374 284 946 1314 2302 2366 1170 1670 1267 1328
m1 [fm4] 8356 8611 17478 17850 46387 46776 22080 22384 23075 23625

Table 10.12: Monopole moments computed using the GS-based approach for GCM calculations compared
to QFAM moments.
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Figure 10.3: Difference between the QFAM and the gound-state-based GCM monopole m1 values as a
function of the cubic coefficients a3/A (see Sec. 9.2). The factor 1/A is included to remove trivial A
dependencies (see Eq. (10.1a)).

16O 24Mg 46Ti
QFAM GCM QFAM GCM QFAM GCM

m0 [fm4MeV−1] 72 72 264 264 660 552
m1 [fm4] 1712 1709 4571 4194 10736 6801
m2 [fm4MeV] 41877 41832 84212 72025 195735 103680
m3 [fm4MeV2] 1050870 1074434 1655270 1397322 3788380 2030609

Table 10.13: Quadrupole moments computed using the excited-state-based approach for GCM calculations
compared to QFAM moments.

excited-state-based m1 is not found in this case. The difference between the QFAM and the GS-based GCM
m1 values is indeed plotted as a function of A in Fig. 10.2 (right). Coherently with the better fulfilment
of the harmonic hypothesis in heavier systems, a negative correlation with A is found, contrarily to the
excited-state-based method. Supported by the observed trend in Fig. 10.1 concerning the violation of the
completeness relation in Eq. (4.35), thus, the GS-based method is found to provide more reliable information
on the m1 moments in (P)GCM calculations.

As expected, the difference between QFAM and GCM is now proved to be driven by anharmonic effects,
as shown in Fig. 10.3, where the difference between QFAM and ground-state-based GCM m1 moments is
plotted as a function of the cubic coefficients a3 extracted in Sec. 9.2. Larger values of a3 are associated
to larger differences between GCM and QFAM, which hints at the presence of anharmonic effects not
accounted for in QFAM.

10.3.2 Quadrupole

The same comparison is now performed in the quadrupole channel. The excited-state-based evaluation of
moment is first addressed. Numerical values in GCM and QFAM are compared in Tabs. 10.13 and 10.14. In
general GCM predictions are conform to QFAM, with quantitative differences that do not compromise the
qualitative similarities. In analogy to the monopole case the difference between QFAM and excited-state-
based GCM moments correlates to the mass number, implying worse fulfilment of the completeness relation
in Eq. (4.35) for heavier systems.
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28Si 28Si iso
QFAM GCM QFAM GCM

m0 [fm4MeV−1] 162 150 380 387
m1 [fm4] 3393 2748 6074 5377
m2 [fm4MeV] 78754 57089 103751 81991
m3 [fm4MeV2] 1984110 1375429 1919930 1494175

Table 10.14: Quadrupole moments computed using the excited-state-based approach for GCM calculations
compared to QFAM moments.

16O 24Mg 46Ti 28Si 28Si iso
QFAM GCM QFAM GCM QFAM GCM QFAM GCM QFAM GCM

m0 [fm4MeV−1] 72 467 264 455 660 664 162 257 380 391
m1 [fm4] 1712 1721 4571 4622 10736 10750 3393 3425 6074 6185

Table 10.15: Quadrupole moments computed using the GS-based approach for GCM calculations compared
to QFAM moments.

The comparison of the GCM GS-based moments with QFAM results is displayed in Tab. 10.15. A
quantitative agreement is observed for m1 in all studied cases, with differences always smaller than ∼1%.
Results are more scattered for m0, given the high sensibility of this physical quantity.

10.4 Approximations on commutators

Moments operators, introduced in Chap. 4, are many-body operators whose rank increases with the mo-
ment’s degree. Considering a two-body Hamiltonian, only m0 and m1 deliver two-body operators, knowing
that this is the maximum rank that can be easily handled in the current PGCM code. In Sec. 4.4 different
approximations were proposed to overcome such a limitation for higher moments. In particular, Eqs. (4.87)
provide three approximate expressions for the commutator C1 (see Eq.(4.40)).

The performance of such approximations is tested for monopole operators in PGCM calculations using
m1, for which exact calculations are available as a benchmark. Results are reported in Tab. 10.16. Going
from (a) to (c) in Eqs. (4.87), approximations are expected to proceed from a lower to a higher degree of
accuracy. The observed trend is actually opposite in numerical applications. Approximation (a) deviates by
∼10% from the exact value in all observed cases. The deviation is about 33% for approximation (b), whereas
approximation (c) out-predicts the exact value by a factor 4-5. This results disqualify approximations (b)
and (c) for concrete applications.

Approximation (a) is then tested for m2 and m3 moments. Results are listed in Tab. 10.17. The relative

Exact (a) (b) (c) Err % (a) Err % (b) Err % (c)
24Mg 17978 16263 23851 92484 9.5 32.7 414.4
28Si 22526 20379 30074 124854 9.5 33.5 454.3
28Si iso 24016 21496 32191 142629 10.5 34.0 493.9

Table 10.16: Monopole m1 computed using the GS-based approach in PGCM calculations. Approximations
from Eqs. (4.87) are compared to the exact value, relative errors with respect to exact value are also reported.
Absolute quantities are in units of fm4.
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24Mg 28Si 28Si iso
Sum (a) Err % Sum (a) Err % Sum (a) Err %

m1 [fm4] 17178 16263 5.3 21490 20379 5.2 22846 21496 5.9
m2 [fm4MeV] 329629 293642 10.9 421980 371820 11.9 425302 382864 10.0
m3 [fm4MeV2] 7031885 23573901 235.2 9120720 30439415 233.7 8895435 31148633 250.2

Table 10.17: Monopole moments computed using the GS-based approach in PGCM calculations using
approximation (a) from Eqs. (4.87). Excited-state-based values are used as a reference.

EWSR QFAM GCM PGCM Exp
16O 8832 8841 8852 9623
24Mg 17880 17990 18047 18600
28Si 22422 22448 22546 22648
28Si iso 23306 23474 23771
46Ti 46046 46053 46293 49607

Table 10.18: Isoscalar monopole EWSR from Eq. (10.1a) for different nuclei under different approximations
compared to experimental results. Experimental values for radii have been taken from [183]. All results are
expressed in fm4 units.

error rapidly increases with the order of the computed moment. A clear trend in the error propagation is
difficult to establish due to the fact that excited-state-based moments are used as benchmarks. Eventually,
this behaviour is not dissimilar from recent observations of spurious isospin-symmetry-breaking effects in
the IMSRG [182], where an exponential error on the similarity-transformed Hamiltonian is introduced by
the normal-ordered two-body approximation when evaluating nested commutators.

Eventually, none of the proposed approximations can be considered reliable to evaluate GS-based mo-
ments beyond m0 and m1.

10.5 Energy Weighted Sum Rule

The Energy Weighted Sum Rule (EWSR) is a standard quantity in GRs studies and provides a good indicator
of the degree of collectivity of nuclear excitations. It relies on the evaluation of m1 from Eq. (4.46), i.e. based
on the GS approach, with the assumption of a momentum-independent local Hamiltonian [141, 64], leading
to the analytical results

EWSR(E0) =
2ℏ2A⟨r2⟩gs

m
(10.1a)

EWSR(E2) =
25ℏ2A⟨r2⟩gs

4πm
(10.1b)

for the isoscalar monopole and quadrupole response, respectively, with m the nucleon mass. EWSRs solely
rely on the knowledge of the ground-state mean-square nuclear charge radius. Different values for the
EWSR are presented in Tabs. 10.18 and 10.19 for monopole and quadrupole calculations respectively. HFB
values for radii are consistently used in QFAM calculations, while (P)GCM radii must be used to evaluate
(P)GCM sum rules. Experimental nuclear radii are taken from [183] to evaluate the experimental EWSR.

As far as monopole EWSRs from Tab. 10.18 are concerned, the numerical dispersion between QFAM,
GCM and PGCM is very small. This is consistent with Eq. 10.1a showing that ⟨r2⟩gs is the sole ingredient to
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QFAM GCM PGCM Exp
16O 8785 8795 8805 9573
24Mg 17785 17895 17951 18502
28Si 22304 22329 22427 22528
28Si iso 23183 23350 23646
46Ti 45803 45809 46048 49345

Table 10.19: Isoscalar quadrupole EWSR from Eq. (10.1b) for different nuclei under different approximations
compared to experimental results. Experimental values for radii have been taken from [183]. All results are
expressed in fm4 units.

the calculation of the EWSR. Generally speaking, nuclear radii are not strongly affected by beyond-mean-
field corrections, such that the HFB value already provides a good approximation of the exact many-body
counterpart [184, 185]. Experimental values are slightly under-predicted, but a slow trend is observed
in all the investigated systems towards experimental results when going from QFAM to GCM and PGCM
calculations. Besides the imperfection of the presently employed nuclear Hamiltonian, further improvements
may be provided by increasing the number of considered generator coordinates or via the addition of
perturbative corrections on top of PGCM [41, 43].

Since the quadrupole EWSR from Eq. (10.1b) is identical to its monopole counterpart up to a multiplica-
tive factor, the same remarks also apply for the quadrupolar response. The relative numerical values are
provided in Tab. 10.19.

10.6 EWSR exhaustion and Hamiltonian momentum independence

Since the EWSRs from Eqs. (10.1a) and (10.1b) are derived under the assumption of a local momentum-
independent interaction, it is of interest to analyse to which extent such rules are exhausted by different
ab initio methods, making use of a chiral Hamiltonian neither local nor momentum independent. In the
following sections the isoscalar monopole and quadrupole EWSRs are addressed separately. Data are
expressed as percentage of exhaustion of the EWSR relative to the corresponding theoretical quantities
evaluated in Sec. 10.5.

Since the EWSRs derivation also assumes the resolution of identity in Eq. (4.35), only GS-based results
are employed. In this way the completeness relation is assumed to be verified and only the Hamiltonian
momentum independence hypothesis is probed. If the latter were satisfied, a 100 % exhaustion would be
observed, independently on the method at use. Departures from the total exhaustion represent, thus, a
quantitative measure of the momentum dependence of the employed chiral Hamiltonian.

10.6.1 Monopole

The EWSR exhaustion in the monopole channel is summarised in Tab. 10.20 for previously discussed
(P)GCM and QFAM calculations. No significant difference is observed between GCM and PGCM calcu-
lations, with variations smaller than 0.4% for all studied cases. In general, a good agreement with the
monopole EWSR is observed both for GCM and PGCM calculations; small deviations from the EWSR are
a signal that the hypothesis of momentum independence on nuclear interaction made to obtain Eq. (10.1a)
is (more or less strongly) violated.

GCM moments can also be compared to QFAM calculations. The accordance with the EWSR is sys-
tematically improved by GCM for all the observed cases except 46Ti (which represents the most harmonic
among the analysed nuclei, see Sec. 9.2). The interaction at use being the same for both QFAM and GCM
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% of EWSR 16O 24Mg 46Ti 28Si 28Si iso

QFAM 94.6 97.8 100.7 98.5 99.0
GCM 97.4 99.2 101.6 99.7 100.6
PGCM 97.3 99.6 101.6 99.9 101.0

Table 10.20: Percentage of exhaustion of the EWSR for monopole m1 from (P)GCM and QFAM calculations.
Both the excited-state- and the ground-state-based approaches are displayed for (P)GCM. QFAM moments
are evaluated following the prescription from Ref. [180].

% of EWSR 16O 24Mg 46Ti 28Si 28Si iso

QFAM 19.5 25.7 23.4 15.2 26.2
GCM 19.6 25.8 23.5 15.3 26.5
PGCM 22.0

Table 10.21: Percentage of exhaustion of the EWSR for quadrupole m1 from (P)GCM and QFAM calculations.
Both the excited-state- and the ground-state-based approaches are displayed for (P)GCM. QFAM moments
are evaluated following the prescription from Ref. [180].

calculations, the locality and momentum-independent hypotheses violation could be expected to be similar.
The effect can be better isolated by assuming that the Hamiltonian is decomposed into a momentum-

independent and a momentum-dependent component according to

H ≡H
�k

+ δHk . (10.2)

The m1 moment, consequently, splits into two different terms, reading, in the monopole case

m1 =
1
2
⟨Ψ0|[r2, [H,r2]]|Ψ0⟩

=
1
2
⟨Ψ0|[r2, [H

�k
, r2]]|Ψ0⟩+

1
2
⟨Ψ0|[r2, [δHk , r

2]]|Ψ0⟩

= EWSR(E0) +
1
2
⟨Ψ0|[r2, [δHk , r

2]]|Ψ0⟩

≡ EWSR(E0) + δmk . (10.3)

Equation (10.3) isolates the component responsible for the deviations from the EWSR. The dimensionless
quantity

εk ≡
m1

EWSR(E0)
− 1 (10.4)

is then introduced in order to quantify the momentum-dependence effect. Numerical values are plotted
in Figs. 10.4. Globally one observes that εk increases with the mass number and going from QFAM to
(P)GCM, suggesting that the exact wave-function should present a non-vanishing expectation value. It is
observed that the difference between QFAM and (P)GCM values is larger in lighter systems, in agreement
with the harmonic hypothesis being better satisfied in heavy systems. However, the degree of momentum
dependence also depends on the considered nucleus.

Overall, none of the employed methods manifests strong violations of the monopole EWSR with the
specific interaction at use [6]. Eventually, a pictorial view summarising data from Tab. 10.20 is given in
Fig. 10.5.
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Figure 10.4: Percent variation from the momentum-independence hypothesis within different methods.
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Figure 10.5: Percentage of exhausted EWSR in the monopole channel for different nuclei and methods.
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10.6.2 Quadrupole

Data relative to the quadrupole EWSR are reported in Tab. 10.21. Percentages are far from being close to
100%, generally oscillating around 20% instead. This is due to the axial symmetry of the HFB states at
use. Because of such a limitation only the K = 0 component of the quadrupole response can be computed.
The K = ±1,±2 channels not considered here also contribute to exhaust the total EWSR. For spherical
systems the strength is equally distributed among the five different K channels, such that for a momentum-
independent interaction the limit of 20% is expected for each K channel.

It is difficult, thus, to make any quantitative statement without the computation of K , 0 channels,
which would demand triaxial calculations to be performed. However, some comments are in order. One
however observes a good agreement with the 20% limit in 16O, a spherical system, both for QFAM and
GCM calculations. This testifies a weak violation of the quadrupole EWSR as in the monopole case. Prolate
systems exceed the 20% limit by an amount proportional to the quadrupole deformation parameter β2 (46Ti
being less deformed than 24Mg, being in turn less deformed than the prolate isomer of 28Si, see Tab. 9.1
for numerical values), whereas oblate systems (28Si) underpredict the limit value. This is in line with the
systematic trend observed in Ref. [78] for time-dependent HF+BCS EDF calculations.

In summary, QFAM and GCM calculations present similar levels of exhaustion of the quadrupole EWSR,
whereas no precise statement can be made about PGCM results. An illustrated synthesis is also available in
Fig. 10.6.

10.7 Summary

The main findings of this chapter are here itemised for clarity:

• In its operatorial implementation m0 is sensitive to ground-state wave-function numerical conver-
gence, whereas m1 is more stable and has better convergence properties.

• In all considered inquiries (P)GCM calculations in the plane (β2, r) confirmed their solid ground and
self-coherence, proving a suitable tool to address monopole resonances.

• A qualitative agreement between (P)GCM results and QFAM is observed, with quantitative differences
linked to anharmonic and symmetry-restoring effects.

• The momentum-dependent content of the chiral Hamiltonian manifests to different extents in the
EWSR according to the employed many-body method. It is also observed that the departure from the
momentum-independence hypothesis depends on the nucleus under exam, with m1 increasing with
the mass of the system.

• The EWSR is not a sensitive quantity when aiming at the characterisation of different many-body
techniques, given their trivial dependence on nuclear radii, which are not greatly affected by the
many-body method at use themselves.
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Figure 10.6: Percentage of exhausted EWSR in the quadrupole channel for different nuclei and methods.
The 20% limit is also shown for reference.
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Multi-phonon states
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In the previous chapters giant monopole resonances were addressed via the PGCM. The K = 0 component
of quadrupolar resonances was also discussed. Giant resonances, in general, are understood as the first
oscillator quantum of collective vibrations. Higher quanta are also expected in this vibrational picture,
which are known in literature as multi-phonon states. Two-phonon states, for instance, can be portrayed as
a giant resonance built on top of the normal giant resonance instead of on top of the nuclear ground state.

The experimental and theoretical investigation of multi-phonon states knew a discrete success in past
years, especially regarding dipole and quadrupole resonances, see Refs. [186, 187] for a summary on this
topic. Recent theoretical results [79] based on realistic multi-configuration time-dependent calculations
suggest a good agreement with experimental data for two- and three-phonon quadrupole resonances in
40Ca [188, 189].

Theoretical calculations of multi-phonon states are challenging when employing standard techniques
for giant resonances investigations. Indeed, (Q)RPA describes, by definition, resonant states in terms of
one-boson excitations. More sophisticated theories are, thus, necessary in order to attack the multi-phonon
problem, such as boson expansions [89], beyond-(Q)RPA [73] or multi-reference theories. In this context,
PGCM naturally offers a tool to investigate multi-phonon states.

11.1 One-dimensional study case in 46Ti

A first study of multi-phonon states is now proposed on one-dimensional calculations described in Sec. 6.6.1.
The one-dimensional case offers simplifications allowing for a gradual and controlled investigation, namely

i) It represents a textbook study case of multi-phonon states allowing one to grasp the main physical
features associated with it and to compare it to simpler models. It offers the possibility to check global
trends and certify the trustfulness and meaningfulness of the calculations.

191
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Figure 11.1: Monopole (top) and quadrupole (bottom) response in 46Ti for one-dimensional PGCM calcula-
tions from Sec. 6.6.1 plotted in logarithmic scale.

ii) A proper convergence study of high-lying multi-phonon states can be readily provided.

In this section both monopole and quadrupole multi-phonon states for the one-dimensional case are inves-
tigated in two separate subsections. A simple explanation of observed trends is also provided, re-enforcing
the robustness of the observations.

11.1.1 Monopole resonances

Monopole and quadrupole responses obtained from the one-dimensional calculations were described in
Sec. 6.6.1 using a set of HFB solutions constrained on different values of the rms radius. The parameter
β2 was left free to vary throughout the minimisation of the HFB energy and came out linearly correlated
with the rms radius. Overall, as observed, for instance, in Fig. 6.33, both the monopole and the quadrupole
spectra consist of one peak, whose convergence in terms of HFB points had been thoroughly checked.

Higher-energy states were also produced, even if the corresponding transitions to the ground state were
not strong enough to be visible in linear scale. The monopole and quadrupole responses from Figs. 6.33 are
presented in Fig. 11.1 in logarithmic scale to appreciate the presence of states other than the giant resonance.
These regularly spaced high-lying states are identified as multi-phonon states built on top of the main giant
resonance.

These results can be usefully compared to a naive one-dimensional quantum harmonic oscillator model,
which is discussed, together with perturbative corrections to it, in App. K. Effects associated with AMP,
however, are not considered in the harmonic model. In the pure harmonic model, excited states are equally
spaced and transitions are non-vanishing only between neighbouring states.

The PGCM energy spectrum of 0+ states is compared to the harmonic limit obtained in App. K.1
in Fig. 11.2. Cubic and quartic corrections up to second order in perturbation theory (see App. K.2) are
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Figure 11.2: Energy spectrum of 0+ states from a one-dimensional PGCM calculation along the radial
coordinate in 46Ti. Results are compared to the harmonic oscillator limit and to its perturbatively-corrected
version.

shown for comparison. The inclusion of perturbative corrections improves the overall agreement between
the PGCM spectrum and the pure harmonic oscillator model, illustrating how anharmonicities slightly
compress the harmonic spectrum.

Monopole transition probabilities between 0+ states are shown in Fig. 11.3. All possible transitions are
displayed, with the exception of transitions between the same state, which amounts to evaluating radii of
excited states. Interestingly, only the transitions between neighbouring phonons are strong enough to be
visible in Fig. 11.3. The transition between the giant resonance and the next state appears almost exactly
at twice the GR’s energy, which is highlighted by the presence of the straight lines ωy(x) = 2ωx(y). Also,
the transitions between neighbouring phonons are extremely close to the anti-diagonal straight lines. They
would lie exactly on such lines in the pure harmonic limit.

In Fig. 11.3 the magnitude of the transitions between neighbouring states happens to increase linearly
with the degree of the considered phonons. This pattern is highlighted in Fig. 11.4 (left), where the tran-
sition probability between neighbouring phonons is displayed as a function of the phonon’s number. The
linear trend is confirmed, in agreement with the pure quantum harmonic oscillator model, see Eq. (K.7).
Anharmonic effects on transition probabilities are thus not significant, even though the very presence of
non-vanishing transition probabilities between multi-phonon states and the ground state is a finger print of
such anharmonic effects.

The comparison to the quantum harmonic oscillator is extremely useful, and can be pushed further
for the benefit of the interpretation of these results. One-dimensional PGCM collective wave-functions
are displayed in Fig. 11.4 (right) for the ground state, the giant resonance and the two-phonon state. The
resemblance to the eigen-functions of the quantum harmonic oscillator is clear, establishing the second
excited state as a phonon built on top of the giant resonance.

11.1.2 Quadrupole resonances

The same analysis is now proposed for quadrupole excitations. Compared to the monopole case, where
only 0+ → 0+ transitions were involved, the landscape is complicated by the possibility for quadrupole
transitions to connect states of different angular momentum. While the GQR links the 0+ ground state to
an excited 2+ state, a subsequent phonon may link such a 2+ state to a 0+, 2+ or 4+ state, and so on for
higher phonons. This is schematised in Fig. 11.5 for the one-dimensional PGCM results. More generally, for
Ji being the angular momentum of the initial state and λ the multipolarity of the transition, all the angular
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Jπ = 0+,2+,4+ states, see Eq. (11.1). Energies are in MeV and transition probabilities in fm4MeV−1.

momenta
Jf ∈ {|Ji −λ|, |Ji −λ|+ 1, . . . , Ji +λ− 1, Ji +λ} (11.1)

are accessible via such a transition.
Transitions from 2+ states to 0+, 2+ and 4+ states are represented in Figs. 11.6, 11.7 and 11.8 respectively,

leading to the following comments

a) The two halves of the energy-energy planes are asymmetric as far as transition probabilities are
concerned. Indeed, since amplitudes are associated with upwards transitions (excitations) from lower
to higher energies, the angular momenta of the initial and final states are inverted once the diagonal
ωy = ωx is overcome. Thus, the implicit multiplicities in the definitions of the transition probabilities
must change accordingly, following the relation

B(Eλ,f → i) =
2Ji + 1
2Jf + 1

B(Eλ, i→ f ) . (11.2)

b) The dots corresponding to transition probabilities to 0+ and 4+ are slightly misaligned with respect
to the quadrupole response of the ground state. This effect is due to the fact that the energies of the
2+ states in the ground-state response and the energies of the 0+ and 4+ states involved in the graph
are not perfectly degenerate, as visible in Fig. 11.5.

c) The transitions testify the presence of multi-phonon states for all relevant Jπ states and the linear
trend of the transition probabilities with respect to the phonon number is also reproduced.

Eventually, the prediction of quasi-harmonic multi-phonon states from the one dimensional PGCM calcula-
tion is clear for both monopole and quadrupole channels.

11.1.3 Convergence of multi-phonon states

Since multi-phonon states lie at high energies, their convergence is a primary concern in the present
investigation. To this purpose, let us recall the tests from Sec. 6.6.1. These calculations explore the numerical
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Figure 11.8: Same as Fig. 11.6 for quadrupole transitions from 2+ to 4+ states.

stability of PGCM solutions with respect to the energy window of the HFB states included in the PGCM
ansatz. It was shown in Sec. 6.6.1 that the giant resonance, in the one-dimensional case, is fully stable in
this respect. To investigate higher excited states the quantity

∆nω ≡
ωn −nω1

n
, (11.3)

ω1 being the energy of the giant resonance (first excited state) and ωn the energy of the n-th phonon,
is shown in Fig. 11.9. This quantity allows to check simultaneously the numerical convergence and the
anhamornicity (the latter manifesting as a departure from zero) of the excited energies.

Values of ∆nω are negative both in the 0+ and 2+ channels, indicating spectra that are more compressed
than in the pure harmonic limit, as already illustrated in Fig. 11.2. However, such a compression is mild,
i.e. of the order of 0.5 MeV per phonon, to be compared to a phonon energy of ∼20 MeV, so that in the
one-dimensional case the harmonic limit provides a good description of multi-phonon states.

A similar analysis is carried out for transition probabilities between neighbouring phonons. Figure 11.10
displays the quantity

∆nB(Eλ) ≡ B(Eλ,n− 1→ n)−nB(Eλ,0→ 1)
n

(11.4)

for multi-phonon states built on both the GMR and the GQR. The factor 1/n is included to remove the
trivial dependence on n previously pointed out and formalised in Eq. (K.7). This quantity provides access
both to numerical instabilities and departures from the harmonic limit. As for the energy eigen-values,
results from Fig. 11.10 both confirm a close relation to the harmonic limit (order of 1% difference per phonon)
and a sound numerical convergence of high-lying multi-phonon states.

These results are particularly interesting as they indicate that PGCM states located 60-80 MeV above
the ground state are well converged when including points in the total HFB energy surface lying only within
a 20 MeV window above the minimum.
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11.1.4 Remarks

As a summary, four criteria are listed to characterise multi-phonon states in PGCM calculations

1. States shall exist at energies close to integer multiples of the giant-resonance energy,

2. Transition probabilities must be maximised between neighbouring phonons,

3. A linear trend in the transition probability between neighbouring phonons must be observed,

4. Intrinsic PGCM collective wave-functions must validate the multi-phonon character of the excited
states.

If quadrupole states are addressed

5. States associated with all accessible angular momenta must be quasi-degenerate and fulfil the above
conditions.

While these observations concern multi-phonon states built on giant resonances nothing prevents multi-
phonon states to be built on excited states other than the giant resonances [186]. Consequently, fully realistic
calculations may display more involved situations than the one described above for one-dimensional PGCM
calculations. This will be exemplified in the following sections.

11.2 Realistic calculations

In the previous section an extensive study about the appearance of multi-phonon states in a simple one-
dimensional PGCM calculation was presented. Such states naturally emerge from PGCM, such that they
are expected to manifest also in more complex multi-dimensional calculations. In that case, however, one
expects the situation to be possibly less transparent. In this section, results in 46Ti and 28Si, previously
shown in Sects. 7.2 and 7.3 respectively, are further analysed to investigate the possible occurrence of multi-
phonon states. This possibility is scrutinised in the monopole channel for 46Ti and in the quadrupole one
for 28Si.

11.2.1 Multi-phonon monopole states in 46Ti

Results from the two-dimensional PGCM calculation in the (r,β2) plane for 46Ti were extensively discussed
in Chaps. 6 and 7. The energy spectrum gathering the three first 0+ states is displayed in Fig. 11.11, whereas
monopole transition probabilities are shown in Fig. 11.12. The ground-state monopole response is also
plotted in logarithmic scale along the vertical and horizontal axes.

The landscape is necessarily more complex than in the one-dimensional calculation. Indeed, many
strong transitions appear between states that are seemingly not directly connected to the GMR. Candidates
for multi-phonon GMR states are, however, found. In Fig. 11.12 coloured dashed lines highlight the energies
of the GMR and the two- and three-phonon states candidates built on it, appearing close to integer multiples
of the GMR energy. B(E0) strength mildly emerges with respect to the surrounding states. The crossing
of such coloured lines is marked by significant monopole strength, increasing linearly with respect to the
phonon numbers. Numerical values relative to these states are compared in Tab. 11.1 to predictions of the
pure harmonic oscillator model. For both energy and transition probabilities a good agreement is observed.

The intrinsic PGCM collective wave-function of the candidate two-phonon state is compared in Fig. 11.13
to those of the ground-state and of the GMR. The wave-function distribution along the radial coordinate is
qualitatively coherent with a quantum harmonic oscillator picture. Especially, the disposition of nodes and
maxima going from ground- to first- and to second-excited state is respected.
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n ωn [MeV] nω1 [MeV] B(E0)n [fm4MeV−1] nB(E0)1 [fm4MeV−1]
1 20.6 20.6 59.2 59.2
2 41.7 41.2 99.6 118.4
3 58.6 61.8 174.4 177.7

Table 11.1: Energy eigenvalues and transition probabilities for the giant monopole resonance and candidate
two- and three-phonon states in 46Ti obtained via PGCM calculations from Sec. 7.2, compared with integer
multiples of the GMR values expected in the harmonic trend.
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Figure 11.13: Intrinsic collective PGCM wave-functions in the plane (β2, r) for the 0+
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1 GMR (centre) and the candidate two-phonon 0+

2 state (right) in 46Ti.
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Figure 11.14: Spectrum associated with quadrupole vibrations in 28Si. The lowest state is the prolate-
shape isomer. Two successive quadrupole phonons are shown, the second one being made of a triplet of
(quasi-degenerate) Jπ = 0+,2+,4+ states, see Eq. (11.1). Energies are in MeV and transition probabilities in
fm4MeV−1.

Eventually, all the criteria proposed in Sec. 11.1.4 on the basis of a simple one-dimensional description are
satisfied by the multi-phonon candidates in the two-dimensional PGCM calculation. 46Ti is, thus, proposed
as a potential system suitable for the investigation of multi-phonon states built on the GMR.

11.2.2 Multi-phonon quadrupole states in 28Si

In Sec. 7.3, a giant quadrupolar resonance based on the prolate-shape isomer state of 28Si was predicted.
In this section multi-phonon states built on this GQR are investigated. The excitation spectrum associated
with the two first quadrupolar phonons is displayed in Fig. 11.14: the multi-phonon picture is very well
satisfied, which can be also noticed comparing to the ideal one-dimensional case in Fig. 11.5 for 46Ti.

The inter-state B(E2) are shown in Figs. 11.15, 11.16 and 11.17 for transitions from 2+ states to 0+, 2+

and 4+ states respectively. The prolate-shape isomer quadrupole response in logarithmic scale is also
plotted along the vertical and horizontal axes. As for realistic monopole transitions in 46Ti, a large set of
transitions emerges for all three final-state angular momenta due to the large number of accessible states in
the two-dimensional PGCM calculation.

Overall, three well-defined peaks are distinguished in the isomer response. The corresponding energies
are highlighted with coloured dashed lines. Large transition probabilities are located at the crossing of such
lines or in their immediate vicinity (mild shift are produced by the non-exact degeneracy of the correspond-
ing 0+, 2+ and 4+ states). However, B(E2) transition probabilities between neighbouring candidates do not
increase linearly with the phonon number as expected for ideal multi-phonon states.

The intrinsic collective PGCM wave-functions of the prolate isomer, the GQR and the candidate two-
phonon state are compared in Fig. 11.18. Imagining the K = 0 component of the quadrupole resonance to
be associated to vibration along the β2 coordinate, the positioning of maxima and nodes with respect to
such coordinate is close to a quantum-harmonic-oscillator-like trend, which supports the argument for the
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Figure 11.15: Inter-state quadrupole transitions from 2+ to 0+ states for two-dimensional PGCM calculations
in the (r,β2) for 28Si from Sec. 7.3. The prolate-isomer quadrupolar response in logarithmic scale is
displayed on the vertical and horizontal axis for comparison. The size of the dots is proportional to the
magnitude of the transition probability and reinforces the colour-code content. Dashed lines are drawn in
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ωy(x) = 2ωx(y) are also shown. All inter-states transitions are included in the plotted data, excepting those
for which the condition |ωx −ωy | <2 MeV is verified. Only upwards transitions are displayed (excitations).
The two halves of the plane are asymmetric (as far as the transition probabilities magnitude is concerned)
due to the different multiplicities of the initial and final states, see Eq. (11.2).
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Figure 11.16: Same as Fig. 11.15 for 2+ to 2+ quadrupolar transitions.
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Figure 11.18: Intrinsic collective PGCM wave-function in the plane (β2, r) for the 0+ ground state (left), the
2+ GQR (center) and the candidate two-phonon state (right) in 28Si.

presence of multi-phonon GQR states on top of the prolate shape isomer in 28Si.
Eventually, multi-phonon states are predicted, even though their identification with harmonic phonons

is less clear than for multi-phonon states built on top of the GMR in 46Ti due to the absence of a linear
increase of B(E2) transition probabilities in 28Si. It was pointed out in Sec. 9.2 that 28Si deviates more
from a pure harmonic limit than 46Ti based on the evaluation of cubic and quartic perturbative corrections.
Hence, larger deviations from the harmonic trend could indeed be expected regarding multi-phonon states.
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Numerical Results in PAV RPA

Contents
12.1 Benchmark in 4He . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208

12.2 24Mg . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

12.3 Systematic study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

12.3.1 emax convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

12.3.2 E cut convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

12.3.3 Coupling to the rotational state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

12.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

If you try and take a cat apart to see how it
works, the first thing you have on your hands is
a non-working cat.

Douglas Adams

Three levels of rotational symmetry breaking and restoration were systematically introduced in Sec. 5.2,
in order to account for rotation-vibration coupling effects on different levels. A program to develop such
formalisms within GCM and (Q)RPA was proposed in Tab. 5.1. All three levels, i.e. unprojected, PAV
AMP and VAP AMP, are already accessible within GCM, and their differences were discussed in Chap. 8.
In this chapter numerical results relative to the a posteriori angular-momentum projected RPA (PAV RPA)
strengths [147, 145], introduced in Chap. 5 are presented. This parallels PAV GCM results from Chap. 8
within the ab initio framework. An implementation of PAV QRPA in our ab initio QFAM numerical code
being more involved due to the lack of an explicit wave-function representation of the QRPA phonons, PAV
RPA has been implemented in an existing EDF-QRPA framework.

A QRPA code allowing for axially-deformed calculations [70, 154] was used as a base and the SkM*
functional [190] was employed. The implementation was realised without taking into account pairing corre-
lations, such that axially-deformed1 HF solutions were used as reference states. Basic properties of the HF

1The axial quadrupole deformation parameter, defined in this chapter as [191]

β ≡
√

π
5
⟨Q20⟩π + ⟨Q20⟩ν
⟨r2⟩π + ⟨r2⟩ν

(12.1)

, is employed to generate the reference state of the QRPA solution.

207
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EHF [MeV] r [fm] β
4He -26.63 1.984 0.00
20Ne -155.94 2.876 0.35
24Mg -195.65 2.991 0.38
28Si -235.72 3.027 -0.21

Table 12.1: Hartree-Fock ground-state energy EHF, root mean square radius r and axial quadrupole defor-
mation β of the HF vacuum adopted for RPA calculations in this chapter.

vacua obtained for the nuclei of present interest are reported in Tab. 12.1. Unless stated otherwise, calcu-
lations were performed in an emax = 6 model space, with ℏω = 17 MeV. RPA calculations were performed
in the K = 0 channel and a ph excitation energy cut-off Ecut = 100 MeV was applied for all presented
results, unless differently specified. The spectra are convoluted with a Lorentzian function making use of a
smearing parameter Γ = 0.5 MeV for a better readability.

In the forthcoming sections the reduced matrix elements associated with the unperturbed response (Eq.
(5.62))

⟨HF||Qλ||ph⟩ =
+λ∑

µ=−λ

(
J0 λ J
−K0 µ K0 −µ

)
⟨HF|QλµP

J
K0−µ,Kph

c†pch|HF⟩ , (12.2)

are computed to analyse the effects of AMP on RPA strength functions. This corresponds to setting (Xω
ph = 1,

Yω
ph = 0) for the ph excitation of interest while neglecting the others, i.e. it allows to study the unperturbed

one-particle-one-hole response of the nucleus under examination.
In Sec. 12.1 the PAV RPA code is benchmarked on a spherical system to ensure the correctness of

the implementation. In Sec. 12.2 results obtained for the prolate nucleus 24Mg are presented. Systematic
calculations follow in Sec. 12.3 in order to address the numerical stability of the observed results. Eventually
Sec. 12.4 discusses the nature of the vibration-rotation coupling in deformed systems.

12.1 Benchmark in 4He

Because of its closed-shell nature and its simple structure, 4He represents an excellent candidate to test
the projection tool. In particular, the HF ground state is spherical, such that no effect from the AMP is
expected, i.e.

N0 = ⟨HF|P 0
00|HF⟩

∣∣∣4He
= 1 , (12.3)

as is visible from the J-decomposition of the HF ground state in Fig. 12.1 (left). The J-decomposition of the
Kph = 0 ph elementary excitations is displayed in Fig. 12.1 (right). For all ph excitations under study the sum
rule obtained in Eq. (5.73) is satisfied, which constitutes a strong benchmark of the projection. While the
HF ground state can only contain even-J components due to reflection symmetry, ph excitations may carry
odd-J components.

The unperturbed 1p-1h monopole response is analysed with and without AMP in Fig. 12.2 (left). No ap-
preciable difference between the two sets of matrix elements is observed. Eventually, the full RPA monopole
response is plotted in Fig. 12.2 (right) together with its projected version, both in the isoscalar and isovector
channels. The HF ground state carrying a good J = 0 angular momentum and given the monopole nature of
the excitation, the original and projected spectra exactly coincide. The same analysis is carried in Figs. 12.3
for the K = 0 component of the quadrupole response, leading to analogous results.

In Fig. 12.4 the dominant ph components making up the monopole and quadrupole RPA peaks are
characterised. The RPA normalising condition from Eq. (5.64) provides access to the weight of each ph
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isoscalar monopole resonance at ∼ 21.7 MeV in 4He. Right: Dominant (ζωph ∼ 0.20 for protons and
ζωph ∼ 0.20 for neutrons) ph components in the isoscalar quadrupole resonance at ∼ 20.9 MeV in the K = 0
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component in a phonon according to
ζωph ≡ |X

ω
ph|

2 − |Yω
ph|

2 , (12.4)

such that ∑
ph

ζωph = 1 . (12.5)

Essentially, ζωph allows one to identify the dominant ph component for any RPA phonon |ω⟩. Figure 12.4 (left)
characterises the dominant ph component of the ISGMR displayed in Fig. 12.2 (right). The J distribution
of this ph component is mostly located in J = 0,1 channels, with less relevant contributions from higher
J ’s. The response of the monopole operator is fully provided by the J = 0 component, given the spherical
nature of the HF ground state. The same analysis is shown in Fig. 12.4 (right) for the dominant component
of the ISGQR from Fig. 12.3 (right). In this case the dominant ph component is mostly of J = 2 character
and the response of the operator Q20 is entirely due to this component.

Overall, the sum rules from Eqs. (5.73), (5.74), (5.75), (5.77) and (5.78) have all been numerically checked.
It is found that projected and unprojected RPA responses are strictly identical, as expected for a spherical
system, which is a necessary condition to validate the numerical implementation.

12.2 24Mg

The aim of AMP being to restore the rotational symmetry in the strength functions of intrinsically-deformed
nuclei, let us now focus on 24Mg as case of greater interest. The HF ground state is found to minimise
the HF energy for a deformation parameter β = 0.38. Correspondingly, the J decomposition of the HF
wave-function is spread over several (even) J ’s. As shown in Fig. 12.5, the dominant components are found
to be J = 2,4. Notice that Eq. (5.73) is satisfied such that the J-components sum up to the unity.
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The J distribution of ph excitations is more homogeneous than for a spherical HF ground state, as
visible in Fig. 12.6. Simultaneously, each ph state spreads over many more J ’s values up to high angular
momenta: whereas in 4He (Fig. 12.1 (right)) the sum rule in Eq. (5.75) was basically exhausted at J = 7, ph
states in 24Mg shows non-negligible components up to J = 14.

The sum rule in Eq. (5.74) is verified for all Kω = 0 phonons as visible from Fig. (12.7). It is interesting
to observe that only natural-parity states are obtained, i.e. states of positive (negative) parity only display
even (odd) J components.

The identities from Eq. (5.77) and (5.78) were also numerically validated. An example of the exhaustion
of both sum rules is provided in Fig. 12.8 for two selected phonons. Despite the orthogonality between
the HF ground state and the phonons, the different J components of the HF and phonon states are not
separately orthogonal, but the different J projections eventually sum up to zero. A similar effect is observed
for the matrix element of Q00, where the various J components eventually sum up to the original RPA value
but low and high J values contributing with opposite signs.

The projected monopole unperturbed strength is compared to the unprojected one in Fig. 12.9 (left).
Differently from 4He the large deformation of the 24Mg HF ground state leads to a strong suppression
of most matrix elements. Indeed, except for two ph excitations at ∼15 MeV, all amplitudes are strongly
reduced due to the AMP on J = 0.
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Moving to the RPA response the situation is very different from the one encountered in 4He, as seen in
Fig. 12.9 (right). While only minor changes are identified in the IV channel, the IS response is dramatically
affected (notice the factor 1/10 in front of the projected IS monopole response) by the AMP, which was also
observed in Refs. [147, 145]. The most remarkable effect is the appearance of a prominent strength in the
5− 15 MeV region. This effect is not associated to an anomalous behaviour of the phonons’ normalisation
factor, as visible from the bottom panel of Fig. 12.9.

The differences between unprojected and projected spectra are similar in the unperturbed and RPA
cases. The unperturbed 1p-1h response displays a sharp increase for two excitations around 15 MeV whereas
a global suppression occurs for excitations between 20 and 40 MeV. As a direct consequence, a significant
amount of strength appears in the RPA response for a few phonons in the 8-15 MeV interval.

The K = 0 component of the quadrupolar response is analysed in Fig. 12.10. The matrix elements are
more uniformly affected than in the monopole case, as can be appreciate in the left panel. Indeed, all ph
transition amplitudes are strongly suppressed. The magnification of the ph transitions at ∼15 MeV is no
longer observed. Consequently, the projected RPA response (right panel) shows little difference with respect
to the original RPA response, both in the IS and IV channels.

The appearance of a large monopole strength in the 5-15 MeV region when projection is introduced is
shown to be associated with a strong overlap with the rotational state defined in Eq. (5.88). The quantity aω
defined in Eq. (5.90) requires the knowledge of the normalising constant of the rotational state. However,
it cannot be properly determined for the RPA ground state; i.e. only for the uncorrelated HF ground state.
Thus, the quantity

| ⟨RPA|P 0|ω⟩ |2 = |aω|2N−2
ROT (12.6)

is plotted instead in Fig. 12.11, together with the monopole RPA and PAV RPA responses. It is observed that
the projected response is magnified for the phonons whose overlap with the rotational state is large. The
same effect was observed in PAV GCM calculations in Chap. 8.

Figure 12.12 shows, in linear and logarithmic scale, the rotational strength of the RPA phonons as a
function of the rotation angle. The strength is strongly concentrated in the low-energy states where the
anomalous appearance of monopole strength is identified. The maximal overlap is mostly concentrated
around a finite rotation angle β ≈ π/6 and is symmetric with respect to π/2.
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Figure 12.8: 24Mg J-decomposition of the (bottom) monopole transition strength and (top) ground state-
phonon overlap for (left) the phonon at 11.60 MeV and (right) the GMR phonon at 27.48 MeV.
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rotational state (see Eq.(12.6)) of the RPA phonons (right axis).
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Figure 12.12: 24Mg rotational RPA strength as a function of the rotation angle in (left) linear (right)
logarithmic scale.
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Figure 12.13: 24Mg (a) one-body intrinsic matter density of the HF ground state (b) intrinsic RPA transition
density for the rotational phonon at ω = 11.60 MeV (c) intrinsic RPA transition density for the ISGMR
phonon at ω = 27.48 MeV and (d) intrinsic RPA transition density for the ISGQR phonon at ω = 19.01
MeV.

In order to access the physical content of the different phonons the intrinsic ground-state and transition
densities associated to three phonons of interest are shown in Fig. 12.13. The transition density associated
to the breathing mode at ∼27 MeV (c) globally preserves the original shape of the HF ground state (a). The
quadrupole resonance at ∼19 MeV (d), instead, displays a strong depletion in the equatorial region and a
significant enhancement around the poles. This is associated to a shape modification with respect to the HF
ground state and is understood in terms of quadrupole vibration. The anomalous phonon at ∼11 MeV (b)
also looks similar, such that its rotational content is not detectable from the associated transition density.
Thus, the coupling to the rotational state is further investigated in the following sections.

12.3 Systematic study

In order to ensure that the anomalous effects from AMP in the monopole channel are not due to poor
convergence properties of the RPA calculation, a systematic study of the model space parameters is now
presented. Results relative to the HF ground state are reported in Tab. 12.2.
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emax EHF [MeV] r [fm] β
4 -192.29 2.911 0.292
6 -195.65 2.991 0.378
8 -196.21 3.009 0.392
10 -196.93 3.011 0.383
12 -197.15 3.016 0.390

Table 12.2: Hartree-Fock ground-state energy EHF, root mean square radius r and deformation β of the HF
vacuum adopted for the convergence study in 24Mg.

12.3.1 emax convergence

The convergence with respect to the harmonic oscillator basis size emax is first addressed for a fixed value of
the maximal ph-excitation energy value E cut = 100 MeV. The original RPA response displays a converging
pattern in the quadrupole channel, as seen in the bottom panel of Fig. 12.14 (left). The low-energy component
of the monopole response also converges for relatively small emax. However, the high-energy component
shows a strong dependence on the dimension of the harmonic oscillator basis and the fragmentation is still
increasing for the largest model space employed. This phenomenon was also observed in Ref. [192] and
attributed to high-lying excitations involving states in the continuum.

When projection is considered (Fig. 12.14 (right)) the effects observed in Sec. 12.2 are recovered, both
in the isoscalar monopole and quadrupole responses, such that strong effects are only observed in the
monopole case. Overall, the same convergence trend with respect to emax is observed in the unprojected
and projected responses. As for the monopole response, the strong enhancement of the response in the
5−15 MeV region is quickly stable for increasing emax and thus cannot be attributed to poor convergence
properties with respect to emax.

The IV channel is also analysed here for completeness. Numerical results are displayed in Fig. 12.15.
The original RPA response (left) shows a significant dependence on the harmonic oscillator basis size.
Both the IV monopole and quadrupole responses are concentrated above ∼25 MeV, where the coupling
to continuum states is expected to be important, such that details of single-particle configurations strongly
affect the global response. Eventually both unprojected and projected responses are not fully converged yet
for emax = 12.

12.3.2 E cut convergence

The dependence on the ph excitation energy cut-off E cut is now addressed for a fixed number of harmonic
oscillator shells emax = 10. Unprojected and projected isoscalar RPA responses are displayed in Fig. 12.16. A
converging pattern is observed, results for E cut = 100 MeV and E cut = 120 MeV being practically identical.
A similar analysis made in the IV channel is shown in Fig. 12.17. The convergent pattern is also observed.

12.3.3 Coupling to the rotational state

Convergence properties of the rotational coupling with respect to the model space size are addressed in
Fig. 12.18. The quantity | ⟨RPA|P 0|ω⟩ |2 converges both with respect to emax and E cut, see Fig. 12.18. Thus,
the coupling to the rotational state from Eq. (5.88) is not an artefact related to unachieved convergence of
the RPA spectrum.

The rotational component of RPA phonons is then subtracted from the projected RPA response following
the prescription from Eq. (5.100). As previously mentioned, the normalising constant of the rotational state
NROT is ill-defined for RPA. If the uncorrelated HF ground state is used to compute NROT, the phonon
normalising constant Nν̆ from Eq. (5.99) was found to be negative in some cases. Methods [193, 194, 195, 196]
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Figure 12.14: Original (left) and projected (right) RPA isoscalar response for different model space dimen-
sions (E cut = 100 MeV).
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Figure 12.15: Original (left) and projected (right) RPA isovector response for different model space dimen-
sions (E cut = 100 MeV).
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Figure 12.16: Original (left) and projected (right) RPA isoscalar response for different values of E cut (emax =
10).
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Figure 12.17: Original (left) and projected (right) RPA isovector response for different values of E cut (emax =
10).
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Figure 12.18: Left: RPA isoscalar rotational response for different model space dimensions (E cut =
100 MeV); Right: RPA isoscalar rotational response for different values of E cut (emax = 10). The isovector
rotational response vanishes identically for all studied cases.

exist to compute the |RPA⟩ ground state but they are highly non-trivial, such that the determination of the
RPA ground state goes beyond the objectives of the present discussion. Hence, in the present study NROT
is fixed to fulfil the condition N0

ν̆ = 0 (Eq. 5.99) for the RPA phonon that most strongly couples to the
rotational state. Subtracted PAV RPA spectra are displayed in Fig. 12.19. A convergence pattern similar to
the one observed for the unprojected RPA spectra is recovered, both with respect to emax and E cut.

Eventually, unprojected and projected responses are compared in Fig. 12.20. Once the rotational com-
ponent has been removed according to Eq. (5.100), the monopole response becomes also weakly affected
by the AMP, except for the strength of the GMR that is enhanced relative to the peak associated with the
coupling with the GQR.

12.4 Discussion

The effects of AMP on the strength distributions originating from symmetry-breaking RPA calculations
have been studied for the well-deformed prolate system 24Mg in Secs. 12.2 and 12.3. The appearance of
a large monopole strength at low energy was observed and shown to be due to a coupling to the (non-
infinitesimal) rotational motion. Analogous effects were observed in other systems such as 20Ne and 28Si
whose monopole and quadrupole RPA responses are displayed in Fig. 12.21, together with the information
concerning the overlap between the RPA phonons and the rotational state.

A similar behaviour was in fact previously identified in Chap. 8 for PAV GCM calculations. Hence, the
coupling to the rotational state is related to the symmetry-breaking nature of the reference state and is not
peculiar to the specific many-body method used to compute vibrational excitations. The finite frequency
of the rotational motion induces a coupling with the vibrational motion. Compared to GCM results, RPA
limits the effect of such a coupling to the low-energy (< 15 MeV) region.

Traditionally, the rotation is discussed in connection with the presence of a solution in the K = 1 channel
associated with an infinitesimal rotation (see Ref. [197] for instance) in deformed RPA calculations. Since
RPA is not suited to provide genuine rotation-like excitations (for collective rotations no restoring force
prevents the expansion parameters z in Eq. (3.41) from becoming large), only an infinitesimal rotation can
be explicitly developed as a zero-energy solution.

While rotation-vibration coupling effects in K , 1 solutions cannot be addressed within RPA, they could
be addressed in more phenomenological theories [150] via beyond-first-order effects in the K = 0 channel.
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Figure 12.19: Left: subtracted PAV RPA isoscalar monopole response for different model space dimensions
(E cut = 100 MeV) compared to the projected quadrupolar response; Right: subtracted PAV RPA isoscalar
monopole response for different values of E cut (emax = 10) compared to the projected quadrupolar response.

A strategy to explicitly isolate and subtract the rotational content of the RPA phonons was introduced
in Sec. 5.7.4. Except for ambiguities concerning the normalising constant of the rotational state (a method
to circumvent such issue was proposed in Sec. 12.3.3), the rotational coupling can be explicitly removed a
posteriori. Eventually, the physical picture provided in this chapter is similar to the one at play in PAV GCM
calculations.

eventually, a proper treatment of rotational effects can only be achieved if they are explicitly considered
when solving the (Q)RPA equations. This demands the implementation of the full-fledged projected (Q)RPA,
where the symmetry restoration is performed before diagonalising the reduced Hamiltonian of the problem.
Such variation after projection (Q)RPA (VAP-QRPA) has been formally introduced in Ref. [148], but no realistic
implementation has been realised so far. Developments in this direction are thus welcome to parallel PGCM
calculations.
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Figure 12.21: 20Ne (left) and 28Si (right) response for the monopole and the K = 0 component of the
quadrupole channel. The overlap between the RPA phonons and the rotational state is also reported (right
axis).
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Conclusions

There is a destination but no way there.

Franz Kafka

In recent years ab initio methods have paved their own way through the nuclear chart. The ab initio
description of ground-state nuclear properties is nowadays a mature field, yet living a continual renewal
and evolution. In contrast to earlier times, when only few-nucleon systems could be accessed employ-
ing essentially exact techniques at the price of huge computational costs scaling exponentially with the
system’s size, nuclei up to A ∼ 130 are consistently described today from first principles, with isolated
highlights as heavy as 208Pb [15]. Expansion methods represent the game-changer on the playground: all
such methods present a more gentle polynomial scaling when truncated at a given order. Together with the
use of symmetry-breaking reference states and similarity-evolved Hamiltonians, recent developments made
possible to explore (doubly-)open shell nuclei from light to medium-heavy systems.

The gold rush towards heavier nuclei, however, is not the only frontier in contemporary ab initio nuclear
theory. Today several paths are being explored in order to answer the many challenges issued by modern
physics, ranging from the quest for ever-increasing accuracy to a sound uncertainty quantifications [198],
and from the study of nuclear reactions [199] to the access to nuclear spectroscopy. This last aspect has
been the centre of interest of the present work.

The description of collective vibrational excitations in the ab initio field has been mostly limited to
spherical, i.e. doubly- and singly-closed shell, systems. Relatively few techniques are available compared
to the wide portfolio of methods addressing nuclear ground states. Except for the CC-LIT method [48],
most of the available alternative rely on (Q)RPA-inspired techniques, where several strategies to correlate
the ground and excited states have been inspected [55, 54, 56]. Recently, a deformed FAM-QRPA solver was
also developed [60] to access axially- and triaxially-deformed nuclei. Supported by the observation that
dynamical correlations mostly cancel out when addressing collective excitations [55, 43], ab initio (Q)RPA
has proven to be a reliable device for nuclear spectroscopy.

Stimulated by these findings and inspired by pioneering phenomenological calculations [81, 83, 85, 84],
PGCM has been employed in the present work to address the GMR in closed- and open-shell nuclei from
an ab initio standpoint for the first time. The mean-square radius and the quadrupolar deformation were
chosen as relevant collective coordinates to access the nuclear breathing mode and quadrupolar vibrations,
as well as the coupling between them. Resonating states in the energy region of interest were observed for
all investigated nuclei and compared to experimental data whenever possible.

The numerical convergence properties of the calculations were addressed in Chap. 6, observing a
satisfactory behaviour with respect to the variable parameters of the calculation. An exploratory study
about the optimal choice of HFB vacua to be included in the PGCM ansatz was also carried out, suggesting
that an accurate description of the immediate neighbourhood of the HFB minimum can provide converged
results even for high-lying vibrational excitations. Several cases of physical and experimental interest have
been discussed in Chap. 7. A detailed discussion of the GMR-GQR coupling in 46Ti was presented, with a
special attention to the mechanisms responsible for it in a symmetry-conserving formalism like PGCM. The
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use of a fully symmetry-conserving formalism in the investigation of giant resonances stands as an element
of novelty per se, and the description of the coupling between different multipolarities in this context also
represents an innovation. The effects of shape coexistence and shape mixing were investigated in 28Si,
where no relevant coupling between different minima was observed. Along the way, predictions based
on the prolate-shape isomer with an extreme GMR-GQR coupling were provided. Eventually, the study
of 24Mg revealed a largely fragmented monopole response, in agreement with several experimental data
sets [171, 173, 174, 176, 177].

Anharmonic effects on the monopole response were discussed in Chap. 9, where PGCM and QRPA
results obtained in a consistent setting were compared. A simple model was proposed to evaluate the
degree of anharmonicity in a given nucleus and correlate it with the observed differences between the two
sets of calculations. It was observed that light systems diverge the most from the harmonic hypothesis
underlying QRPA calculations, which is in line with the common understanding of Pauli principle violation.
The impact of the projection on good angular momentum was further analysed in Chap. 8. The presence
of a spurious coupling between rotational and vibrational states was observed when AMP is not included in
the solution of the secular equation but performed a posteriori. Analogous results were obtained in Chap. 12
for RPA in an EDF implementation. The observation of a spurious coupling between the monopole and the
rotational responses in RPA is an original finding of this work and constitutes an element of formal interest.

The possibility to describe high-lying multi-phonon states by means of the PGCM was discussed in
Chap. 11, where detailed calculations supported the presence of such states, also providing precise criteria
to infer on them. Eventually, an extensive discussion on the moments of the collective responses was
provided in Chap. 10, where a novel solution introduced in Chap. 4 to access such quantity was compared
to more traditional approaches.

Original formal achievements were also presented. A diagrammatic approach [110] to consistently eval-
uate the norm and the operator kernels at play in the PGCM is exposed in Chap. 2. This novel method may
reveal useful in other contexts, e.g. to design approximations in variational coupled cluster theory. The
formal connection between GCM and QRPA was presented in Chap. 3 from a new perspective, allowing to
generalise QRPA equations to a higher many-body content.

Perspectives

The PGCM results on giant resonances presented in this manuscript are the first of their kind in the
ab initio community and represent, hence, an exploratory work. Many ways open to further improve
the findings of this work, in particular as far as the building of the PGCM ansatz is concerned. It was
mentioned in several occasions that PGCM lacks a systematic criterion to select the relevant collective
coordinates of the problem, such that a physical guidance is often invoked in the choice of the relevant
degrees of freedom. A collective coordinate may in principle be extracted unambiguously starting from
the Self-consistent Collective Coordinate method (SCC) [200, 201, 202], by projecting the collective motion
onto a specific function space. In this formalism the collective coordinates and the associated conjugate
momenta are treated on the same footage. However, a configuration mixing does not appear explicitly in
the SCC formulation, such that its application to PGCM is not trivial. Other collective coordinates should,
thus, be systematically explored to further correlate the PGCM wave-function, with special attention on the
dynamical degrees of freedom represented by conjugate momenta. Such an extension of the GCM formalism
goes under the name of Dynamical GCM (DGCM) [203, 204] and has revealed to successfully improve on
some limitations observed in GCM-EDF calculations [205, 206].

Another open point is how to effectively choose, for a given set of collective coordinates, the most
relevant HFB vacua. The arbitrariness in the selection of such states constitutes a weakness point of PGCM
calculations, such that a definite criterion would be key in this respect. One interesting direction in this
sense is represented by Eigenvector Continuation (EC) [207]. This technique, recently introduced in nuclear



Perspectives 227

structure theory, allows to emulate a large number of solutions of the many-body problem. In particular,
the similar formal ground with respect to PGCM makes natural to apply it to the present context, aiming
at understanding the theoretical foundations underlying the optimal selection of the HFB vacua. The
similarity (see, for instance Ref. [208]) is also supported by the present observation that high-lying states in
one-dimensional PGCM calculations are easily converged even including few points in the surrounding of
the HFB minimum. Eigenvector Continuation may help in obtaining similar results in two-dimensional (ore
more) calculations as well; uncertainty quantification also may benefit from the same formalism [209].

The non-trivial effects of projection observed in comparing (P)GCM calculations in Chap. 8, as well as
the presence of rotational-vibrational coupling in GCM and RPA calculations (see Chap. 12), strongly suggest
that AMP (and projection in general) must be properly treated in deformed QRPA calculations. A fully
symmetry-conserving version of the (Q)RPA (projected (Q)RPA) was formally defined and developed [148,
210] but, due to its prohibitive computational cost, no realistic implementation was ever realised in nuclear
physics. Given the increased computational capabilities of current large scale infrastructures, as well as the
re-formulation of QRPA in the form of QFAM, an ab initio implementation of projected QRPA may be at
reach in the near future.



228 Conclusions



Part III

Appendices





Appendix A

Normal-ordered operators

An arbitrary rank-N particle-number-conserving fermionic operator O can be written as

O ≡
N∑
n=0

Onn , (A.1)

where

Omn ≡ 1
m!

1
n!

∑
a1···am
b1···bn

oa1···am
b1···bn c

†
a1
· · ·c†amcbn · · ·cb1

, (A.2)

contains m(n) particle creation (annihilation) operators. The zero-body part O00 is the scalar obtained as
the expectation value of O in the particle vacuum

O00 = ⟨0|O|0⟩ . (A.3)

In Eq. (A.2), matrix elements are fully anti-symmetric under the exchange of any pair of upper or lower
indices, i.e.

oa1···am
b1···bn = ϵ(σu)ϵ(σl)o

σu(a1···am)
σl (b1···bn) , (A.4)

where ϵ(σu) (ϵ(σl)) refers to the signature of the permutation σu(. . .) (σl(. . .)) of the m (n) upper (lower)
indices. In case the particle-number conserving operator is hermitian, each term Onn is hermitian with its
matrix elements fulfilling

oa1···an
b1···bn =

(
ob1···bn
a1···am

)∗
. (A.5)

By virtue of standard Wick’s theorem [211], the operator O can be normal ordered with respect to the
Bogoliubov vacuum |Φ⟩

O ≡
N∑
n=0

O[2n] ≡
N∑
n=0

2n∑
i,j=0
i+j=2n

Oij (A.6)

where the component

Oij ≡ 1
i!j!

∑
k1...ki
l1...lj

ok1...ki
l1...lj

β†k1
...β†kiβlj ...βl1 (A.7)

contains i(j) quasi-particle creation (annihilation) operators. The zero-body part O[0] is the scalar obtained
as the expectation value of O in the Bogoliubov vacuum

O00 = ⟨Φ |O|Φ⟩ . (A.8)
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In Eq. (A.7), matrix elements are fully anti-symmetric under the exchange of any pair of upper or lower
indices, i.e.

ok1···ki
l1···lj = ϵ(σu)ϵ(σl)o

σu(k1···ki )
σl (l1···lj )

. (A.9)

These matrix elements are functionals of the Bogoliubov matrices (U ,V ) associated with |Φ⟩ and of the
matrix elements {oa1···an

b1···bn} initially defining the operator O. As such, the content of each operator Oij

depends on the rank N of O. For more details about the normal ordering procedure and for explicit
expressions of the matrix elements up to N = 3, see Refs. [102, 30, 31, 212].

In case the operator is hermitian, each component O[2n] is itself hermitian with Oij = Oji† such that
matrix elements satisfy

ok1···ki
l1···lj =

(
o
l1···lj
k1···ki

)∗
. (A.10)



Appendix B

Diagrammatic rules for kernels evaluation

The present appendix is dedicated to setting up the diagrammatic rules used in Sec. 2.1.1, allowing one to
compute matrix elements of the form

⟨s|i j |t⟩ ≡
1
s!

1
t!
⟨Φ |LsOijRt |Φ⟩ , (B.1a)

⟨s| |t⟩ ≡
1
s!

1
t!
⟨Φ |LsRt |Φ⟩ , (B.1b)

where Oij takes the form given in Eq. (A.7) and where R (L) is a one-body1 excitation (de-excitation)
operator as defined in Eq. (2.4a) (Eq. (2.4b)).

The diagrammatic rules are also worked out to compute a second category of matrix elements of present
interest

⟨s|k2 | |k1
|t⟩ ≡ 1

s!
1
t!
⟨Φ |Lsβ†k2

βk1
Rt |Φ⟩ , (B.2a)

⟨s|k2
| |k1
|t⟩ ≡ 1

s!
1
t!
⟨Φ |Lsβk2

βk1
Rt |Φ⟩ , (B.2b)

⟨s|k2 | |k1 |t⟩ ≡ 1
s!

1
t!
⟨Φ |Lsβ†k2

β†k1
Rt |Φ⟩ , (B.2c)

⟨s|k2
| |k1 |t⟩ ≡ 1

s!
1
t!
⟨Φ |Lsβk2

β†k1
Rt |Φ⟩ . (B.2d)

These matrix elements differ from the two introduced in Eq. (B.1) by the presence of two "external/fixed"
quasi-particle operators, i.e. quasi-particle operators whose indices are not summed over.

The diagrammatic rules follow from the straight application of standard Wick’s theorem with respect to
the Bogoliubov vacuum |Φ⟩. The application of Wick’s theorem delivers the complete set of fully contracted
terms associated with the operator product entering the matrix element of interest. Given that the operators
at play are all conveniently expressed in the quasi-particle basis associated with the Bogoliubov vacuum |Φ⟩,
the four possible elementary contractions take the simplest possible form

Rk1k2
=


⟨Φ |β†k2

βk1
|Φ⟩

⟨Φ |Φ⟩
⟨Φ |βk2

βk1
|Φ⟩

⟨Φ |Φ⟩
⟨Φ |β†k2

β†k1
|Φ⟩

⟨Φ |Φ⟩
⟨Φ |βk2

β†k1
|Φ⟩

⟨Φ |Φ⟩


≡

(
R+−
k1k2

R−−k1k2

R++
k1k2

R−+
k1k2

)
1The diagrammatic rules can be straightforwardly generalised to operators R and L of higher, and possibly different, ranks.
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=
(
0 0
0 δk1k2

)
, (B.3)

such that the sole non-zero contraction R−+
k1k2

= δk1k2
needs to be considered.

B.1 Diagrammatic representation

The diagrammatic representation of the various contributions to the matrix elements of interest relies on
the definition of the following building blocks

1. As illustrated in Fig. B.1, the normal-ordered operator Oij entering the matrix element ⟨s|i j |t⟩ is
represented by a Hugenholtz vertex with i (j) lines traveling out of (into) it and representing quasi-

particle creation (annihilation) operators. The algebraic factor ok1...ki
l1...lj

is associated to the vertex while

assigning indices k1 . . . ki consecutively from the leftmost to the rightmost line above the vertex and
indices l1 . . . lj consecutively from the leftmost to the rightmost line below the vertex.

2. As illustrated in Fig. B.2, the operator L (R) entering all matrix elements of present interest is repre-
sented by a vertex of the O02 (O20) type and carry the associated algebraic factor z∗l1l2(l) (zk1k2(r)).

3. The only non-zero contraction R−+
k1k2

= δk1k2
is represented in Fig. B.3 and connects two up-going

lines associated with one annihilation and one creation operator, both carrying the same quasi-
particle index. For simplicity, one can eventually represent the contraction as a line carrying a single
up-going arrow along with one quasi-particle index.

B.2 Diagrams generation

With these building blocks at hand, one can construct the diagrams gathering all contributions to the matrix
elements introduced in Eqs (B.1) and (B.2). The basic rules to do so are as follows

1. Diagrams contain s square vertices (L) and t triangle vertices (R), the former being located above
the latter. This is consistent with the convention that the left-to-right reading of a matrix element
corresponds to the up-down reading of the diagram.

Oij

...

...

k1 ki

k2 ki−1

l1 lj

ok1...ki
l1...lj

Figure B.1: Diagrammatic representation of the normal-ordered operator Oij as a fully anti-symmetric
Hugenholtz vertex.
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L

l1 l2

z∗l1l2 (l)

R

k1 k2

zk1k2
(r)

Figure B.2: Diagrammatic representation of the two Thouless operators L (left) and R (right).

R+−
k1k2

=

k1

k2

= k1

Figure B.3: Diagrammatic representation of the single non-zero elementary contraction. The convention is
that the left-to-right reading of a matrix element corresponds to the up-down reading of the diagram.
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2. Diagrams making up the two matrix elements introduced in Eqs. (B.1) are vacuum-to-vacuum diagrams
with no line leaving the diagram. In ⟨s|i j |t⟩, a dot vertex (Oij ) is located in between the square and
triangle vertices. This is consistent with the convention that the left-to-right reading of a matrix
element corresponds to the up-down reading of the diagram.

3. Diagrams making up the four matrix elements introduced in Eqs. (B.2) are linked with two external

lines associated with the operators β
(†)
k2

and β
(†)
k1

. The two lines leave the diagram on the same side
to the, e.g., left such that (i) both lines are asymptotically in between the square (L) and triangle (R)
vertices and such that (ii) the line carrying index k2 is asymptotically located above the line carrying
index k1. This is consistent with the convention that the left-to-right reading of a matrix element
corresponds to the up-down reading of the diagram. The arrow carried by each of the two lines
points towards the interior (exterior) of the diagram if it is associated with a quasi-particle creation
(annihilation) operator.

4. The fact that R−+
k1k2

is the sole non-zero contraction implies that the number of quasi-particle creation
operators involved in a given matrix element is equal to the number of quasi-particle annihilation op-
erators. Given that each operator L (R) contains two quasi-particle annihilation (creation) operators,
this property require the following conditions to be fulfilled

(a) ⟨s|i j |t⟩ demands t = s+ (i − j)/2 ,

(b) ⟨s| |t⟩ demands t = s ,

(c) ⟨s|k2 | |k1
|t⟩ demands t = s ,

(d) ⟨s|k2
| |k1
|t⟩ demands t = s+ 1 ,

(e) ⟨s|k2 | |k1 |t⟩ demands t = s − 1 ,

(f) ⟨s|k2
| |k1 |t⟩ demands t = s .

such that t ≥ (i − j)/2, t ≥ 1 and s ≥ 1 in case (a), (d) and (e), respectively.

5. Given the above considerations, one must construct all possible topologically distinct unlabelled dia-
grams from the building blocks; i.e., contract together the lines belonging to the s square (L) vertices
and to the t triangle (R) vertices, along with those belonging to the dot (Oij ) vertex or to the two

external (β
(†)
k2

and β
(†)
k1

) lines whenever applicable, in all possible ways. Unlabelled diagrams corre-
spond to diagrams in which L (R) vertices are not distinguished by a label. Topologically distinct
unlabelled diagrams cannot be obtained from one another via a mere displacement, i.e. translation,
of the vertices in the plane of the drawing.

6. The above process is constrained by the following properties

(a) Because the operators L, R, and Oij are in normal-ordered form with respect to |Φ⟩, self-
contractions must be ignored.

(b) Because R−+
k1k2

is the sole non-zero contraction, L (R) operators cannot display contractions
among themselves, i.e. they necessarily contract with R (L) operators, along with the i (j) quasi-
particle creation (annihilation) operators inside Oij or with β†k2

(βk2
) and/or β†k1

(βk1
) whenever

applicable.

7. The diagrams making up the various matrix elements of interest display different typical topologies.
Indeed, each contribution generated via the application of Wick’s theorem can be expressed as a
product of strings of contractions, each of which involves a subset of the L and R operators at play.
As for ⟨s|i j |t⟩ with (i + j) ≥ 4, several such strings actually involve quasi-particle operators belonging
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to Oij , thus forming an overall closed string that is said to be connected to Oij . Translated into
diagrammatic language, closed strings correspond to topologically disjoint closed sub-diagrams. In
the case of ⟨s|i j |t⟩, any given diagram is thus made out of disjoint closed sub-diagrams, one of which
is connected. As for the matrix elements introduced in Eqs. (B.2), one set of contractions must form

a connected string involving the operators β
(†)
k2

and β
(†)
k1

. These two operators cannot belong to two
disjoint strings given that any string necessarily involves an even number of quasi-particle operators.
Eventually, the diagrams making up the matrix elements introduced in Eqs. (B.2) are made out of
disjoint closed sub-diagrams, one of which is connected to the external lines. Last but not least,
each diagram contributing to ⟨s| |t⟩ is made out of disjoint closed sub-diagrams, none of which is
connected.

B.3 Diagrams evaluation

Once all the diagrams are drawn, one must compute their expressions. The rules to do so are the following

1. Label all quasi-particle lines and associate the appropriate factor to each vertex, i.e. a factor z∗l1l2(l)

(zk1k2(r)) to each vertex L (R) and a factor ok1...ki
l1...lj

to the vertex Oij , respectively.

2. Sum over all internal line labels.

3. Include a factor (ne!)−1 for each set of ne equivalent internal lines. Equivalent internal lines are those
connecting identical vertices.

4. For any topologically distinct unlabelled diagram Γ , a symmetry factor S−1
Γ

must be considered. Given
a labelled version of Γ , i.e. a version in which each operator L and R carries a specific label, SΓ is
equal to the number of permutations of the L and R operators delivering a topologically equivalent
labelled diagram. The most obvious cases correspond to equivalent subgroups of L and R operators
whose overall permutations lead to topologically equivalent labelled diagrams. The simplest example
concerns two L (R) operators that are doubly connected to Oij or singly connected to Oij and to
the same operator R (L). These no ≡ 2 operators L (R) are equivalent and contribute a factor 2! to
SΓ . The next simplest example corresponds to no > 2 operators L (R) fully connected to Oij . These
no > 2 operators are indeed equivalent2 such that their permutations contribute a factor no! to SΓ .
Beyond those two examples, a set of L and R operators can form a string of contractions that is
equivalent to other identical strings. Such ns strings are said to be equivalent and contribute a factor
ns! to SΓ . Eventually, less obvious permutations can deliver topologically equivalent labelled diagrams
and thus contribute to SΓ

3.

5. Provide the diagram with a sign (−1)ℓc , where ℓc is the number of line crossings in the diagram. For
diagrams containing external lines, their potential crossing must be counted.

2Note that no > 2 operators L (R) cannot be equivalent if any of them is connected to an operator R (L) given that the latter
cannot entertain the same contraction pattern with no > 2 operators L (R). More general patterns would however occur if L and
R were of higher ranks.

3There is no general rule to identify them such that the symmetry factor associated with each topologically distinct unlabelled
diagram must be identified on a case by case basis.
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Appendix C

Asymmetric approach to kernels
evaluation

The asymmetric approach constitutes the standard path to the off-diagonal Wick theorem at play in the
computation of the connected operator kernel [105, 89]. Employing the simplified notation

R ≡ Z20(l, r) =
1
2

∑
k1k2

zk1k2(l, r)β†k1
(l)β†k2

(l) , (C.1)

for the Thouless operator introduced in Eq. (1.25b) and satisfying ⟨Φ(l)|R = 0, the connected operator
kernel reads as

⟨Φ(l)|O|Φ(r)⟩
⟨Φ(l)|Φ(r)⟩

≡
N∑
n=0

2n∑
i,j=0
i+j=2n

⟨Φ(l)|OijeR|Φ(l)⟩ ,

=
N∑
n=0

2n∑
i,j=0
i+j=2n

⟨Φ(l)|ROij |Φ(l)⟩ , (C.2)

where the operator

ROij ≡ e−ROijeR (C.3)

=
1
i!j!

∑
k1...ki
l1...lj

ok1...ki
l1...lj

Rβ†k1
. . .Rβ†ki

Rβlj . . .
Rβl1 ,

formally reads as Oij but with the quasi-particle operators replaced by their similarity-transformed partners(
Rβk
Rβ†k

)
≡ e−R

(
βk
β†k

)
eR . (C.4)

Given that the similarity-transformed quasi-particle operators satisfy anticommutation relations

{Rβ†k1
,Rβ†k2

} = e−R{β†k1
,β†k2
}eR = 0 , (C.5a)

{Rβk1
,Rβk2

} = e−R{βk1
,βk2
}eR = 0 , (C.5b)

{Rβk1
,Rβ†k2

} = e−R{βk1
,β†k2
}eR = δk1k2

, (C.5c)
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standard Wick’s theorem with respect to |Φ(l)⟩ applies and can be used to compute the matrix elements
entering the right-hand side of Eq. (C.2). This results into the standard set of fully contracted terms,
except that the elementary contractions at play do not involve the original quasi-particle operators but
rather the similarity-transformed ones. The latter are related to the former via a non-unitary Bogoliubov
transformation that is now detailed to compute the relevant elementary contractions.

Using Baker-Campbell-Hausdorff (BCH) identity, one first evaluates Eq. (C.4) according to

Rβ
(†)
k1

= β
(†)
k1
− [R,β(†)

k1
] +

1
2!

[R, [R,β(†)
k1

]] + . . . . (C.6)

Given the two elementary commutators[
β†k (l)β†k′ (l),βk1

(l)
]

= β†k (l)δk′k1
− β†k′ (l)δkk1

, (C.7a)[
β†k (l)β†k′ (l),β

†
k1

(l)
]

= 0 , (C.7b)

it is straightforward to prove [
R,βk1

]
= −

∑
k2

[
U (l)z(l, r)

]
k1k2

β†k2
(l) ,

[
R,

[
R,βk1

]]
= 0 ,[

R, . . .
[
R,βk1

]
. . .

]
= 0 ,[

R,β†k1

]
= −

∑
k2

[
V (l)z(l, r)

]
k1k2

β†k2
(l) ,

[
R,

[
R,β†k1

]]
= 0 ,[

R, . . .
[
R,β†k1

]
. . .

]
= 0 ,

such that

Rβk1
=
∑
k2

Uk1k2
(l)βk2

(l)

+
[
V ∗(l) +U (l)z(l, r)

]
k1k2

β†k2
(l) , (C.8a)

Rβ†k1
=
∑
k2

Vk1k2
(l)βk2

(l)

+
[
U ∗(l) +V (l)z(l, r)

]
k1k2

β†k2
(l) , (C.8b)

which can be compacted in matrix form according to the non-unitary Bogoliubov transformation(
Rβ
Rβ†

)
=

(
U (l) V ∗(l) +U (l)z(l, r)
V (l) U ∗(l) +V (l)z(l, r)

)(
β(l)
β†(l)

)
. (C.9)

As Eqs. (C.8-C.9) testify, the infinite expansion in Eq. (C.6), originating from the presence of eR in
Eq. (2.1), naturally terminates, i.e. it stops after two terms. Eventually, the four elementary contractions read
as

ρk1k2
(l, r) = ⟨Φ(l)|Rβ†k2

Rβk1
|Φ(l)⟩ (C.10a)
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=
[
V ∗(l)V T (l) +U (l)z(l, r)V T (l)

]
k1k2

= +ρk1k2
(l, l) +

[
U (l)z(l, r)V T (l)

]
k1k2

,

κk1k2
(l, r) = ⟨Φ(l)|Rβk2

Rβk1
|Φ(l)⟩ (C.10b)

=
[
V ∗(l)UT (l) +U (l)z(l, r)UT (l)

]
k1k2

= +κk1k2
(l, l) +

[
U (l)z(l, r)UT (l)

]
k1k2

,

−κ̄∗k1k2
(l, r) = ⟨Φ(l)|Rβ†k2

Rβ†k1
|Φ(l)⟩ (C.10c)

=
[
U ∗(l)V T (l) +V (l)z(l, r)V T (l)

]
k1k2

= −κ̄∗k1k2
(l, l) +

[
V (l)z(l, r)V T (l)

]
k1k2

,

−σ ∗k1k2
(l, r) = ⟨Φ(l)|Rβk2

Rβ†k1
|Φ(l)⟩ (C.10d)

=
[
U ∗(l)UT (l) +V (l)z(l, r)UT (l)

]
k1k2

= −σ ∗k1k2
(l, l) +

[
V (l)z(l, r)UT (l)

]
k1k2

,

where Eqs. (C.8-C.9) have been used. This completes the derivation of the off-diagonal Wick theorem where
the explicit form of the elementary off-diagonal contractions in Eq. (C.10) reflects the asymmetric character
of the approach, i.e. the expressions are anchored on the bra state ⟨Φ(l)| and are a functional of the
Thouless matrix z(l, r) associated with the transition Bogoliubov transformation of Eqs. (1.22-1.24).

Starting from Eq. (C.10) and using repeatedly relations associated with the unitarity of W (l) (Eq. (1.17)),
one can symmetrise the elementary contractions by expressing them in terms of the Thouless matrices z(l)
and z(r) associated with the left and right states, respectively. Doing so, one recovers exactly Eqs. (2.17)
and (2.19) obtained directly via the symmetric approach.
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Appendix D

Connected kernel of a rank-3 operator

According to Eq. (2.16), the connected kernel associated with a rank-3 operator O ≡O[0] +O[2] +O[4] +O[6]

reads in terms of the off-diagonal elementary contractions as

⟨Φ(l)|O|Φ(r)⟩
⟨Φ(l)|Φ(r)⟩

= O[0] +
1
2

∑
k1k2

ok1k2 κ̄∗k1k2
(l, r) +

∑
k1l1

ok1
l1
ρl1k1

(l, r) +
1
2

∑
l1l2

ol1l2κl1l2(l, r)

+
1
8

∑
k1k2k3k4

ok1k2k3k4 κ̄∗k1k2
(l, r)κ̄∗k3k4

(l, r) +
1
2

∑
k1k2k3l1

ok1k2k3
l1

ρl1k1
(l, r)κ̄∗k2k3

(l, r)

+
1
2

∑
k1k2l1l2

ok1k2
l1l2

ρl1k1
(l, r)ρl2k2

(l, r) +
1
4

∑
k1k2l1l2

ok1k2
l1l2

κ̄∗k1k2
(l, r)κl1l2(l, r)

+
1
2

∑
k1l1l2l3

ok1
l1l2l3

ρl1k1
(l, r)κl2l3(l, r) +

1
8

∑
l1l2l3l4

ol1l2l3l4κl1l2(l, r)κl3l4(l, r)

+
1

48

∑
k1k2k3k4k5k6

ok1k2k3k4k5k6 κ̄∗k1k2
(l, r)κ̄∗k3k4

(l, r)κ̄∗k5k6
(l, r)

+
1
8

∑
k1k2k3k4k5l1

ok1k2k3k4k5
l1

ρl1k1
(l, r)κ̄∗k2k3

(l, r)κ̄∗k4k5
(l, r)

+
1

16

∑
k1k2k3k4l1l2

ok1k2k3k4
l1l2

κ̄∗k1k2
(l, r)κ̄∗k3k4

(l, r)κl1l2(l, r)

+
1
4

∑
k1k2k3k4l1l2

ok1k2k3k4
l1l2

ρl1k1
(l, r)ρl2k2

(l, r)κ̄∗k3k4
(l, r)

+
1
6

∑
k1k2k3l1l2l3

ok1k2k3
l1l2l3

ρl1k1
(l, r)ρl2k2

(l, r)ρl3k3
(l, r)

+
1
4

∑
k1k2k3l1l2l3

ok1k2k3
l1l2l3

ρl1k1
(l, r)κ̄∗k2k3

(l, r)κl2l3(l, r)

+
1

16

∑
k1k2l1l2l3l4

ok1k2
l1l2l3l4

κ̄∗k1k2
(l, r)κl1l2(l, r)κl3l4(l, r)

+
1
4

∑
k1k2l1l2l3l4

ok1k2
l1l2l3l4

ρl1k1
(l, r)ρl2k2

(l, r)κl3l4(l, r)
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+
1
8

∑
k1l1l2l3l4l5

ok1
l1l2l3l4l5

ρl1k1
(l, r)κl2l3(l, r)κl4l5(l, r)

+
1

48

∑
l1l2l3l4l5l6

ol1l2l3l4l5l6κl1l2(l, r)κl3l4(l, r)κl5l6(l, r) . (D.1)



Appendix E

Proofs involving nested commutators

E.1 Nested commutator property

This appendix extends a well known commutator identity to nested commutators. The result, which is
proven below, is

Cn(L,AB) =
n∑

k=0

(
n
k

)
Cn−k(L,A)Ck(L,B) . (E.1)

Proof. Equation (E.1) is proven by induction. For n = 1 the formula reduces to the well known commutator
property

[L,AB] = A[L,B] + [L,A]B. (E.2)

Assuming then Eq. (E.1) to be verified for n, let us show that it holds for (n+ 1) as well

Cn+1(L,AB) = [L, [L, ...[L, [L︸        ︷︷        ︸
n+ 1 times

,AB]]...]]

= [L, [L, ...[L, [L︸        ︷︷        ︸
n times

, [L,A]B]]...]] + [L, [L, ...[L, [L︸        ︷︷        ︸
n times

,A[L,B]]]...]]

= Cn(L, [L,A]B) +Cn(L,A[L,B])

=
n∑

k=0

(
n
k

)
Cn−k(L, [L,A])Ck(L,B) +

n∑
k=0

(
n
k

)
Cn−k(L,A)Ck(L, [L,B])

=
n∑

k=0

(
n
k

)
Cn+1−k(L,A)Ck(L,B) +

n∑
k=0

(
n
k

)
Cn−k(L,A)Ck+1(L,B)

=
n∑

k=0

(
n
k

)
Cn+1−k(L,A)Ck(L,B) +

n+1∑
k=1

(
n

k − 1

)
Cn+1−k(L,A)Ck(L,B)

=
n∑

n=1

[(n
k

)
+
(

n
k − 1

)]
Cn+1−k(L,A)Ck(L,B) +Cn+1(L,A)B+ACn+1(L,B)

=
n∑

n=1

(
n+ 1
k

)
Cn+1−k(L,A)Ck(L,B) +Cn+1(L,A)B+ACn+1(L,B)

=
n+1∑
n=0

(
n+ 1
k

)
Cn+1−k(L,A)Ck(L,B) . (E.3)
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This proves Eq. (E.1).

E.2 Recursive formula

The identity from Eq. (E.1) is hereby used to proof the identity

∞∑
l=0

1
l!
Cl(L,R

r ) =
{ ∞∑
k=0

1
k!
Ck(L,R)

}r
. (E.4)

Proof. Equation (E.1) is first used to write

Cl(L,R
r ) = Cl(L,R ·Rr−1)

=
l∑

k=0

(
l
k

)
Cl−k(L,R)Ck(L,Rr−1) . (E.5)

Let us now compute the series

∞∑
l=0

1
l!
Cl(L,R

r ) =
∞∑
l=0

1
l!

l∑
k=0

l!
k!(l − k)!

Cl−k(L,R)Ck(L,Rr−1)

=
∞∑
k=0

∞∑
l=k

1
k!(l − k)!

Cl−k(L,R)Ck(L,Rr−1)

=
∞∑
k=0

∞∑
i=0

1
k!i!

Ci(L,R)Ck(L,Rr−1)

=
{ ∞∑
i=0

1
i!
Ci(L,R)

} ∞∑
l=0

1
l!
Cl(L,R

r−1) . (E.6)

A recursive relation is, thus, provided, such that after r times one exactly finds Eq. (E.4), which proves our
initial claim.

E.3 Commutator series truncation

For L and R defined in Eqs. (2.4) one finds

[L,R] =
1
4

∑
k1l1
k2l2

z∗k1l1
(l)zk2l2(r)[bk1l1 ,b

†
k2l2

]

=
1
2

Tr
{
z†(l)z(r)

}
+
∑
kl

[
z∗(l)z(r)

]
kl
akl , (E.7a)

[L, [L,R]] =
1
2

∑
k1l1
k2l2

z∗k1l1
(l)

[
z∗(l)z(r)

]
k2l2

[bk1kl1 , ak2l2]

=
∑
kl

[
z∗(l)z(r)z∗(l)

]
kl
bkl , (E.7b)

[L, [L, ...[L, [L︸        ︷︷        ︸
l times

,R]]]] = 0 ∀ l > 2 , (E.7c)



Commutator series truncation 247

and similarly

[[L,R],R] =
∑
kl

[
z(r)z∗(l)z(r)

]
kl
b†kl , (E.7d)

[[[[L,R],R]...,R],R︸         ︷︷         ︸
r times

] = 0 ∀ r > 2 . (E.7e)
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Appendix F

Evaluation of Eq. (3.47) for i = 3

Setting i = 3 Eq. (3.47) reduces to four possible combinations of l and r, i.e.

M[3] =
1
6

∑
λ1λ2λ3

b†λ1
b†λ2

b†λ3
⟨Φ |[Bλ1

, [Bλ2
, [Bλ3

,H]]]|Φ⟩+ 1
2

∑
λ1λ2ρ1

b†λ1
b†λ2

bρ1
⟨Φ |[[Bλ1

, [Bλ2
,H]],B†ρ1

]]|Φ⟩

+
1
2

∑
λ1ρ1ρ2

b†λ1
bρ1

bρ2
⟨Φ |[[[Bλ1

,H],B†ρ1
],B†ρ2

]|Φ⟩+ 1
6

∑
ρ1ρ2ρ3

bρ1
bρ2

bρ3
⟨Φ |[[[H,B†ρ1

],B†ρ2
],B†ρ3

]|Φ⟩ . (F.1)

Equation (F.1) can be recast in a more symmetric way, similarly to the i = 2 case,

M[3] =
∑
αβγ

[ 1
6
b†αb

†
βb
†
γEαβγ +

1
2
b†αb

†
βbγF

γ
αβ +

1
2
b†αbβbγH

∗ βγ
α +

1
6
bαbβbγE∗αβγ

]
=

∑
αβγ

1
6

[
b†αb

†
βb
†
γEαβγ + b†αb

†
βbγF

γ
αβ + b†αbβb

†
γG

β
α γ + bαb

†
βb
†
γHα

βγ

+b†αbβbγH
∗ βγ
α + bαb

†
βbγG

∗α γ
β + bαbβb

†
γF
∗αβ

γ + bαbβbγE∗αβγ
]

−
∑
αβ

1
2

[
b†αF

β
αβ + bαF

∗αβ
β

]
, (F.2)

where the matrices

Eαβγ ≡ ⟨Φ | [Bα , [Bβ , [Bγ ,H]]] |Φ⟩ , (F.3a)

F γ
αβ ≡ ⟨Φ | [[Bα , [Bβ ,H]],B†γ ] |Φ⟩ , (F.3b)

G β
α γ ≡ −⟨Φ | [[[Bα ,H],B†β],Bγ ] |Φ⟩ = F β

αγ , (F.3c)

Hα
βγ ≡ ⟨Φ | [[[H,B†α],Bβ],Bγ ] |Φ⟩ = F α

γβ , (F.3d)

have been introduced. All objects in Eqs. (F.3) are symmetric with respect to exchange of indices of the
same kind (upper or lower) due to the Jacobi identity. Eventually, Eq. (F.2) is written in the form

M[3] =
1
6
b†

(
b† b

)(F E
H∗ G

)(
b
b†

)
+

1
6
b
(
b† b

)(G∗ H
E∗ F ∗

)(
b
b†

)
−
∑
αβ

1
2

[
b†αF

β
αβ + bαF

∗αβ
β

]
. (F.4)

Equation (F.4) may be used for the definition of a set of QRPA equations consistently treating three-body
forces. The non-vanishing contributions to the matrix elements are provided, at the two-body level, by

⟨Φ |[[Bk1l1 , [Bk2l2 ,H
[2]]],B†k3l3

]|Φ⟩ = ⟨Φ |[[Bk1l1 , [Bk2l2 ,H
31]],B†k3l3

]|Φ⟩
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=
1
6

∑
k4l4
k5l5
j

hk4l4k5
l5
⟨Φ |[[Bk1l1 , [Bk2l2 ,B

†
k4l4

B†k5j
Bl5j ]],B

†
k3l3

]|Φ⟩

=
1
6

{
hk1k2l2

k3
δl1l3 +hk1l1k2

k3
δl2l3

}
, (F.5a)

⟨Φ |[[[Bk1l1 ,H
[2]],B†k2l2

],B†k3l3
]|Φ⟩ = ⟨Φ |[[[Bk1l1 ,H

13],B†k2l2
],B†k3l3

]|Φ⟩

=
1
6

∑
k4l4
k5l5
j

hk4
k5l5l4
⟨Φ |[[[Bk1l1 ,B

†
k4j

Bl4jBk5l5],B†k2l2
],B†k3l3

]|Φ⟩

=
1
6

{
hk1

k2l2k3
δl1l3 +hk1

k3l3k2
δl1l2

}
(F.5b)

and, at the three-body level, by

⟨Φ |[Bk1l1 , [Bk2l2 , [Bk3l3 ,H
[3]]]]|Φ⟩ = ⟨Φ |[Bk1l1 , [Bk2l2 , [Bk3l3 ,H

60]]]|Φ⟩

=
1
6!

∑
k4k5k6
l4l5l6

hk4l4k5l5k6l6 ⟨Φ |[Bk1l1 , [Bk2l2 , [Bk3l3 ,B
†
k4l4

B†k5l5
B†k6l6

]]]|Φ⟩

=
1
5!
hk1l1k2l2k3l3 , (F.6a)

⟨Φ |[[[H[3],B†k1l1
],B†k2l2

],B†k3l3
]|Φ⟩ = ⟨Φ |[[[H06,B†k1l1

],B†k2l2
],B†k3l3

]|Φ⟩

=
1
6!

∑
k4k5k6
l4l5l6

hk6l6k5l5k4l4 ⟨Φ |[[[Bk4l4Bk5l5Bk6l6 ,B
†
k1l1

],B†k2l2
],B†k3l3

]|Φ⟩

=
1
5!
hk1l1k2l2k3l3 , (F.6b)

⟨Φ |[[Bk1l1 , [Bk2l2 ,H
[3]]],B†k3l3

]|Φ⟩ = ⟨Φ |[[Bk1l1 , [Bk2l2 ,H
42]],B†k3l3

]|Φ⟩

=
1

2 · 4!

∑
k4k5k6
l4l5l6

hk4l4k5l5
k6l6
⟨Φ |[[Bk1l1 , [Bk2l2 ,B

†
k4l4

B†k5l5
Bk6l6]],B†k3l3

]|Φ⟩

=
1
4!
hk1l1k2l2

k3l3
, (F.6c)

⟨Φ |[[[Bk1l1 ,H
[3]],B†k2l2

],B†k3l3
]|Φ⟩ = ⟨Φ |[[[Bk1l1 ,H

24],B†k2l2
],B†k3l3

]|Φ⟩

=
1

2 · 4!

∑
k4k5k6
l4l5l6

hk4l4
k6l6k5l5

⟨Φ |[[[Bk1l1 ,B
†
k4l4

Bk5l5Bk6l6],B†k2l2
],B†k3l3

]|Φ⟩

=
1
4!
hk1l1

k2l2k3l3
, (F.6d)

which leads to

Ek1l1k2l2k3l3 =
1
5!
hk1l1k2l2k3l3 , (F.7a)

F k3l3
k1l1k2l2

=
1
6

{
hk1k2l2

k3
δl1l3 +hk1l1k2

k3
δl2l3

}
+

1
4!
hk1l1k2l2

k3l3
, (F.7b)

H∗ k2l2k3l3
k1l1

=
1
6

{
hk1

k2l2k3
δl1l3 +hk1

k3l3k2
δl1l2

}
+

1
4!
hk1l1

k2l2k3l3
. (F.7c)



Appendix G

Identities for boson expansion methods

In the present appendix the explicit calculations necessary in Sec. 3.6 are performed in detail. Let us
redefine the Thouless’ matrices inherent to the two Bogoliubov vacua ⟨Φ(l)| and |Φ(r)⟩ as

z(l) ≡ z , (G.1a)

z(r) ≡ z′ . (G.1b)

The norm kernel reads, in the newly introduced variables,

N (z∗,z′) = exp
[1
2

Tr
{

ln
(
1− z∗z′

)}]
. (G.2)

G.1 Matrix calculus properties

Let us start recalling some important properties of matrix calculus. For U a matrix generically depending
on z, i.e. U = f (z), the chain rule for the derivative of a matrix reads

∂g(U)
∂zkl

= Tr
[(∂g(U)

∂U

)T ∂U
∂zkl

]
. (G.3)

Another important property valid when differentiating the trace of a function with respect to its variable is
the following

∂Tr
(
F(U)

)
e

∂U
= f (U)T , (G.4)

where f is the scalar derivative of F, i.e.
f (·) ≡ F′(·) . (G.5)

G.2 Norm kernel derivative

The first step in the derivation of Eqs. (3.69) is the differentiation of the norm kernel given in Eq. (G.2).
Replacing

U ≡ z∗ · z′ (G.6)

into Eq. (G.2) and using the properties Eqs. (G.3) and (G.4) the derivative of the norm kernel can be computed
without ambiguities

∂N (z∗,z′)
∂z∗kl

=N (z∗,z′)
1
2

Tr
[( ∂
∂U

Tr ln(1−U)
)T ∂U

∂z∗kl

]
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=N (z∗,z′)
1
2

Tr
[
−
( 1

1−U

) ∂U
∂z∗kl

]
=N (z∗,z′)

1
2

∑
abc

[
−
( 1

1− z∗ · z′
)
ab

∂
∂z∗kl

z∗bcz
′
ca

]
=N (z∗,z′)

1
2

∑
abc

[
−
( 1

1− z′ · z∗
)
ba

(δkbδlc − δkcδlb)z′ca
]

=N (z∗,z′)
1
2

∑
a

[
−
( 1

1− z′ · z∗
)
ka
z′la +

( 1
1− z′ · z∗

)
la
z′ka

]
=N (z∗,z′)

1
2

∑
a

[( 1
1− z′ · z∗

)
ka
z′al + z′ka

( 1
1− z∗ · z′

)
al

]
, (G.7)

where the property

(1− z∗ · z′)−1 =
[[

(1− z∗ · z′)−1
]T]T

=
[[

(1− z∗ · z′)T
]−1

]T

=
[
(1− z′ · z∗)−1

]T
(G.8)

has been used. Recalling the relation

z′ ·
( 1

1− z∗ · z′
)

=
∞∑
n=0

z′ · (z∗ · z′)n

=
∞∑
n=0

(z′ · z∗)n · z′

=
( 1

1− z′ · z∗
)
· z′ , (G.9)

Eq. (G.7) eventually reads
∂N (z∗,z′)

∂z∗kl
=

[
z′ ·

( 1
1− z∗ · z′

)]
kl
N (z∗,z′) . (G.10)

The derivative with respect to the matrix z′ is also computed,

∂N (z∗,z′)
∂z′kl

=N (z∗,z′)
1
2

Tr
[( ∂
∂U

Tr ln(1−U)
)T ∂U

∂z′kl

]
=N (z∗,z′)

1
2

Tr
[
−
( 1

1−U

) ∂U
∂z′kl

]
=N (z∗,z′)

1
2

∑
abc

[
−
( 1

1− z∗ · z′
)
ab

∂

∂z′kl
z∗bcz

′
ca

]
=N (z∗,z′)

1
2

∑
abc

[
−
( 1

1− z′ · z∗
)
ba
z∗bc(δkcδla − δkaδlc)

]
=N (z∗,z′)

1
2

∑
a

[
−
( 1

1− z′ · z∗
)
bl
z∗bk +

( 1
1− z′ · z∗

)
bk
z∗bl

]
=N (z∗,z′)

1
2

∑
a

[
z∗kb

( 1
1− z′ · z∗

)
bl

+
( 1

1− z∗ · z′
)
kb
z∗bl

]
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=
[( 1

1− z∗ · z′
)
· z∗

]
kl
N (z∗,z′) . (G.11)

G.3 Anomalous densities

The comparison of Eq. (3.69b) to Eq. (G.10) allows to recover the desired result for the anomalous density
matrix, since

κkl(z
∗,z′)N (z∗,z′) =

[
z′ ·

( 1
1− z∗ · z′

)]
kl
N (z∗,z′)

=
∂

∂z∗kl
N (z∗,z′) . (G.12)

The validity of Eq. (3.69c) is now proven(
z∗kl +

∑
ij

z∗kiz
∗
jl

∂
∂z∗ij

)
N (z∗,z′) =

{
z∗kl +

∑
ij

z∗kiz
∗
jl

[
z′ ·

( 1
1− z∗ · z′

)]
ij

}
N (z∗,z′)

=
[
z∗ + z∗ · z′ ·

( 1
1− z∗ · z′

)
· z∗

]
kl
N (z∗,z′)

=
[
(1− z∗ · z′) ·

( 1
1− z∗ · z′

)
· z∗ + z∗ · z′ ·

( 1
1− z∗ · z′

)
· z∗

]
kl
N (z∗,z′)

=
[( 1

1− z∗ · z′
)
· z∗

]
kl
N (z∗,z′) . (G.13)

Comparing to Eq. (3.69c) one gets

κkl(z
′ ,z∗)N (z∗,z′) =

[( 1
1− z∗ · z′

)
· z∗

]
kl
N (z∗,z′)

=
(
z∗kl +

∑
ij

z∗kiz
∗
jl

∂
∂z∗ij

)
N (z∗,z′) . (G.14)

G.4 Normal density

The same steps are now used to prove Eq. (3.69d). The quantity∑
i

z∗li
∂

∂z∗ki
N (z∗,z′) =

∑
i

z∗li

[
z′ ·

( 1
1− z∗ · z′

)]
ki
N (z∗,z′)

= −
[
z′ ·

( 1
1− z∗ · z′

)
· z∗

]
kl
N (z∗,z′) (G.15)

is evaluated. Comparing to Eq. (3.69d) the equivalence is proven

ρkl(z
∗,z′)N (z∗,z′) = −

[
z′ ·

( 1
1− z∗ · z′

)
· z∗

]
kl
N (z∗,z′)

=
∑
i

z∗li
∂

∂z∗ki
N (z∗,z′) . (G.16)
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Appendix H

Moments evaluation based on the HFB
ground state

H.1 Odd moments

In this appendix a short focus on the derivation of the (Q)RPA odd-moments is reported. Particular attention
is put on the fact that (Q)RPA odd moments can be computed knowing the sole HF(B) ground state. The
reason why the same does not apply to even moments is shortly addressed. In what follows the procedure
from Refs. [151, 181] is followed.

Let us write the transition matrix elements of F in the (Q)RPA as

⟨Ψ0|F|Ψν⟩ = (F†,F⊺)
(
Xν

Y ν

)
. (H.1)

Notice that in QRPA the matrix elements of F in the above equation are replaced by their two-quasiparticle
components F20 (see App. A). Rising (Q)RPA equations (see Eq. (3.64)) to the power k one obtains(

A B
−B∗ −A∗

)k (
Xν

Y ν

)
= Ek

ν

(
Xν

Y ν

)
, (H.2)

with of A and B defined by

Aph,p′h′ ≡ ⟨Φ |[c†hcp, [H,c†h′cp′ ]]|Φ⟩ , (H.3a)

Bph,p′h′ ≡ −⟨Φ |[c†hcp, [H,c†p′ch′ ]]|Φ⟩ , (H.3b)

in RPA and by

Aab,cd ≡ ⟨Φ |[βbβa, [H,β†cβ
†
d]]|Φ⟩ , (H.4a)

Bab,cd ≡ −⟨Φ |[βbβa, [H,βcβd]]|Φ⟩ (H.4b)

in QRPA. If 2N is the total number of (Q)RPA solutions, half of them relate to positive eigenvalues whereas
the other half relate to negative energies equal to the previous ones in absolute value. If ν ∈ [1,N ] denotes
the positive solutions and ν ∈ [N + 1,2N ] the negative ones, this symmetry can be exploited to write

2mk = 2
N∑
ν=1

Ek
ν | ⟨Ψν |F|Ψ0⟩ |2
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=
2N∑
ν=1

|Ek
ν || ⟨Ψν |F|Ψ0⟩ |2 (H.5)

=
( N∑
ν=1

−
2N∑

ν=N+1

)
(F†,F⊺)

(
Xν

Y ν

)
Ek
ν(Xν†,Y ν†)

(
F
F∗

)
(H.6)

=
( N∑
ν=1

−
2N∑

ν=N+1

)
(F†,F⊺)

(
A B
−B∗ −A∗

)k (
Xν

Y ν

)
(Xν†,−Y ν†)

(
F
−F∗

)
.

Then the (Q)RPA identity ( N∑
ν=1

−
2N∑

ν=N+1

)(
Xν

Y ν

)
(Xν†,−Y ν†) = 1 (H.7)

is used to eventually write

mk =
1
2

(F⊺,F†)
(
A B
−B∗ −A∗

)k (
F
−F∗

)
, (H.8)

Inserting Eqs. (H.3) and (H.4) into Eq. (H.8) for k = 1 leads to

1
2

(F⊺,F†)
(
A B
−B∗ −A∗

)(
F
−F∗

)
=

1
2
⟨Φ |[F, [H,F]]|Φ⟩ (H.9)

is thus proving the equivalence between (Q)RPA 1-st order moment and the HF(B) expectation value of
Eq. (4.46b) for k = 1. However, one should stress, and this is missing in Ref. [181], that going from Eq. (H.5)
to Eq. (H.6) the sum splitting can only be performed for odd k values. The peculiar structure of the (Q)RPA
identity resolution from Eq. (H.7) can be thus exploited for the computation of odd moments only.

H.2 Even moments

In what follows, the even moments computed from an HFB state are shown to be equal in the isoscalar and
isovector channels. Beside its formal interest, such a property delivers a useful benchmark for the numerical
calculations. Explicit derivations are presently performed for M̆0(0,0) only but the extension to any higher
even moment is straightforward.

Let us at first redefine the operator at use subtracting its mean value, as specified in Section 4.2,
computed at the HFB level ⟨F⟩

HFB
≡ ⟨Φ |F|Φ⟩

F ≡ F − ⟨F⟩
HFB

, (H.10a)

F2 ≡ F2 − 2⟨F⟩
HFB

F + ⟨F⟩2
HFB

. (H.10b)

Compared to Eqs. (4.51) the matrix elements associated to M̆0(0,0) become

M̆
[0]
0 = ⟨F⟩2

HFB
, (H.11a)

m̆11
0,ab =

∑
c

f 11
ac f 11

cb − 2⟨F⟩
HFB

f 11
ab , (H.11b)

m̆22
0,abcd = 2(f 11

ac f 11
bd − f

11
bc f

11
ad ) . (H.11c)

The average of M̆0(0,0) with respect to an HFB state |Φ⟩ is

mHFB
0 ≡ ⟨Φ |M̆0(0,0)|Φ⟩
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= M̆
[0]
0 +

∑
ab

m̆11
0,abρba +

1
2

∑
abcd

m̆22
0,abcdρcaρdb +

1
4

∑
abcd

m̆22
0,abcdκbaκdc . (H.12)

The notation

O =
∑
ab∈π

oabc
†
acb ±

∑
ab∈ν

oabc
†
acb

≡Oπ ±Oν (H.13)

is adopted to specify the two isospin components of a generic one-body operator O, which is feasible if the
operator is block-diagonal with respect to isospin. Respectively, the plus and minus sign refer to isoscalar
and isovector operators. The same is presently supposed to be true for the one-body HFB density matrices
ρ and κ. Separately computing the different terms in Eq. (H.12) one then obtains

M̆
[0]
0 = ⟨F⟩2

HFB

=
[
tr(Fπ · ρπ ±Fν · ρν)

]2
(H.14a)∑

ab

m̆11
0,abρba =

∑
abc

f 11
ac f 11

cb ρba − 2⟨F⟩
HFB

∑
ab

f 11
ab ρba

= tr(Fπ ·Fπ · ρπ +Fν ·Fν · ρν)− 2
[
tr(Fπ · ρπ ±Fν · ρν)

]2
(H.14b)

1
2

∑
abcd

m̆22
0,abcdρcaρdb =

∑
abcd

(f 11
ac f 11

bd − f
11
bc f

11
ad )ρcaρdb

=
[
tr(Fπ · ρπ)± tr(Fν · ρν)

]2
− tr(Fπ · ρπ ·Fπ · ρπ +Fν · ρν ·Fν · ρν) (H.14c)

1
4

∑
abcd

m̆22
0,abcdκbaκ

∗
dc =

1
2

∑
abcd

(f 11
ac f 11

bd − f
11
bc f

11
ad )κbaκ

∗
dc

= −1
2

tr(Fπ ·κπ ·Fπ ·κ∗π +Fν ·κν ·Fν ·κ∗ν) +
1
2

tr(Fπ ·κπ ·Fπ ·κ∗π +Fν ·κν ·Fν ·κ∗ν)

(H.14d)

so that when summing up the only non-vanishing terms are

mHFB
0 = tr(F ·F · ρ) + tr(F · ρ ·F · ρ) . (H.15)

Both terms being quadratic in F the result is the same in isoscalar and isovector channels. This statement
can be extended with no loss of generality to any square product of one-body hermitian operators, whenever
the isospin block-diagonal structure of the operator is preserved. This case applies to M̆2(1,1) if the
hypothesis (4.68) is taken into account. The HFB isoscalar-isovector invariance of even moments in such
an hypothesis has been numerically checked both for closed- and (doubly) open-shell nuclei. Calculations
relative to M̆2(1,1) are even simpler, since any expectation value linear in the commutator of two hermitian
operators vanishes by definition1, so that only quadratic contributions appear. Thus, the isospin character
of the operator itself is lost.

1Let us consider the commutator
C = [H,F] . (H.16)

The condition
C† = −C (H.17)

is verified due to the hermiticity of operators H and F. Thus, it is immediate to check that

tr(C) = −tr(C†) = 0 , (H.18)
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Naively, the present result seems to be in contradiction with numerical values of even moments in
(Q)RPA, that differ depending on the selected isospin channel. This contradiction is only apparent. Only
odd (Q)RPA moments can be computed as the expectation value of the moment operator with respect to
the HF(B) solution. This is not the case for even moments, which must be computed through Eq. (4.27) and
that do not display this equality between their isoscalar and isovector components .

since hermiticity in general implies the trace of an hermitian operator to be real. One can simply show that

ρ ·C = −ρ† ·C†

= −(C · ρ)† . (H.19)

In this way one proofs that

tr(ρ ·C) = −tr(C · ρ)†

= tr(C · ρ)

= 0 , (H.20)

where in the first equivalence Eq. (H.19) has been used, the second equivalence exploits the cyclic character of the trace and the
last one follows from Eq. (H.18).



Appendix I

Proofs involving projectors

I.1 Projected overlap between states with different K

The selection rule employed in Sec. 5.5.2 is proven in the following.

⟨ΦM ′ |P
J
MK |ΦK ′⟩ =

2J + 1
8π2

∫
dΩDJ∗

MK (Ω)⟨ΦM ′ |R(Ω)|ΦK ′⟩

=
2J + 1
8π2

∫ 2π

0
dα

∫ +1

−1
d(cosβ)

∫ 2π

0
dγ eiMαdJMK (β)eiKγ ⟨ΦM ′ |e−iαJze−iβJye−iγJz |ΦK ′⟩

=
2J + 1
8π2

∫ 2π

0
dα ei(M−M

′)α
∫ 2π

0
dγ ei(K−K

′)γ
∫ +1

−1
d(cosβ) dJMK (β)⟨ΦM ′ |e−iβJy |ΦK ′⟩

=
2J + 1

2
δMM ′δKK ′

∫ +1

−1
d(cosβ) dJMK (β)⟨ΦM ′ |e−iβJy |ΦK ′⟩ . (I.1)

I.2 Projected transition amplitude between states with different K

The selection rule employed in Sec. 5.4.3 is proven in the following. Spherical tensors fulfil the commutation
relations (see, for instance, Ref. [146])

[Jz,Tλµ] = µTλµ , (I.2a)

[J±,Tλµ] =
√
λ(λ+ 1)−µ(µ± 1)Tλ,µ±1 . (I.2b)

In particular, Eq. (I.2a) allows to provide the following derivation

⟨ΦM ′ |TλµP
J
MK |ΦK ′⟩ =

2J + 1
8π2

∫ 2π

0
dα

∫ +1

−1
d(cosβ)

∫ 2π

0
dγ DJ∗

MK (α,β,γ)⟨ΦM ′ |TλµR(α,β,γ)|ΦK ′⟩

=
2J + 1
8π2

∫ 2π

0
dα

∫ +1

−1
d(cosβ)

∫ 2π

0
dγ eiMαdJMK (β)eiKγ ⟨ΦM ′ |Tλµe−iαJze−iβJye−iγJz |ΦK ′⟩

=
2J + 1

4π
δKK ′

∫ 2π

0
dα

∫ +1

−1
d(cosβ) eiMαdJMK (β)⟨ΦM ′ |Tλµe−iαJze−iβJy |ΦK ′⟩

=
2J + 1

4π
δKK ′

∫ 2π

0
dα

∫ +1

−1
d(cosβ) eiMαdJMK (β)

∞∑
n=0

1
n!
⟨ΦM ′ |Tλµ(−iαJz)ne−iβJy |ΦK ′⟩

=
2J + 1

4π
δKK ′

∫ 2π

0
dα

∫ +1

−1
d(cosβ) eiMαdJMK (β)

∞∑
n=0

1
n!
⟨ΦM ′ |[(−iαJz + iαµ)nTλµ]e−iβJy |ΦK ′⟩
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=
2J + 1

4π
δKK ′

∫ 2π

0
dα

∫ +1

−1
d(cosβ) eiMαdJMK (β)e−iα(M ′−µ) ⟨ΦM ′ |Tλµe−iβJy |ΦK ′⟩

=
2J + 1

2
δKK ′δM,M ′−µ

∫ +1

−1
d(cosβ) dJMK (β)⟨ΦM ′ |Tλµe−iβJy |ΦK ′⟩ . (I.3)

For states |ΦK⟩ carrying a good Jz quantum number, the projected transition amplitudes vanish if the lower
projection indices do not match the quantum numbers of the symmetry-breaking states.



Appendix J

Matrix elements in the HF basis

This appendix develops the necessary details for numerical implementations of Secs. 5.4.4 and 5.5.3.

J.1 Hartree-Fock single-particle basis

The Hartree-Fock ground-state is referred to as |HF⟩. It is expressed, as well as one-particle-one-hole states
resulting from an excitation acting on it, as a Slater determinant of the occupied single-particle states |ϕi⟩
constituting it, i.e.

|HF⟩ = |ϕ1ϕ2...ϕA⟩ , (J.1)

with A being the number of nucleons in the system and {ϕi}i=1,...,N the basis set of HF single-particle
states. The basis is made up of N single-particle states, whereas the A-body state Slater determinant is the
anti-symmetrised product of A occupied single-particle states, with A ≤ N . Single-particle states can be
expanded onto an arbitrary basis {a}N of choice through a unitary transformation C (N ×N matrix)

|ϕi⟩ =
∑
a

|a⟩⟨a|ϕi⟩

=
∑
a

Cai |a⟩ . (J.2)

This work relies on the use of axially deformed states with a good angular-momentum projection quantum
number, such that they are eigenstates of Jz but not of J2, i.e.

Jz |ΦK⟩ = K |ΦK⟩ , (J.3)

with |ΦK⟩ being any possible Slater determinant made up of A such HF single-particle states. In this context
a standard choice for the underlying basis is the cylindrical harmonic oscillator basis (CHO). The CHO
basis states are denoted as

|nznrmlms⟩ , (J.4)

where nz (nr ) is the principal quantum number relative to the z (r) coordinate, indicating the number of
nodes of the axially-symmetric wave-function in this direction, and ml (ms) is the z-projection component
of the orbital (spin) angular momentum. The direct transformation is the one going from the CHO to the
HF basis,

|a⟩ C−→ |ϕi⟩ , (J.5)

thus having the row index for the CHO basis and the column index for the HF basis. Operators are
introduced in the CHO basis. In order to express an operator O in the HF basis its matrix elements must
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undergo the unitary transformation

Õij = ⟨ϕi |O|ϕj⟩

=
∑
ab

⟨ϕi |a⟩⟨a|O|b⟩⟨b|ϕj⟩

=
∑
ab

C∗iaOabCbj

= (C†OC)ij . (J.6)

J.2 Angular momentum matrix elements

In the spherical harmonic oscillator basis (SHO), the basis states are denoted as

|nljm⟩ , (J.7)

where n is the principal quantum number, indicating the number of nodes of the spherically-symmetric
wavefunction, l is the orbital angular momentum quantum number, j refers to the total angular momentum
of the state and m is its projection on the z-axis. Thus, basis states fulfil

L2 |nljm⟩ = l(l + 1) |nljm⟩ , (J.8a)

J2 |nljm⟩ = j(j + 1) |nljm⟩ , (J.8b)

Jz |nljm⟩ = m |nljm⟩ . (J.8c)

Ladder operators for the total angular momentum act on the basis states according to

J+ |nljm⟩ =
√
j(j + 1)−m(m+ 1) |nlj,m+ 1⟩ , (J.9a)

J− |nljm⟩ =
√
j(j + 1)−m(m− 1) |nlj,m− 1⟩ , (J.9b)

so that the matrix element of Jy are obtained as

⟨n1l1j1m1| Jy |n2l2j2m2⟩ =
1
2i
⟨n1l1j1m1| J+ |n2l2j2m2⟩ −

1
2i
⟨n1l1j1m1| J− |n2l2j2m2⟩

=
1
2i

δn1n2
δl1l2δj1j2

{√
j2(j2 + 1)−m2(m2 + 1)⟨m1|m2 + 1⟩

−
√
j2(j2 + 1)−m2(m2 − 1)⟨m1|m2 − 1⟩

}
=

1
2i

δn1n2
δl1l2δj1j2

{
δm1,m2+1

√
j2(j2 + 1)−m2(m2 + 1)

− δm1,m2−1

√
j2(j2 + 1)−m2(m2 − 1)

}
. (J.10)

The matrix elements of Jy originally given in the SHO basis according to Eq. (J.10) can then be transformed
into the CHO basis through

J (CHO)
y = UJ (SHO)

y U† (J.11)

where matrix elements of the unitary transformation U are provided by the overlaps between the two bases

Unljm,nznrmlms
= ⟨nljm|nznrmlms⟩ . (J.12)



Overlap evaluation 263

J.3 Overlap evaluation

The overlap between two non-orthogonal Slater determinants |Φ⟩ and |Ξ⟩ is computed (see, for instance,
Ref. [115]) as a determinant

⟨Φ |Ξ⟩ = detM(Φ ,Ξ) , (J.13)

where M(Φ ,Ξ) is the matrix of the overlaps between the single-particle states |ϕi⟩ occupied in |Φ⟩ and the
single-particle states |ξi⟩ occupied in |Ξ⟩, i.e.

Mij(Φ ,Ξ) ≡ ⟨ϕi |ξj⟩

=
∑
a

⟨ϕi |a⟩⟨a|ξj⟩

=
∑
a

C ∗(Φ)iaC(Ξ)aj

= (C†(Φ)C(Ξ))ij , (J.14)

where the matrix C(Φ) is a N ×A rectangular matrix, whose row index run on basis states, whose total
number is N , and column index runs on occupied single-particle states, whose number equates the number
of nucleons A. The C(Φ) matrix is built retaining the columns in the basis-change matrix C corresponding
to the occupied single-particle states |ϕi⟩ in |Φ⟩. Alternatively, when |Φ⟩ and |Ξ⟩ are different Slater
determinants expressed with respect the same HF single-particle states (e.g. the |HF⟩ state and a ph
excitation |ph⟩ ≡ c†pch |HF⟩), one can compute the product C†C using the whole transformation matrix C
linking the Hartree-Fock and CHO bases, and then retaining only the rows (columns) corresponding to the
occupied single-particle states in ⟨Φ | (|Ξ⟩). In this case the overlap can be written as

Mij(Φ ,Ξ) ≡ ⟨ϕi |ξj⟩

=
∑
a

⟨ϕi |a⟩⟨a|ξj⟩

=
∑
a

C ∗iaCaj

= (C†C)occ
ij , (J.15)

where indices i and j run over occupied single-particle states in ⟨Φ | and |Ξ⟩, respectively. This is the
solution used in the present implementation. When AMP is involved, one has to evaluate rotated overlaps
of the form

⟨Φ |R(Ω)|Ξ⟩ = detM(Φ ,Ξ;Ω) . (J.16)

In axial symmetry, this amounts to evaluating

Mij(Φ ,Ξ;β) ≡ ⟨ϕi |e−iβ Jy |ξj⟩

=
∑
ab

⟨ϕi |a⟩⟨a|e−iβ Jy |b⟩⟨b|ξj⟩

=
∑
ab

C ∗(Φ)ia(e−iβ Jy )abC(Ξ)bj

= (C†(Φ)e
−iβ JyC(Ξ))ij . (J.17)

Two equivalent ways can again be envisioned to provide this expression. First, one considers matrices C(Φ)
and C(Ξ) obtained by retaining the columns relative to the occupied HF states in the determinant of choice.
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If the Slater determinants refer to the same HF single-particle basis as in Eq. (J.15), one can rather perform
the matrix product using the complete transformation matrix C and solely retaining the rows/columns
relative to the occupied HF states in the left/right Slater determinant

Mij(Φ ,Ξ;β) ≡ ⟨ϕi |e−iβ Jy |ξj⟩

=
∑
ab

⟨ϕi |a⟩⟨a|e−iβ Jy |b⟩⟨b|ξj⟩

≡
∑
ab

⟨ϕi |a⟩⟨a|r(β)|b⟩⟨b|ξj⟩

=
∑
ab

C ∗iarab(β)Cbj

= (C†e−iβ JyC)occ
ij . (J.18)

This second choice is preferable, for two reasons. First, there is no ambiguity regarding the way the elements
in the matrix are sorted. Second, it is computationally more optimal, given that only the information relative
to the occupied states in each Slater determinant needs to be stored out of the full matrix

(C†e−iβ JyC)pq ,

simply corresponding to the rotation matrix expressed in the HF basis.

Matrix exponential

For a N ×N matrix A, let V be the unitary transformation diagonalising A. Naturally, V is made out of
the N eigenvectors of A. Let Λ be the diagonal matrix whose elements are the eigenvalues {λa}a=1,...,N of
A. Given the eigenvalue equation

AV = ΛV , (J.19)

it is easy to show that the matrix exponential is nothing but

eA = V †eΛV , (J.20)

where the exponential of Λ is the diagonal matrix with elements {eλa}a=1,...,N . This scheme is particularly
convenient as far as the computational cost is concerned. Indeed, once A has been diagonalised, V and Λ

can be stored for successive iterative uses. This is of interest when integrating during the projection process,
since one deals with the iterated evaluation of

eβA = V †eβΛV (J.21)

for many β’s, which is easily achieved multiplying the eigenvalues {λa}a=1,...,N by β.

J.4 Off-diagonal density matrix

The computation of transition strengths implies the evaluation of many off-diagonal matrix elements of the
form

⟨Φ |T |Ξ⟩ =
⟨Φ |T |Ξ⟩
⟨Φ |Ξ⟩

⟨Φ |Ξ⟩

=
∑
ab

Tab
⟨Φ |c†acb|Ξ⟩
⟨Φ |Ξ⟩

⟨Φ |Ξ⟩
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≡ Tr{T · ρ(Φ ,Ξ)} ⟨Φ |Ξ⟩ , (J.22)

involving the knowledge of the off-diagonal density matrix ρ(Φ ,Ξ). Dealing with Slater determinants, the
latter can be expressed as [115]

ρab(Φ ,Ξ) =
⟨Φ |c†bca|Ξ⟩
⟨Φ |Ξ⟩

=
A∑

i,j=1

⟨a|ξi⟩M−1(Φ ,Ξ)ij ⟨ϕj |b⟩

=
A∑

i,j=1

C(Ξ)aiM
−1(Φ ,Ξ)ijC

∗
(Φ)jb . (J.23)

If, as for the overlap in Eq. (J.15), the states |Φ⟩ and |Ξ⟩ are Slater determinants built out of the same set of
HF single-particle states, the transition matrix element can be expressed as

⟨Φ |T |Ξ⟩ =
∑
ab

Tab
⟨Φ |c†acb|Ξ⟩
⟨Φ |Ξ⟩

⟨Φ |Ξ⟩

=
A∑

i,j=1

∑
ab

TabCbiM
−1(Φ ,Ξ)ijC

∗
ja ⟨Φ |Ξ⟩

=
A∑

i,j=1

(C†TC)jiM
−1(Φ ,Ξ)ij ⟨Φ |Ξ⟩

≡ Tr{T̃ (Φ ,Ξ)M−1(Φ ,Ξ)} ⟨Φ |Ξ⟩ , (J.24)

where

T̃ (Φ ,Ξ) ≡ (C†TC)occ (J.25)

is the sub-matrix made out of the occupied row and column indices of |Φ⟩ and |Ξ⟩, respectively, of the
operator T expressed in the HF single-particle basis. As for the overlap matrix M, the matrix T̃ (Φ ,Ξ)
is constructed by first evaluating the complete product C†TC (which amounts to computing T in the HF
single-particle basis) and by retaining the rows (columns) corresponding to the occupied single-particle
states in ⟨Φ | (|Ξ⟩). The overlap matrix M(Φ ,Ξ) is block-diagonal with respect to isospin (proton and
neutron states are orthogonal since they span different sub-spaces of the one-body Hilbert space), such that
the inverse matrix is block diagonal as well. Thus, one is allowed to write

⟨Φ |T |Ξ⟩ = Tr{T̃π ·M−1
π (Φ ,Ξ) + T̃ν ·M−1

ν (Φ ,Ξ)} ⟨Φ |Ξ⟩ , (J.26)

where the subscripts π and ν stands for proton and neutron sub-blocks, respectively. The overlap ⟨Φ |Ξ⟩
factorises, for the same reason, into a proton and a neutron component

⟨Φ |Ξ⟩ = ⟨Φ |Ξ⟩π ⟨Φ |Ξ⟩ν . (J.27)

The inverse of a matrix is related to its cofactor matrix C by the relation (see, e.g., Ref. [213])

M−1 =
1

detM
C

T . (J.28)
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Since the determinant of the overlap matrix corresponds to the overlap itself, one can write

⟨Φ |T |Ξ⟩ = Tr{ T̃π(Φ ,Ξ) ·CT
π(Φ ,Ξ)

⟨Φ |Ξ⟩π
+
T̃ν(Φ ,Ξ) ·CT

ν(Φ ,Ξ)
⟨Φ |Ξ⟩ν

} ⟨Φ |Ξ⟩π ⟨Φ |Ξ⟩ν (J.29)

= Tr{T̃π(Φ ,Ξ) ·CT
π(Φ ,Ξ)} ⟨Φ |Ξ⟩ν + Tr{T̃ν(Φ ,Ξ) ·CT

ν(Φ ,Ξ)} ⟨Φ |Ξ⟩π . (J.30)

This writing has the advantage to be well-defined for orthogonal states as well, which is of interest in this
specific application, where by definition ph excitation are orthogonal to the HF state, whereas the original
formulation demands a matrix inversion, which is ill defined if the determinant of the matrix (overlap) is
zero. Let us consider the particular case

|Ξ⟩ = c†pch |Φ⟩ . (J.31)

According to the isospin character of the ph excitation, either the proton or the neutron overlap are
vanishing, i.e for a proton (neutron) ph excitation the overlap ⟨Φ |Ξ⟩π (⟨Φ |Ξ⟩ν ) vanishes and the overlap
⟨Φ |Ξ⟩ν = 1 (⟨Φ |Ξ⟩π = 1). As an example, for a proton ph state one obtains

⟨Φ |T |Ξ⟩ = Tr{T̃π(Φ ,Ξ) ·CT
π(Φ ,Ξ)} . (J.32)

This is no longer true in the case of non-orthogonal states, which is the situation emerging when dealing
with projectors. In this case both the proton and the neutron component may be present at the same time,
as clearly appears in Eq. (J.30). When rotation is involved, the definition from Eq. (J.25) is straightforwardly
modified (see Ref. [214]) according to

T̃ (Φ ,Ξ;β) ≡ (C†T e−iβ JyC)occ , (J.33)

and C(Φ ,Ξ;β), i.e. the cofactor matrix of M(Φ ,Ξ;β), is employed instead of C(Φ ,Ξ). Overall, one obtains

⟨Φ |T |Ξ(β)⟩ = Tr{Tπ(Φ ,Ξ;β) ·CT
π(Φ ,Ξ;β)} ⟨Φ |Ξ(β)⟩ν + Tr{Tν(Φ ,Ξ;β) ·CT

ν(Φ ,Ξ;β)} ⟨Φ |Ξ(β)⟩π . (J.34)



Appendix K

Quantum Harmonic Oscillator and
Perturbative Corrections

K.1 Problem setting

Perturbative corrections to the eigen-energies of the one-dimensional quantum harmonic oscillator (QHO)
are here computed for a perturbation having both a cubic and a quartic terms up to second order1. The
Hamiltonian

H = H0 +λH1 (K.1)

is given, with

H0 ≡
p2

2m
+

1
2
mω2q2 , (K.2a)

H1 ≡ −µq3 + ξq4 , (K.2b)

representing the unperturbed QHO and the perturbation respectively. The canonical coordinate and mo-
mentum are expressed in terms of ladder operators

q =

√
ℏ

2mω
(a† + a) , (K.3a)

p = i

√
mω
2ℏ

(a† − a) , (K.3b)

with the action of a† and a being defined by

a† |n⟩ =
√
n+ 1 |n+ 1⟩ , (K.4a)

a |n⟩ =
√
n |n− 1⟩ , (K.4b)

where |n⟩ are the eigen-states of the QHO defined by the Schrödinger equation

H0 |n⟩ =
(
n+

1
2

)
ℏω |n⟩ . (K.5)

The matrix elements of the operator q are determined using the representation from Eq. (K.3a), providing

⟨m|q|n⟩ =

√
ℏ

2mω
[
√
nδm,n−1 +

√
n+ 1δm,n+1] . (K.6)

1The perturbation theory for the q4 correction to the QHO is known to diverge (zero radius of convergence) [215, 216, 217].
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The transition probability between neighbouring states is given by

| ⟨n− 1|q|n⟩ |2 =
ℏ

2mω
n. (K.7)

K.2 Eigen-energies correction

Eigen-energies corrections at first and second order in perturbation theory are provided, respectively, by

E
(1)
n = λ⟨n|H1|n⟩ , (K.8a)

E
(2)
n = λ2

∑
m,n

| ⟨n|H1|m⟩ |2

E
(0)
n −E

(0)
m

, (K.8b)

with E
(0)
n standing for the eigen-energies of H0, i.e.

E
(0)
n ≡ ⟨n|H0|n⟩ = ℏω

(
n+

1
2

)
. (K.9)

The cubic and the quartic contributions to the first-order term read as

E
(1,3)
n ≡ −⟨n|µq3|n⟩

= −µ
( ℏ

2mω

) 3
2
⟨n|(a† + a)3|n⟩

= 0 , (K.10a)

E
(1,4)
n ≡ ⟨n|ξq4|n⟩

= ξ
( ℏ

2mω

)2
⟨n|(a† + a)4|n⟩

= ξ
( ℏ

2mω

)2
3(2n2 + 2n+ 1) . (K.10b)

The cubic term does not contribute at first order, since its expansion only provides unequal powers of a†

and a. The second-order contributions are computed via tedious but straightforward algebraic calculations
eventually reading as

E
(2,3)
n ≡

∑
m,n

| ⟨n|µq3|m⟩ |2

E
(0)
n −E

(0)
m

=
µ2

ℏω

( ℏ
2mω

)3 ∑
m,n
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Eventually, the perturbatively-corrected eigen-energies are defined as
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n , (K.12)

and, consequently, the perturbed eigen-frequencies as
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À partir des années 2000, les méthodes ab initio en structure nucléaire théorique ont été extrêmement
prolifiques dans la description des observables expérimentales sur la base des théories chirales des champs
effectives (EFT), où les degrés de liberté des quarks sont intégrés et la force forte entre nucléons est moyen-
née par les pions comme bosons de Goldstone de la brisure de symétrie spontanée associée à la symétrie
chirale. Spécifiquement, les EFT chirales représentent une conjonction solide à la chromodynamique quan-
tique (QCD), la théorie de champ sous-jacente de la force forte. La construction de l’hamiltonien à partir
des principes premiers combinée à des techniques à N corps d’avant-garde offre une direction vers un cadre
de travail universel pour décrire les propriétés du noyau atomique, de l’énergie de liaison jusqu’aux rayons
de charge et aux excitations collectives.

Techniques à N corps

Les méthodes ab initio jouent un rôle essentiel pour attaquer des systèmes quantiques fortement corrélés
tels que le noyau atomique, de telle sorte que le développement et l’extension des nouvelles techniques pour
résoudre l’équation de Schrödinger à A corps sont centrales pour la description des observables nucléaires
à partir des principes premiers. Une solution essentiellement exacte du problème à N corps quantique est
fournie par les méthodes de diagonalisation, telles que le modèle en couches sans cœur (NCSM), ou les
méthodes Monte-Carlo. Cependant, lié à l’augmentation exponentielle du coût computationnel par rapport
au nombre de nucléons A du système, ces méthodes ne sont limitées qu’aux noyaux légers, avec A ≲ 12,
bien que les techniques de troncation par importance (IT) puissent élargir leur étendu jusqu’à certains
isotopes de l’Oxygène e du Calcium.

Une avancée majeure dans le développement des méthodes ab initio pour la description de noyaux de
masse moyenne a été marquée par la (ré)introduction des méthodes dites d’expansion, où l’action d’un
opérateur d’onde agissant sur un état de référence gagne la corrélation manquante dans l’état initial choisi
de manière appropriée à travers une expansion contrôlée, qui peut être de nature perturbative ou non-
perturbative. Si on tronque l’expansion à un ordre fini, toutes ces méthodes partagent une augmentation
polynomiale du coût computationnel par rapport à la dimension de l’espace d’Hilbert à un corps. Par
conséquent, aujourd’hui une grande variété d’observables est couramment accessible dans des systèmes avec
A≲ 100 et, dans certains cas spécifiques, même dans des noyaux beaucoup plus lourds. Le développement
de l’application de ces techniques se décline par rapport aux spécificités de l’état de départ. Les toute
premières applications basées sur un unique déterminant de Slater optimisé via un calcul de champ moyen
Hartree-Fock (HF) respectant les symétries de l’Hamiltonien ont permis, a partir du 2005, d’aborder les
propriétés nucléaires des noyaux doublement magiques. Des exemples sont la théorie des perturbations à A
corps (MBPT), la méthode des clusters couplés (CC), du groupe de transformation similaire dans le milieu
(IMSRG) ou des fonctions de Green auto-cohérentes (SCGF) dans le formalisme de Dyson.

Un état de référence respectant les symétries de l’Hamiltonien demeure quand-même inadéquat pour la
description des systèmes à couches ouverte, faute à l’occupation partielle des couches de valence dégenrées
et à l’apparition conséquente des corrélations statiques fortes. À fin d’inclure d’une façon efficiente ces
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corrélations statiques il est nécessaire un état de référence plus général. Une possibilité est d’utiliser un
état de référence qui brise spontanément une ou plusieurs symétries de l’hamiltonien sous-jacent. À partir
du 2011 des états de référence de Hartree-Fock-Bogoliubov (HFB) brisant la symétrie lié au bon nombre de
particules ont été utilisés dans l’extension de Gor’kov de la méthode SCGF pour le calcul des propriétés
de l’état fondamental le long des chaînes isotopiques des noyaux de masse moyenne semi-magiques. Une
option similaire est disponible dans le contexte d’une méthode conceptuellement plus simple et numérique-
ment plus abordable telle que la Bogoliubov MBPT (BMBPT). Par ailleurs, des extensions de la théorie CC
qui permettent de briser et restaurer les symétries U (1) et SU (2) ont été formulées et appliquées. Bien que
la restauration consistante de U (1) et SU (2) aient été élaborées sur le plan formel dans le schéma CC, le
développement du même cadre dans le cas des Gor’kov SCGF pose des soucis de nature théorique encore
irrésolus.

Des états brisant le symétries de l’Hamiltonien peuvent aussi être utilisés comme une étape intermédiaire
dans la définition des états multi-référence qui avec des bons nombres quantiques, utilisés, à leur tour,
comme états de référence pour des théories plus élaborées. Cette stratégie s’est révélée gagnante dans
le contexte des extensions multi-référence de IMSRG (MR-IMSRG) permettant de calculer des énergie
de liaison des noyaux à couches ouvertes, tout ensemble avec la méthode de la coordonnée génératrice
projetée (PGCM), qui s’est démontrée en temps récents un excellent choix si l’on est intéressés aux propriétés
spectroscopiques avec un haut niveau de précision. Récemment, de plus, la PGCM a été utilisée comme
état de départ multi-référence elle même pour une d’entre les théories de perturbations à N corps les plus
sophistiquées des nos jours en physique nucléaire, à savoir la théorie de perturbation basée sur un état
PGCM (PGCM-PT), livrant des prédictions précises à la fois pour l’état fondamental et pour les excitations
collectives rotationnelles et vibrationnelles.

Accès aux états excités

La plupart des méthodes discutées dans la section précédente, malgré l’énorme effort associé à leur
développement formel et numérique, est plutôt limité par rapport aux propriétés des états excités. Ainsi,
quant à l’accès aux états excités, le paysage est en quelque sorte dans son plus jeune âge, même si le
panorama reste quand même large par rapport à la variété de techniques qui ont été développées au cours
de ces dernières années.

Une méthode s’adressant aux états excités dans le contexte de l’IMSRG est son extension dans l’espace
de valence (VS-IMSRG). Cette méthode, toutefois, présente un coût computationnel à l’augmentation hy-
bride polynomiale-exponentielle, à cause d’une partie du calcul nécessitant des calculs à configurations
interagissantes (CI), de telle sorte que son application est aujourd’hui limitée aux noyaux dans les couches
sd ou pf. Dans le même esprit, les techniques relatant de l’équation du mouvement (EOM), où l’on com-
mence de la solutions corrélée d’un noyau à couches fermées et on décrit les états excités comme le résultat
de l’action d’un opérateur linéaire sur l’état fondamental, ont été largement utilisées dans la théorie CC.
Une extension EOM de l’IMSRG pour la description des spectres des noyaux à couches fermées a été aussi
élaborée. Des telles méthodes permettent d’accéder à la spectroscopie de basse énergie pour des excitation
faiblement collectives, c’est à dire, des excitations essentiellement concentrées dans des excitations à peu
de paires particule-trou.

Quant aux excitations collectives, des techniques de la transformée intégrale de Lorentz (LIT) permet-
tent d’acceder aux réponses multipolaires dans les noyaux doublement magiques. Cependant, ces méthodes
souffrent des instabilités numériques liées à des problèmes d’inversion et elles ne sont fiables que dans des
cas où la réponse multipolaire elle même est concentrée dans un ou deux pics. Plus récemment il a été
démontré que ces problématiques peuvent être contournées au moyen des techniques plus sophistiquées
telles que l’expansion de Chebyshev.

Plus récemment, PGCM-PT a brillamment été utilisé pour une description ab initio précise et des
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états rotationnels et des états vibrationnels. En particulier, il a été démontré que, lorsque les corrélations
dynamiques sont essentielles pour accéder aux énergies absolues, elles s’annulent en grande partie dans la
description des excitations collectives, ce qui justifie l’usage que de la PGCM comme méthode autonome
pour la spectroscopie ab initio. Telle neutralisation a été observée, dans le contexte ab initio, pour la
description des résonances géantes, ce qui rend la QRPA, elle même l’approximation harmonique de la
GCM, une excellente description initiale.

Dans le même esprit, beaucoup de méthodes ont été développées à l’ombre des possibles déclinaisons
de la QRPA, connaissant un grand succès entre les usagers. Des calculs RPA utilisant des propagateurs
habillés ressortissant des calculs SCGF ont été utilisés pour étudier des excitations géantes de dipôle dans
des systèmes magiques. Toutes ces méthodes, cependant, sont limitées dans leur application aux systèmes
sphériques, ce qui limite énormément leur réussite. Le développement récent dans le groupe de Saclay
d’une version à méthode des ampleurs finie (FAM) pour la QRPA a permis d’adresser les systèmes à double
couche ouverte, qu’il s’agisse de noyaux intrinsèquement déformés de façon axiale ou triaxiale. Encore plus
récemment la même méthode e été améliorée pour adresser également les noyaux pair-impair.

Résonances Géantes

Les résonances géantes (GRs) sont entre les manifestations les plus évidentes des mouvements de nature
collective au sein du noyau. Elles correspondent à des excitations collectives dans lesquelles la plupart, si
ce n’est la totalité des nucléons sont impliqués dans le procès. Les résonances géantes sont catégorisées
selon leur multipolarité et leur spin isotopique et l’on peut les imaginer comme des vibrations de la sur-
face nucléaire dans une peinture de type goutte liquide. La résonance géante monopolaire isoscalaire
(ISGMR), qui est adressée dans ce travail, est aussi appelée mode de respiration et, étant donnée sa nature
compressionnelle, on s’attend à qu’elle puisse fournir des informations relatives à l’incompressibilité de la
matière nucléaire infinie, ce qui représente une quantité fondamentale faisant partie de l’équation d’état
(EoS) nucléaire.

Puisqu’elles sont situées à des énergies de l’ordre de la séparation entre couches majeures, les réso-
nances géantes sont incorporées dans un fond d’excitations particule-trou, dans lesquelles elles peuvent,
en principe, décroître. La décroissance des vibrations collectives dans des excitations particule-trou est
un phénomène très connu en physique des solides, dénommé amortissement de Landau. De plus, les ré-
sonances géantes se situent au-delà de la seuil d’émission de particules: par conséquent, elles peuvent se
coupler à la décroissance par émission de particules dans le continuum. Enfin, elles peuvent aussi s’amortir
à travers le couplage au champ électromagnétique en menant à l’émission d’un photon.

La description théorique des résonances géantes est un champ de recherche dans sa maturité. En
particulier, leur nature d’excitations particule-trou cohérentes demeure au cœur de la RPA et des méthodes
dérivées. La (Q)RPA implémentée dans le contexte des théories phénoménologiques de la fonctionnelle de
la densité (EDF) s’est démontrée extrêmement prospère pour la description systématique des résonances
géantes: des calculs déformés utilisant la QRPA tout au long de la charte des noyaux ont été réalisés,
en obtenant globalement une bonne représentativité des donnés expérimentaux et qui ont significativité
amélioré la compréhension théorique des effets de la déformation sur la GMR et le couplage avec la
résonance géante de quadrupôle (GQR). Des calculs allant au delà de la RPA se sont aussi démontrés une
progression remarquable pour la compréhension des effets non-triviaux. Parmi les nombreux exemples on
citera la RPA auto-cohérent (SCRPA) et théories par elle inspirées, la seconde RPA (SRPA) et le couplage
particule-vibration (PVC).

Une autre classe de théories relate de la description dépendante du temps des systèmes nucléaires dans
le cas une perturbation multipolaire externe soit appliquée. Si l’on performe l’évolution temporelle sur un
déterminant de Slater (vide de Bogoliubov) on peut démontrer que des telles théories sont strictement équiv-
alentes à une formulation traditionnelle de la (Q)RPA, même si conceptuellement différentes. Des extension
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à des états multi-référence des théories dépendants du temps, pourtant, représentent une alternative valide
à fin d’aller au delà de la RPA traditionnelle.

Origines de ce travail

Entre les nombreuses méthodes à A corps s’adressant à une description formelle des résonances géantes,
un certain intérêt fut montré pour la GCM dans plusieurs travaux exploratoires, qui jetèrent des bases
formelles solides prouvant que la GCM demeure un outil fiable pour l’étude des états collectifs de nature
vibrationnelle. Il fut également observé que les effets d’anharmonicité peuvent impacter d’une façon non-
négligeable la détermination de l’incompressibilité nucléaire, ce qui fait de la GCM un outil essentiel à cet
égard. Cependant, différemment de la (Q)RPA aucun usage extensif de la GCM suivi ces travaux pionniers
dans la description théorique des résonances géantes.

Alimentés par ces travaux précurseurs et soutenus par l’observation que les corrélations dynamique se
neutralisent dans une mesure majeure dans la description des excitations collectives, des calculs PGCM
ab initio sont ici réalisés pour la première fois pour l’investigation de la résonance géante monopolaire et,
dans une certaine mesure, quadrupolaire, dans des noyaux légers et de masse moyenne. On démontre
que, au prix d’une choix moins systématique des degrés de liberté fondamentaux du problème, la PGCM
peut traiter exactement les effets de non-harmonicité, ainsi que produire une solution qui respecte les
symétries de l’hamiltonien et pour l’état fondamental et pour les états excités. Ces deux aspects sont
abordés séparément et comparés à des calcules déformés en QRPA ab initio.

Définition du formalisme PGCM et algèbre de Bogoliubov

La première partie du manuscrit est vouée à l’introduction des concepts théoriques nécessaires aux développe-
ments suivants, aussi bien qu’à des avancées formelles constituant une partie originelle de ce travail.

Dans le Chapitre 1 on introduit le formalisme PGCM, qui constitue l’outil théorique centrale de ce
travail. La fonction d’onde PGCM est définie à partir de la superposition linéaire des états de Bogoliubov
contraints à différentes valeurs des coordonnées collectives. Les coefficients linéaires sont déterminés à
partir d’une équation variationnelle menant à une équation aux valeurs propres similaires à l’équation de
Schrödinger, nommée équation de Hill-Wheeler-Griffin (HWG). Les symétries sont restaurés à l’aide d’un
projecteur sur les bons nombre quantiques, de telle sorte que les solutions de l’équation HWG respectent
les symétries de l’hamiltonien. Les fondamentaux de l’algèbre de Bogoliubov sont donc rappelés en fin de
chapitre.

Calculs des kernels

La résolution de l’équation HWG requiert l’évaluation numérique d’une classe d’objets nommés kernels.
Deux catégories existent, notamment le kernel de la norme, à savoir la superposition entre deux états
de Bogoliubov non-orthogonaux, et les kernel des opérateurs, correspondant à l’élément de matrice des
opérateurs à un ou deux corps entre les deux états. Dans la pratique ces deux catégories invoquent
deux pratiques conceptuellement différentes: le kernel de la norme est évalué en utilisant le pfaffien, qui
généralise le concept de déterminant dans des matrices antisymétriques, lorsque les opérateurs demandent
une généralisation du théorème de Wick dans la formulation de Balian and Brezin. On propose ici dans le
Chapitre 2 une nouvelle approche reposant sur une technique diagrammatique permettant de formuler les
deux catégories dans un cadre formel homogène et qui permet de retrouver les formules standard.
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Dérivation de la QRPA à partir de la GCM

On parle couramment de la RPA comme de la limite harmonique de la GCM, ce qui correspond à un
constat observé par Jancovici et Schiff peu après l’apparition de la GCM. Dans le Chapitre 3 on généralise
la démonstration à des calculs GCM utilisant des états de Bogoliubov et à des Hamiltonien à N corps. À
l’aide de l’approximation de quasi-boson (QBA) l’équation QRPA est retrouvée au cas où l’on considère un
hamiltonien à deux corps. Cette dérivation originale est opéré en introduisant une autre formulation des
kernel reposant sur l’usage des commutateurs imbriqués. Le lien entre la GCM et des théories d’expansion
bosonique est aussi rappelé.

Fonctions de réponse et moments associés

À l’aide de la théorie de la réponse linéaire, la définition de fonction réponse est introduite dans le
Chapitre 4. Cette quantité représente le point de contact entre la théorie et les observable expérimentales.
L’attention se déplace donc sur le calcul de moments de la fonction réponse, dont on fournit une méth-
ode d’évaluation basée seulement sur la connaissance de l’état fondamental su système. L’implémentation
numérique de cette méthode représente un autre élément de nouveauté de ce travail.

La performance numérique des deux méthodes est présentée dans le Chapitre 10. L’on observe que
globalement l’évaluation basée sur la nouvelle méthode résulte mieux convergé, ce qui est lié au fait que
l’état fondamental est généralement mieux convergé que les états excités. Concernant l’évaluation des règles
de somme, on ne retrouve pas des forts signaux de violation de l’hypothèse de localité liés à l’utilisation
des hamiltoniens ab initio.

Projection sur J des fonctions de réponse

La projection sur le moment angulaire des fonctions de réponse obtenue à partir d’un calcul déformé
est abordée dans le Chapitre 5. Les concepts fondamentaux de la rotation en mécanique quantique sont
introduit pour permettre un accès graduel à la notion de projecteur, ce qui représente l’objet centrale dans
une démarche de restauration de symétrie. L’application des techniques de projection à la fonction réponse
des systèmes déformés est donc introduite dans le formalisme RPA. La présence du couplage entre un état
rotationnel et les états excités de nature vibrationnelle ressortissant des calculs déformés est adressée d’un
point de vue formel, aussi bien que une méthode pour le supprimer d’une façon explicite.

Étude systématique des résonances géantes en utilisant la PGCM

La deuxième partie du manuscrit est consacrée à l’exposition des résultats numériques de ce travail et
se développe sur plusieurs chapitres. Dans le Chapitre 6 on s’intéresse, d’abord, à la convergence des
calculs PGCM ab initio vis à vis des paramètres de l’hamiltonien utilisée et de la dimension de l’espace
modèle employé dans le cas du 46Ti. La fonction de réponse monopolaire est choisie comme quantité clef
pour cet étude. On en retrouve une bonne notion de convergence par rapport aux paramètres de la base
d’oscillateur harmonique utilisée, au même titre qu’à propos de l’ordre chiral de l’hamiltonien. Ensuite, la
convergence de la fonction de réponse en termes des états de Bogoliubov insérés dans la fonction d’onde
PGCM est adressée. On observe que si on considère des calculs PGCM effectués avec une seule coordonnée
génératrice, la convergence ne représente point un problème, de telle sorte que peu de points aux alentours
du minimum HFB suffisent pour déterminer des états excités jusqu’à très haute énergie. Quand deux
coordonnées génératrices sont explorées au même temps, ce qui est nécessaire dans des calculs réalistes, la
convergence est obtenue avec une plus grande difficulté. On constate, toutefois, qu’un critère de sélection
reposant sur la différence en énergie par rapport au minimum HFB garantit des meilleurs résultats si
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comparés à ce que l’on obtient quand un jugement de valeur s’appuyant sur la distance (dans l’espace des
coordonnées collectives) entre les différents états HFB est choisi.

Résultats d’intérêt physique

Après une investigation systématique de la convergence des calculs PGCM ab initio, les enseignements tirés
du Chapitre 6 sont mis en pratique dans le Chapitre 7 à fin d’étudier des systèmes physiques de plus grand
intérêt. On commence en présentant un cas sphérique simple, tel que l’16O, à fin d’analyser d’une façon
claire la différence entre deux méthodes différentes, telle que la PGCM et la QRPA. On poursuit en analysant
le contenu physique des résultats relatifs au 46Ti, avec un focus particulier sur les effets de la déformation
et sur le couplage entre GMR et GQR et comment cela se manifeste au sein des calculs PGCM. Les possible
effets de la coexistence de formes sont abordés dans le 28Si, sans observer des mélanges significatifs entre
les minima oblate et prolate. Toutefois, la réponse de l’isomère de forme prolate est aussi obtenue, montrant
des effets de couplage très prononcés avec la résonance quadrupolaire. Finalement, des calculs relatifs au
24Mg sont présentés. La réponse monopolaire associée résulte extrêmement fragmentée et, bien qu’une
interprétation physique de chaque excitation ne soit pas envisageable, un bon accord avec l’expérience est
observé, ce qui contribue à expliquer la difficulté expérimentale rencontrée dans l’analyse de ce système.

Effets de la projection sur J des fonctions de réponse

Des calculs sans restauration de symétrie explicite ont été réalisés pour les mêmes noyaux adressés dans
le Chapitre 7 pour analyser les effets de la projection. Puisque sans projection sur le moment angulaire la
fonction d’onde GCM brise la symétrie par invariance rotationnelle, la technique détaillée dans le Chapitre 5
a été appliquée à des calculs GCM, dont les résultats sont présentés dans le Chapitre 8, et à des calculs EDF
RPA dans le Chapitre 12. Dans les deux cas on apprend de l’existence d’un couplage entre un état rotationnel
étant le Boson de Goldstone du groupe SU (2) et les états excités vibrationnels. Cette observation n’ayant
aucun précédent en littérature, spécialement par rapport à des vibrations monopolaires, elle représente un
ultérieur élément de nouveauté de ce travail. On constate également qu’une fois les états vibrationnels
explicitement orthogonalisés par rapport à l’état rotationnel, la réponse monopolaire demeure inchangée
relativement à la contrepartie non-projetée.

Comparaison avec la QRPA

Les calculs PGCM relatifs au Chapitre 7 sont systématiquement comparés aux analogues QRPA dans le
Chapitre 9. À l’aide des quantificateurs de non-harmonicité définis à travers la théorie des perturbations en
première quantification, on analyse les différences plus ou moins prononcés entre les réponses monopolaires
obtenues à partir des deux méthodes en les associant à des effets non-harmoniques. Globalement on
rencontre un degré de non-harmonicité tant plus marqué pour les systèmes légers, lorsque un bon accord
entre les deux méthodes est observé pour les noyaux plus lourds.

Observation des états de multi-phonon

Par sa nature la PGCM permet, contrairement à la QRPA, d’accéder à des états autres que des pures
excitations de phonon, c’est à dire des excitations collectives qui peuvent être décrites comme l’action
d’un opérateur bosonique d’excitation agissant sur l’état fondamental du système. Des états à plus hautes
énergies, connus sous le nom de multi-phonons, peuvent également se manifester. Les multi-phonons sont
le produit de l’action d’un opérateur d’excitation sur des états excités, notamment de phonons simples.
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Dans le cas des résonances géantes, des états de multi-phonon correspondent à des états de résonance
bâtis non pas sur l’état fondamental mais sur la résonance elle-même. Des résultats numériques relatifs à
des tels états sont présentés dans le Chapitre 11. Après l’exposition d’un cas d’étude obtenu à partir des
calculs simple dans une seule dimension, l’on présente des résultats réalistes pour des états de multi-phonon
monopolaires dans le 46Ti et quadrupolaires dans l’isomère de forme du 28Si. Des critère généraux pour
discriminer la présence des tels états dans des calculs théorique sont également donnés.

Conclusions et développements futurs

Dans ce travail la méthode PGCM a été utilisée pour la première fois pour un étude systématique des
résonances géantes monopolaires en utilisant des hamiltoniens ab initio. Grâce à l’analyse détaillée des
propriétés de convergence on peut affirmer que cette technique constitue un outil fiable pour l’investigation
des résonances géantes. Contrairement à la QRPA, qui représente la méthode de référence dans le domaine,
la PGCM peut décrire des effets de non-harmonicité et prend en compte explicitement les effets de couplage
avec les états rotationnelles de basse énergie, produisant donc des solutions qui ne brisent pas les symétries
fondamentales du problème.

Grâce à cette méthode différents aspects concernant les résonances géantes ont été analysés; parmi
d’autres les conséquences des déformations intrinsèques, le couplage avec des états rotationnels, les effets
de non-harmonicité e la présence des états de multi-phonon. Chaque aspect représente un élément de
nouveauté quant à la description des résonances géantes dans la communauté ab initio.

Différemment de la QRPA la méthode PGCM présente, dans des applications réalistes, une ambiguïté
de fond relativement au choix des coordonnées génératrices, ce qui représente la faiblesse la plus grande de
cette technique. L’exploration des coordonnées supplémentaires est, pourtant, un point clef dans un étude
plus systématique des résonances géantes, à même titre que l’ajout des moments conjugués; ce dernier point
est explicitement pris en compte dans la GCM dynamique.

Une autre possibilité relative à une analyse plus systématique de l’espace des coordonnées génératrices
est représentée par la méthode de la continuation des vecteurs propres (EC). Ce formalisme présente des fortes
ressemblances formelles avec la GCM et semble indiquer que une description détaillée des coordonnées
génératrices aux alentours de l’état fondamental peut fournir des informations précis relatifs aux états
excités aussi, ce qui faciliterait énormément la sélection dans l’espace des coordonnées. EC pourrait
également être utilisée pour une détermination quantitative des incertitudes liées au choix des coordonnées
génératrices, ce qui constitue un point cardinal entre les défis majeurs de la structure nucléaire ab initio
aujourd’hui.

Finalement, vus les effets non triviaux liés au couplage entre rotations et vibrations observés dans la
GCM en ce travail et l’observation des certaines similarités à cet égard entre GCM et RPA, on encourage
fortement le développement d’une version projetée de la QRPA, à même titre que la PGCM. Une telle
technique a été en effet formalisé d’un point de vue théorique, mais des implémentations réalistes ont
été développées seulement en chimie quantique. Vue les avancées actuelles concernant les ressources
computationnelles disponibles et la reformulation de la QRPA dans le contexte de la méthode de l’ampleur
finie (FAM), un tel objectif pourrait ne plus être si irréaliste comme à l’époque de son introduction théorique.
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