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#### Abstract

The investigation of quantum entanglement has emerged as a prominent area of study in theoretical high-energy and condensed-matter physics. Initially driven by motivations rooted in black hole physics and the holographic principle, entanglement has been revealed to be a powerful tool for probing quantum many-body physics. This thesis is primarily concerned with the investigation of entanglement in 1D critical systems with open boundaries via entanglement quantifiers such as the Rényi Entanglement Entropy (REE) and the Von Neumann Entanglement Entropy (EE). This is done by employing the replica trick and twist field formalism, which allows one to reduce the calculation of REE in critical systems with open boundaries to the determinations of correlators in a $1+1 D$ cyclic orbifold Boundary Conformal Field Theory (BCFT). In this framework, we first establish an exact and general result for the second REE of an interval in the bulk of such a system. Then, we specialize to critical one-dimensional quantum models described by compact boson BCFTs with Dirichlet and Neumann BC, for which we are able to calculate the REE of an interval more generally. As a by-product, we also obtain results for the REE and EE of systems described by a non-compact boson BCFT. The thesis also explores the calculation of REE for mixed BCs, in which case one needs to use the Boundary Condition Changing Operators (BCCOs) formalism. The analytical results for these investigations are compared with appropriate lattice numerics, to good agreement. Additionally, an algebraic framework is presented for cyclic orbifold conformal field theories, offering insights into their operator content and fusion rules, which complements the more physical and geometrical approaches of the other investigations.
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## Introduction

The understanding of entanglement in quantum systems has emerged as a paramount research area across multiple scientific communities. The idea of persisting quantum correlations between particles separated by vast distances ${ }^{1}$ was first proposed in the landmark paper by Einstein, Podolsky, and Rosen (EPR) [1], where they argued on the incompleteness of quantum mechanics in the Copenhagen interpretation, due to its allowing of this type of "spooky action at a distance" ${ }^{2}$. In the decades since the EPR paper, many of the problems raised by [1] have been addressed, but the core issue persists to this day: entanglement is a deeply puzzling feature of quantum mechanics.

Consequentially, it has inspired a great deal of research into the foundations of this subject $[2-4]$, complemented by experimental investigations $[5]^{3}$ which have established it as a substantial research interest. However, it could be said that the study of entanglement truly came into its own at the end of the second millennium, when the potential of quantum computing became apparent to scientists and funding agencies alike, following a series of important theoretical breakthroughs.

These advancements consisted of algorithm proposals for quantum computations, that would surpass the limits of efficiency of classical programming methods for certain types of problems. We mention, non-exhaustively, the Deutch-Jozsa [6], Shor [7] and Grover algorithms [8], as well as the first quantum teleportation protocols [9]. All of these methods would be, of course, a purely theoretical achievement if not for the development of quantum error correction proposals [10] around the same period, which paved the way for their real-life implementation. A key element in the design of these types of proposals is the entanglement between the different qubits involved in the computation. For certain algorithms, working with highly entangled states for qubits can lead to important speed-ups [11], while in the domain of quantum cryptography, entanglement is essential for the secure distribution of encryption keys between remote participants [12].

A by-product of these developments was the understanding that entanglement is a very useful resource for the numerical and analytical characterization of manybody quantum systems. This lesson has been especially illuminating in the study of their continuous phase transitions, for which the quantification of entanglement offers new insights into their properties, as later paragraphs will show.

Consider then a critical quantum system in $D^{\prime}$ dimensions. In such systems, continuous phase transitions can occur at absolute zero temperature and are characterized by abrupt shifts in the system's ground state and collective properties due to quantum fluctuations. Standard techniques allow for the mapping of $D^{\prime}$ dimensional quantum systems, at temperature $T$, to classical statistical models

[^0]in $D=D^{\prime}+1$ dimensions [13]. Through this mapping, the quantum imaginary time is traded for an additional spatial dimension in the statistical model, with a length proportional to $1 / T$. Then, the Hamiltonian of the quantum system can be interpreted as the anisotropic limit of the transfer matrix of the classical statistical model [14]. Furthermore, a continuous phase transition occurring in the quantum system at $T=0$ corresponds to the same type of critical phenomena observed in the higher-dimensional classical system, infinite in one of its dimensions.

Now, let's shift our focus to such a classical critical statistical model in $D$ dimensions, which possesses a tunable parameter $g$, since this framework is more straightforward when it comes to making contact with field theoretical methods. What characterizes continuum phase transitions in such systems is the power-law divergence of the correlation length $\xi$ with respect to $g$, as we tune it towards its critical value. At the critical point itself, the correlation length becomes infinite, which implies that microscopic degrees of freedom are strongly correlated on all distance scales. Close to criticality, power law divergences (with different critical exponents) also characterize physical quantities of the theory such as the susceptibility, and specific heat.

In these regimes, interesting conceptual consequences follow, from the universality hypothesis: there is a subset of properties of a system close to the critical point (such as critical exponents and shape of correlation functions) of a continuous phase transition that does not depend on the microscopic details of their interactions. In consequence, critical statistical models can then be organized into comparatively few universality classes, determined by their global features (dimensionality, global symmetries, etc.).

Early support for these ideas was provided by Landau's theory of continuous phase transitions, through which one presupposes an ansatz for the free energy of a system as a function of the order parameter of the system so that it satisfies some global symmetry. This hypothesis is then used to obtain results for the critical exponents. This approach is valid, as long as fluctuations of the order parameter around its extremal value can be safely neglected, as is the case for systems of dimensions $D \geq 4$. For low-dimensional systems, however, the wrong results (compared to experiment) are obtained, and one needs to employ a different framework.

This framework is the renormalization group, an approach with a tumultuous history that spans decades and has fundamentally changed the scientific paradigm on the formulation of physical models. The idea of renormalization first appeared in the first half of the 20th century, as an ad-hoc mathematical artifice one must employ in perturbative calculations of particle physics, to obtain a finite result. This procedure introduced the idea that each QFT has an energy scale of validity, as well as a general sense of dissatisfaction for generations of theoretical physicists between the 1950s and 1960s.

It was the pioneering work [15] of Kenneth Wilson that resolved this impasse and, as a by-product, modified how we conceive of physical models, to this day. The conceptual starting point of this approach, first implemented for the 2D Ising model [16], is to consider the transformation of a theory with couplings $\left\{g_{k}\right\}$ under some type of coarse-graining operation. In the case of [16], the operation consists of dividing the initial lattice of size $L=N a$, with lattice spacing $a$ into blocks of size $a^{\prime}=b a$ of adjacent spins, and assigning to each of them a new block spin variable. Then, one arrives at a model for the block spins, on a lattice of size $L$, with lattice spacing $a^{\prime}$, and possibly higher-point interactions. In consequence, this block RG
transformation has effectively mapped the initial theory to a new one.
In a generalization of this, Wilson proposed that such considerations extended to all physical models, including QFTs. In this general framework, any theory comes with a built-in energy scale and couplings that depend on it. Under RG transformations, the scale is changed, and, implicitly, the couplings, so that theories "flow" into other theories. This procedure can be iterated until one arrives at a fixed point of the RG transformation, where the model is scale-invariant. The theories corresponding to these fixed points, Wilson realized, are exactly the ones describing continuous phase transitions. This offers a general explanation for the universality hypothesis: theories in the same universality class are related by RG transformations to the same fixed point.

The fixed points of the RG flow correspond to scale-invariant QFT defined on a $D$ dimensional Riemannian manifold. It is conjectured [17] that, for generic $D$, under reasonable assumptions ${ }^{4}$, the symmetry of the theory is enhanced to conformal invariance - the set of transformations that preserve angles between curves. The conjecture is open, with a few notable exceptions. One of them is $D=$ 4 , for which this statement has been proven to all orders in perturbation theory [18], but a complete, non-perturbative proof only exists for the two-dimensional case [19, 20].

This is not the only way in which the $D=2$ case is special. In two dimensions, the symmetry has an infinite number of generators. The consequences of this realization have been integrated into a unified theoretical framework for the treatment of 2D Conformal Field Theory (CFT) by Belavin, Polyakov, and Zamolodchikov in the seminal paper [21], published in 1984. This work has proven to be extremely influential, leading to progress in string theory, mathematics, and, most relevantly for this thesis, the study of critical phenomena. To do a just and complete presentation of this continuously growing body of work is beyond the scope of this thesis ${ }^{5}$, as it would require compressing copious material from several textbooks and many more research articles [14, 23-25]

In the case of continuous phase transitions, the identification of the scaling limit of the critical 2D classical model (or 1D critical quantum chain) as a specific 2D CFT enables the exact calculation of critical exponents and correlators. This breakthrough has significantly contributed to the quantitative understanding and classification of numerous continuous phase transitions [21]. As the formalism of 2D CFT has evolved, it has been extended to accommodate more features of discrete systems, such as extended symmetries [26, 27], boundaries [28-33], and defects [34-36]. Finally, 2D CFT plays an essential role in the quantification of entanglement in 1D critical quantum systems, which we will now clarify.

Let us consider a quantum system, prepared in some pure state, and define a spatial bipartition on it, say $A \mid B$. One then constructs a function (entanglement measure), satisfying certain common-sense properties ${ }^{6}$, that associates a real number to each pure state. This essentially quantifies how the entanglement between the subsystems changes depending on the choice of bipartition.

A very important such function ${ }^{7}$ is the Von Neumann entanglement entropy $S_{A}$. Crucially, for the ground states of a large class of many-body systems with

[^1]local interactions, this function has been observed to satisfy the area law : the entanglement entropy scales with the size of the boundary separating $A \mid B$.

The first instances of this intriguing relation were discovered in old works on the thermodynamics of black holes [37] [38], where entanglement was proposed as an explanation for their entropy. Recent developments in the AdS/CFT research have identified an area law as being connected with the holographic principle in QFT which can be formulated in layman's terms as: the information content of a region of spacetime should depend on its surface area rather than on its volume. For a detailed presentation of these topics, we refer the reader to specialized reviews and textbooks [39, 40]

We stress that the "area law" only addresses the leading behaviour of $S_{A}$ and there are situations in which the subleading terms also contain interesting information. This is the case, for example, in two-dimensional quantum systems exhibiting topological order, for which the subleading correction to the area law is a constant known as topological entropy $\gamma[41,42]$. This quantity encodes information about the topological phase in the system and can be used to detect it.

For one-dimensional quantum systems, if the area law holds, the entanglement entropy will saturate, to a constant value, independent of the choice of bipartition. This is the case for the ground state of any local, gapped Hamiltonian of spins with finite couplings and system size, as proven rigorously by Hastings in [43]. For non-critical free bosons and fermions as well, the area law is known to hold, albeit there are no rigorous proofs for this yet [44]. However, the scaling of $S_{A}$ becomes much more interesting when the area law does not hold, for instance when some assumptions of [43] are relaxed. An intriguing example can be found in [45], where a semi-infinite 1D quantum chain with nearest-neighbour interactions has been engineered such that the entanglement entropy in the ground state satisfies a volume law $S_{A} \sim \ell$ with respect to the interval size $\ell$.

The area law can also be invalidated at criticality when the Hamiltonian becomes gapless. The behaviour depends on the properties of the system, such as boundary conditions, as well as the nature of the bipartition. In the seminal work of [46], a systematic approach to the calculation of the entanglement entropy using the methods of 2D CFT has been put forward. One of the most well-known results obtained in this framework [47, 48] is the leading contribution to the entanglement entropy of an interval of length $\ell$ in an infinite system, $S_{A} \sim c / 3 \log \ell$ where $c$ is the central charge of the CFT that gives the scaling limit of the studied discrete system. For more intricate setups, the infringements to the area law become more mathematically involved. We will relegate these details of the method to the next chapter, as they are too gruesome to include here. The main idea, however, is that one can obtain, using 2D CFT, analytic predictions for the entanglement entropy associated with a critical system - with good analytic control on both leading and subleading contributions to it.

Understanding the dependence of the entanglement entropy on the length scales of the system, through the area law or its replacements for critical systems, also plays a crucial role in numerical quantum many-body studies. The "brute force" simulation of a generic state in the Hilbert space of such systems is extremely challenging due to the exponential growth in the number of particles of the parameters necessary to store it. In consequence, the system sizes one can study with these methods are quite puny.

To circumvent these difficulties, methods for state approximation have been developed, such as the Matrix Product State (MPS) representations of elements
of the Hilbert space. These are used in conjunction with methods like the Density Matrix Renormalization Group (DMRG) [49] to study the energy spectrum and correlation function of the model. These numerical approaches are based on sensibly disregarding a subset of the Hilbert space of the system (and their contribution to the quantities of interest) to save on computational resources. The amount of entanglement in the state determines how much of the Hilbert space we can "safely" discard for a particular numerical evaluation.

As discussed previously, for states of 1D local, gapped systems that obey the area law, the entanglement entropy in the system saturates as we increase their size, which means one can get very precise numerical results through DMRG methods at a convenient computational cost (see [50] and references therein). We remark that these techniques do not generalize straightforwardly to higher dimensions, since, for $D \geq 2$, the entanglement entropy of states satisfying the area law scales with the perimeter of the subsystem [44], so that eventually limitations of digital storage are reached, for large enough subsystem sizes.

For 1D critical systems, additional challenges appear, as the entanglement entropy does not saturate but grows with respect to the size of the system. In consequence, constructing a faithful MPS representation of a state requires, in principle, progressively more computational resources as one considers bigger systems. To surmount these issues, modifications to the MPS approach can be implemented [51], but another approach is to approximate the state by using the Multi-scale Entanglement Renormalization Ansatz (MERA) [52]. This latter approach is more accurate in the calculation of correlators and more natural for the simulation of ground states of critical systems due to its scale-invariance, but can sometimes be less efficient than the MPS approach when it comes to computing ground state energies and other local observables [53].

Having given a modicum of context on the relevance of entanglement to different areas of physics research, let us now finish this introductory section with a brief teaser of the chapters to come. In Chapter 1, we present a few notions of quantum information to give a quantitative definition of what entanglement measures are and discuss the ones relevant for this work. We follow this with a review of the replica approach to the calculation of entanglement entropies in critical systems, from a lattice perspective, and how this reduces, essentially, to the evaluation of correlators in a cyclic orbifold CFT. The next four chapters are in correspondence with the different projects completed during this doctoral program, for which the overarching themes are the study of entanglement in systems with boundaries and a more formal understanding of the properties of cyclic orbifold CFTs. We will give a more detailed summary of their content at the end of the technical introduction of Chapter 1.

## Chapter 1

## Entanglement, conformal field theory and all that

This chapter aims to explore the intricacies of quantifying entanglement in quantum systems. We will commence by presenting a few notions of quantum information theory, allowing us to discern the characteristics of a reliable measure of entanglement for pure states in bipartite systems. Then, we will introduce the entanglement measures of relevance for the present work, the REE, and review the replica trick approach to their calculation in 1D critical systems, focusing on the lattice realization of this formalism. Consequently, we review the twist operator approach and assess the main achievements and difficulties of this method.

### 1.1 A general setup

We consider a quantum system $\mathcal{S}$, with Hilbert space $\mathcal{H}$, defined on some spatial domain $C$. The state of such a system is encoded in the density matrix $\rho$, which is a hermitian ( $\rho=\rho^{\dagger}$ ) and positive semi-definite ( $\rho \geq 0$ ) operator, normalized such that $\operatorname{Tr} \rho=1$. From these properties, one infers that the eigenvalues of $\rho$ are strictly non-negative and sum up to 1 .

If the density matrix can be written as $\rho=|\Psi\rangle\langle\Psi|$, with $|\Psi\rangle \in \mathcal{H}$, we classify the state of our system as pure. If this is not the case, the system is in a mixed state. In practice, to distinguish between these two kinds of states, it is sufficient to calculate the quantum purity of $\rho$, defined as $\gamma \equiv \operatorname{Tr} \rho^{2}=\sum_{i} \lambda_{i}^{2}$, where $\lambda_{i}$ are the eigenvalues of $\rho$. We then have:

$$
\begin{equation*}
\operatorname{Tr} \rho^{2}<1 \text { (mixed) } \quad \operatorname{Tr} \rho^{2}=1 \text { (pure) } \tag{1.1}
\end{equation*}
$$

In all the physical setups presented in this thesis, the initial state of the system is pure, so we will focus our attention on states with $\operatorname{Tr} \rho^{2}=1$.

Let us now consider a bipartition of $C$ into regions $A$ and $B$, such that the Hilbert space $\mathcal{H}$ factorizes ${ }^{1}$

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{B} \tag{1.2}
\end{equation*}
$$

where $\mathcal{H}_{A}, \mathcal{H}_{B}$ encode the degrees of freedom in regions $A$ and $B$ respectively.

[^2]One of the central objects employed in the study of quantum entanglement is the Reduced Density Matrix (RDM):

$$
\begin{equation*}
\rho_{A}=\operatorname{Tr}_{B}|\Psi\rangle\langle\Psi| \tag{1.3}
\end{equation*}
$$

defined as a partial trace over the Hilbert space of the subsystem $B$. It is important to note that the partial trace operation does not, in general, preserve the purity of the state, a fact that can be easily deduced from the Schmidt decomposition .

## Schmidt decomposition

Let there be a quantum system, composed of two subsystems $A$ and $B$ with Hilbert space dimensions $d_{A}, d_{B}$ respectively, and let $d=\min \left(d_{A}, d_{B}\right)$. Any pure state $|\Psi\rangle$ has a Schmidt decomposition

$$
\begin{equation*}
|\Psi\rangle=\sum_{i=1}^{d} \mu_{i}|i, A\rangle|i, B\rangle \tag{1.4}
\end{equation*}
$$

where $\mu_{i} \geq 0$ are known as Schmidt coefficients and $\{|i, A\rangle\},\{|i, B\rangle\}$ are sets of orthonormal vectors in $A$ and $B$ respectively. The Schmidt rank $r$ is defined as the total number of non-vanishing Schmidt coefficients.

Using the Schmidt decomposition for some generic pure state $\rho$, and taking the trace over $\mathcal{H}_{B}$, one now finds:

$$
\begin{equation*}
\rho_{A}=\sum_{i=1}^{d} \lambda_{i}|i, A\rangle\langle i, A| \tag{1.5}
\end{equation*}
$$

where the eigenvalues $\lambda_{i}=\mu_{i}^{2}$ of the RDM, also referred to as the entanglement spectrum, are determined by the Schmidt coefficients. We can then conclude that the RDM is pure if and only if there is only one non-vanishing Schmidt coefficient $\mu_{i}$ equal to unity. This is equivalent to the factorizability of the initial state $|\Psi\rangle\langle\Psi|$ over the bipartition $A \mid B$, and thus, it implies there is no entanglement between $A$ and $B$ [57].

On the other hand, (1.4) also allows us to define a notion of maximally entangled states $\left|\Psi_{\max }\right\rangle[57]$ - states for which all Schmidt coefficients are identical and non-vanishing so that $\mu_{i}=1 / \sqrt{d}$.

The RDM is essential for constructing entanglement measures - scalar quantities that allow us to meaningfully characterize entanglement. To understand what a "good" entanglement measure is, we will introduce a few more concepts from quantum information theory, following standard references $[57,58]$.

### 1.1.1 What is a good entanglement measure?

It is pedagogical to frame our discussion in the foreground of an imaginary experimental setup: Alice and Bob are researchers, working together on a quantum system $S$, prepared in some initial pure state $|\Psi\rangle$. They implement a bipartition $A \mid B$ of the system, and each of them carefully(without changing $|\Psi\rangle)$ transports the subsystem labelled by the initial of their name to their private workstations. There, they are allowed to perform operations on the partition in front of them.

Now, we should establish what kind of operations Alice and Bob are allowed to perform on their quantum subsystems - these are formalized by the notion of quantum channel.

Definition 1.1. Quantum channel/Proper quantum operation A quantum channel is a linear map $\Phi$ between density matrices that acts as:

$$
\rho \rightarrow \rho^{\prime}=\Phi(\rho)=\sum_{i} A_{i} \rho A_{i}^{+}
$$

where the matrices $A_{i}$ are known as Kraus operators, and are constrained to satisfy

$$
\begin{equation*}
\sum_{i} A_{i}^{\dagger} A_{i}=\mathbf{1} \tag{1.6}
\end{equation*}
$$

NB: In general, the states $\rho$ and $\rho^{\prime}$ can belong to different Hilbert spaces, so that the Kraus operators are not necessarily square matrices.

The condition (1.6) ensures that the map $\Phi$ is trace-preserving, i.e. $\operatorname{Tr} \rho^{\prime}=1$. Now, with respect to the bipartition $A \mid B$ of our system, we can define the notion of local operation.

Definition 1.2. Local operation Consider two quantum channels $\Phi_{A}, \Phi_{B}$, acting on a state $\rho$ as:

$$
\left.\begin{array}{rl}
\rho & \rightarrow \Phi_{A}(\rho)
\end{array}\right)=\sum_{i}\left(A_{i} \otimes \mathbb{I}_{B}\right) \rho\left(A_{i}^{\dagger} \otimes \mathbb{I}_{B}\right),
$$

A local operation is then defined as the quantum channel $\Phi_{A} \otimes \Phi_{B}$ acting on states $\rho$ as:

$$
\left[\Phi_{A} \otimes \Phi_{B}\right](\rho)=\sum_{i} \sum_{j}\left(A_{i} \otimes B_{j}\right) \rho\left(A_{i}^{\dagger} \otimes B_{j}^{\dagger}\right)
$$

where the condition:

$$
\sum_{i j}\left(A_{i}^{\dagger} \otimes B_{j}^{\dagger}\right)\left(A_{i} \otimes B_{j}\right)=\mathbb{I}
$$

follows trivially from the trace-preserving property of $\Phi_{A}$ and $\Phi_{B}$.
We will also define here the slightly less restrictive separable operations:
Definition 1.3. (Separable operations) A separable operation $\Phi_{S}$ is a quantum channel acting on a state $\rho$ as:

$$
\begin{equation*}
\rho \rightarrow \Phi_{S}(\rho)=\sum_{i}\left(A_{i} \otimes B_{i}\right) \rho\left(A_{i}^{\dagger} \otimes B_{i}^{\dagger}\right) \tag{1.7}
\end{equation*}
$$

with $A_{i}$ and $B_{i}$ acting in $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$, respectively.
Note that for a separable operation $\Phi_{S}$ one can have $\sum_{i} A_{i}^{\dagger} A_{i} \neq \mathbf{1}, \sum_{i} B_{i}^{\dagger} B_{i} \neq \mathbf{1}$. This means that the set of local operations LO is a subset of the set of separable operations SO[57].

Referring back to the experimental setup of Alice and Bob, their tinkering with the subsystems $A$ and $B$ can be understood as a local operation acting on the initial state of the system $\rho$. On top of this, the researchers are allowed to exchange
among themselves classical information, in the sense of Shannon information theory[59]. Combinations of local operations and transmission of classical information constitute a fundamental type of process in quantum information theory, known as Local Operation Classical Communication (LOCC). A simple example of LOCC would consist of Alice measuring an observable on the subsystem $A$, and communicating the results to Bob.

Although intuitively easy to understand, LOCC operations have technically involved formal descriptions. They have been rigorously defined, initially for protocols with a finite number of rounds of classical communication in [60], and generalized to an infinite number of rounds in [61]. In practice, however, these definitions are difficult to use and instead one takes advantage of the fundamental result of [62], which establishes that the LOCC protocols form a subset of SO so that any LOCC protocol can be written in the form (1.7).

Moving on, we can now establish what criteria define an entanglement measure for pure states. There is some uncertainty in the literature regarding the minimal set of properties such a quantity should satisfy, so we will differentiate between universally accepted axioms and additional constraints on entanglement measures, following [58].

## Entanglement measures

Consider a quantum system $\mathcal{S}$ with Hilbert space $\mathcal{H}$ of finite dimension $d=\operatorname{dim} \mathcal{H}$, and a spatial bipartition of it $A \mid B$. Then, let there be a map $E: \mathcal{M} \rightarrow \mathbb{R}^{+}$with $\mathcal{M}$, the set of pure density matrices of $\mathcal{S}$ (acting on $\mathcal{H}$ ). We say $E(\rho)$ is an entanglement measure with respect to $A \mid B$, if it satisfies the essential properties [58, 63]

1. Monotonicity (under LOCC) Let $\Phi$ be a LOCC operation, such that $\Phi(\rho) \in \mathcal{M}$. Then we must have

$$
E(\rho) \geq E(\Phi(\rho))
$$

2. Discriminance $E(\rho)=0$ if $\rho$ is separable

Then, there are additional properties one can require, of which we mention [58]:
3. Normalization If $\rho \in \mathcal{M}$ is maximally entangled, then $E(\rho)=\log (d)$
4. Asymptotic continuity Let there be two sequences of Hilbert spaces $\left\{\mathcal{H}_{A}^{(n)}\right\}$ and $\left\{\mathcal{H}_{B}^{(n)}\right\}$, and define, for each $n$, the space $\mathcal{H}^{(n)}=\mathcal{H}_{A}^{(n)} \otimes \mathcal{H}_{B}^{(n)}$. Then, we say that $E(\rho)$ satisfies asymptotic continuity if, for any two sequences of pure states $\left\{\rho_{n}\right\}$ and $\left\{\sigma_{n}\right\}$, with $\rho_{n}$ and $\sigma_{n}$ acting on $\mathcal{H}_{n}$ one has

$$
\begin{equation*}
\left\|\rho_{n}-\sigma_{n}\right\| \rightarrow 0 \Rightarrow \frac{E\left(\rho_{n}\right)-E\left(\sigma_{n}\right)}{1+\log \operatorname{dim} \mathcal{H}_{n}} \rightarrow 0 \text { as } n \rightarrow \infty \tag{1.8}
\end{equation*}
$$

Heuristically, this property ensures that the entanglement per qubit is continuous under "small" changes in the state - such as adding and removing a relatively small number of qubits to the system [60]. For measures that do not satisfy the above property, one can engineer setups exhibiting entanglement locking [64], for which removing (or measuring) even a single qubit from a state can dramatically change the value of the entanglement measured by $E(\rho)$.

We stress that the presentation above holds only for bipartite quantum systems prepared in pure states. For mixed $\rho$, the discussion of what properties a good entanglement measure should satisfy is much more sophisticated, and we refer the interested reader to $[57,58]$ for a detailed treatment.

### 1.1.2 Entanglement measures for pure states

Arguably the most important entanglement measure for pure states in bipartite systems is the von Neumann entanglement entropy (EE) which is defined as:

$$
\begin{equation*}
S(A)=-\operatorname{Tr} \rho_{A} \log \rho_{A}=-\sum_{i} \lambda_{i} \log \lambda_{i} \tag{1.9}
\end{equation*}
$$

where $\left\{\lambda_{i}\right\}$ are the eigenvalues of $\rho_{A}$. The EE for pure states satisfies both the essential and additional properties associated with entanglement measures defined in the previous section $[57,63]$. Furthermore, it satisfies a few more important properties that we will now outline [57]:

1. Subadditivity: Let $A, B$ be subsystems of the quantum system $\mathcal{S}$. The following inequality holds:

$$
\begin{equation*}
S(A)+S(B) \geq S(A \cup B) \tag{1.10}
\end{equation*}
$$

2. Strong subadditivity Let $A, B, C$ be subsystems of $A$. The following inequality holds:

$$
\begin{equation*}
S(A \cup C)+S(B \cup C) \geq S(A \cup B \cup C)+S(C) \tag{1.11}
\end{equation*}
$$

3. Araki-Lieb inequality Let $A, B$ be generic subsystems of the quantum system $\mathcal{S}$. The following inequality holds:

$$
\begin{equation*}
|S(A)-S(B)| \leq S(A \cup B) \tag{1.12}
\end{equation*}
$$

Note that for complementary intervals, $S(A \cup B)=0$ and we must have that:

$$
\begin{equation*}
S(A)=S(B) \tag{1.13}
\end{equation*}
$$

Another important class of measures of bipartite entanglement and a natural generalization of the EE are the Rényi entanglement entropies (REE) defined as:

$$
\begin{equation*}
S_{n}(A)=\frac{1}{1-n} \log \operatorname{Tr}_{A} \rho_{A}^{n} \quad n \in \mathbb{R}^{+} \tag{1.14}
\end{equation*}
$$

Crucially, the von Neumann entropy can be recovered as the $n \rightarrow 1$ limit of the REE:

$$
\begin{equation*}
S(A)=\lim _{n \rightarrow 1} S_{n}(A) \tag{1.15}
\end{equation*}
$$

There are a few "standout" REE, which encode important properties about the state of the system:

- The Hartley/Max entropy

$$
\begin{equation*}
S_{0}(A)=\log r \tag{1.16}
\end{equation*}
$$

encodes the Schmidt rank $r$ of the state of the system $\rho$

- The second Rényi entropy

$$
\begin{equation*}
S_{2}(A)=-\log \operatorname{Tr}_{A} \rho_{A}^{2} \tag{1.17}
\end{equation*}
$$

encodes the purity of the RDM

- Single-copy entanglement/Min entropy

$$
\begin{equation*}
S_{\infty}(A)=\lim _{n \rightarrow \infty} S_{n}(A)=-\log \lambda_{\max } \tag{1.18}
\end{equation*}
$$

allows us to recover $\mu_{\text {max }}$, the largest eigenvalue in the spectrum of the RDM
We note that, for $n \neq 1$, the REE do not fulfil any of the properties (1.10)-(1.12). Furthermore, they do not satisfy the asymptotic continuity and normalization properties, so the REE do not qualify as entanglement measures if one includes these additional constraints in the definition. In fact, for the case of bipartite quantum systems prepared in pure states, the EE is the unique entanglement measure that satisfies these additional properties $[58,60]$.

Despite being less impressive quantifiers of entanglement, the REE do hold an important theoretical advantage over the EE: analytical tractability. The direct computation of $S(A)$ is difficult, as it requires either the diagonalization of $\rho_{A}$, or an advantageous analytic characterization of $\rho_{A}$. Such an approach can be followed, notably, for $1 D$ non-interacting fermionic and bosonic many-body systems prepared in their ground state $[65,66]$.

For critical 1D models, a different strategy is pursued: one computes the REE for generic integer $n \geq 2$, and then analytically continues (if possible) the result to $n \rightarrow 1$ to recover the EE from (1.15). In the work of Cardy and Calabrese [46], the versatile replica trick approach to calculating REE has been introduced for this purpose, which we will now proceed to present.

### 1.2 Entanglement for 1D quantum systems- The replica trick

To illustrate the replica trick, we will consider a $1 D$ quantum system of $N$ sites (labelled $\{0, \ldots, N-1\}$ ), and lattice spacing $\epsilon$ with Hamiltonian $H$ and periodic BC , at zero temperature. The system is prepared in its ground state $\left|\Psi_{0}\right\rangle$ Now, we introduce a spatial bipartition of the system into two subregions, namely the interval $A=[u, v]$ with $0<u<v<L=N \epsilon$ and its complement $B$. The aim, then, is to calculate the $n^{\text {th }}$ REE of $\left|\Psi_{0}\right\rangle$ with respect to this bipartition.

We will assume that the quantum Hamiltonian for the physical 1D system is obtained in the anisotropic limit [67] of the transfer matrix of a classical 2D statistical model, which we call $\widehat{\mathcal{M}}$. Let us now consider a pair of states $|\alpha\rangle,|\beta\rangle$ for the subsystem $A$. We can then express the elements of the RDM:

$$
\begin{equation*}
\left(\rho_{A}\right)_{\alpha \beta} \equiv\langle\alpha| \operatorname{Tr}_{B}\left(\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right|\right)|\beta\rangle \tag{1.19}
\end{equation*}
$$

in the path integral approach

$$
\begin{equation*}
\left(\rho_{A}\right)_{\alpha \beta}=\frac{Z_{\alpha \beta}}{Z_{1}}, \tag{1.20}
\end{equation*}
$$

where $Z_{1}$ stands for the partition function of $\widehat{\mathcal{M}}$ on $\mathbb{C}_{L}$ (the infinite cylinder of width $L$ ), and $Z_{\alpha \beta}$ is the partition function on the infinite cylinder with a cut along


Figure 1.1: (a) The cylinder partition function associated to a matrix element $\left(\rho_{A}\right)_{\alpha \beta}$ of the ground-state density matrix $\rho_{A}$. The solid grey edges are identified. (b) The partition function associated to $\operatorname{Tr}_{A}\left(\rho_{A}^{n}\right)$ for $n=3$. The solid grey edges are identified. The colours on the sides of the slits indicate the sewing order of the copies.
the segment $[u, v]$ of length $\ell=v-u$, and boundary conditions defined by the configurations $\alpha$ and $\beta$ on both sides of the cut: see Fig. 1.1a. By construction, $\rho_{A}$ has unit trace. If $n$ is a positive integer, the quantity $\operatorname{Tr}_{A}\left(\rho_{A}^{n}\right)$ is obtained by stacking $n$ copies of the cylinder, and connecting them cyclically along the cut, to form the replicated surface $\mathcal{R}_{n}$ depicted in Fig. 1.1.b. Thus, we have the relation

$$
\begin{equation*}
\operatorname{Tr}_{A}\left(\rho_{A}^{n}\right)=\frac{Z_{n}}{Z_{1}^{n}} \tag{1.21}
\end{equation*}
$$

where $Z_{n}$ is the partition function of the model $\widehat{\mathcal{M}}$, supported on the replicated surface $\mathcal{R}_{n}$. This surface is a ramified covering of $\mathbb{C}_{L}$, with branch points located at the extremities of the interval $A$. Geometrically, these branch points are conical singularities with an excess angle $2 \pi(n-1)$. Conical singularities are not singularities as far as the smooth (and even complex) structure is concerned ${ }^{2}$. But they are singularities in the sense of Riemannian geometry: while the metric is flat everywhere else on $\mathcal{R}_{n}$, there is a delta-function of negative curvature (proportional to the excess angle) localized at each branch point, following the Gauss-Bonnet theorem [68].

Instead of working with replicated surfaces, we can adopt a different perspective, and replicate the degrees of freedom. To establish this idea, let us consider in more detail the 2D statistical model $\widehat{\mathcal{M}}$, which we can take, for convenience, to be a classical spin model on the infinite cylinder, with nearest-neighbour interactions. The partition function on $\mathbb{C}_{L}$ is

$$
\begin{equation*}
\mathrm{Z}_{1}=\sum_{\{s(i)\}} \prod_{\langle i, j\rangle} W[s(i), s(j)], \tag{1.22}
\end{equation*}
$$

where $s(i)$ is the spin on site $i,\langle i, j\rangle$ denotes a pair of neighbouring sites, and $W$ is the Boltzmann weight which defines the local interaction.

[^3]For any positive integer $n$, we can define the discrete cyclic orbifold of $\widehat{\mathcal{M}}$. This model, which we denote $\widehat{\mathcal{M}}_{n}$, lives on the original surface $\mathbb{C}_{L}$, which we parametrize using discrete coordinates $m \in\{0, N-1\}$ and $t \in \mathbb{Z}$, so that $u=m_{u} \epsilon$ and $v=m_{v} \epsilon$. However, at each lattice site $i$, we have $n$ independent spin variables $\left(s_{1}(i), \ldots, s_{n}(i)\right)$, and the nearest-neighbour interactions are given by $\prod_{a=0}^{n-1} W\left[s_{a}(i), s_{a}(j)\right]$ - in other words, the copies $a=0, \ldots, n-1$ are decoupled. The partition function for $n$ decoupled copies thus reads

$$
\begin{equation*}
Z\left(\widehat{\mathcal{M}}_{n}\right)=\sum_{\left\{s_{a}(i)\right\}} \prod_{\langle i, j\rangle} \prod_{a=1}^{n} W\left[s_{a}(i), s_{a}(j)\right]=Z_{1}^{n} . \tag{1.23}
\end{equation*}
$$

Local operators are $n$-tuples of $\widehat{\mathcal{M}}$-operators. Additionally, since the model has an internal $\mathbb{Z}_{n}$ symmetry generated by cyclic permutations of the copies, we can have topological defects, which are oriented lines across which the local interaction is modified as $W\left[s_{a}(i), s_{a}(j)\right] \mapsto W\left[s_{a}(i), s_{a+1}(j)\right]$. We thus introduce the lattice twist operators $\widehat{\sigma}$ and $\widehat{\sigma}^{\dagger}$, which insert the endpoints of a topological defect of this type.

We note that the construction of such defect operators is pretty standard in statistical models enjoying a discrete or continuous symmetry - this includes for instance $\mathbb{Z}_{2}$ disorder operators in the Ising model [69], and "electric" defects in the six-vertex model [33]. In consequence, one can establish the relation:

$$
\begin{equation*}
\left\langle\hat{\sigma}_{m_{u}, 0} \hat{\sigma}_{m_{v}, 0}^{+}\right\rangle=\frac{Z_{n}}{Z_{1}^{n}} \tag{1.24}
\end{equation*}
$$

where we have employed the translational invariance of the model to set the "time" coordinate of the twist operators to $t=0$. The left-hand side is a correlator of the orbifold model $\widehat{\mathcal{M}}_{n}$ on the infinite cylinder, and the numerator $Z_{n}$ on the right-hand side is, as above, the partition function of the original model $\widehat{\mathcal{M}}$ on the ramified covering $\mathcal{R}_{n}$ of $\mathbb{C}_{L}$.

By generalizing the above construction, one can establish that correlation functions of twist operators on a generic Riemann surface $\Sigma$ exactly correspond to partition functions of $\widehat{\mathcal{M}}$, supported on ramified coverings $\Sigma_{n}$ of $\Sigma$ with branch points at the position of the twists. In this way, the Rényi entropy of an interval $A=[u, v]$, for positive integer, $n \geq 2$ is related to a correlation function of twist operators in the cyclic orbifold of $\widehat{\mathcal{M}}$ :

$$
\begin{equation*}
S_{n}(A)=\frac{1}{1-n} \log \left\langle\widehat{\sigma}_{m_{u}, 0} \widehat{\sigma}_{m_{v}, 0}^{+}\right\rangle \tag{1.25}
\end{equation*}
$$

where $m_{u}$ and $m_{v}$ once again denote the discrete coordinates of the extremal sites in the interval.

### 1.3 The twist field formalism at criticality

While the replica trick approach presented in Section 1.2 is valid for generic $1 D$ quantum systems, it leads to particularly impressive results when the models are tuned to criticality.

The scaling limit $N \rightarrow \infty, \epsilon \rightarrow 0$, and $L=N \epsilon=$ const. of the lattice model $\widehat{\mathcal{M}}$, with lattice spacing $\epsilon$ supported on the cylinder, $\mathbb{C}_{L}$ is the 2D CFT $\mathcal{M}$ with

Euclidean spacetime $\mathbb{C}_{L}$. In the context of our discussion, $\mathcal{M}$ is referred to as the mother or seed CFT and has a central charge $c$.

Similarly, the scaling limit of the lattice theory $\widehat{\mathcal{M}}_{n}$ living on $\mathbb{C}_{L}$ corresponds to the cyclic orbifold CFT $\mathcal{M}_{n}$, which is defined on the infinite cylinder of circumference $L$ and has a central charge of $n c$. To construct a cyclic orbifold CFT, one replicates $n$ times the theory $\mathcal{M}$, resulting in $\mathcal{M}^{\otimes n}$, the tensor product of $n$ copies of $\mathcal{M}$. This replicated theory possesses a global discrete symmetry, namely, invariance under permutations of the $n$ copies.

Next, one needs to gauge the Abelian $\mathbb{Z}_{n}$ subgroup of cyclic permutations. This process involves enlarging the space of configurations to include oriented defect lines that implement a $\mathbb{Z}_{n}$ domain wall. This means that the new theory includes configurations that are related by cyclic permutations of the $n$ copies, as well as configurations that differ by the insertion of a $\mathbb{Z}_{n}$ domain wall.

In consequence, the spectrum of $\mathcal{M}_{n}$ consists of two types of operators. On one hand, the theory contains untwisted fields $\phi_{1} \otimes \ldots \phi_{n}$, which are simply $n$ tuples of operators in the seed CFT $\mathcal{M}$. Additionally, the theory contains twisted operators $O^{[k]}$ with an associated $\mathbb{Z}_{n}$ charge $[k]$ which insert defect lines in the CFT. To understand their effect, let us consider untwisted operators of the type:

$$
\begin{equation*}
\phi_{(a)} \equiv \mathbf{1} \otimes \cdots \otimes \mathbf{1} \otimes \phi \otimes \mathbf{1} \otimes \cdots \otimes \mathbb{1} \tag{1.26}
\end{equation*}
$$

where $\mathbf{1}$ is the identity operator in the mother CFT $\mathcal{M}$, and $\phi$ acts on copy (a). The monodromy of a twisted field $O^{[k]}$ relative to $\phi_{(a)}$ is:

$$
\begin{equation*}
\phi_{(a)}\left(e^{2 i \pi} z, e^{-2 i \pi} \bar{z}\right) \cdot O^{[k]}(0)=\phi_{(a-k)}(z, \bar{z}) \cdot O^{[k]}(0) . \tag{1.27}
\end{equation*}
$$

meaning the $O^{[k]}$ implement the cyclic permutation symmetry on the $\phi_{(a)}$.
Of key importance are the bare twist fields $\sigma^{[1]}, \sigma^{[-1]}$, which we often denote, for convenience $\sigma, \sigma^{\dagger}$. They are primary operators, with conformal dimensions [70]

$$
\begin{equation*}
h_{\sigma}=\bar{h}_{\sigma}=c / 24(n-1 / n) \tag{1.28}
\end{equation*}
$$

and are the most relevant twist operators with charges $\pm 1$. Under the state-operator correspondence, they are associated with the lowest energy states in the twisted sectors $\pm 1$.

In this framework, one can recover, following [46, 71], the CFT counterpart to the relation (1.24):

$$
\begin{equation*}
\frac{\mathcal{Z}\left(\Sigma_{n}\right)}{\mathcal{Z}(\Sigma)^{n}}=\left\langle\sigma\left(w_{1}, \bar{w}_{1}\right) \sigma^{\dagger}\left(w_{2}, \bar{w}_{2}\right)\right\rangle_{\Sigma}, \tag{1.29}
\end{equation*}
$$

where $\mathcal{Z}\left(\Sigma_{n}\right)$ is the partition function of the mother CFT $\mathcal{M}$ on the surface $\Sigma_{n}$, and $\left(w_{i}, \bar{w}_{i}\right)$ are coordinates on the surface $\Sigma$.

Similar relations to (1.29) can be inferred for orbifold correlators with both twisted and untwisted field insertions:
$\left\langle\left(\phi_{1} \otimes \ldots \phi_{n}\right)(w, \bar{w}) \sigma\left(w_{1}, \bar{w}_{1}\right) \sigma^{\dagger}\left(w_{2}, \bar{w}_{2}\right)\right\rangle_{\Sigma}=\left\langle\sigma\left(w_{1}, \bar{w}_{1}\right) \sigma^{\dagger}\left(w_{2}, \bar{w}_{2}\right)\right\rangle_{\Sigma}\left\langle\prod_{j=1}^{n} \phi_{j}\left(w e^{2 \pi \mathrm{i} a}, \bar{w} e^{-2 \pi \mathrm{i} a}\right)\right\rangle_{\Sigma_{n}}$
To illustrate how the notions presented in this section allow us to calculate REE and find the EE, we will re-derive, in the framework and conventions of this thesis, a standard result of [46].

## Example 1: EE in a periodic system

We consider the same setup as in Section 1.2, tuned to criticality. We want to calculate, for generic $n \geq 2$, the REE of an interval $A=[u, v]$ of size $\ell=v-u$ :

$$
\begin{equation*}
S_{n}(A)=\frac{1}{1-n} \log \left\langle\widehat{\sigma}_{m_{u}, 0} \widehat{\sigma}_{m_{v}, 0}^{+}\right\rangle \tag{1.31}
\end{equation*}
$$

In the continuum limit $\epsilon \rightarrow 0$, lattice operators can be expressed as a local combination of CFT scaling fields [14]. For the lattice twist operator $\widehat{\sigma}$, we should then have [72-74]:

$$
\begin{equation*}
\widehat{\sigma}_{m, t}=c_{n} \epsilon^{2 h_{\sigma}} \sigma(w, \bar{w})+\ldots \tag{1.32}
\end{equation*}
$$

where $w=\epsilon m+i t \epsilon$ is the continuum coordinate on the infinite cylinder $\mathbb{C}_{L}, c_{n}$ is a non-universal amplitude, and the dots correspond to less relevant operators of twist charge +1 . Note that a similar expansion holds for $\widehat{\sigma}^{\dagger}$, but containing twist fields with $[k]=[-1]$. We stress that since these expansions are local, they do not depend on the particular choice of surface the lattice model is supported on, or the BC imposed on it.

Plugging (1.32) in (1.31), we find:

$$
\begin{equation*}
S_{n}(A)=\frac{1}{1-n} \log \epsilon^{4 h_{\sigma}}\left\langle\sigma(u, u) \sigma^{\dagger}(v, v)\right\rangle_{C_{L}}+\frac{2 \log c_{n}}{1-n}+\ldots \tag{1.33}
\end{equation*}
$$

where $u=m_{u} \epsilon, v=m_{v} \epsilon$, with $0<u<v<L$. Thus, to leading order, $S_{n}(A)$ is determined by a two-point function of bare twist fields on $\mathbb{C}_{L}$

We now remind a standard CFT result for the 2-point function of primary operators on the infinite cylinder [23]:

$$
\begin{equation*}
\left\langle\sigma(u, u) \sigma^{\dagger}(v, v)\right\rangle_{C_{L}}=\left(\frac{L}{\pi} \sin \frac{\pi \ell}{L}\right)^{-4 h_{\sigma}} \tag{1.34}
\end{equation*}
$$

Putting everything together, we recover the result of [46] for the REE :

$$
\begin{equation*}
S_{n}(A)=\frac{c(n+1)}{6 n} \log \left(\frac{L}{\pi \epsilon} \sin \frac{\pi \ell}{L}\right)+\frac{2 \log c_{n}}{1-n}+\ldots \tag{1.35}
\end{equation*}
$$

By analytically continuing to $n \rightarrow 1$, one finds:

$$
\begin{equation*}
S(A)=\frac{c}{3} \log \left(\frac{L}{\pi \epsilon} \sin \frac{\pi \ell}{L}\right)+2 c_{1}^{\prime}+\ldots \tag{1.36}
\end{equation*}
$$

where $c_{1}^{\prime}=\lim _{n \rightarrow 1} \frac{\log c_{n}}{1-n}$.
Note that by taking the $L \rightarrow \infty$ limit, one recovers the famous result of [47] for an interval of length $\ell$ in an infinite system:

$$
\begin{equation*}
S(A)=\frac{c}{3} \log \frac{\ell}{\epsilon}+2 c_{1}^{\prime}+\ldots \tag{1.37}
\end{equation*}
$$

In the above example, we have considered one of the simplest applications of the twist field formalism for the calculation of the REE and the determination of the EE. However, this can be extended to more generic bipartitions and setups.

## Example 2: Disjoint intervals in a periodic system

For example, one can consider the entanglement between a union of $M \geq 2$ disjoint intervals $A=\left[u_{1}, v_{1}\right] \cup \cdots \cup\left[u_{M}, v_{M}\right]$, with $u_{i}, v_{i} \in[0, L]$ and the rest of the system with periodic BC . In this case, obtaining REE rests on the evaluation of a $2 N$ point correlator of twist fields on the closed surface $\Sigma^{3}$ :

$$
\begin{equation*}
\left\langle\prod_{i=1}^{M} \sigma\left(w_{i}, \bar{w}_{i}\right) \sigma^{\dagger}\left(w_{i}, \bar{w}_{i}\right)\right\rangle_{\Sigma} \tag{1.38}
\end{equation*}
$$

which are difficult to evaluate, for generic CFTS. Alternatively, by (1.29), one can try to compute the partition function $\mathcal{Z}\left(\Sigma_{n}\right)$ of $\mathcal{M}$ on the branched covering $\Sigma_{n}$. We now remind the Riemann-Hurwitz formula:

$$
\begin{equation*}
\chi\left(\Sigma_{n}\right)=n \chi(\Sigma)+\sum_{i=1}^{2 M}\left(k_{i}-1\right), \tag{1.39}
\end{equation*}
$$

which relates the Euler characteristic $\chi(\Sigma)=2-2 h$ of a Riemann surface $\Sigma$ of genus $h$ to that of its $n$-sheeted cover $\chi\left(\Sigma_{n}\right)$, for which the covering map $\pi: \Sigma_{n} \rightarrow \Sigma$ has $2 M$ branch points with ramification index $k_{i}=n$. This implies that the genus $g$ of $\Sigma_{n}$ is:

$$
\begin{equation*}
g=(n-1)(M-1)+n h \tag{1.40}
\end{equation*}
$$

Let us now review the current status of the computation of such partition function for generic CFTs. At $g=1$, one is essentially dealing with a torus partition function $\mathcal{Z}(\tau, \bar{\tau})$ which is invariant under the $\operatorname{PSL}(2, \mathbb{Z})$ (modular) group:

$$
\mathcal{Z}(\tau)=\mathcal{Z}\left(\frac{a \tau+b}{c \tau+d}\right), \quad \text { for all } \quad\left(\begin{array}{ll}
a & b  \tag{1.41}\\
c & d
\end{array}\right) \in \operatorname{SL}(2, \mathbb{Z})
$$

The $\mathcal{Z}(\tau, \bar{\tau})$ have been calculated exactly for a variety of CFTs such as Virasoro minimal models [75, 76], WZW models and free bosonic and fermionic CFTs [23]. If a CFT is consistently defined at $g=0$ and $g=1$, in the sense of [77], then it will be consistently defined on all surfaces with $g \geq 2$. The results of [77] guarantee then that the partition functions at $g \geq 2$ are well-defined mathematical objects, but their calculation is still an open problem for most CFTs. Relevant exceptions to this status are partition functions for free bosonic and fermionic CFTs on closed surfaces, which have been computed in a series of seminal works in the 80's [70, 78], in which cyclic orbifold CFTs were studied for string theoretical reasons. Beyond these, however, higher genus partition functions are only understood for a few theories $[79,80]$. We note, for completeness, that there are also impressive formal results for the partition functions of Virasoro minimal models through the Coulomb gas approach [81] on surfaces of genus $g>1$ [82, 83], but a glance at their expressions should convince the reader of their manifest impracticability for the calculation of the REE .

With these considerations in mind, it is now clear why exact calculations of the REE for disjoint intervals are difficult, for most CFTs. Despite this, important results for the REE in these setups have been obtained for arbitrary $M \geq 2$, for the Dirac fermion and Ising CFTs [84-86], as well as for the compactified boson of radius $R[87,88]$

[^4]In this latter case, let us review the results for the $\operatorname{REE} S_{n}(A)$ for two disjoint intervals $A=\left[u_{1}, v_{1}\right] \cup\left[u_{2}, v_{2}\right]$ in a periodic system of length $L$. For a generic CFT, the moments of the RDM are related to a 4-point correlator of twist fields:

$$
\begin{equation*}
\operatorname{Tr} \rho_{A}^{n}=c_{n}^{4}\left\langle\sigma\left(u_{1}\right) \sigma^{\dagger}\left(v_{1}\right) \sigma\left(u_{2}\right) \sigma^{\dagger}\left(v_{2}\right)\right\rangle \tag{1.42}
\end{equation*}
$$

so that by global conformal invariance the REE have the form

$$
\begin{align*}
S_{n}(A)= & \frac{c(n+1)}{6 n} \log \left(\frac{s_{L}\left(u_{1}-u_{2}\right) s_{L}\left(v_{1}-v_{2}\right)}{s_{L}\left(u_{1}-v_{1}\right) s_{L}\left(u_{2}-v_{2}\right) s_{L}\left(u_{1}-v_{2}\right) s_{L}\left(u_{2}-v_{1}\right)}\right)  \tag{1.43}\\
& +\frac{1}{1-n} \log \mathcal{F}_{n}(r)+\frac{4 \log c_{n}}{1-n}
\end{align*}
$$

where

$$
\begin{equation*}
r=\frac{s_{L}\left(u_{1}-v_{1}\right) s_{L}\left(u_{2}-v_{2}\right)}{s_{L}\left(u_{1}-u_{2}\right) s_{L}\left(v_{1}-v_{2}\right)}, \quad s_{L}(u)=\frac{L}{\pi} \sin \left(\frac{\pi u}{L}\right) \tag{1.44}
\end{equation*}
$$

and $\mathcal{F}_{n}(r)$ is a universal function chosen so that $\mathcal{F}_{n}(r) \rightarrow 1$ as $r \rightarrow 0$ or $r \rightarrow 1$.
In the work of [87], which focuses on the case $M=2$, for critical systems described by the CFT of a compact boson of radius $R$, the function $\mathcal{F}_{n}(r)$ was found to be

$$
\begin{equation*}
\mathcal{F}_{n}(r)=\frac{\Theta\left(0 \mid R^{2} \tau / 2\right) \Theta\left(0 \mid 2 \tau / R^{2}\right)}{[\Theta(0 \mid \tau)]^{2}} \tag{1.45}
\end{equation*}
$$

where $\tau$ is an $(n-1) \times(n-1)$ matrix with elements

$$
\begin{equation*}
\tau_{i j}(r) \equiv \mathrm{i} \frac{2}{n} \sum_{k=1}^{n-1} \sin (\pi k / n) \frac{F_{k / n}(1-r)}{F_{k / n}(r)} \cos [2 \pi k(i-j) / n] \tag{1.46}
\end{equation*}
$$

where $F_{k / n}(y) \equiv{ }_{2} F_{1}(k / n, 1-k / n ; 1 ; y)$ is the Gauss hypergeometric function In this setup, sending $n \rightarrow 1$ in the first term of (1.43) is straightforward, while the analytic continuation of $\mathcal{F}_{n}(r)$ is still an open problem. Progress has been made in this direction, however, through the numerical extrapolation methods introduced in [89] and employed in works such as [90].

This example highlights one important limitation of the twist field approach for the determination of the EE. To obtain it, one needs to be able to solve what are essentially two distinct problems. The first one is the CFT calculation of the REE for a generic integer $n$ using the twist field approach. The second difficulty is purely mathematical: analytically continuing the $S_{n}(A)$ to $n=1$. In the "success story" of (1.36), both problems are tractable. In most cases, however, even when the REE have been calculated for generic $n$, the analytic continuation remains elusive [88].

Let us now explore another setup, which has been the main subject of this thesis: the quantification of entanglement in critical quantum systems with open BC. The characteristics of entanglement are significantly influenced by the presence of such physical boundaries, which has been extensively studied in various contexts [46, 91-96]. These studies have yielded valuable insights into the subject. Notably, in the case of holographic entanglement entropy [97, 98], examining the effects of boundaries [99-102] has offered a fresh perspective on the information paradox [103-107].

For such setups as well, the twist field formalism can be employed, but there are several supplementary technicalities which we will now review.

### 1.4 REE in systems with open BC

We will consider a $1 D$ quantum system with identical open BC s with both its bulk and boundary tuned to criticality, at zero temperature.

The scaling limit of such a system will be given by a BCFT $\mathcal{M}$ with conformal BC $\alpha$ defined on an infinite strip $\mathbb{S}_{L}$ of width $L=N \epsilon$. Such theories have been intensely studied since their elaboration in Cardy's works [28, 29, 108], and we refer the reader to [24] for a recent and thorough presentation.

In this case, the simplest setup to consider is that of an interval $A=[0, \ell]$, with $\ell=m \epsilon$, starting at one of the boundaries of the system. The constructions of Sections 1.2 and 1.3 can now be generalized to this setup. In the replica trick approach, one has to evaluate a partition function on the $n$-sheeted strip $S_{L, n}$ with a single branch point corresponding to the bulk end of the interval $A$ [71]. In the twist field approach, on the other hand, the moments of the RDM are given by the lattice correlator:

$$
\begin{equation*}
\operatorname{Tr}_{A} \rho_{A}^{n}=\left\langle\widehat{\sigma}_{m, 0}\right\rangle_{s_{L}}^{(\alpha, \alpha)} \tag{1.47}
\end{equation*}
$$

The leading BCFT contribution to this quantity is given by the one-point twist correlator:

$$
\begin{equation*}
\langle\sigma(\ell)\rangle_{S_{L}}^{(\alpha)} \tag{1.48}
\end{equation*}
$$

By simple arguments of conformal invariance [28], it should have the form [46]:

$$
\begin{equation*}
\langle\sigma(\ell)\rangle_{S_{L}}^{\alpha}=\mathcal{A}_{\sigma}^{(\alpha)}\left[\frac{2 L}{\pi} \sin \left(\frac{\pi \ell}{L}\right)\right]^{-\Delta_{n}} \tag{1.49}
\end{equation*}
$$

where the one-point structure constant $\mathcal{A}_{\sigma}^{(\alpha)}$ can also be fixed by BCFT arguments [109, 110] to be

$$
\begin{equation*}
\mathcal{A}_{\sigma}^{(\alpha)}=g_{\alpha}^{1-n} \tag{1.50}
\end{equation*}
$$

where $g_{\alpha}$ is the Ludwig-Affleck ground state degeneracy [32] in the mother BCFT, defined as the overlap between its ground state and the conformal boundary state $|\alpha\rangle$. In consequence, one arrives at:

$$
\begin{equation*}
\langle\sigma(\ell)\rangle_{S_{L}}^{\alpha}=g_{A}^{1-n}\left[\frac{2 L}{\pi} \sin \left(\frac{\pi \ell}{L}\right)\right] \tag{1.51}
\end{equation*}
$$

and finds the leading contribution to the REE to be:

$$
\begin{equation*}
S_{n}([0, \ell]) \sim \frac{c(n+1)}{12 n} \log \left(\frac{2 L}{\pi \epsilon} \sin \frac{\pi \ell}{L}\right)+\log g_{\alpha}+\frac{\log c_{n}}{1-n} \tag{1.52}
\end{equation*}
$$

It is important to note that the same non-universal amplitude $c_{n}$ appears in both (1.52) and (1.35) and originates from the locality of the expansion in (1.32). This provides an alternative and more general explanation for the relation observed in [71, 111] between the non-universal terms in the REE (1.52) and (1.35).

Another remarkable fact about the result (1.52) is that all the information about the particularities of the conformal $\mathrm{BC} \alpha$ is encoded in the boundary entropy $\log g_{\alpha}$. This boundary entropy allows exploring the boundary renormalization group (RG) flows induced by the change of boundary conditions [112, 113]. For all other setups, the dependence on the conformal BC becomes more complicated, as we shall see in later chapters of this thesis.


Figure 1.2: A Riemann surface with $\chi=-2$

Moving on, the result in (1.52) can be continued to $n \rightarrow 1$ to recover another celebrated result for the EE [46]:

$$
\begin{equation*}
S(A)=\frac{c}{6} \log \left(\frac{2 L}{\pi \epsilon} \sin \frac{\pi \ell}{L}\right)+\log g_{\alpha}+c_{1}^{\prime} \tag{1.53}
\end{equation*}
$$

When dealing with more general bipartitions, it is expected that the analytic continuation may pose some challenges. In the case of open BC, it should be noted that even determining the REE is more difficult.

Consider, for example, a bipartition such that $A=[u, v]$ is strictly in the bulk of the system so that $0<u<v<L$. To find the BCFT prediction for $S_{n}(A)$ in this case, one needs to calculate the twist 2-point function on the infinite strip $\mathbb{S}_{L}$ with conformal BC $\alpha$ [71] :

$$
\begin{equation*}
\left\langle\sigma(u) \sigma^{\dagger}(v)\right\rangle_{S_{L}}^{(\alpha)} \tag{1.54}
\end{equation*}
$$

Such correlators are difficult to solve for generic seed BCFTs and arbitrary $n$, since they require more in-depth knowledge of the cyclic orbifold BCFT.

From the replicated surface point of view, the problem of determining the REE in this setup is even more difficult to address, compared to the periodic case. The replicated surface $\mathcal{S}_{L, n}$ has genus 0 and $n$ disconnected boundaries, so that its Euler characteristic is:

$$
\begin{equation*}
\chi_{\text {open }}=2-n \tag{1.55}
\end{equation*}
$$

Such a surface is conformally equivalent to a disk from which one has cut $n-1$ additional holes, as shown in Figure 1.2. For $n=2$, this is of course an annulus, for which the partition function is well understood for a variety of BCFTs [25, 36, 114]. This observation is the cornerstone for the calculation of the second REE , presented in Chapter 2.

For $n>2$, however, few results are known. The difficulty stems from the fact that objects of interest in a BCFT $\mathcal{M}$ defined on some open surface $\Sigma$ are computed or constructed by some implementation of a doubling trick. Qualitatively, this means relating correlators in $\mathcal{M}$ to chiral CFT amplitudes on the double $D(\Sigma)$ - the surface obtained by duplicating all the points in the bulk of $\Sigma$ [115]. The most well-known example of such a procedure is Cardy's doubling trick [28,29] whose general statement is that $n$-point functions of bulk primary operators on the Upper Half Plane (UHP) satisfy the same Ward identities as $2 n$-point correlators of chiral primary fields on $\mathbb{C}$.

In a generalization of this, to calculate the BCFT partition function on an open surface $\sum_{n}^{\text {open }}$ of Euler characteristic $\chi_{\text {open }}=2-n$ one can relate it to a CFT partition
function on a closed Riemann surface $\sum_{n}^{\text {closed }}$ with $\chi_{\text {closed }}=4-2 n$. In consequence, one needs to both calculate this latter quantity and "reverse" the doubling trick to recover the zero-point function on $\Sigma_{n}^{\text {open }}$. This is a difficult task for most BCFTs.

One should observe, however, that $\sum_{n}^{\text {closed }}$ is the same Riemann surface (up to conformal mapping) that is involved in the determination of the REE for two disjoint intervals, so these two problems are closely related. As we will show in Chapter 3, one can make this connection explicit.

Generalizing to the case of $M$ disjoint intervals at zero temperature (even for the compact boson) adds an extra layer of challenge. In this case, the open replicated surface $\Sigma_{n, M}^{\text {open }}$ has $g=(n-1)(M-1)$ and $\chi_{\text {open }}=1-(n-1)(2 M-1)$, and the known results [88] for the partition function on the double of $D\left(\Sigma_{n, M}^{\circ \text { open }}\right)$ are more difficult to manipulate.

While the discussion so far has focused on quantifying entanglement in the ground state of a critical quantum system, we remark that one can also use these types of CFT methods to obtain results for the REE for excited states. Notably, such investigations were done in [116, 117] for critical systems with a free CFT description and in [118] for those described by minimal models. We anticipate here that the work in [118], based on finding ODEs satisfied by the twist field correlators that describe the REE of an interval for excited states, is deeply connected to the investigations in 4 , for the REE of an interval in the ground state of a system with different open BC.

### 1.5 Outline

We will present, then, in the following chapters of this thesis, our contribution to the understanding of entanglement in systems with identical open BC. Firstly, in Chapter 2, we reveal the calculation of the 2nd REE for a subsystem $A$ in a generic $1 D$ critical system described by a BCFT $\mathcal{M}$ with conformal BC $\alpha$ and show how the dependence of $S_{2}(A)$ on $\alpha$ is encoded in the annulus partition function $\mathcal{Z}_{\alpha \mid \alpha}$ of $\mathcal{M}$. This arises due to the conformal equivalence between a two-sheeted infinite strip, with branch points at the ends of the interval $A$ and an annulus of suitably chosen aspect ratio, which we establish quantitatively by building suitable conformal maps. We verify our findings with numerical checks on the Ising model, based on Peschel's trick[65].

Then, in Chapter 3, we focus our attention on 1D quantum systems described by the BCFT of a compact boson with compactification radius $R$ for both Dirichlet and Neumann BC. For this computation, we have adapted the path integral and SET methods of [70], also employed in [87], to account for the presence of a conformal boundary. We were able to derive an exact result for the REE $S_{n}(A)$ for an interval in the bulk of the system, and all integer $n \geq 2$. For finite $R$, we were not able to find the analytic continuation to $n \rightarrow 1$. However, in the decompactification limit $R \rightarrow \infty$, we've managed, by employing some convenient identities [87], to obtain analytic expressions for $S(A)$, for both Dirichlet and Neumann BC. Beyond various analytical checks, we've checked our $R \rightarrow \infty$ results with lattice predictions for the harmonic chain.

In Chapter 4, we consider yet another generalization of the setup of (1.52): the implementation of mixed $\mathrm{BC} \alpha \neq \beta$, i.e. tuning the boundaries of the $1 D$ system to different critical points. At the level of the CFT this requires the introduction of Boundary Condition Changing Operators(BCCOs), that implement the change in
$B C s$. For an interval $A$ starting at one of the boundaries of the system, the BCFT contributions to the REE are calculated as 3-point functions of one (bulk) twist field and two BCCOs. We introduce a general procedure for deriving differential equations for these correlators and show how, for small $n$, they can be solved by conformal bootstrap methods. To this end, we exploit the null vector conditions on the orbifold primary states, inherited from the ones of the mother BCFT by the induction procedure [119] as well as various orbifold Ward identities. This method also allows a good handle of finite-size corrections, which we analyse for both the critical Ising chain and the three-state Potts model.

In Chapter 5, we will present a more formal algebraic construction of the cyclic orbifold CFT $\mathcal{M}_{n}$ of diagonal and rational mother CFTs. After identifying the maximal symmetry subalgebra of $\mathcal{M}_{n}$, we classify the operator content with respect to it and obtain the fusion rules and fusion numbers for all prime $n$. It is an almost self-contained presentation and acts as a complement to the geometrical approach of Chapters 2 and 4, and as a helpful toolbox for the calculations of Chapter 4.

## Chapter 2

## Second Rényi entropy and annulus partition function for one-dimensional quantum critical systems with boundaries

### 2.1 Summary

In this chapter, heavily based on [120], we present new results pertaining to the calculation of the second REE $S_{2}(A)$ of an interval $A$ in the bulk of a onedimensional critical system with identical open boundaries. In this section, we will present the results, as well as outline the methods and ideas involved in their derivation.

We are considering systems whose scaling limit is given by a generic BCFT $\mathcal{M}$ with central charge $c$ and conformal $\mathrm{BC} \alpha$. We take the length of the system to be $L=N \epsilon$, where $N$ is the number of sites and $\epsilon$ is the lattice spacing. Hence, we consider bipartitions $A=[u, v]$ with $0<u<v<L$ as in Figure 2.1.


Figure 2.1: Interval in the bulk of a system with open BC
In comparison with the well-known result of [46] for an interval containing one of the boundaries of the system (which we have rederived in Section 1.4) there is an extra complication: the BCFT contribution to the REE is now determined by a two-point function of twist fields on $\mathbb{S}_{L}$ the infinite strip of width $L$

$$
\begin{equation*}
\langle\sigma(u) \sigma(v)\rangle_{S_{L}}^{(\alpha)} \tag{2.1}
\end{equation*}
$$

where $\sigma$ denotes the bare twist operator in the $\mathbb{Z}_{2}$ orbifold BCFT. We can, alternatively, write the above correlator in terms of the partition function of the seed
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$\mathrm{BCFT} \mathcal{M}$ on a replicated surface:

$$
\begin{equation*}
\langle\sigma(u) \sigma(v)\rangle_{S_{L}}^{(\alpha)}=\frac{\mathcal{Z}\left(\mathbb{S}_{L, 2}\right)}{\mathcal{Z}\left(\mathrm{S}_{L}\right)^{2}} \tag{2.2}
\end{equation*}
$$

where $S_{L, 2}$ is a two-sheeted cover of the strip with branch points at $u$ and $v$.
One can now map the twist field correlator in (2.2) to the unit disk $\mathbb{D}$ using:

$$
\begin{equation*}
w \mapsto z=\frac{s_{L}(w-u)}{s_{L}(w+u)}, \quad s_{L}(w)=\frac{2 L}{\pi} \sin \frac{\pi w}{2 L} \tag{2.3}
\end{equation*}
$$

We now write the twist field correlator on $\mathbb{D}$ as:

$$
\begin{equation*}
\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathrm{D}}^{(\alpha)}=\left[|x|^{2}\left(1-|x|^{2}\right)\right]^{-\frac{c}{8}} \mathcal{F}_{2}^{(\alpha)}(x) \tag{2.4}
\end{equation*}
$$

where $x$ is the cross ratio on the unit disk $\mathbb{D}$, given by:

$$
\begin{equation*}
x=\frac{s_{L}(v-u)}{s_{L}(v+u)} \tag{2.5}
\end{equation*}
$$

and $\mathcal{F}_{2}^{(\alpha)}(x)$, is a universal function of the cross-ratio $x$ that also depends on the conformal BC $\alpha$. We have defined $\mathcal{F}_{2}^{(\alpha)}(x)$, so that that $\mathcal{F}_{2}^{(\alpha)}(x) \rightarrow 1$ as $x \rightarrow 0$ and $\mathcal{F}_{2}^{(\alpha)}(x) \rightarrow g_{\alpha}^{-2}$ as $x \rightarrow 1$ for generic BCFTs ${ }^{1}$. This is consistent with the notation of Chapter 3 and other results in the literature [121].

Hence, the main analytical achievement we present in this chapter is the computation of $\mathcal{F}_{2}^{(\alpha)}(x)$ in terms of the annulus partition function of the mother CFT:

$$
\begin{equation*}
\mathcal{F}_{2}^{(\alpha)}(x)=g_{\alpha}^{-2} 2^{-\frac{c}{3}}\left[|x|^{2}\left(1-|x|^{2}\right)\right]^{\frac{c}{12}} Z_{\alpha \mid \alpha}(\tau), \tag{2.6}
\end{equation*}
$$

where $Z_{\alpha \mid \alpha}(\tau)$ is the partition function on the annulus $\mathbb{A}_{\tau}$ of unit circumference, width $\operatorname{Im} \tau / 2$, and boundary condition $\alpha$ on both edges, and $g_{\alpha}$ is the groundstate degeneracy [32]. The parameter $\tau$ (which is pure imaginary) is related to $x$ via:

$$
\begin{equation*}
\left[\frac{\theta_{2}(\tau)}{\theta_{3}(\tau)}\right]^{2}=|x|, \quad \text { or equivalently } \tau(x, \bar{x})=i \frac{{ }_{2} \mathrm{~F}_{1}\left(\frac{1}{2}, \frac{1}{2}, 1 ; 1-|x|^{2}\right)}{{ }_{2} \mathrm{~F}_{1}\left(\frac{1}{2}, \frac{1}{2}, 1 ;|x|^{2}\right)} \tag{2.7}
\end{equation*}
$$

where the $\theta_{j}(\tau)$ 's are the Jacobi elliptic functions (see appendix A.1.1).
These results are completely general and apply to any mother BCFT. This includes, of course, CFTs built from minimal models and Wess-Zumino-Witten models (for which the annulus partition functions have been determined in [36, 114]), free and compactified bosonic CFTs [23] to name a few. This result is reminiscent of the well-known relation between the twist four-point function on the sphere and the torus partition function $Z(\tau, \bar{\tau})[70,122,123]$

$$
\begin{equation*}
\langle\sigma(0) \sigma(\eta, \bar{\eta}) \sigma(1) \sigma(\infty)\rangle_{\mathbb{C}}=4^{-\frac{c}{3}}|\eta(1-\eta)|^{-\frac{c}{12}} Z(\tau, \bar{\tau}), \quad \eta=\left[\frac{\theta_{2}(\tau)}{\theta_{3}(\tau)}\right]^{4} \tag{2.8}
\end{equation*}
$$

The final result for the $S_{2}$ entropy of an interval $A=[u, v]$ in a system of length $L$ is, up to an additive non-universal constant coming from the normalization of the lattice twist operator :
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Second Rényi entropy of an interval in the bulk

$$
\mathrm{S}_{2}^{\alpha}([u, v])=\frac{c}{24} \log \left[s_{L}(2 u) s_{L}(2 v) s_{L}^{2}(v+u) s_{L}^{2}(v-u)\right]+2 \log g_{\alpha}-\log Z_{\alpha \mid \alpha}(\tau)
$$

To derive this result for generic BCFTs, two ingredients are essential. The first one is the observation that $\mathbb{D}_{2, x}$, the two-sheeted cover of the unit disk, with branch points at 0 and $x$ is conformally equivalent to the annulus $\mathbb{A}_{\tau}$, through the map:

$$
\begin{equation*}
t \mapsto z=g(t)=\left(\frac{\theta_{4}(t \mid \tau)}{\theta_{1}(t \mid \tau)}\right)^{2} \tag{2.9}
\end{equation*}
$$



Figure 2.2: The annulus $\mathbb{A}_{\tau}$-fundamental domain pictured here - is mapped through $g$ to the two-sheeted disk $\mathbb{D}_{2, x}$. The black edges are identified.

The second ingredient is a variation of the SET method, a well-established technique for the calculation of CFT correlators [70]. One considers the following combination of orbifold correlators

$$
\begin{equation*}
\frac{\left\langle T_{\text {orb }}(z) \sigma(0,0) \sigma(x, \bar{x})\right\rangle_{\mathbb{D}}^{(\alpha)}}{\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha)}} \tag{2.10}
\end{equation*}
$$

where $T_{\text {orb }}(z)=T(z) \otimes \mathbf{1}+\mathbf{1} \otimes T(z)$ is the SET of the $\mathbb{Z}_{2}$ orbifold of $\mathcal{M}$. In the replicated surface picture, one finds, using (1.30):

$$
\begin{equation*}
\frac{\left\langle T_{\text {orb }}(z) \sigma(0,0) \sigma(x, \bar{x})\right\rangle_{\mathbb{D}}^{(\alpha)}}{\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha)}}=2\langle T(z)\rangle_{\mathbb{D}_{2, x}}^{\alpha} \tag{2.11}
\end{equation*}
$$

By taking advantage of the operator product expansion (OPE) between $T_{\text {orb }}(z)$ and the bare twist fields, and utilizing the mapping given by Equation (2.9) to connect the right-hand side of Equation (2.11) with the annulus partition function $\mathbb{Z}_{\alpha \mid \alpha}(\tau)$, one can ultimately derive (2.6).

While the above procedure is general, we were able to produce an alternative derivation of (2.4) for A-series minimal model seed BCFTs. The main idea was to employ Cardy's mirror trick[28, 124], to write the disk correlator (2.4) as a linear expansion of conformal blocks on the sphere. The details of the calculation are relegated to Appendix A.2.

## Numerical checks

To check the theoretical prediction obtained in Section 2.2 with numerical determinations of the Rényi entropy in a critical lattice model, we have considered the
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critical Ising chain with free BC, with Hamiltonian

$$
\begin{equation*}
H_{\mathrm{free}}=-\sum_{j=1}^{N-1} s_{j}^{x} s_{j+1}^{x}-\sum_{j=1}^{N} s_{j}^{z}, \tag{2.12}
\end{equation*}
$$

where the $s_{j}^{a}$ act as Pauli matrices $\sigma^{a}$ at site $j$ and trivially on the other sites of the system. We stress that both the bulk and the boundary of the chain are critical at this point in the parameter space of the model. The scaling limit of this model is the $\mathcal{M}(4,3) A$-series minimal model CFT of central charge $c=1 / 2$, with free $(f)$ conformal BC . The annulus partition function $\mathrm{Z}_{f \mid f}(\tau)$ is given by:

$$
\begin{equation*}
Z_{f \mid f}(\tau)=\sqrt{\frac{\theta_{3}(\tau)}{\eta(\tau)}}=2^{1 / 6}\left(x \sqrt{1-x^{2}}\right)^{-\frac{1}{12}} \tag{2.13}
\end{equation*}
$$

This model can be mapped to a fermionic chain through a Jordan-Wigner (JW) transformation

$$
\begin{equation*}
c_{k}^{+}=\prod_{j=0}^{k-1} s_{j}^{z} s_{k}^{+}, \quad s_{k}^{ \pm} \equiv \frac{1}{2}\left(s_{k}^{x} \pm i s_{k}^{y}\right) . \tag{2.14}
\end{equation*}
$$

Using Peschel's trick $[125,126]$ one can recover the entanglement spectrum from the eigenvalues of the $N \times N$ correlation matrix of this fermionic model. In consequence, one can recover the Rényi entropies for large sizes with an advantageous computational cost that scales as $O(N)$ with the number $N$ of spins in the system, instead of the $O\left(2^{N}\right)$ cost associated with directly determining the entanglement spectrum in the spin chain.

For numerics, it will be useful to consider the shifted second Renyi entropy in the lattice, which we define as:

$$
\begin{equation*}
\mathcal{G}_{2}^{\alpha}\left(\left[m_{u}, m_{v}\right]\right) \equiv \widehat{S}_{2}^{\alpha}\left(\left[m_{u}, m_{v}\right]\right)-\frac{1}{8} \log \left(\frac{2 N}{\pi}\right)=-\log \left\langle\widehat{\sigma}_{m_{u}, 0} \widehat{\sigma}_{m_{v}, 0}\right\rangle_{S_{L}}^{(\alpha)}-\frac{1}{8} \log \left(\frac{2 N}{\pi}\right), \tag{2.15}
\end{equation*}
$$

so that, in the scaling limit, the leading BCFT contribution to (2.15) is

$$
\begin{equation*}
\mathcal{G}_{2}^{\alpha}\left(\left[m_{u}, m_{v}\right]\right) \sim-\log \left\langle\sigma(u, \bar{u}) \sigma(v, \bar{v}\rangle_{S_{L}}^{(\alpha)}-\frac{1}{8} \log \left(\frac{2 L}{\pi}\right)\right. \tag{2.16}
\end{equation*}
$$

where $u=m_{u} \epsilon$ and $v=m_{v} \epsilon$, and $\ell=v-u \equiv m \epsilon$
To investigate the agreement between the lattice data and the CFT result, we have considered two ways of "growing" the interval length $\ell$ and depicted the results in Figure 2.3. For the right side of Figure 2.3, we have considered an interval that starts in the middle of the chain and grows towards one end. This corresponds on the lattice to applying the first twist operator to the middle of the chain, and the second one progressively closer to the right boundary. In the left side of Figure 2.6, we consider the $S_{2}$ entropy as the interval length $\ell$ is grown equidistantly from the middle of the chain towards the boundaries. We see, in both cases, that the agreement with the CFT prediction is very good, although, as we will detail later in this chapter, one needs to consider unusually large system sizes to reach it, due to severe finite-size effects.

We now give here the organization of this chapter. Section 2.2 provides a detailed derivation of the main result (2.1) and a non-trivial check that our calculation does recover the result of $[46,94,126]$ for the second Rényi entropy of an
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Figure 2.3: Plots of shifted Rényi entropy $\mathcal{G}_{2}^{f}\left(\left[m_{u}, m_{v}\right]\right)$ for the Ising chain with free BC, against the scaled interval size $m / N$. The deviations from the theoretical predictions are stronger as the interval is grown towards the boundaries
interval $A$ touching the boundary. We also recover the known results for the Dirac fermion [127-129] and more generally the compact scalar field of [121]. Lastly, we extend our results to exact expressions for the mutual information and the entropy distance in specific situations. In Section 2.3, we compare our numerical results with the BCFT prediction (2.1) for the critical Ising spin chain, based on Peschel's trick. We also carry out a careful analysis of the finite-size effects. In Section 2.4, we conclude with a recapitulation of our results and comment on future directions for exploration. The Appendices A.1, A. 2 and A. 3 contain respectively our notations and conventions for elliptic functions, the alternate derivation of the main result based on boundary CFT techniques applied to the $\mathbb{Z}_{2}$ orbifold, and the computation of the bosonic annulus partition function.

### 2.2 Exact calculation of the second Rényi entropy

We consider a one-dimensional quantum critical system of finite length $L$, with open boundary conditions, and at zero temperature. We are interested in the second Rényi entropy of an interval $[u, v]$. The critical point is assumed to be described by a CFT. For a large enough system, the boundary flows to a renormalisation-group fixed point. We will therefore assume that the boundary condition is scale invariant. For a given bulk universality class, there is a set of possible such conformal boundary conditions $\left\{B_{\alpha}\right\}$ [108],[30],[124],[130]. We restrict to the case where the same boundary conditions are applied at the two ends of the system, and we assume that there is a non-degenerate ground state $\left|\psi_{0}\right\rangle$.

Evaluating the second Rényi entropy $S_{2}^{\alpha}([u, v])$ boils down to the computation of the following correlator in the $\mathbb{Z}_{2}$ orbifold of the original CFT [87], [46], [110],[96]:

$$
\begin{equation*}
\langle\sigma(u, \bar{u}) \sigma(v, \bar{v})\rangle_{S_{L}}^{(\alpha)}=\exp \left[-S_{2}^{\alpha}([u, v])\right], \tag{2.17}
\end{equation*}
$$

where $\sigma$ denotes the twist operator ${ }^{2}$. This correlator is evaluated on the infinite
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strip (with imaginary time running along the imaginary axis) $\mathbb{S}_{L}=\{w \in \mathbb{C}, 0<$ $\operatorname{Re}(w)<L\}$ of width $L$ with boundary condition ( $\alpha$ ) on both sides of the strip. Alternatively, this two-point function is equal to the following ratio of partition functions [46, 47]:

$$
\begin{equation*}
\langle\sigma(u, \bar{u}) \sigma(v, \bar{v})\rangle_{S_{L}}^{(\alpha)}=\mathrm{Z}_{2}(u, v) / Z_{1}^{2} \tag{2.18}
\end{equation*}
$$

where $Z_{1}$ stands for the strip partition function, and $Z_{2}(u, v)$ stands for the partition function on a two-sheeted covering of the infinite strip with branch points at $u$ and $v$, being understood that all edges have the same conformal boundary condition $\alpha$. The main result of this paper rests on the fact that this Riemann surface (once compactified) is conformally equivalent to an annulus, as was observed in [110]. It is therefore not surprising that the two-twist correlation function is equal, up to some universal prefactors, to the annulus partition function. We present two different ways to derive this result. The first method, which we now detail, is more geometric in nature: we unfold the two-sheeted Riemann surface into an annulus via an explicit conformal mapping. The second method, which is more algebraic, is based on Cardy's mirror trick $[108,130]$ applied to the $\mathbb{Z}_{2}$ orbifold. This second approach, which employs a larger set of BCFT and orbifold concepts, has been relegated to Appendix A. 2 to avoid congesting the logical flow of the chapter.

### 2.2.1 Conformal equivalence to the annulus

To construct an explicit conformal map between the two-sheeted strip and the annulus, it is convenient to first map the strip to the unit disk via

$$
\begin{equation*}
w \mapsto z=\frac{s_{L}(w-u)}{s_{L}(w+u)^{\prime}}, \quad s_{L}(w)=\frac{2 L}{\pi} \sin \frac{\pi w}{2 L} . \tag{2.19}
\end{equation*}
$$

The above conformal map also sends the two-sheeted strip (with branch points at $w=u$ and $w=v$ ) to the two-sheeted unit disk $\mathbb{D}_{2, x}$ with branch points at $z=0$ and $z=x$, with

$$
\begin{equation*}
x=\frac{s_{L}(v-u)}{s_{L}(v+u)}=\frac{\sin \frac{\pi}{2 L}(v-u)}{\sin \frac{\pi}{2 L}(v+u)} . \tag{2.20}
\end{equation*}
$$

Note that $x$ is real, and $0<x<1$. Let us now describe the conformal mapping sending $\mathbb{D}_{2, x}$ to an annulus. First, for any complex number $\tau$ with $\operatorname{Im} \tau>0$, the function

$$
\begin{equation*}
t \mapsto z=g(t)=\left(\frac{\theta_{4}(t \mid \tau)}{\theta_{1}(t \mid \tau)}\right)^{2} \tag{2.21}
\end{equation*}
$$

is a biholomorphic map from the torus of modular parameter $\tau$ to the doublesheeted cover of the Riemann sphere with four branch points at positions

$$
\begin{equation*}
g(0)=\infty, \quad g\left(\frac{1+\tau}{2}\right)=x, \quad g\left(\frac{\tau}{2}\right)=0, \quad g\left(\frac{1}{2}\right)=\frac{1}{x} \tag{2.22}
\end{equation*}
$$

with

$$
\begin{equation*}
x=\left(\frac{\theta_{2}(\tau)}{\theta_{3}(\tau)}\right)^{2}, \quad \tau=\mathrm{i} \frac{{ }_{2} \mathrm{~F}_{1}\left(\frac{1}{2}, \frac{1}{2}, 1 ; 1-x^{2}\right)}{{ }_{2} \mathrm{~F}_{1}\left(\frac{1}{2}, \frac{1}{2}, 1 ; x^{2}\right)}, \tag{2.23}
\end{equation*}
$$

$\sigma(u, \bar{u})$ and $\sigma(v, \bar{v})$ for bulk operators, which emphasizes the fact that the correlation function is not a holomorphic function of $u$ and $v$.
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and where the $\theta_{j}(t, q)$ 's are Jacobi theta functions (see Appendix A.1.1 for definitions and conventions). Using the properties (A.3) of these functions, we readily see that the function $g$ satisfies the identity:

$$
\begin{equation*}
g(t+\tau / 2)=g(t)^{-1} \tag{2.24}
\end{equation*}
$$

for any $t$ on the torus. In the present situation, since $0<x<1$, the modular parameter $\tau$ is pure imaginary, with $\operatorname{Im} \tau>0$. Then, from the above relation we get

$$
\begin{equation*}
g\left(\frac{\tau}{2}+\bar{t}\right)=\overline{g(t)^{-1}} . \tag{2.25}
\end{equation*}
$$

Now notice that identifying $t$ and $\tau / 2+\bar{t}$ amounts to folding the torus into an annulus of unit width, and height $\operatorname{Im} \tau / 2$

$$
\begin{equation*}
\mathbb{A}_{\tau}=\left\{t \in \mathbb{C} / \mathbb{Z}, \quad \frac{\operatorname{Im} \tau}{4} \leq \operatorname{Im} t \leq \frac{3 \operatorname{Im} \tau}{4}\right\} \tag{2.26}
\end{equation*}
$$

while identifying $z$ and $1 / \bar{z}$ on the two-sheeted Riemann sphere yields the twosheeted unit disk $\mathbb{D}_{2, x}$. In essence, these foldings are the reverse of Cardy's mirror trick [30]. The relation (2.25) ensures that the map $g$ descends to the quotient, yielding a biholomorphic map from the annulus $\mathbb{A}_{\tau}$ to the two-sheeted unit disk $\mathbb{D}_{2, x}$, as shown in Figure 2.


Figure 2.4: The annulus $\mathbb{A}_{\tau}$-fundamental domain pictured here - is mapped through $g$ to the two-sheeted disk $\mathbb{D}_{2, x}$. The black edges are identified.

### 2.2.2 Rényi entropy of an interval in the bulk

Recall that the twist $\sigma$ is a primary operator of conformal dimensions $h_{\sigma}=\bar{h}_{\sigma}=$ $c / 16$ in the $\mathbb{Z}_{2}$ orbifold CFT. Using conformal covariance under the map (2.19), we can relate the twist correlation functions on the strip and the unit disk:

$$
\begin{equation*}
\langle\sigma(u, \bar{u}) \sigma(v, \bar{v})\rangle_{S_{L}}^{(\alpha)}=\left(s_{L}(u+v)\right)^{-c / 4}\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha)}, \tag{2.27}
\end{equation*}
$$

where

$$
\begin{equation*}
x=\bar{x}=\frac{s_{L}(v-u)}{s_{L}(u+v)} \geq 0 . \tag{2.28}
\end{equation*}
$$

The strategy (adapted from [70]) to compute $\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha)}$ in terms of an annulus partition function is the following. We insert the stress-energy tensor $T_{\text {orb }}$ into the twist correlation function on the unit disk and study the behaviour of the
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function $\left\langle T_{\text {orb }}(z) \sigma(0,0) \sigma(x, \bar{x})\right\rangle_{\mathrm{D}}^{(\alpha)}$ as $z \rightarrow x$. Since $\sigma$ is a primary operator, we have the OPE

$$
\begin{equation*}
T_{\text {orb }}(z) \sigma(x, \bar{x})=\frac{h_{\sigma} \sigma(x, \bar{x})}{(z-x)^{2}}+\frac{\partial_{x} \sigma(x, \bar{x})}{z-x}+\text { regular terms } \tag{2.29}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\partial_{x} \log \langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha)}=\frac{1}{2 \pi i} \oint_{\mathcal{C}_{x}} \frac{\left\langle T_{\text {orb }}(z) \sigma(0,0) \sigma(x, \bar{x})\right\rangle_{\mathbb{D}}^{(\alpha)}}{\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha)}} d z \tag{2.30}
\end{equation*}
$$

where the integration contour $C_{x}$ encloses the point $x$ and goes anti-clockwise. However, in (2.29) and (2.30) the parameter $x$ stands for a complex variable (independent of $\bar{x}$ ). Setting $x=\bar{x}$ thus yields

$$
\begin{equation*}
\partial_{x}\left(\left.\log \langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha)}\right|_{x=\bar{x}}\right)=2 \times \frac{1}{2 \pi i} \oint_{\mathcal{C}_{x}} \frac{\left\langle T_{\text {orb }}(z) \sigma(0,0) \sigma(x, \bar{x})\right\rangle_{\mathbb{D}}^{(\alpha)}}{\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha)}} d z \tag{2.31}
\end{equation*}
$$

We will drop the $\left.\right|_{x=\bar{x}}$, but from now on $x$ is assumed - without loss of generality - to be real positive, with $0<x<1$.

In terms of the mother theory, $\left\langle T_{\text {orb }}(z) \sigma(0,0) \sigma(x, \bar{x})\right\rangle_{\mathbb{D}}^{(\alpha)}$ is the one-point function of the stress-energy tensor on the two-sheeted surface $\mathbb{D}_{2, x}$. Since $T_{\text {orb }}(z)=T(z) \otimes$ $\mathbb{I}+\mathbb{I} \otimes T(z)$, we can write

$$
\begin{equation*}
\frac{\left\langle T_{\text {orb }}(z) \sigma(0,0) \sigma(x, \bar{x})\right\rangle_{\mathbb{D}}^{(\alpha)}}{\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha)}}=2\langle T(z)\rangle_{\mathbb{D}_{2, x}}^{\alpha}, \tag{2.32}
\end{equation*}
$$

where the last equality comes from the symmetry under the exchange of the two copies of the unit disk. The last step is to compute $\langle T(z)\rangle_{\mathbb{D}_{2, x}}^{\alpha}$ by exploiting the conformal equivalence between the two-sheeted cover of the disk $\mathbb{D}_{2, x}$ and the annulus $\mathbb{A}_{\tau}$ via the map $z=g(t)$ described in (2.21):

$$
\begin{equation*}
\langle T(z)\rangle_{\mathbb{D}_{2, x}}^{\alpha}=\left(\frac{d t}{d z}\right)^{2}\langle T(t)\rangle_{\mathbf{A}_{\tau}}^{\alpha}+\frac{c}{12}\{t, z\} \tag{2.33}
\end{equation*}
$$

where $\{t, z\}$ denotes the Schwarzian derivative of the map $g$. First, the one-point function of $T(z)$ on the annulus is

$$
\begin{equation*}
\langle T(t)\rangle_{\mathcal{A}_{\tau}}^{\alpha}=2 i \pi \partial_{\tau} \log Z_{\alpha \mid \alpha}(\tau), \tag{2.34}
\end{equation*}
$$

where $Z_{\alpha \mid \alpha}(\tau)$ denotes the partition function on the annulus $\mathbb{A}_{\tau}$ (with boundary condition $\alpha$ on both edges). Let $|\alpha\rangle$ be the boundary state associated to the boundary condition $\alpha$. Since $\mathbb{A}_{\tau}$ has unit width, and height $\beta / 2=-i \tau / 2$, we have

$$
\begin{equation*}
Z_{\alpha \mid \alpha}(\tau)=\langle\alpha| e^{i \pi \tau\left(L_{0}+\bar{L}_{0}-c / 12\right)}|\alpha\rangle . \tag{2.35}
\end{equation*}
$$

We can exploit the differential equation (A.17) obeyed by the map $z=g(t)$, namely

$$
\begin{equation*}
\left(\frac{d t}{d z}\right)^{2}=-\frac{1}{4 \pi^{2} \theta_{3}^{4}(\tau) z(z-x)(1-x z)} \tag{2.36}
\end{equation*}
$$

to derive

$$
\begin{equation*}
\langle T(z)\rangle_{\mathbb{D}_{2, x}}^{\alpha}=\frac{x\left(1-x^{2}\right)}{4 z(z-x)(1-z x)} \partial_{x} \log Z_{\alpha \mid \alpha}(\tau)+\frac{c}{12}\{t, z\} \tag{2.37}
\end{equation*}
$$
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where we have also used the relation (A.11). The Schwarzian derivative can be easily evaluated using (2.36), yielding

$$
\begin{equation*}
\{t, z\}=\frac{3 x^{2}\left(1+z^{4}\right)-4\left(x+x^{3}\right)\left(z+z^{3}\right)+2\left(2 x^{4}+x^{2}+2\right) z^{2}}{8 z^{2}(z-x)^{2}(1-x z)^{2}}, \tag{2.38}
\end{equation*}
$$

and in particular, the residue at $z \rightarrow x$ is

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{C_{x}}\{t, z\} d z=-\frac{1-2 x^{2}}{4 x\left(1-x^{2}\right)}=-\frac{1}{8} \partial_{x} \log x^{2}\left(1-x^{2}\right) \tag{2.39}
\end{equation*}
$$

Finally plugging the above in (2.31) we get

$$
\begin{equation*}
\partial_{x} \log \langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha)}=\partial_{x} \log Z_{\alpha \mid \alpha}(\tau)-\frac{c}{24} \partial_{x} \log x^{2}\left(1-x^{2}\right) . \tag{2.40}
\end{equation*}
$$

Upon integration, we obtain

$$
\begin{equation*}
\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha)}=\text { const } \times\left[x^{2}\left(1-x^{2}\right)\right]^{-\frac{c}{24}} Z_{\alpha \mid \alpha}(\tau) . \tag{2.41}
\end{equation*}
$$

To fix the multiplicative constant in the above relation, we consider the leading behaviour as $x$ tends to zero. In this limit, we have $\operatorname{Im} \tau \rightarrow+\infty$ and $q \rightarrow 0$, with the relation $q=e^{2 i \pi \tau} \sim(x / 4)^{4}$. Thus

$$
\begin{equation*}
Z_{\alpha \mid \alpha}(\tau)=\langle\alpha| e^{i \pi \tau\left(L_{0}+\bar{L}_{0}-c / 12\right)}|\alpha\rangle \underset{\operatorname{Im} \tau \rightarrow \infty}{\sim} q^{-c / 24} g_{\alpha}^{2}, \quad g_{\alpha}=|\langle\alpha \mid 0\rangle|, \tag{2.42}
\end{equation*}
$$

where $|0\rangle$ is the normalized ground state wavefunction of the Hamiltonian with periodic boundary conditions. The twist operator $\sigma$ is normalized so that

$$
\begin{equation*}
\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathrm{D}}^{(\alpha)} \underset{x \rightarrow 0}{\sim} x^{-c / 4}, \tag{2.43}
\end{equation*}
$$

and hence the fully explicit relation (2.41) is

$$
\begin{equation*}
\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha)}=g_{\alpha}^{-2} 2^{-\frac{c}{3}}\left[x^{2}\left(1-x^{2}\right)\right]^{-\frac{c}{24}} Z_{\alpha \mid \alpha}(\tau) \tag{2.44}
\end{equation*}
$$

Note that in the above equation we have assumed $x=\bar{x}$, with $0<x<1$. For a generic complex $x$ on the unit disk, the result still holds up to replacing $x$ by $|x|$ in the r.h.s. as well as in (2.23). Back to the original problem on the strip, we obtain

$$
\begin{equation*}
\langle\sigma(u, \bar{u}) \sigma(v, \bar{v})\rangle_{s_{L}}^{(\alpha)}=g_{\alpha}^{-2} 2^{-\frac{c}{3}}\left[s_{L}(v+u)^{2} s_{L}(v-u)^{2} s_{L}(2 u) s_{L}(2 v)\right]^{-\frac{c}{24}} Z_{\alpha \mid \alpha}(\tau), \tag{2.45}
\end{equation*}
$$

and we get the announced result (2.1) for the second Rényi entropy.

### 2.2.3 Rényi Entropy of an interval touching the boundary

As a check for the formula (2.45), we want to recover the expression for the Rényi entropy $S_{2}$ of an interval $A=[0, \ell]$ touching the boundary of the chain [46, 94, 96, 111, 131]:

$$
\begin{equation*}
S_{2}^{\alpha}([0, \ell])=\frac{c}{8} \log \left[\frac{2 L}{\pi} \sin \left(\frac{\pi \ell}{L}\right)\right]+\log g_{\alpha} . \tag{2.46}
\end{equation*}
$$
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Let us consider the two-point function $\langle\sigma(u, \bar{u}) \sigma(v, \bar{v})\rangle_{s_{L}}^{(\alpha)}$ in the limit $u \rightarrow 0$. On the left-hand side of (2.45), we can use the bulk-boundary OPE:

$$
\begin{equation*}
\sigma(u, \bar{u}) \underset{u \rightarrow 0}{\sim} A_{\sigma}^{\alpha}(u+\bar{u})^{-c / 8} \mathbb{I}, \tag{2.47}
\end{equation*}
$$

where $A_{\sigma}^{\alpha}=\left(g_{\alpha}\right)^{-1}$ is the OPE coefficient for the bulk operator $\sigma$ approaching a boundary with boundary condition $\alpha$, and giving rise to the boundary identity operator II. Hence, for $u$ real:

$$
\begin{equation*}
\langle\sigma(u, \bar{u}) \sigma(\ell)\rangle_{S_{L}}^{(\alpha)} \underset{u \rightarrow 0}{\sim}\left(g_{\alpha}\right)^{-1}(2 u)^{-c / 8}\langle\sigma(\ell)\rangle_{S_{L}}^{(\alpha)} . \tag{2.48}
\end{equation*}
$$

On the right-hand side of (2.45), the limit $u \rightarrow 0$ corresponds to $x \rightarrow 1$ and $\tau \rightarrow 0$, with

$$
\begin{equation*}
\widetilde{q}=e^{-2 i \pi / \tau} \sim\left(\frac{1-x^{2}}{16}\right)^{2} \rightarrow 0 \tag{2.49}
\end{equation*}
$$

In a rational CFT, the annulus partition function decomposes on the characters of primary representations $V_{k}$ as

$$
\begin{equation*}
Z_{\alpha \mid \alpha}(\tau)=\sum_{k} n_{\alpha \alpha}^{k} \chi_{k}(-1 / \tau), \quad \chi_{k}(\tau)=\operatorname{Tr}_{V_{k}}\left(q^{L_{0}-c / 24}\right) \tag{2.50}
\end{equation*}
$$

In the limit $\widetilde{q} \rightarrow 0$, we get $Z_{\alpha \mid \alpha}(\tau) \sim n_{\alpha \alpha}^{0} \widetilde{q}^{-c / 24}$, where $k=0$ stands for the identity operator, and $n_{\alpha \alpha}^{0}=1$, since we assumed a non-degenerate ground state $\left|\psi_{0}\right\rangle$. Thus

$$
\begin{equation*}
Z_{\alpha \mid \alpha}(\tau) \sim\left(\frac{1-x^{2}}{16}\right)^{-c / 12} \sim 2^{\frac{c}{4}}\left(\frac{s_{L}^{2}(v)}{u s_{L}(2 v)}\right)^{\frac{c}{12}} \tag{2.51}
\end{equation*}
$$

where we have used (2.20) to obtain the second relation. After some simple algebra, one gets for the right-hand side of (2.45):

$$
\begin{equation*}
\langle\sigma(u) \sigma(v)\rangle_{S_{L}}^{(\alpha)} \underset{u \rightarrow 0}{\sim} g_{\alpha}^{-2}\left(\frac{1}{\frac{2 L}{\pi} \sin \frac{\pi \ell}{L}}\right)^{c / 8}(2 u)^{-c / 8} . \tag{2.52}
\end{equation*}
$$

Hence, comparing (2.48) and (2.52), we recover the well known one-point function

$$
\begin{equation*}
\langle\sigma(\ell)\rangle_{\mathrm{S}_{L}}^{(\alpha)}=g_{\alpha}^{-1}\left(\frac{1}{\frac{2 L}{\pi} \sin \frac{\pi \ell}{L}}\right)^{c / 8} \tag{2.53}
\end{equation*}
$$

which indeed yields (2.46).

### 2.2.4 Compact boson

We can further apply our main formula (2.1) by recovering the known results for the Dirac fermion [127-129] and more generally the compact boson [121]. We consider a compact scalar field $\phi \equiv \phi+2 \pi R$ with action

$$
\begin{equation*}
S[\phi]=\frac{1}{8 \pi} \int d^{2} r \partial_{\mu} \phi \partial^{\mu} \phi, \tag{2.54}
\end{equation*}
$$

and Dirichlet boundary conditions. The relevant annulus partition function is (see Appendix A.3)

$$
\begin{equation*}
Z(\tau)=\frac{\theta_{3}\left(-R^{2} / \tau\right)}{\eta(-1 / \tau)} \tag{2.55}
\end{equation*}
$$
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Before plugging this partition function into our main formula (2.1), let us write it as

$$
\begin{equation*}
Z(\tau)=\frac{\theta_{3}(-1 / \tau)}{\eta(-1 / \tau)} \times \frac{\theta_{3}\left(-R^{2} / \tau\right)}{\theta_{3}(-1 / \tau)}=\frac{\theta_{3}(\tau)}{\eta(\tau)} \times \frac{\theta_{3}\left(-R^{2} / \tau\right)}{\theta_{3}(-1 / \tau)} . \tag{2.56}
\end{equation*}
$$

Now using

$$
\begin{equation*}
\frac{\theta_{3}(\tau)}{\eta(\tau)}=2^{1 / 3}\left[x^{2}\left(1-x^{2}\right)\right]^{-\frac{1}{12}}=2^{\frac{1}{3}}\left(\frac{s_{L}^{2}(v-u) s_{L}(2 u) s_{L}(2 v)}{s_{L}^{4}(v+u)}\right)^{-\frac{1}{12}} \tag{2.57}
\end{equation*}
$$

we find (up to an additive constant)

$$
\begin{equation*}
\mathrm{S}_{2}^{\alpha}([u, v])=\frac{1}{8} \log \frac{s_{L}(2 u) s_{L}(2 v) s_{L}^{2}(v-u)}{s_{L}^{2}(v+u)}-\log \mathcal{F}_{2}(\tau), \tag{2.58}
\end{equation*}
$$

where the function $\mathcal{F}_{2}(\tau)$ is given by

$$
\begin{equation*}
\mathcal{F}_{2}(\tau)=\frac{\theta_{3}\left(-R^{2} / \tau\right)}{\theta_{3}(-1 / \tau)}=\frac{\sum_{m \in \mathbb{Z}} \exp \left(-i \pi m^{2} R^{2} / \tau\right)}{\sum_{m \in \mathbb{Z}} \exp \left(-i \pi m^{2} / \tau\right)} \tag{2.59}
\end{equation*}
$$

This is equivalent to the formulae (13) and (18) of [121] provided $\overline{\mathcal{M}}=i \pi / 4 \tau$ in (18) [although we note a typo in the first term of (13)], and the result for the Dirac fermion [namely $\mathcal{F}_{2}(\tau)=1$ for $R=1$ ] follows.

### 2.2.5 Other entanglement measures

In this section, we present two other entanglement measures related to the second Rényi entropy: mutual information and entropy distance. Here they are defined in the same context as considered above, namely in a critical 1d quantum system of finite size $L$, with open boundaries, and the same conformal boundary condition on both sides.

When considering two disjoint subsystems $A$ and $B$, a standard measure of the information "shared" by $A$ and $B$ is given by the mutual information $I_{A: B}$, defined as (see [132] and references therein)

$$
\begin{equation*}
I_{A: B}=S_{A}+S_{B}-S_{A \cup B}, \tag{2.60}
\end{equation*}
$$

where $S$ stands for a given measure of entanglement for a single subsystem. Using our result (2.1), we can express the mutual information (associated with the second Rényi entropy) of two intervals each touching a different boundary of the system, namely $A=[0, u]$ and $B=[v, L]$. After some straightforward algebra on (2.1) and (2.46), we get

$$
\begin{equation*}
I_{[0, u]:[v, L]}=\frac{c}{12} \log \left[\frac{s(2 u) s(2 v)}{s(v+u) s(v-u)}\right]+\log Z_{\alpha \mid \alpha}(\tau) . \tag{2.61}
\end{equation*}
$$

Back to the situation of a subsystem $A$ consisting of a single interval $[u, v]$ inside the bulk of the system, we turn to the question of quantifying how much
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the whole spectrum of the density matrix $\rho_{A}$ depends on the choice of external parameters (see [133] and references therein) - in the present case, the external parameter is the boundary condition. Here, we shall use the $n$-norm of an operator $\Lambda$, defined as

$$
\begin{equation*}
\|\Lambda\|_{n}=\left\{\operatorname{Tr}\left[\left(\Lambda^{+} \Lambda\right)^{n / 2}\right]\right\}^{1 / n} \tag{2.62}
\end{equation*}
$$

and the associated Schatten distance ${ }^{3}$

$$
\begin{equation*}
D_{n}\left(\rho, \rho^{\prime}\right)=\left\|\rho-\rho^{\prime}\right\|_{n} . \tag{2.63}
\end{equation*}
$$

To be specific, we denote by $\rho_{A, \alpha}$ the reduced density matrix associated with the ground state of our finite critical systems with boundary conditions $\alpha$ on both sides of the system. Then we consider the Schatten distance $D_{n}\left(\rho_{A, \alpha}, \rho_{A, \beta}\right)$, where $\alpha$ and $\beta$ are two distinct conformal BCs. We restrict to the value $n=2$, and we have

$$
\begin{equation*}
D_{2}\left(\rho_{A, \alpha}, \rho_{A, \beta}\right)=\left[\frac{1}{2} \operatorname{Tr} \rho_{A, \alpha}^{2}+\frac{1}{2} \operatorname{Tr} \rho_{A, \beta}^{2}-\operatorname{Tr}\left(\rho_{A, \alpha} \rho_{A, \beta}\right)\right]^{1 / 2} . \tag{2.64}
\end{equation*}
$$

The first two terms in (2.64) are given by (2.1), whereas the third term is obtained by a slight generalization of the previous discussion. Indeed, we can write this term as the two-twist correlation function

$$
\begin{equation*}
\operatorname{Tr}\left(\rho_{A, \alpha} \rho_{A, \beta}\right) \sim\langle\sigma(u, \bar{u}) \sigma(v, \bar{v})\rangle_{S_{L}}^{(\alpha \beta)} \tag{2.65}
\end{equation*}
$$

on the infinite strip with $\mathrm{BC} \alpha$ (resp. $\beta$ ) on both sides, for the first (resp. second) copy of the mother CFT in the $\mathbb{Z}_{2}$ orbifold. Through the same line of argument as in Section 2.2.2, we obtain

$$
\begin{equation*}
\langle\sigma(u, \bar{u}) \sigma(v, \bar{v})\rangle_{s_{L}}^{(\alpha \beta)}=\left(g_{\alpha} g_{\beta}\right)^{-1} 2^{-\frac{c}{3}}\left[s_{L}(v+u)^{2} s_{L}(v-u)^{2} s_{L}(2 u) s_{L}(2 v)\right]^{-\frac{c}{24}} Z_{\alpha \mid \beta}(\tau) . \tag{2.66}
\end{equation*}
$$

As a result, we get

$$
\begin{equation*}
D_{2}\left(\rho_{A, \alpha}, \rho_{A, \beta}\right)=2^{-\frac{c}{\delta}}\left[s_{L}(v+u)^{2} s_{L}(v-u)^{2} s_{L}(2 u) s_{L}(2 v)\right]^{-\frac{c}{48}} K_{\alpha \beta}(\tau), \tag{2.67}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{\alpha \beta}(\tau)=\left[\frac{Z_{\alpha \mid \alpha}(\tau)}{2 g_{\alpha}^{2}}+\frac{Z_{\beta \mid \beta}(\tau)}{2 g_{\beta}^{2}}-\frac{Z_{\alpha \mid \beta}(\tau)}{g_{\alpha} g_{\beta}}\right]^{1 / 2} . \tag{2.68}
\end{equation*}
$$

Plugging in the expression of the annulus partition function in terms of Ishibashi states (A.26)

$$
\begin{equation*}
Z_{\alpha \mid \beta}(\tau)=\langle\alpha| e^{i \pi \tau\left(L_{0}+L_{0}-c / 12\right)}|\beta\rangle=\sum_{j}\left(\Psi_{j}^{\alpha}\right)^{*} \Psi_{j}^{\beta} \chi_{j}(\tau) \tag{2.69}
\end{equation*}
$$

yields

$$
\begin{equation*}
K_{\alpha \beta}(\tau)=\left[\frac{1}{2} \sum_{j}\left|A_{j}^{\alpha}-A_{j}^{\beta}\right|^{2} \chi_{j}(\tau)\right]^{1 / 2} . \tag{2.70}
\end{equation*}
$$

Interestingly the term $j=0$ cancels out, as follows from $A_{0}^{\alpha}=A_{0}^{\beta}=1$. This means that the vacuum sector does not contribute to the Schatten distance. Furthermore,
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this last expression is rather suggestive: it is the distance associated with the following $L^{2}$ norm (weighted by the positive coefficients $\chi_{j}(\tau) / 2$ ) on the $A_{j}$ space

$$
\begin{equation*}
\|A\|=\left[\frac{1}{2} \sum_{j}\left|A_{j}\right|^{2} \chi_{j}(\tau)\right]^{1 / 2} . \tag{2.71}
\end{equation*}
$$

We shall now consider some limiting cases of the Schatten distance (2.67).

## Small interval in the bulk

The limit of a very small interval in the bulk is recovered for $u \rightarrow v$, which corresponds to $q=e^{2 i \pi \tau} \rightarrow 0$. In this regime we have

$$
\begin{equation*}
\chi_{j}(\tau) \sim q^{h_{j}-c / 24} \tag{2.72}
\end{equation*}
$$

As mentioned above the term $j=0$ does not contribute, so the $L^{2}$ norm (2.71) is dominated by the term $j_{0}$ corresponding to the most relevant state such that

$$
\begin{equation*}
A_{j_{0}}^{\alpha} \neq A_{j_{0}}^{\beta} . \tag{2.73}
\end{equation*}
$$

Then

$$
\begin{equation*}
K_{\alpha \beta}(\tau) \sim \frac{1}{\sqrt{2}}\left|A_{j_{0}}^{\alpha}-A_{j_{0}}^{\beta}\right| q^{h_{j 0} / 2-c / 48} . \tag{2.74}
\end{equation*}
$$

and in the limit of a small interval in the bulk $(\ell \rightarrow 0)$ the Schatten distance behaves, up to a constant prefactor, as

$$
\begin{equation*}
D_{2}\left(\rho_{A, \alpha}, \rho_{A, \beta}\right) \underset{\ell \rightarrow 0}{\sim} \ell^{2 h_{j_{0}}-c / 8} \frac{\left|A_{j_{0}}^{\alpha}-A_{j_{0}}^{\beta}\right|}{s_{L}(2 v)^{2 h_{j 0}}} . \tag{2.75}
\end{equation*}
$$

## Interval touching the boundary

In the limit $u \rightarrow 0$ ( $v$ fixed), the parameter $q$ goes to 1 so it is more convenient to work with $\tilde{q}=e^{-2 i \pi / \tau}$. Thus we use expression (2.68) together with

$$
\begin{equation*}
Z_{\alpha \mid \beta}(\tau)=\sum_{k} n_{\alpha \beta}^{k} \chi_{k}(-1 / \tau), \quad \chi_{k}(-1 / \tau)=\operatorname{Tr}_{V_{k}}\left(\tilde{q}^{L_{0}-c / 24}\right) \underset{\tilde{q} \rightarrow 0}{ } \tilde{q}^{h_{k}-c / 24} \tag{2.76}
\end{equation*}
$$

For the vacuum sector to propagate, the left and right conformal boundary conditions must be the same [114] :

$$
\begin{equation*}
n_{\alpha \beta}^{0}=\delta_{\alpha \beta} \tag{2.77}
\end{equation*}
$$

This implies that the identity character $\chi_{0}$ does not appear in the expansion of $Z_{\alpha \mid \beta}(\tau)$ for $\alpha \neq \beta$. Thus, the leading order behaviour of the annulus partition function is:

$$
\begin{equation*}
Z_{\alpha \mid \beta}(\tau) \sim \tilde{q}^{-c / 24+h_{k_{0}}} \tag{2.78}
\end{equation*}
$$

where $k_{0}$ corresponds to the most relevant state that can propagate with boundary conditions $\alpha$ on one side and $\beta$ on the other. Equivalently, $h_{k_{0}}$ is the lowest allowed conformal dimension in the spectrum of boundary changing operators between
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$\alpha$ and $\beta$. This implies that for an interval strictly touching the boundary the states $\rho_{A, \alpha}$ and $\rho_{A, \beta}$ simply become orthogonal

$$
\begin{equation*}
D_{2}\left(\rho_{A, \alpha}, \rho_{A, \beta}\right) \underset{u \rightarrow 0}{\rightarrow} \sqrt{\left\|\rho_{A, \alpha}\right\|^{2}+\left\|\rho_{A, \beta}\right\|^{2}} . \tag{2.79}
\end{equation*}
$$

Furthermore the vanishing of the scalar product between $\rho_{A, \alpha}$ and $\rho_{A, \beta}$ as $u \rightarrow 0$ is controlled by $h_{k_{0}}$ :

$$
\begin{equation*}
\frac{\operatorname{Tr}\left(\rho_{A, \alpha} \rho_{A, \beta}\right)}{\left\|\rho_{A, \alpha}\right\|\left\|\rho_{A, \beta}\right\|}=\frac{Z_{\alpha \mid \beta}(\tau)}{\sqrt{Z_{\alpha \mid \alpha}(\tau) Z_{\beta \mid \beta}(\tau)}} \underset{u \rightarrow 0}{\sim} u^{2 h_{k_{0}}}\left(\frac{s_{L}(2 v)}{8 s_{L}^{2}(v)}\right)^{2 h_{k_{0}}} \tag{2.80}
\end{equation*}
$$

### 2.3 Comparison with numerics and finite-size scaling

### 2.3.1 Rényi entropy in a quantum Ising chain

To compare the theoretical prediction obtained in Section 2.2 with numerical determinations of the Rényi entropy in a critical lattice model, we have focused on the model that was the most numerically accessible, i.e. the Ising spin chain with free boundary conditions, with Hamiltonian:

$$
\begin{equation*}
H_{\text {free }}=-\sum_{j=1}^{N-1} s_{j}^{x} s_{j+1}^{x}-h \sum_{j=1}^{N} s_{j}^{z} \tag{2.81}
\end{equation*}
$$

where the $s_{j}^{a}$ have their usual definition - they act as Pauli matrices $\sigma^{a}$ at site $j$ and trivially on the other sites of the system. The chain is taken to have length $L=N \epsilon$, where $\epsilon$ is the lattice spacing, and $N$ is the number of spins. The scaling limit of this system corresponds to taking $N \rightarrow \infty$ and $\epsilon \rightarrow 0$ while keeping the chain length $L$ fixed. Finally, to achieve criticality, the external field $h$ should be set to $h=1$. We stress that both the bulk and the boundary of the chain are critical at this point in the parameter space of the model.

A convenient feature of this model is that it can be mapped to a fermionic chain through a Jordan-Wigner (JW) transformation

$$
\begin{equation*}
a_{k}^{+}=\prod_{j=0}^{k-1} s_{j}^{z} s_{k}^{+}, \quad s_{k}^{ \pm} \equiv \frac{1}{2}\left(s_{k}^{x} \pm i s_{k}^{y}\right) . \tag{2.82}
\end{equation*}
$$

Once the Hamiltonian of the fermionic chain has been obtained, one proceeds to find a basis of fermionic operators $\eta_{i}, \eta_{i}^{\dagger}$ that diagonalizes it - and still satisfies the standard anti-commutation relations $\left\{\eta_{i}, \eta_{j}^{\dagger}\right\}=\delta_{i j}$, etc. For free or periodic boundary conditions, the procedure is standard, and we refer the reader to the excellent review [136]. Having found the diagonal fermionic basis $\eta_{i}, \eta_{i}^{\dagger}$ one proceeds to build the correlation matrix $\mathbf{M} \equiv\left\langle\eta \cdot \eta^{\dagger}\right\rangle$ with $\eta \equiv\left(\eta_{1}, \ldots, \eta_{N}, \eta_{1}^{\dagger}, \ldots, \eta_{N}^{\dagger}\right)^{T}$. The eigenvalues of $\mathbf{M}$ are simply related to the values of the entanglement spectrum, and thus one can calculate Rényi entropies for large sizes with an advantageous computational cost that scales as $O(N)$ with the number $N$ of spins in the system. This method, known in the literature as Peschel's trick [65, 137], has been employed in several works $[125,126]$ for both free and periodic boundary conditions, and we refer to them for detailed explanations of the implementation.
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Due to the JW "strings" of $s^{z}$ operators in (2.82), the relation between the fermionic and spin reduced density matrices of a given subsystem may be nontrivial [125, 138]. For free and periodic BC though, the ground-state wavefunction has a well-defined parity of the fermion number, and, as a consequence, the fermionic and spin reduced density matrices of a single interval can be shown to coincide. The Peschel trick fails, however, for the case of fixed BC, where the above feature of the wavefunction no longer holds, as pointed out in [125]. There has been progress, however, in adapting the trick to fixed BC, for the case of an interval touching the boundary $[125,126,139]$. Extending the technique to efficiently find the entanglement spectrum for an interval A that does not touch the boundary is still an open problem.

To give concrete expressions to compare with the numerical data, we will quickly review some basic aspects of the CFT description of the critical Ising chain. It is well known that in the critical regime, the scaling limit of the infinite and periodic Ising chains is the Ising CFT, namely the CFT with central charge $c=1 / 2$ and an operator spectrum consisting of three primary operators - the identity $\mathbb{I}$, energy $\varepsilon$ and spin operators $\sigma$ - and their descendants [23]. The case of open boundaries is also well understood from the CFT perspective. There are three conformal boundary conditions for the Ising BCFT, which, in the framework of radial quantization on the annulus, allow the construction of the following physical boundary states [23,30]:
where $|i\rangle\rangle$ denotes the Ishibashi state $[30,140]$ corresponding to the primary operator $i$. The physical boundary states $|\alpha\rangle$ are in one-to-one correspondence with the primary fields of the bulk $\mathrm{CFT}^{4}:|f\rangle \leftrightarrow \sigma$ and $| \pm\rangle \leftrightarrow \mathbb{I} / \varepsilon$. The annulus partition function for the Ising BCFT is compactly written in terms of Jacobi theta functions for all diagonal choices of $\mathrm{BCs}(\alpha \mid \alpha)$ and, in consequence, in terms of the parameter $x$ defined in Section 2.2

$$
\begin{equation*}
Z_{f \mid f}(\tau)=\sqrt{\frac{\theta_{3}(\tau)}{\eta(\tau)}}=2^{1 / 6}\left(x \sqrt{1-x^{2}}\right)^{-\frac{1}{12}} \tag{2.85}
\end{equation*}
$$

and

$$
\begin{equation*}
Z_{+\mid+}(\tau)=Z_{-\mid-}(\tau)=\frac{\sqrt{\theta_{3}(\tau)}+\sqrt{\theta_{4}(\tau)}}{2 \sqrt{\eta(\tau)}}=2^{1 / 6} \frac{1+x^{\frac{1}{4}}}{2}\left(x \sqrt{1-x^{2}}\right)^{-\frac{1}{12}} \tag{2.86}
\end{equation*}
$$

These relations allow us to express the orbifold two-point correlator on the disk in an elementary way:

$$
\begin{align*}
& \langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(f, f)}=\left[|x|^{2}\left(1-|x|^{2}\right)\right]^{-\frac{1}{8}}  \tag{2.87}\\
& \langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(+,+)}=\frac{1+|x|^{\frac{1}{4}}}{2}\left[|x|^{2}\left(1-|x|^{2}\right)\right]^{-\frac{1}{8}} \tag{2.88}
\end{align*}
$$

which is, of course, very convenient for numerical checks. Note that the $\mathbb{Z}_{2}$ orbifold of the Ising model is equivalent to a special case of the critical AshkinTeller model [142]. Therefore, the CFT we are considering here is nothing but the
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$\mathbb{Z}_{2}$ orbifold of a free boson. This might explain why the above two-point functions end up being so simple.

Recall that the lattice operator $\widehat{\sigma}_{m, t}$ labelled by discrete indices is described in the scaling limit by $\widehat{\sigma}_{m, t} \sim c_{2} \epsilon^{2 h_{\sigma}} \sigma(w, \bar{w})$, where $w=\epsilon m+i \epsilon t$, and $c_{2}$ is a nonuniversal amplitude. Hence, to obtain collapsed data for various chain lengths, it will be convenient to introduce

$$
\begin{equation*}
\mathcal{G}_{2}^{\alpha}\left(\left[m_{u}, m_{v}\right]\right) \equiv \widehat{S}_{2}^{\alpha}\left(\left[m_{u}, m_{v}\right]\right)-\frac{1}{8} \log \left(\frac{2 N}{\pi}\right)=-\log \left\langle\widehat{\sigma}_{m_{u}, 0} \widehat{\sigma}_{m_{v}, 0}\right\rangle_{S_{L}}^{(\alpha)}-\frac{1}{8} \log \left(\frac{2 N}{\pi}\right) \tag{2.89}
\end{equation*}
$$

so that, in the scaling limit, one expects from (2.27)

$$
\begin{align*}
\mathcal{G}_{2}^{\alpha}\left(\left[m_{u}, m_{v}\right]\right) & \sim-\log \left\langle\sigma(u, \bar{u}) \sigma(v, \bar{v}\rangle_{S_{L}}^{(\alpha)}-\frac{1}{8} \log \left(\frac{2 L}{\pi}\right)\right.  \tag{2.90}\\
& \sim-\log \left\langle\sigma(0,0) \sigma(x, \bar{x}\rangle_{\mathrm{D}}^{(\alpha)}+\frac{1}{8} \log \left[\sin \frac{\pi(u+v)}{2 L}\right],\right. \tag{2.91}
\end{align*}
$$

where $u=\epsilon m_{u}$ and $v=\epsilon m_{v}$. We remind that the length of the interval is given by $\ell=v-u=\epsilon m$ with $m=m_{v}-m_{u}$, and emphasize that the entanglement is considered as the ground state of the free BC Ising chain.


Figure 2.5: Plot of shifted Rényi entropy $\mathcal{G}_{2}^{f}([N / 2, N / 2+m])$ for the Ising chain with free $B C$, against the scaled interval size $m / N$. The deviations from the theoretical predictions are stronger as the interval grows closer to the boundary.

To graphically emphasize the agreement between the fermionic chain data and the theoretical prediction, we have looked at two ways of "growing" the interval length $\ell$. In Figure 2.5, we have considered an interval that starts in the middle of the chain and grows towards one end. This corresponds on the lattice to applying the first twist operator to the middle of the chain, and the second one progressively closer to the right boundary. Since twist operators are placed between lattice sites, one should consider even system sizes. The curves of Figure 2.6, follow the dependence of the $S_{2}$ entropy as the interval length $\ell$ is grown equidistantly from the middle of the chain towards the boundaries. We see, in both cases, that the agreement with the CFT prediction is very good, although, as we will detail below, one needs to consider unusually large system sizes to reach it.
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Figure 2.6: Plot of shifted Rényi entropy $\left.\mathcal{G}_{2}^{f}([N-m) / 2,(N+m) / 2]\right)$ for the Ising chain with free BC, against the scaled interval size $m / N$. The deviations from the theoretical predictions are stronger as the interval is grown towards the boundaries.


Figure 2.7: Plot of shifted Rényi entropy $\mathcal{G}_{2}^{f}([(N-m) / 2,(N+m) / 2])$ for a wide range of system sizes. The sizes typically accessible to exact diagonalization ( $N \sim 10$ ) or DMRG methods ( $N \sim 10^{3}$ ) suffer from large finite-size effects.

### 2.3.2 Finite-size effects

There is a plethora of sources of finite-size corrections to the orbifold CFT result calculated in Section 2.2. One should be aware of corrections from irrelevant bulk and boundary deformations of the Hamiltonian [143], as well as unusual corrections to scaling as analysed in [144, 145]. Finally, one should generically worry about parity effects [146] but, in agreement with [147], we have found no such corrections in the numerical results.

The strongest corrections, however, come from the subleading scaling of the
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lattice twist operators [118]. We remind that the lattice twist operator $\widehat{\sigma}$ can be expressed, in the continuum limit $\epsilon \rightarrow 0$ as a local combination of scaling operators [67]:

$$
\begin{equation*}
\widehat{\sigma}_{m, t}=c_{2} \epsilon^{2 h_{\sigma}} \sigma(w, \bar{w})+c_{2}^{\varepsilon} \epsilon^{2 h_{\sigma_{\varepsilon}}} \sigma_{\varepsilon}(w, \bar{w})+\ldots \tag{2.92}
\end{equation*}
$$

where the integers $(m, t)$ give the lattice position of the operator as $w=\epsilon(m+i t)$, and the dots in (2.92) denote the contribution from descendant operators. The amplitudes $c_{2}$ and $c_{2}^{\varepsilon}$ of the scaling fields are non-universal, and thus cannot be inferred from CFT methods. However, since the expansion (2.92) does not depend on the global properties of the system, it is independent of the choice of BC. Using the exact results for the correlation matrix $\mathbf{M}$ of the fermionic system associated with an infinite Ising chain [148], and the well-known result for the Rényi entropies of an interval of length $\ell$ in an infinite system [46, 47], one can find a fit for the values of $c_{2}$ and $c_{2}^{\varepsilon}$.

Moving on, the excited twist operator $\sigma_{\varepsilon}$ can be defined through point-splitting as [118],[149]:

$$
\begin{equation*}
\sigma_{\varepsilon}(w, \bar{w}):=\lim _{\eta \rightarrow w}\left[(2|\eta-w|)^{2 h_{\varepsilon}} \sigma(w, \bar{w})(\varepsilon(\eta, \bar{\eta}) \otimes \mathbb{I})\right] \tag{2.93}
\end{equation*}
$$

This operator has conformal dimensions $h_{\sigma_{\varepsilon}}=\bar{h}_{\sigma_{\varepsilon}}=h_{\sigma}+h_{\varepsilon} / 2$. The expansion (2.92) implies that in our case, the correlator of twist operators on the Ising spin chain with free boundary conditions can be expressed in terms of CFT correlators as:

$$
\begin{align*}
\left\langle\widehat{\sigma}_{m_{u}, 0} \widehat{\sigma}_{m_{v}, 0}\right\rangle_{N}^{(f, f)}= & \left.\left(c_{2}\right)^{2} \epsilon^{4 h_{\sigma}}\langle\sigma(u, \bar{u}) \sigma(v, \bar{v})\rangle\right\rangle_{S_{L}}^{(f, f)} \\
& \left.+\left(c_{2} c_{2}^{\varepsilon}\right) \epsilon^{4 h_{\sigma}+h_{\varepsilon}}\left[\left\langle\sigma_{\varepsilon}(u, \bar{u}) \sigma(v, \bar{v})\right\rangle_{S_{L}}^{(f, f)}+\left\langle\sigma(u, \bar{u}) \sigma_{\varepsilon}(v, \bar{v})\right\rangle\right\rangle_{s_{L}}^{(f, f)}\right] \\
& +\ldots \tag{2.94}
\end{align*}
$$

Using the map (2.19), and recalling that $L=N a$, we get

$$
\begin{equation*}
\left\langle\widehat{\sigma}_{m_{u}, 0} \widehat{\sigma}_{m_{v}, 0}\right\rangle_{N}^{(f, f)}=\left(c_{2}\right)^{2}\left(\frac{\pi}{2 N}\right)^{c / 4} \frac{\langle\sigma(0,0) \sigma(x, \bar{x})\rangle\rangle_{\mathrm{D}}^{(f, f)}}{\left[\sin \frac{\pi(u+v)}{2 L}\right]^{c / 4}}+\left(c_{2} c_{2}^{\varepsilon}\right)\left(\frac{\pi}{2 N}\right)^{c / 4+h_{\varepsilon}} G_{L}(u, v)+\ldots \tag{2.95}
\end{equation*}
$$

where $u=m_{u} \epsilon$ and $v=m_{v} \epsilon$ are the physical positions of the twist operators, and $x$ is given by (2.20). The first term in the right-hand side of (2.95) corresponds to the two-point function (2.45), whereas the function $G_{L}(u, v)$ in the second term is defined as

$$
\begin{equation*}
G_{L}(u, v)=\frac{y^{-h_{\varepsilon}}\left\langle\sigma_{\varepsilon}(0,0) \sigma(x, \bar{x})\right\rangle_{\mathbb{D}}^{(f, f)}+y^{h_{\varepsilon}}\left\langle\sigma(0,0) \sigma_{\varepsilon}(x, \bar{x})\right\rangle_{\mathbb{D}}^{(f, f)}}{\left[\sin \frac{\pi(u+v)}{2 L}\right]^{c / 4+h_{\varepsilon}}}, \tag{2.96}
\end{equation*}
$$

with $y=\sin \frac{\pi u}{L} / \sin \frac{\pi(u+v)}{2 L}$. The exact determination of the function $G_{L}(u, v)$ is beyond the scope of the present work - for instance, through a conformal mapping, it would imply the calculation of the one-point function of the energy operator on the annulus. Since, in the Ising CFT, we have $h_{\varepsilon}=1 / 2$, this second term gives a correction of order $1 / \sqrt{N}$ to the Rényi entropy predicted by (2.1), which is in agreement with the results of $[96,127,144]$. This is a very significant correction, and it shows why the system sizes accessible through exact diagonalization (limited to $N<30$ ) are not sufficient to separate the leading contribution from its subleading corrections.
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To show the dramatic effect of this term, Figure 2.7 contains a comparison of the collapse for diverse system sizes. As noticed in other works [94], where DMRG methods were used, system sizes of $N \sim 100$ are not enough to satisfyingly collapse the data.

Furthermore, the module organization of the fields in the orbifold CFT implies that the scaling exponents of finite-size corrections are half-integer spaced: there will be contributions both at relative order $O\left(N^{-1}\right)$, and $O\left(N^{-3 / 2}\right)$, and so on. This increases the difficulty of a finite-size analysis since there are more terms with significant contributions for the system sizes that are numerically accessible. To illustrate this, we give in Figure 2.8 a plot of the subleading contributions to the lattice twist correlator

$$
\begin{equation*}
F_{\text {subleading }}(j, k)=\left\langle\widehat{\sigma}_{m_{u}, 0} \widehat{\sigma}_{m_{v}, 0}\right\rangle_{N}^{(f, f)}-\left(c_{2}\right)^{2}\left(\frac{\pi}{2 N}\right)^{c / 4} \frac{\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(f, f)}}{\left[\sin \frac{\pi(u+v)}{2 L}\right]^{c / 4}} \tag{2.97}
\end{equation*}
$$

The plot shows that even at $N \sim 10^{3}$ the collapse is not perfect.


Figure 2.8: The rescaled subleading contribution $(2 N / \pi)^{c / 4+h_{e}} F_{\text {subleading }}$ to the lattice two-point function of twist fields, for an interval starting in the middle of the chain and growing towards one boundary. The plot shows that even at large system sizes, the finite-size corrections are significant.
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### 2.4 Conclusion

In this chapter, we have reported exact results for the Rényi entropy $S_{2}$ of a single interval in the ground state of a 1D critical system with open boundaries, assuming the same boundary conditions on both sides. This amounts to computing the twopoint function of twist operators in the unit disk with diagonal BCs $(\alpha)$ in the $\mathbb{Z}_{2}$ orbifold framework.

By constructing a biholomorphic mapping from the annulus to the two-sheeted disk, we have managed to express the orbifold two-point correlator of twist fields in terms of the annulus partition function of the mother CFT. We have also detailed in the Appendix an alternative derivation of the result for minimal CFTs in the $A$-series.

We have numerically checked the CFT result and found good agreement with Ising spin chain data, for free BC. It was, however, necessary to achieve large system sizes for this purpose, as the finite-size corrections decayed slowly ( $\sim N^{-h_{\varepsilon}}$ relatively to the dominant term) with the number of sites, as opposed to the case of an interval in a periodic chain, where this decay is of order $N^{-2 h_{\varepsilon}}$ (see [118] for instance). Checking the result for other models and BCs could be achieved through more sophisticated numerical techniques, like (adaptations of) the DMRG approach (see [94, 150]).

To generalize the method of this section to Rényi entropies $S_{n}^{\alpha}$ with $n \geq 2$, one would need, essentially, good analytic control of the partition function of the mother BCFT on surfaces with $n$ boundary components, which are not known for generic BCFTs. In Chapter 3, we manage to perform such a calculation, for the BCFT of a compact boson of radius $R$, with either Neumann or Dirichlet BC.

A natural extension would be to consider the second Rényi entropy for a system with different conformal BCs on each side of the strip. However, this situation adds the extra complication of insertions of boundary condition changing operators into the correlator of twist operators [130], thus requiring a calculation of the four-point function of boundary operators on the two-sheeted disk. The simpler setup of an interval containing one of the boundaries can, however, be addressed, as we shall show in Chapter 4.

## Chapter 3

## Entanglement entropies of an interval for the massless scalar field in the presence of a boundary

### 3.1 Summary

In this chapter, based on [151], we present new results for the calculation of the REE $S_{n}(A)$ for the compact and non-compact massless scalar BCFT either on the half line or on the segment, when the same boundary condition is imposed at both endpoints in the latter case. Both Dirichlet BC and Neumann BC are investigated.

These results give the leading contribution to the REE of an interval in the ground state of a one-dimensional quantum critical system with open boundaries, whose scaling limit is realized by one of the aforementioned BCFTs. In consequence, for the compact case, our analysis applies to a gapless one-dimensional quantum system belonging to the Luttinger liquid universality class, whose low energy behaviour is captured by the massless compact real boson, which is a CFT with $c=1$. A prototypical example is the spin $-\frac{1}{2} \mathrm{XXZ}$ spin chain (see Appendix B.1).

Our results are valid when such a system is defined on a segment of finite length $L$ or the half line - the latter case can be easily obtained from the former by taking the limit $L \rightarrow \infty$.


Figure 3.1: Spatial bipartitions considered in this chapter: the interval $A$ (red segment) is either on the half line (left panel) or on the segment of finite length $L$ (right panel), and the boundary condition is labelled by $\alpha$. In the right panel, the same boundary condition is imposed at both endpoints of the segment.

We consider the spatial bipartition of the system given by an interval $A=(u, v)$ and its complement when $A$ is not adjacent to the boundary, namely $0<u<v<L$, as shown in Figure 3.1. The moments of the reduced density matrix $\rho_{A}$ read

$$
\begin{equation*}
M_{n}^{\alpha}(A) \equiv \operatorname{Tr} \rho_{A}^{n}=\left\langle\hat{\sigma}_{m_{u}, 0} \hat{\sigma}_{m_{v}, 0}^{\dagger}\right\rangle \tag{3.1}
\end{equation*}
$$

where $\hat{\sigma}$ and $\hat{\sigma}^{\dagger}$ are the lattice twist operators discussed in Section 1.2 and $m_{u}, m_{v}$ are lattice coordinates such that $u=m_{u} \epsilon, v=m_{v} \epsilon$. We remind that in the scaling
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limit, the lattice operator $\sigma$ can be expanded into a linear combination of scaling fields in the corresponding conformal field theory model, and the most relevant among these primaries is the bare twist operator $\sigma$, with scaling dimension [46]

$$
\begin{equation*}
\Delta_{n}=\frac{c}{12}\left(n-\frac{1}{n}\right) \tag{3.2}
\end{equation*}
$$

Hence [72, 73, 152]

$$
\begin{equation*}
\hat{\sigma}=c_{n} \epsilon^{\Delta_{n}} \sigma+\ldots \tag{3.3}
\end{equation*}
$$

where dots correspond to less relevant fields whose contribution to $\operatorname{Tr} \rho_{A}^{n}$ matters when finite size corrections are taken into account. The prefactor $c_{n}$ is a nonuniversal constant coming from the normalization of the microscopic operator $\hat{\sigma}$ and $\epsilon$ is a UV cut-off, like e.g. the lattice spacing. Thus, the moments of the reduced density matrix $M_{n}^{\alpha}(A)$ in (3.1) can be written as

$$
\begin{equation*}
M_{n}^{\alpha}(A)=c_{n}^{2} \epsilon^{2 \Delta_{n}}\left\langle\sigma(u) \sigma^{\dagger}(v)\right\rangle_{s_{L}} \tag{3.4}
\end{equation*}
$$

where $\mathbb{S}_{L}=\{w \in \mathbb{C}, 0<\operatorname{Re}(w)<L\}$ is the infinite strip (with imaginary time running along the imaginary axis) of width $L$ with boundary condition $\alpha$ on both sides of the strip. The moments $\operatorname{Tr} \rho_{A}^{n}$ for the interval on the half line with either Dirichlet and Neumann BC are obtained by taking the $L \rightarrow \infty$ in (3.4).

The CFT quantities that we are considering are related to the two-point functions of twist fields $\left\langle\sigma(u) \sigma^{\dagger}(v)\right\rangle_{s_{L}}$ on the strip $\mathbb{S}_{L} \equiv\{w \in \mathbb{C}, 0<\operatorname{Re}(w)<L\}$. Since the strip is conformally equivalent to the unit disk $\mathbb{D} \equiv\{z \in \mathbb{C},|z| \leqslant 1\}$ via the map:

$$
\begin{equation*}
w \mapsto z=\frac{s(w-u)}{s(w+u)} \quad s(w) \equiv \frac{2 L}{\pi} \sin \left(\frac{\pi w}{2 L}\right) \tag{3.5}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left\langle\sigma(u) \sigma^{\dagger}(v)\right\rangle_{s_{L}}=\frac{\left\langle\sigma(0) \sigma^{\dagger}(x)\right\rangle_{\mathrm{D}}}{s(u+v)^{2 \Delta_{n}}} \quad x=\frac{s(v-u)}{s(u+v)^{\prime}} \tag{3.6}
\end{equation*}
$$

where the same boundary condition is imposed on both the boundaries of $\mathbb{S}_{L}$ holds on the boundary of $\mathbb{D}$. In the case of the BCFT on the half line, it is convenient to consider the right half plane geometry $R H P \equiv\{z \in \mathbb{C}, \operatorname{Re}(z) \geqslant 0\}$, which can be studied by taking $L \rightarrow \infty$ in (3.6), finding

$$
\begin{equation*}
\left\langle\sigma(u) \sigma^{\dagger}(v)\right\rangle_{R H P}=\frac{\left\langle\sigma(0) \sigma^{\dagger}(x)\right\rangle_{\mathrm{D}}}{(u+v)^{2 \Delta_{n}}} \quad x=\frac{v-u}{v+u} \tag{3.7}
\end{equation*}
$$

Thus, the computation of Rényi entropies we are interested in boils down to evaluating the two-point function of twist fields $\left\langle\sigma(0) \sigma^{\dagger}(x)\right\rangle_{\mathrm{D}}$ on the unit disk, when $0<x<1$, which can be written as:

$$
\begin{equation*}
\left\langle\sigma(0) \sigma^{\dagger}(x)\right\rangle_{\mathrm{D}}^{(\alpha)}=[r(1-r)]^{-\Delta_{n}} \mathcal{F}_{n}^{(\alpha)}(r) \quad r=x^{2} \tag{3.8}
\end{equation*}
$$

where $\mathcal{F}_{n}^{(\alpha)}(r)$ is a universal function, conventionally chosen so that $\mathcal{F}_{n}^{(\alpha)}(r) \rightarrow 1$ as $r \rightarrow 0$.

In consequence, the moments of the RDM take the following form

$$
\begin{equation*}
M_{n}^{\alpha}(A) \equiv n \operatorname{Tr} \rho_{A}^{n}=c_{n}^{2} \frac{\mathcal{F}_{n}^{(\alpha)}(r)}{\mathcal{P}(u, v)^{\Delta_{n}}} \tag{3.9}
\end{equation*}
$$
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where

$$
\begin{equation*}
\mathcal{P}(u, v) \equiv \frac{s(2 u) s(2 v) s(v-u)^{2}}{\epsilon^{2} s(v+u)^{2}} \quad r \equiv\left(\frac{s(v-u)}{s(v+u)}\right)^{2} \tag{3.10}
\end{equation*}
$$

and $\mathcal{F}_{n}^{(\alpha)}$ depends on the specific BCFT model, which is characterized also by the boundary conditions labelled by $\alpha$, and is related to partition functions on the Riemann sphere with $n$ boundary components. In particular, $\mathcal{F}_{2}^{(\alpha)}$ is essentially the annulus partition function, which is consistent with [120] and the results of Chapter 3.

The moments (3.9) straightforwardly provide the REE of an interval $A$ for a BCFT on the strip

$$
\begin{equation*}
S_{n}^{\alpha}(A)=\frac{\Delta_{n}}{n-1} \log [\mathcal{P}(u, v)]+\frac{\log \left[c_{n}^{2} \mathcal{F}_{n}^{(\alpha)}(r)\right]}{1-n} \tag{3.11}
\end{equation*}
$$

which lead to the corresponding single copy entanglement (1.18) given by

$$
\begin{equation*}
S_{\infty}^{\alpha}(A)=\frac{c}{12} \log [\mathcal{P}(u, v)]+\lim _{n \rightarrow \infty} \frac{\log \left[c_{n}^{2} \mathcal{F}_{n}^{(\alpha)}(r)\right]}{1-n} \tag{3.12}
\end{equation*}
$$

The expressions (3.4) and (3.9) for the moments of the reduced density matrix naturally lead to the introduction of two kinds of ratios that are UV finite. A first type of ratio can be defined for an assigned boundary condition $\alpha$ as follows

$$
\begin{equation*}
R_{n}^{(\alpha)}(A) \equiv \frac{M^{\alpha}(A)}{M^{\alpha}\left(A_{u}\right) M^{\alpha}\left(A_{v}\right)} \tag{3.13}
\end{equation*}
$$

where $A_{u} \equiv[0, u]$ and $A_{v} \equiv[0, v]$ (see Figure 3.1). In the BCFT we are considering, by using the expressions in (3.9)-(3.10), this ratio becomes

$$
\begin{equation*}
R_{n}^{(\alpha)}(A)=g_{\alpha}^{2(n-1)} \frac{\mathcal{F}_{n}^{(\alpha)}(r)}{r^{\Delta_{n}}} \tag{3.14}
\end{equation*}
$$

From (3.13) and (1.14), the following UV finite combination of entanglement entropies is obtained

$$
\begin{equation*}
\mathcal{I}_{n}(A) \equiv S_{n}\left(A_{u}\right)+S_{n}\left(A_{v}\right)-S_{n}(A) \tag{3.15}
\end{equation*}
$$

For a BCFT on a segment, by using (3.11), one finds that this UV finite combination becomes

$$
\begin{equation*}
I_{n}(A)=-\frac{c}{12}\left(1+\frac{1}{n}\right) \log (r)+\frac{\log \left[\mathcal{F}_{n}^{(\alpha)}(r)\right]}{n-1}+2 \log g_{\alpha} \tag{3.16}
\end{equation*}
$$

which is a function of the harmonic ratio $r$ in (3.10).
Another type of UV finite ratio can be introduced only through the interval $A$, without using the entanglement entropies of intervals adjacent to the boundary. Instead, two different conformally invariant boundary conditions $\alpha_{1}$ and $\alpha_{2}$ must be considered. From (3.4) and (3.9), these ratios are defined as

$$
\begin{equation*}
\frac{M_{n}^{\left(\alpha_{1}\right)}(A)}{M_{n}^{\left(\alpha_{2}\right)}(A)}=\frac{\mathcal{F}_{n}^{\left(\alpha_{1}\right)}(r)}{\mathcal{F}_{n}^{\left(\alpha_{2}\right)}(r)} \tag{3.17}
\end{equation*}
$$

which leads to the following difference of Rényi entropies

$$
\begin{equation*}
S_{n}^{\alpha_{1}}(A)-S_{n}^{\alpha_{2}}(A)=\frac{1}{1-n} \log \left(\frac{\mathcal{F}_{n}^{\left(\alpha_{1}\right)}(r)}{\mathcal{F}_{n}^{\left(\alpha_{2}\right)}(r)}\right) \tag{3.18}
\end{equation*}
$$
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where we have denoted by $S_{n}^{\alpha}(A)$ the Rényi entropies (1.14), to highlight its dependence on the boundary condition $\alpha$. We remark that the above expressions hold for a BCFT on a segment and that the corresponding expressions for the BCFT on the half-line are obtained by taking $L \rightarrow \infty$.

We remind that the disk two-point function (3.63) can be equivalently evaluated as the following ratio of partition functions [46]

$$
\begin{equation*}
\left\langle\sigma(0) \sigma^{\dagger}(x)\right\rangle_{\mathrm{D}}=\mathcal{Z}_{n}(x) / \mathcal{Z}_{1}^{n} \tag{3.19}
\end{equation*}
$$

where $\mathcal{Z}_{n}(x)$ stands for the BCFT partition function on the $n$-sheeted covering of the unit disk $\mathbb{D}_{n}$ with branch points at 0 and $x$, while $\mathcal{Z}_{1}$ is simply the BCFT partition function on the unit disk.

## Strategy for BCFT computation

The goal, then, is to evaluate the partition function $\mathcal{Z}_{n}(x)$ or, equivalently, the two-point correlators on the disk in (3.19). This is presented in detail in Section 3.2, but we will summarize here the main ideas involved. The crucial insight is that this problem is conceptually related, through the "generalized" mirror trick in [115], to the calculation of the REE of two disjoint intervals on the infinite line for the compact boson CFT in [71].

In this case, the moments $\operatorname{Tr} \rho_{A}^{n}$ are obtained as the partition function of the model on a specific $n$-sheeted Riemann surface $\mathcal{M}=\mathscr{M}_{n}$ which is a Riemann surface obtained through the replica construction, with genus $g=n-1$ (see the Appendix A of [85]). For a CFT, this special Riemann surface is characterized by the harmonic ratio of the endpoints of the two intervals, which is a real parameter in $(0,1)$. For instance, $\mathscr{M}_{4}$ has genus $g=3$ and it is shown in the left panel of Figure 3.2 for the special case of two equal intervals. Further analyses and generalisations of $\mathscr{M}_{n}$ have been discussed e.g. in [85, 88, 153].

The method of the images allows one to find the $n$-sheeted Riemann surface $\mathcal{M}=\mathscr{S}_{n}$ for a BCFT on the half line and in its ground state as follows. Consider $\mathscr{M}_{n}$ for two intervals of equal length (when $n=4$, see the left panel of Figure 3.2), which exhibits a $\mathbb{Z}_{2}$ symmetry (a reflection) with respect to a plane (see the black plane in the middle panel of Figure3.2). The $n$-sheeted Riemann surface $\mathscr{S}_{n}$ corresponds to one of the two halves identified by this reflection plane, whose union gives $\mathscr{M}_{n}$. Thus, $\mathscr{S}_{n}$ has the topology of a sphere with $n$ boundaries, which has genus $g=0$ and Euler characteristic $\chi=2-n$ (for $n=4$, see the right panel of Figure 3.2). Such a surface, is of course, conformally equivalent to the $n$-sheeted $\operatorname{disk} \mathbb{D}_{n}$.

Let us now sketch our computational strategy, based on adapting the methods of [70] ( which were also employed in [71]) to account for the conformal BC. Following [70], in the path integral on $\mathbb{D}_{n}$ for the partition function, we decompose the field $\phi=\phi_{\mathrm{cl}}+\phi_{\mathrm{qu}}$ into the classical field $\phi_{\mathrm{cl}}$ and a quantum part $\phi_{\mathrm{qu}}$. The Euclidean action of the massless compact real boson on a generic Riemann surface $\mathcal{M}$ equipped with metric $g_{\mu \nu}$ and whose target space is a circle of radius $R$ reads

$$
\begin{equation*}
S[\phi]=\frac{1}{8 \pi} \int_{\mathcal{M}} g^{\mu v} \partial_{\mu} \phi \partial_{\nu} \phi \sqrt{|g|} d^{2} x \quad \phi \sim \phi+2 \pi R \tag{3.20}
\end{equation*}
$$

Since the action $S[\phi]$ is quadratic and $\phi_{\mathrm{cl}}$ satisfies the equation of motion, (3.20) admits the decomposition $S[\phi]=S\left[\phi_{\mathrm{cl}}\right]+S\left[\phi_{\mathrm{qu}}\right]$.
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Figure 3.2: The Riemann surface $\mathscr{S}_{4}$ (right panel) is topologically a sphere with four boundaries. It is obtained by exploiting the reflection symmetry of $\mathscr{M}_{4}$ for two equal intervals (left panel) with respect to a plane (the black plane in the middle panel).

This implies that the partition function on the Riemann surface $\mathcal{M}$ factorizes as follows

$$
\begin{equation*}
\mathcal{Z}\left(\mathbb{D}_{n}\right)=\mathcal{Z}_{\mathrm{cl}}\left(\mathbb{D}_{n} ; R\right) \mathcal{Z}_{\mathrm{qu}}\left(\mathbb{D}_{n}\right) \tag{3.21}
\end{equation*}
$$

where the classical and the quantum terms are defined respectively as

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{cl}}\left(\mathbb{D}_{n} ; R\right) \equiv \sum_{m} e^{-S\left[\phi_{\mathrm{cl}}^{(m)}\right]} \quad \mathcal{Z}_{\mathrm{qu}}\left(\mathbb{D}_{n}\right) \equiv \int\left[D \phi_{\mathrm{qu}}\right] e^{-S\left[\phi_{\mathrm{qu}}\right]} \tag{3.22}
\end{equation*}
$$

where $\phi_{\mathrm{cl}}^{(m)}$ is the classical solution with winding $m$ and the sum in $m$ is over all possible windings of the classical solutions. Note that while the classical part depends on the compactification radius $R$, due to configurations of $\phi_{c l}$ with nontrivial winding, the quantum term $\mathcal{Z}_{\mathrm{qu}}(\mathcal{M})$ is independent of the compactification radius $R$.

To calculate $\mathcal{Z}_{\mathrm{cl}}\left(\mathbb{D}_{n} ; R\right)$, one first finds the classical solutions on the double $D\left(\mathbb{D}_{n}\right)$ in the standard way [70]. Following this, the effect of imposing the Dirichlet or Neumann BC is to select a subset of these classical solutions which contribute to the partition function on $\mathbb{D}_{n}$.

For the quantum part, it is simpler to calculate $\mathcal{Z}_{\mathrm{qu}}\left(\mathbb{D}_{n}\right)$ as the square root of the partition function of a complex boson $\Phi$. Then, one can use the methods of $[70,71,154]$, together with the gluing conditions of the $U(1)$ currents at the boundary, to calculate the result.

For convenience, we give here a dictionary between the notation of [71] and the conventions of this chapter. In our calculations, we have set $g=1 / 2, \eta=R^{2}$ and, in consequence, the Luttinger parameter and the compactification radius are related as $K=R^{-2}$. We will relegate to Section 3 a detailed comparison of our result in (3.23) with the universal function $\mathcal{F}_{n}$ of [71].
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Few explicit analytic expressions for $\mathcal{F}_{n}^{(\alpha)}$ in (3.9) are available in the literature: for the massless Dirac field, where $\mathcal{F}_{n}^{(\alpha)}=1$ identically for any value of $n$ and independently of the (conformally invariant) boundary conditions [129], and for the massless compactified scalar for $n=2$ and a generic conformally invariant boundary condition, in terms of the annulus partition function [120]. In this chapter, we extend the latter result for the massless compactified scalar to a generic value of the Rényi index $n$, focussing on Dirichlet BC and Neumann BC .

Let us collect here the results for the universal functions $\mathcal{F}_{n}^{(\alpha)}$ derived in this chapter. At finite compactification radius $R$ we have:

## Main results at finite $R$

The universal functions $\mathcal{F}_{n}^{(\alpha)}$ for Dirichlet (D) and Neumann (N) boundary conditions to be:

$$
\begin{equation*}
\mathcal{F}_{n}^{(\mathrm{D})}(r)=\frac{\Theta\left(\tau(r) / R^{2}\right)}{\Theta(\tau(r))} \quad \mathcal{F}_{n}^{(\mathbb{N})}(r)=\frac{\Theta\left(R^{2} \tau(r) / 4\right)}{\Theta(\tau(r))} \tag{3.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta(h) \equiv \sum_{m \in \mathbb{Z}^{n-1}} \mathrm{e}^{\mathrm{i} \pi m^{\mathrm{t}} \cdot h \cdot m} \tag{3.24}
\end{equation*}
$$

is the Siegel theta function and $\tau$ the period matrix of [71]

$$
\begin{equation*}
\boldsymbol{\tau}_{i j}(r) \equiv \mathrm{i} \frac{2}{n} \sum_{k=1}^{n-1} \sin (\pi k / n) \frac{F_{k / n}(1-r)}{F_{k / n}(r)} \cos [2 \pi k(i-j) / n] \tag{3.25}
\end{equation*}
$$

where $1 \leqslant i, j \leqslant n-1$ and $F_{k / n}(r)={ }_{2} F_{1}(k / n, 1-k / n ; 1 ; r)$.
From the results (3.23) and equations (3.8) and (3.19) , we observe that the following relation occurs between the partition functions corresponding to Dirichlet and Neumann BC

$$
\begin{equation*}
\mathcal{Z}_{n}^{(\mathrm{N})}(R)=\mathcal{Z}_{n}^{(\mathrm{D})}(2 / R) \tag{3.26}
\end{equation*}
$$

This provides a non-trivial consistency check of the dependence on the compactification radius $R$ in (3.23); indeed, for the compact massless boson this T-duality relation is expected to hold, as discussed in [25] for the annulus (i.e. the $n=2$ case) and in [155] for a generic Riemann surfaces with boundaries.

The limit of large compactification radius $R \rightarrow \infty$ corresponds to the case where the target space is the infinite line. In this regime, we find that the moments $\operatorname{Tr} \rho_{A}^{n}$ of the interval $A=[u, v]$ on the strip of length $L$ for Dirichlet and Neumann BC become respectively

$$
\begin{equation*}
M_{n}^{(\mathrm{D})}(A)=\frac{c_{n}^{2}}{\mathcal{P}(u, v)^{\Delta_{n}}} \widetilde{\mathcal{F}}_{n}^{(\mathrm{D})}(r) \quad M_{n}^{(\mathrm{N})}(A)=\frac{c_{n}^{2}}{\mathcal{P}(u, v)^{\Delta_{n}}} \widetilde{\mathcal{F}}_{n}^{(\mathbb{N})}(r) \tag{3.27}
\end{equation*}
$$

where $c_{n}$ are non-universal constants as in (3.3) and we have denoted the universal functions by $\widetilde{\mathcal{F}}_{n}^{(D)}$ to distinguish them from the finite $R$ case.

We note that here the $c_{n}$ is assumed to relate twist fields in the $\mathbb{Z}_{n}$ orbifold of the non-compact boson BCFT and lattice twist operators in a harmonic chain model that is properly regularized in the UV and IR. In the case of Dirichlet boundary conditions, the constant $c_{n}$ has the same UV origin as in Eq. (3.3). The case of
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Neumann boundary conditions is more subtle, as the lattice model requires an IR regularization due to the presence of a zero mode.

We now report our results in this regime:

## Main results in the decompactification limit

- For $n \geq 2$ the result is:

$$
\begin{equation*}
\tilde{\mathcal{F}}_{n}^{(\mathrm{D})}(r) \equiv \frac{1}{\sqrt{\prod_{k=1}^{n-1} F_{k / n}(1-r)}} \quad \tilde{\mathcal{F}}_{n}^{(\mathbb{N})}(r) \equiv \frac{1}{\sqrt{\prod_{k=1}^{n-1} F_{k / n}(r)}} \tag{3.28}
\end{equation*}
$$

- By using (3.27), we can also obtain the UV finite combination (3.18) in this regime, which reads

$$
\begin{equation*}
S_{n}^{(\mathrm{D})}(A)-S_{n}^{(\mathrm{N})}(A)=\frac{1}{2(n-1)} \sum_{k=1}^{n-1} \log \left(\frac{F_{k / n}(1-r)}{F_{k / n}(r)}\right) \tag{3.29}
\end{equation*}
$$

- In the limit $n \rightarrow \infty$, we have found:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n-1} \log \widetilde{\mathcal{F}}_{n}^{(\mathrm{D})}(r)=\int_{0}^{1} \log \left[F_{\kappa}(1-r)\right] d \kappa \tag{3.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n-1} \log \widetilde{\mathcal{F}}_{n}^{(N)}(r)=\int_{0}^{1} \log \left[F_{\kappa}(r)\right] d \kappa \tag{3.31}
\end{equation*}
$$

which allow for the swift numerical evaluation of the single copy entanglement defined in (3.12).

- Using the results of [71], one finds:

$$
\begin{equation*}
\lim _{n \rightarrow 1} \frac{1}{1-n} \log \widetilde{\mathcal{F}}_{n}^{(\mathrm{D})}(r)=\frac{\mathrm{i}}{2} \int_{-\mathrm{i} \infty}^{\mathrm{i} \infty} \frac{\pi z \log \left[F_{z}(1-r)\right]}{[\sin (\pi z)]^{2}} d z \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow 1} \frac{1}{1-n} \log \widetilde{\mathcal{F}}_{n}^{(N)}(r)=\frac{\mathrm{i}}{2} \int_{-\mathrm{i} \infty}^{\mathrm{i} \infty} \frac{\pi z \log \left[F_{z}(r)\right]}{[\sin (\pi z)]^{2}} d z \tag{3.33}
\end{equation*}
$$

so that the EE can be evaluated numerically .

## Comparison with numerical results in the decompactification limit

In Sec.3.3 we check the validity of the analytic expressions in (3.27) and (3.29) against numerical results for the entanglement entropies of a block of consecutive sites in the spatial bipartitions shown in Figure 3.1 for harmonic chains defined either on the semi-infinite line or on the segment, when either Dirichlet BC or Neumann BC are imposed.

The Hamiltonian of a finite harmonic chain with nearest neighbour spring-like interactions made by $N-1$ sites in the interior and two sites at its endpoints reads

$$
\begin{equation*}
\widehat{H}=\sum_{i=0}^{N}\left(\frac{1}{2 m} \hat{p}_{i}^{2}+\frac{m \omega^{2}}{2} \hat{q}_{i}^{2}\right)+\sum_{i=0}^{N-1} \frac{\kappa}{2}\left(\hat{q}_{i+1}-\hat{q}_{i}\right)^{2} \tag{3.34}
\end{equation*}
$$
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in terms of the position and the momentum operators $\hat{q}_{i}$ and $\hat{p}_{i}$, that are hermitian operators satisfying the canonical commutation relations $\left[\hat{q}_{i}, \hat{q}_{j}\right]=\left[\hat{p}_{i}, \hat{p}_{j}\right]=0$ and [ $\left.\hat{q}_{i}, \hat{p}_{j}\right]=\mathrm{i} \delta_{i, j}$ (we set $\hbar=1$ ). At the endpoints of the harmonic chain we impose the same boundary condition, which is either Dirichlet BC

$$
\begin{equation*}
\hat{q}_{0}=\hat{q}_{N}=0 \tag{3.35}
\end{equation*}
$$

or Neumann BC

$$
\begin{equation*}
\hat{q}_{1}-\hat{q}_{0}=0 \quad \hat{q}_{N}-\hat{q}_{N-1}=0 \tag{3.36}
\end{equation*}
$$

The entanglement entropies $S_{A}^{(n)}$ for a spatial interval $A=[u, v]$, with $u=$ $m_{u} \epsilon, v=m_{v} \epsilon$, containing $m_{A}=m_{v}-m_{u}$ consecutive sites can be computed through the method developed in [44,65,66, 156-161]. The first step consists in constructing the reduced correlation matrices $Q_{A}$ and $P_{A}$, whose generic elements are respectively $\left\langle\hat{q}_{i} \hat{q}_{j}\right\rangle$ and $\left\langle\hat{p}_{i} \hat{p}_{j}\right\rangle$, with $i, j \in A$. In both cases of interest (finite $N$ and $N \rightarrow \infty$ ), their analytical expressions are known [157, 162,163] or can be found (3.97) for Dirichlet and Neumann BC.

The next step is to diagonalize, for each choice of bipartition $A \mid B$, the matrix $Q_{A} \cdot P_{A}$. Similarly to Peschel's trick, the eigenvalues of this matrix determine the entanglement spectrum of the harmonic chain for that particular bipartition from which the entanglement entropies are readily obtained.

We've considered four setups in the harmonic chain. For each boundary condition (Neumann or Dirichlet) we've analyzed both the infinite chain on the semi-infinite line and the finite chain made by $N$ consecutive sites on the segment. The continuum limit of the lattice results was compared against the corresponding noncompact boson BCFT predictions on the right half plane RHP (for $N \rightarrow \infty$ ) and the strip $\mathbb{S}_{L}$ (finite $N$ ).

In the case of Dirichlet b.c., our lattice data are taken by setting $\omega=0$ in the analytic expressions for $\left\langle\hat{q}_{i} \hat{q}_{j}\right\rangle$ and $\left\langle\hat{p}_{i} \hat{p}_{j}\right\rangle$, given in (3.84) and (3.87), since they remain well-defined in this limit. Instead, when Neumann b.c. are imposed, the $\left\langle\hat{q}_{i} \hat{q}_{j}\right\rangle$ correlator in (3.89) diverges in the massless limit $\omega \rightarrow 0$ because of the occurrence of a zero mode. This forces us to set a small but non-vanishing mass: in our analysis we have chosen $\omega m_{A} \sim 10^{-10}$ for the semi-infinite chains and $\omega N \sim 10^{-10}$ for the finite chains, which are much smaller than the other scales.

With these specifications, we have performed numerical comparisons for a variety of entanglement quantifiers and bipartitions, copiously detailed in Section 3.3. Of this, we will only reproduce here our numerical results for the EE and the EE difference between Dirichlet and Neumann BC, since the EE is an entanglement measure by all definitions ${ }^{1}$. In the case of the massless scalar field in the decompactification regime that we are exploring, we consider (3.29) and its analytic continuation $n \rightarrow 1$, which can be easily obtained from (3.32) and(3.33). The results of our analyses for this UV finite quantity are shown in Figure 3.3.

The collection of the lattice data has been performed by setting $m_{v}$ to a constant value in both setups: we have chosen $\in\{100,200,400\}$ for the semi-infinite chains, while we took $=N / 2$ with $N \in\{100,200,400\}$ for the finite chains. Then, we varied $m_{u} \in\left\{1, \ldots, m_{v}-1\right\}$ and plotted the entanglement entropy in terms of $m_{A} / m_{v}$ and the entropy difference in terms of the corresponding cross ratio $r$ in each case. For Neumann BC, we have set $\omega m_{v} \sim 10^{-10}$ in both the semi-infinite and finite chains. The agreement between the lattice data points and the corresponding BCFT predictions is excellent in all these cases. In the insets of Figure 3.3 we have
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reported $S_{A ; \alpha}$ - const, where the constant value that has been subtracted is given by $\frac{1}{6} \log \left(2 m_{v}\right)$ for the semi-infinite chains (left panel) and $\frac{1}{3} \log (2 N / \pi)$ for finite chains (right panel).


Figure 3.3: The difference between the entanglement entropy for Dirichlet BC and Neumann BC for the bipartitions of Figure 3.1, either in the semi-infinite chains (left panel) or in the finite chains (right panel). The insets show the entanglement entropy for the two different boundary conditions.

Let us now summarize the outline of this chapter. We shall first present in Section 3.2 the calculation of the twist 2-point function on the disk at finite $R$, and in the decompactification limit $R \rightarrow \infty$. In Section 3.3, we check the results in the decompactified limit against numerics in the harmonic chain, in a variety of setups. For Dirichlet BC, the agreement is excellent for all the quantities considered, while for Neumann BC, at larger values of the Rényi index $n$, the numerical results deviate from the BCFT prediction - we presume this disagreement might be due to the introduction of a zero mode regulator in the harmonic chain with Neumann BC. We then conclude this chapter with Section 3.4, in which we discuss possible extensions of this setup. Finally, in the appendix associated with this chapter, we have relegated the more technical derivations of this work.

### 3.2 Entanglement entropies in the unit disk

In this section, we discuss the main BCFT calculation of this chapter. As anticipated in Sec.3.1, we employ the mirror trick to evaluate the partition function $\mathcal{Z}\left(\mathscr{S}_{n}\right)$ for the compact boson on the specific surface $\mathscr{S}_{n}$ occurring in our problem because of the replica construction. Since the action is quadratic, the partition function factorizes into a classical part and a quantum part, which are evaluated separately.
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Figure 3.4: The cycles (red curves) employed in Sec.3.2.1. Solid curves lie in the first sheet, while dashed lines stand for curves on the second sheet. The unit disk $\mathbb{D}$ corresponds to the white region. The twist fields are located at the origin and $x$.

### 3.2.1 Partition function

## Mirror trick

In Sec. 3.1 we have qualitatively discussed that evaluating the Rényi entropies for the bipartitions in Figure 3.1 corresponds to computing a partition function on a surface $\mathcal{M}=\mathscr{S}_{n}$ with boundary which is topologically equivalent to a sphere with $n$ equal disks removed (for $n=4$, see the right panel of Figure 3.2). In a BCFT, this partition function can be obtained also as the two-point function $\left\langle\sigma(0) \sigma^{\dagger}(x)\right\rangle_{\mathrm{D}}$ of twist-fields on the unit disk $\mathbb{D}$, placed at the origin and at $x$, with $0<x<1$.

The replica construction introduces the branched covering $\mathcal{M}=\mathscr{D}_{n}$, which is obtained by joining cyclically $n$ copies of $\mathbb{D}$ through the cut along the interval $(0, x)$. A standard approach to investigate partition functions on a Riemann surface $\mathcal{M}$ with boundaries is to introduce the so-called double of $\mathcal{M}$, that we denote by $D(\mathcal{M})$ [115]. The double of $\mathcal{M}$ is a compact Riemann surface endowed with an antiholomorphic involutive map $\zeta$ (called a real structure) such that $\mathcal{M}=D(\mathcal{M}) / \zeta$ and the boundary $\partial \mathcal{M}$ corresponds to the fixed points of $\zeta$. For instance, the double of the upper half plane is the whole plane with $\zeta(z)=\bar{z}$ and the double of the right half plane is the entire plane with real structure given by the reflection w.r.t. the vertical axis. The double of the unit disk $\mathbb{D}$ is the Riemann sphere $\mathbb{C P}^{1}$ with real structure $\zeta(z)=1 / \bar{z}$. This construction is allowed when $\partial \mathcal{M}$ is analytic w.r.t. the complex structure induced by the metric and this condition is verified for $\mathscr{D}_{n}$. Thus, $D\left(\mathscr{D}_{n}\right)$ is simply the $n$-sheeted covering of the Riemann sphere $\mathbb{C P}^{1}$ with branch points at $0, x, 1 / x$ and $\infty$ and the anti-holomorphic involution is (a lift of) $\zeta(z)=1 / \bar{z}$. The case of the interval in the right half plane is considered in Figure 3.2.

The first step of our analysis consists of constructing a canonical homology basis for the genus $n-1$ surface $D\left(\mathscr{D}_{n}\right)$ that is compatible with the involution $\zeta$. Consider the cycles $\mathcal{C}_{1}$ and $\mathcal{B}_{1}$ shown in Figure 3.4. The contour $\mathcal{C}_{1}$ is any cycle in the same homology class as the unit circle. In particular, its homology class
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is invariant (even) under $\zeta$. On the other hand, the homology class of $\mathcal{B}_{1}$ is odd under $\zeta$; indeed $\mathcal{B}_{1}$ can be chosen so that $\zeta\left(\mathcal{B}_{1}\right)$ is the same loop as $\mathcal{B}_{1}$, but with the opposite orientation. These contours can be replicated on each sheet through the deck transformation $f$ sending sheet $j$ to $j+1$, i.e. $C_{j+1}=f\left(C_{j}\right)$ and $\mathcal{B}_{j+1}=f\left(\mathcal{B}_{j}\right)$, for $1 \leqslant j \leqslant n-1$. Since the deck transformation commutes with the real structure $\zeta$, the (homology class of the) cycles $\mathcal{B}_{j}$ and $C_{j}$ are respectively odd and even under $\zeta$. Although the contours $C_{j}$ and $\mathcal{B}_{j}$ for $1 \leqslant j \leqslant n-1$ generate the whole homology group, they do not form a canonical basis because $\mathcal{B}_{j}$ intersects both $C_{j}$ and $C_{j+1}$. More precisely, their intersection numbers are $\sharp\left(\mathcal{C}_{i}, \mathcal{B}_{j}\right)=\delta_{i, j}-\delta_{i, j+1}$. However, the cycles $\mathcal{A}_{j}=C_{1}+\cdots+C_{j}$ are such that $\sharp\left(\mathcal{A}_{i}, \mathcal{B}_{j}\right)=\delta_{i, j}\left(\right.$ and $\left.\sharp\left(\mathcal{A}_{i}, \mathcal{A}_{j}\right)=0\right)$ and therefore $\left(\mathcal{A}_{j}, \mathcal{B}_{j}\right)$ is a canonical homology basis. Furthermore, this basis satisfies $\zeta\left(\mathcal{A}_{j}\right)=\mathcal{A}_{j}$ and $\zeta\left(\mathcal{B}_{j}\right)=-\mathcal{B}_{j}$ (up to smooth deformations). Thus, under $\zeta$, each $\mathcal{A}_{j}$ is invariant, while each $\mathcal{B}_{j}$ just changes its orientation. The period matrix corresponding to this canonical homology basis is (3.25) and its derivation is discussed in Appendix B.2.

We are interested in the partition function of the compact real massless boson $\phi \sim \phi+2 \pi R$ on a compact Riemann surface $\mathcal{M}$ with boundaries. The action (3.20) for this BCFT can be written also as follows

$$
\begin{equation*}
S[\phi]=\frac{1}{8 \pi} \int_{\mathcal{M}} g(d \phi, d \phi) d \mu=\frac{1}{8 \pi} \int_{\mathcal{M}} d \phi \wedge \star d \phi=\frac{\mathrm{i}}{4 \pi} \int \partial \phi \wedge \bar{\partial} \phi \tag{3.37}
\end{equation*}
$$

where $g$ is the metric tensor on $\mathcal{M}$, whose volume form is $d \mu=\sqrt{|g|} d^{2} x$, and $\star$ is the Hodge star operator. In the last equality we introduced the Dolbeault operators $\partial=\frac{1}{2}(d+i \star d)$ and $\bar{\partial}=\frac{1}{2}(d-i \star d)$. The same boundary conditions are imposed on all the boundary components of $\partial \mathcal{M}$ and in our case, they are either Dirichlet BC or Neumann BC. The action (3.37) is invariant under Weyl rescaling $g \rightarrow e^{\varphi} g$. Such invariance can be made more manifest by introducing the decomposition $d \phi=\partial \phi+\bar{\partial} \phi$ and using that $\star d z=-\mathrm{i} d z, \star d \bar{z}=\mathrm{i} d \bar{z}$, which imply $\star d \phi=-\mathrm{i} \partial \phi+\mathrm{i} \bar{\partial} \phi$. This leads to the last expression in (3.37), which is manifestly independent of the metric (in a given conformal class). The partition function $\mathcal{Z}=\int[D \phi] \mathrm{e}^{-S[\phi]}$ is obtained by performing the path integration over all field configurations that satisfy the appropriate boundary conditions in $\partial \mathcal{M}$, which are Neumann BC or Dirichlet BC in our analysis. A non-compact real boson $\phi$ takes values in $\mathbb{R}$, while in the compact case that we are considering the real field $\phi$ takes values in the circle of radius $R$, i.e. in $\mathbb{R} /(2 \pi R \mathbb{Z})$. Thus, in the latter case, the field configurations can be classified through their windings (or instanton sectors). This means that

$$
\begin{equation*}
\int_{\mathcal{P}_{j}} d \phi=2 \pi n_{j} R \quad \quad n_{j} \in \mathbb{Z} \tag{3.38}
\end{equation*}
$$

where the integer $n_{j}$ determines the winding number corresponding to the path $\mathcal{P}_{j}$, which can be either a non-contractible cycle on the Riemann surface or an open path connecting two of its boundary components.

Following the standard procedure to deal with these windings discussed in [70], in the path integral for the partition function we decompose the field $\phi=$ $\phi_{\mathrm{cl}}+\phi_{\mathrm{qu}}$ into the classical field $\phi_{\mathrm{cl}}$ and a quantum part $\phi_{\mathrm{qu}}$. The classical solution $\phi_{\mathrm{cl}}$ is a harmonic function $\phi_{\mathrm{cl}}: \mathcal{M} \rightarrow \mathbb{R} /(2 \pi R \mathbb{Z})$ satisfying (3.38) (hence it depends on the winding vector $n$, having $n_{j}$ as $j$-th element), while the quantum field $\phi_{\mathrm{qu}}$ does not have windings.
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The quadratic form of the action (3.37) combined with the fact that $\phi_{\mathrm{cl}}$ is a solution of the equation of motion lead to decomposition $S[\phi]=S\left[\phi_{\mathrm{cl}}\right]+S\left[\phi_{\mathrm{cl}}\right]$, where only the classical term $S\left[\phi_{\mathrm{cl}}\right]$ depends on the winding vector. This implies that the partition function on the Riemann surface $\mathcal{M}$ factorises as follows

$$
\begin{equation*}
\mathcal{Z}(\mathcal{M})=\mathcal{Z}_{\mathrm{cl}}(\mathcal{M} ; R) \mathcal{Z}_{\mathrm{qu}}(\mathcal{M}) \tag{3.39}
\end{equation*}
$$

where the classical and the quantum terms are defined respectively as

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{cl}}(\mathcal{M} ; R) \equiv \sum_{n} e^{-S\left[\phi_{\mathrm{cl}}\right]} \quad \mathcal{Z}_{\mathrm{qu}}(\mathcal{M}) \equiv \int\left[D \phi_{\mathrm{qu}}\right] e^{-S\left[\phi_{\mathrm{qu}}\right]} \tag{3.40}
\end{equation*}
$$

We remark that the quantum term $\mathcal{Z}_{q u}(\mathcal{M})$ is independent of the compactification radius $R$.

## Classical term

We consider first the classical part $\mathcal{Z}_{\mathrm{cl}}(\mathcal{M} ; R)$ of the partition function in (3.21) in the case of same Dirichlet BC $\phi=\phi_{0}$, where $\phi_{0}$ is a constant in $\mathbb{R} /(2 \pi R \mathbb{Z})$. Crucially we impose the same constant $\phi_{0}$ on on all the components of $\partial \mathcal{M}$ (see Appendix B.1). Exploiting the $U(1)$ invariance of the theory, we assume $\phi_{0}=0$ without loss of generality. Classical solutions of this Dirichlet problem are thus harmonic functions $\phi_{\mathrm{cl}}$ that vanish on the boundary. Combining the vanishing $(\bmod 2 \pi R)$ of $\phi_{\mathrm{cl}}$ on $\partial \mathcal{M}$ with the fact that any harmonic function is (locally) the real part of an analytic function, $\phi_{\mathrm{cl}}$ can be extended to the double $D(\mathcal{M})$ through the Schwarz reflection principle via the condition $\phi_{\mathrm{cl}}(\zeta(p))=-\phi_{\mathrm{cl}}(p)$. This means that classical solutions $\phi_{\mathrm{cl}}$ on $\mathcal{M}$ satisfying vanishing Dirichlet BC are in one-toone correspondence with classical solutions on the double $D(\mathcal{M})$ that are odd under $\zeta$. Hence, $d \phi_{\mathrm{cl}}$ is a harmonic form on $D(\mathcal{M})$ satisfying $\zeta^{*} d \phi_{\mathrm{cl}}=-d \phi_{\mathrm{cl}}$, where $\zeta^{*}$ denote the pullback by $\zeta$.
On the other hand, the even harmonic forms on $D(\mathcal{M})$ are such that $\zeta^{*} d \phi_{\mathrm{cl}}=d \phi_{\mathrm{cl}}$ and their restriction to $\mathcal{M}$ provides the classical solutions satisfying Neumann BC for all the components of $\partial \mathcal{M}$. In this case $\phi_{\mathrm{cl}}$ can be extended to $D(\mathcal{M})$ via $\phi_{\mathrm{cl}}(\zeta(p))=\phi_{\mathrm{cl}}(p)$. Alternatively, we can consider the dual field $\theta_{\mathrm{c} \text {, }}$, which is defined by $d \theta_{\mathrm{cl}}=\star d \phi_{\mathrm{cl}}$. When $\phi_{\mathrm{cl}}$ satisfies Neumann BC, the dual field $\theta_{\mathrm{cl}}$ obeys Dirichlet BC ; hence $\zeta^{*} d \theta_{\mathrm{cl}}=-d \theta_{\mathrm{cl}}$. Since $\zeta_{\mathrm{cl}}$ is an orientation reversing isometry, it anticommutes with the Hodge star operator and therefore $\zeta^{*} d \phi_{\mathrm{cl}}=d \phi_{\mathrm{cl}}$.

In the computation of the moments $\operatorname{Tr} \rho_{A}^{n}$ for the bipartitions shown in Figure 3.1, the Riemann surface $\mathcal{M}=\mathscr{D}_{n}$ is topologically equivalent to a sphere with $n$ disks removed (for $n=4$, see the right panel of Figure 3.2). Its double $D\left(\mathscr{D}_{n}\right)$ is the compact Riemann sphere of genus $g=n-1$ described in Sec.3.2.1. When $n=4$, the double $D\left(\mathscr{D}_{n}\right)$ is topologically equivalent to the Riemann surface shown in the left panel of Figure 3.2. Consider the canonical homology basis ( $\mathcal{A}_{j}, \mathcal{B}_{j}$ ) discussed in Sec.3.2.1. It is a standard result of Hodge theory [164] that there exists a unique dual basis $\left(\alpha_{j}, \beta_{j}\right)$ of real harmonic one-forms such that

$$
\begin{equation*}
\oint_{\mathcal{A}_{i}} \alpha_{j}=\delta_{i j} \quad \oint_{\mathcal{B}_{i}} \alpha_{j}=0 \quad \text { and } \quad \oint_{\mathcal{A}_{i}} \beta_{j}=0 \quad \oint_{\mathcal{B}_{i}} \beta_{j}=\delta_{i j} . \tag{3.41}
\end{equation*}
$$

Because the homology class of $\mathcal{A}_{i}$ and $\mathcal{B}_{i}$ are respectively even and odd under sigma, the relations (3.41) are also satisfied by $\zeta^{*} \alpha_{j}$ and $-\zeta^{*} \beta_{j}$. Hence, it follows
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from uniqueness that $\zeta^{*} \alpha_{j}=\alpha_{j}$ and $\zeta^{*} \beta_{j}=-\beta_{j}$, meaning that, under $\zeta$, the oneforms $\alpha_{j}$ are even, while $\beta_{j}$ are odd. For Dirichlet BC such that $\phi$ takes the same value (modulo $2 \pi R$ ) on each boundary component of $\partial \mathscr{D}_{n}$, we have that

$$
\begin{equation*}
\int_{\mathcal{B}_{j}^{+}} d \phi_{\mathrm{cl}}=2 \pi R m_{j} \quad m_{j} \in \mathbb{Z} \tag{3.42}
\end{equation*}
$$

where $j \in\{1, \ldots, n-1\}$; being $\mathcal{B}_{j}^{+}$defined as the part of $\mathcal{B}_{j}$ that lies inside $\mathscr{D}_{n}$, hence $\mathcal{B}_{j}^{+}$is a path connecting the $j$-th component to the $(j+1)$-th component of of $\partial \mathscr{D}_{n}$ (see Figure 3.4). On $D\left(\mathscr{D}_{n}\right)$, we thus have that:

$$
\begin{equation*}
\oint_{\mathcal{B}_{j}} d \phi_{\mathrm{cl}}=4 \pi R m_{j} \quad m_{j} \in \mathbb{Z} \tag{3.43}
\end{equation*}
$$

Moreover, since $\phi$ is constant on each boundary component, we have $\oint_{\mathcal{A}_{i}} d \phi_{\mathrm{cl}}=0$ for all the allowed values of $j$. The analytic continuation of $d \phi_{\mathrm{cl}}$ to $D\left(\mathscr{D}_{n}\right)$ only involves the odd harmonic forms $\beta_{j}$ as follows

$$
\begin{equation*}
d \phi_{\mathrm{cl}}=4 \pi R \sum_{j} m_{j} \beta_{j} \tag{3.44}
\end{equation*}
$$

The Riemann bilinear relation [164] provides the value of the action (3.37) for this classical solution. It reads

$$
\begin{equation*}
S\left[\phi_{\mathrm{cl}}\right]=\frac{1}{8 \pi} \int_{\mathscr{O}_{n}} d \phi_{\mathrm{cl}} \wedge \star d \phi_{\mathrm{cl}}=\frac{1}{16 \pi} \int_{D\left(\mathscr{T}_{n}\right)} d \phi_{\mathrm{cl}} \wedge \star d \phi_{\mathrm{cl}}=\pi R^{2} \mathbf{m}^{\mathrm{t}} \cdot \tau_{2}^{-1} \cdot \boldsymbol{m} \tag{3.45}
\end{equation*}
$$

where $\tau_{2} \equiv \operatorname{Im}(\tau)$ is the imaginary part of the $(n-1) \times(n-1)$ period matrix $\tau$ of $D\left(\mathscr{D}_{n}\right)$ in the canonical homology basis $\left(\mathcal{A}_{j}, \mathcal{B}_{j}\right)$. In our case, the period matrix is purely imaginary. Indeed, given a basis of the holomorphic one-forms $\omega_{k}$ such that $\oint_{\mathcal{A}_{j}} \omega_{k}=\delta_{j, k}$, we have $\zeta^{*} \omega_{k}=\bar{\omega}_{k}$ and therefore

$$
\begin{equation*}
\overline{\boldsymbol{\tau}}_{i, j}=\int_{\mathcal{B}_{i}} \bar{\omega}_{j}=\int_{\zeta\left(\mathcal{B}_{i}\right)} \omega_{j}=-\boldsymbol{\tau}_{i, j} \tag{3.46}
\end{equation*}
$$

From (3.45) and the first expression in (3.40), for vanishing Dirichlet BC one obtains

$$
\begin{equation*}
\mathcal{Z}_{n, \mathrm{cl}}^{(\mathrm{D})}=\Theta\left(-R^{2} \tau^{-1}\right) \tag{3.47}
\end{equation*}
$$

in terms of the Siegel theta function (3.24) and of the period matrix defined by (3.25), whose derivation is discussed in the Appendix B.2.

The case where Neumann BC are imposed on all the $n$ boundary components of $\mathscr{D}_{n}$ can be addressed by adapting the steps described above for Dirichlet boundary conditions. For Neumann BC, the classical solutions can be extended to $D\left(\mathscr{D}_{n}\right)$ through the requirement $\phi_{\mathrm{cl}} \circ \zeta=\phi_{\mathrm{cl}}$, as already mentioned. Given the canonical homology base introduced above (see Sec.3.2.1 and (3.41)), these classical solutions correspond to harmonic forms $d \phi_{\mathrm{cl}}$ satisfying

$$
\begin{equation*}
\int_{\mathcal{A}_{j}} d \phi_{\mathrm{cl}}=2 \pi n_{j} R \quad \int_{\mathcal{B}_{j}} d \phi_{\mathrm{cl}}=0 \quad n_{j} \in \mathbb{Z} \tag{3.48}
\end{equation*}
$$
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where $j \in\{1, \ldots, n-1\}$ and the absence of winding over $\mathcal{B}_{j}$ follows from the fact that $d \phi_{\mathrm{cl}}$ is even under $\zeta$. Thus we have

$$
\begin{equation*}
d \phi_{\mathrm{cl}}=2 \pi R \sum_{j} n_{j} \alpha_{j} \tag{3.49}
\end{equation*}
$$

Again, the Riemann bilinear relation allows us to compute the action (3.37) for these classical solutions and the result is

$$
\begin{equation*}
S\left[\phi_{\mathrm{cl}}\right]=\frac{\pi R^{2}}{4} \mathbf{n}^{\mathrm{t}} \cdot \boldsymbol{\tau} \cdot \tau_{2}^{-1} \cdot \overline{\boldsymbol{\tau}} \cdot \mathbf{n}=-\mathrm{i} \frac{\pi R^{2}}{4} \mathbf{n}^{\mathrm{t}} \cdot \boldsymbol{\tau} \cdot \mathbf{n} \tag{3.50}
\end{equation*}
$$

where the last step has been obtained by using that $\tau$ is pure imaginary, i.e. $\tau=\mathrm{i} \tau_{2}$. Finally, we obtain

$$
\begin{equation*}
\mathcal{Z}_{n, \mathrm{cl}}^{(\mathrm{N})}=\Theta\left(R^{2} \tau / 4\right) \tag{3.51}
\end{equation*}
$$

in terms of the Siegel theta function (3.24).

## Quantum term

The quantum part of the partition function in (3.21) and (3.40) for $\mathcal{M}=\mathscr{D}_{n}$ is independent of the compactification radius $R$. Rather than determining the quantum determinant of the Green function of the Laplacian on $\mathscr{D}_{n}$, we find it more convenient to adapt the analysis discussed in [71], which is heavily based on the method introduced in [70]. In Sec.3.2.1 the field $\phi$ has been decomposed into the sum $\phi=\phi_{\mathrm{cl}}+\phi_{\mathrm{qu}}$. In the following analysis of the quantum term $\phi_{\mathrm{qu}}$ is denoted just by $\phi$ to enlighten the expressions. Since $\mathcal{M}=\mathscr{D}_{n}$ is made by $n$ copies of the unit disk joined cyclically along the cut $(0, x)$, the path integral in (3.40) can be rewritten by introducing a field $\phi_{j}$ on the $j$-th copy, for $1 \leqslant j \leqslant n$. The total action reads $S[\phi]=\sum_{j} S\left[\phi_{j}\right]$ and the fields on the consecutive copies are coupled through their boundary condition along the cut.

Following [165], it is useful to perform a discrete Fourier transform for the $n$ bosonic fields in the different replicas and introduce

$$
\begin{equation*}
\tilde{\phi}_{k}=\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \mathrm{e}^{-2 \pi \mathrm{i} k j / n} \phi_{j} \quad 1 \leqslant k \leqslant n \tag{3.52}
\end{equation*}
$$

which is a complex combination of fields; hence it is more convenient to replace the real bosons $\phi_{j}$ with the complex bosons $\Phi_{j}$ throughout the computation. The result for the real field is obtained by taking the square root of the final expression. The fields introduced through the transformation (3.52) are decoupled. However, the coupling of the original fields $\phi_{j}$ through the cut imposes the following twist condition around the origin

$$
\begin{equation*}
\tilde{\phi}_{k}\left(e^{2 i \pi} z, e^{-2 i \pi} \bar{z}\right)=\mathrm{e}^{2 \pi i k / n} \tilde{\phi}_{k}(z, \bar{z}) \tag{3.53}
\end{equation*}
$$

and a similar one around the branch point at $x$, with the phase factor $\mathrm{e}^{2 \pi \mathrm{i} k / n}$ in the r.h.s. replaced by its complex conjugate.

The partition function of a complex scalar on the Riemann sphere satisfying the above twisted boundary conditions around four branch points for an assigned value of $k / n$ has been studied in [70]. In the case of the unit disk $\mathbb{D}$ and of two branch points we are dealing with, this analysis tells us that the corresponding
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partition function can be written as the two-point function of particular twist fields $\sigma_{k / n}$ and $\sigma_{k / n}^{\dagger}$ placed at the endpoints of the branch cut. This leads us to write the quantum part of the partition function as the following product (up to normalization)

$$
\begin{equation*}
\mathcal{Z}_{n, \mathrm{qu}}^{2}=\prod_{k=1}^{n-1}\left\langle\sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathbb{D}} \tag{3.54}
\end{equation*}
$$

where the mode corresponding to $k=n$ does not contribute because the corresponding twist field is the identity operator.

A method to determine $\left\langle\sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathrm{D}}$ was developed in [70] and it is based on the expectation value of the stress-energy tensor $T(z)$ in the presence of the twist fields. In Appendix B. 3 the analysis of [70] has been adapted to the specific cases under investigation and the main results are presented below. We find that

$$
\begin{align*}
\partial_{x} \log \left\langle\sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathrm{D}} & =\operatorname{Res}_{z \rightarrow x} \frac{\left\langle T(z) \sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathrm{D}}}{\left\langle\sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathbb{D}}}  \tag{3.55}\\
& =-2 h_{k / n}\left(\frac{1}{x}+\frac{1}{x-1 / \bar{x}}\right)-\partial_{x} \log \left[E_{k / n}^{(x)}(x)\right] \tag{3.56}
\end{align*}
$$

where

$$
h_{k / n} \equiv \frac{1}{2} \frac{k}{n}\left(1-\frac{k}{n}\right) \quad E_{k / n}^{(\alpha)}(x) \equiv \begin{cases}F_{k / n}\left(1-|x|^{2}\right) & \text { Dirichlet BC }  \tag{3.57}\\ F_{k / n}\left(|x|^{2}\right) & \text { Neumann BC }\end{cases}
$$

(we remind that $F_{k / n}(y) \equiv{ }_{2} F_{1}(k / n, 1-k / n ; 1 ; y)$ ). As for the quantum part of the partition function (3.54), this leads to

$$
\begin{equation*}
\partial_{x} \log \mathcal{Z}_{n, \mathrm{qu}}=-\Delta_{n}\left(\frac{1}{x}+\frac{1}{x-1 / \bar{x}}\right)-\partial_{x} \log E_{n}^{(\alpha)}(x) \tag{3.58}
\end{equation*}
$$

where we used that $\sum_{k=1}^{n-1} h_{k / n}=\Delta_{n}=\frac{1}{12}(n-1 / n)$ (see (3.2) with $c=1$ ), and we introduced

$$
\begin{equation*}
E_{n}^{(\alpha)}(x) \equiv \sqrt{\prod_{k=1}^{n-1} E_{k / n}^{(\alpha)}(x)} \tag{3.59}
\end{equation*}
$$

From the relations reported in Appendix C of [71], the function $E_{n}^{(\alpha)}(x)$ in (3.57) can be expressed as a Siegel theta function as follows

$$
\begin{equation*}
\sqrt{\prod_{k=1}^{n-1} F_{k / n}\left(|x|^{2}\right)}=\Theta(\tau(|x|)) \quad \sqrt{\prod_{k=1}^{n-1} F_{k / n}\left(1-|x|^{2}\right)}=\Theta\left(-\tau(|x|)^{-1}\right) \tag{3.60}
\end{equation*}
$$

in terms of the Siegel theta (3.24) and of the period matrix $\tau(x)$ defined in (3.25). Then, integrating (3.58), for the quantum part of the partition function we get

$$
\begin{equation*}
\mathcal{Z}_{n, \mathrm{qu}}(x) \propto \frac{1}{\mathcal{P}(x)^{\Delta_{n}} E_{n}^{(\alpha)}(x)} \quad \mathcal{P}(x) \equiv|x|^{2}\left(1-|x|^{2}\right) \tag{3.61}
\end{equation*}
$$

where

$$
E_{n}^{(\alpha)}(x) \equiv \begin{cases}\Theta(\tau(|x|)) & \text { Dirichlet BC }  \tag{3.62}\\ \Theta\left(-\tau(|x|)^{-1}\right) & \text { Neumann BC }\end{cases}
$$

and the overall constant, which can depend both on $n$ and the BC, will be fixed later.
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## Two point functions of twist fields

Combining the classical part and the quantum part of the partition function, given by (3.47)-(3.51) and (3.61)-(3.62) respectively, we find that the two-point functions of the twist fields on the unit disk $\mathbb{D}$ for the compactified massless scalar field with either Dirichlet BC or Neumann BC read respectively

$$
\begin{align*}
& \left\langle\sigma_{n}(0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathrm{D}}^{(\mathbb{D})} \tag{3.63}
\end{align*} \propto \frac{1}{\mathcal{P}(x)^{\Delta_{n}}} \frac{\Theta\left(-R^{2} \tau(x)^{-1}\right)}{\Theta\left(-\tau(x)^{-1}\right)}=\frac{1}{R^{n-1} \mathcal{P}(x)^{\Delta_{n}}} \frac{\Theta\left(\tau(x) / R^{2}\right)}{\Theta(\tau(x))}
$$

where $\mathcal{P}(x)$ has been defined in (3.61) and the last expression of (3.63) has been obtained by employing the following identity

$$
\begin{equation*}
\Theta\left(-\tau(x)^{-1}\right)=\sqrt{\operatorname{det}(-\mathrm{i} \tau(x))} \Theta(\tau(x)) \tag{3.65}
\end{equation*}
$$

which involves the Siegel theta function (3.24) and the period matrix (3.25).
In the limit $x \rightarrow 0$, for the generic element (3.25) of the period matrix we have that $\tau(x)_{i, j} \rightarrow+\mathrm{i} \infty$; therefore $\Theta(\eta \tau(x)) \rightarrow 1$ for any constant $\eta>0$, which implies that $\mathcal{F}_{n}^{(\alpha)}(x) \rightarrow 1$ as $x \rightarrow 0$ for any finite value of $R$. By applying this observation to (3.63) and (3.64), at the leading order we find that

$$
\begin{equation*}
\left\langle\sigma_{n}(0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathbb{D}}^{(\alpha)} \sim \frac{1}{|x|^{2 \Delta_{n}}} \quad x \rightarrow 0 \quad \alpha \in\{\mathrm{D}, \mathrm{~N}\} \tag{3.66}
\end{equation*}
$$

which fixes the overall normalizations in (3.63) and (3.64). Thus, we find the final result for the twist correlator on the unit disk:

$$
\begin{equation*}
\left\langle\sigma_{n}(0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathrm{D}}^{(\mathrm{D})}=\mathcal{P}(x)^{-\Delta_{n}} \frac{\Theta\left(\tau(x) / R^{2}\right)}{\Theta(\tau(x))}\left\langle\sigma_{n}(0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathrm{D}}^{(\mathbb{N})},=\mathcal{P}(x)^{-\Delta_{n}} \frac{\Theta\left(R^{2} \tau(x) / 4\right)}{\Theta(\tau(x))} \tag{3.67}
\end{equation*}
$$

Finally, the two-point twist correlators on the unit disk in (3.67) provide the expressions for the two-point twist correlator on the infinite strip and right half plane geometries, which are given by (3.6) and (3.7) respectively, as discussed in Sec 3.1.From this, one readily recovers all the sought-after entanglement measures.

The Rényi entropies for the massless scalar field in the case of Dirichlet BC and the spatial bipartition in the right panel of Figure 3.1 have been already studied in [166], where implicit results have been found. This analysis has been developed further in [121] for inhomogeneous systems. To apply the results of these works, linear integral equations must be solved and, since analytic solutions have not been found, approximate results can be obtained numerically by discretising the interval $A$, as discussed in [166]. This provides an important benchmark for our analytic results corresponding to Dirichlet BC; and we checked ${ }^{2}$ that our BCFT expression is compatible with the one obtained numerically in [166]. In particular, for $n \leqslant 5$ and various sizes for the interval, we have found numerical agreement between the period matrix $\tau$ in (3.25) and the matrix $\mathcal{M}$ of [166], once the difference

[^10]Chapter 3 - Entanglement entropies of an interval for the massless scalar field in the presence of a boundary
in the notations has been taken into account. Also the compatibility for the Rényi entropies when $n \leqslant 5$ and for various values for the compactification radius $R \in(0.5,3)$ has been checked. As $n$ increases, higher accuracy in the discretization procedure is needed to find agreement with our BCFT results in the continuum.

It is now interesting to make a more careful comparison with the results of [71], which used similar techniques to calculate Rényi entropies for two disjoint intervals in the infinite line. As already mentioned in Section 3.1, their calculation is centred around the evaluation of the partition function of the compact boson of radius $R$, on an $n$-sheeted Riemann surface $\mathcal{M}_{n}$, which is characterized by the same period matrix $\tau$ as the double $D\left(\mathcal{D}_{n}\right)$ of the $n$-sheeted disk of our setup.

Based on this geometrical connection, it is interesting to compare the universal function $\mathcal{F}_{n}^{\left[C C T^{\prime} 09\right]}$ of [71], which we reproduce below in our conventions

$$
\begin{equation*}
\mathcal{F}_{n}^{\left[C C T^{\prime} 09\right]}(r)=\frac{\Theta\left(R^{2} \tau(r) / 2\right) \Theta\left(2 \tau(r) / R^{2}\right)}{[\Theta(\tau(r))]^{2}} \tag{3.68}
\end{equation*}
$$

with the results for Neumann and Dirichlet BC in (3.23).
We note that the multiplicative factors of the period matrices in the RiemannSiegel functions in the numerator of (3.68) are not the same as the ones in the numerators of (3.23). This difference arises in the calculation for the classical part, from two sources: the winding condition around the cycle $B_{j}$ for the Dirichlet BC (3.43), and the fact that for classical action (3.45) the spacetime is $\mathcal{D}_{n}$, and not $D\left(\mathcal{D}_{n}\right)$, as it would be in the bulk case.

Thus, we found no obvious correspondence between the results for two disjoint intervals on $\mathcal{M}_{n}$ and the results for Neumann and Dirichlet BC for a compact boson with the same compactification radius $R$. However, we notice the relation:

$$
\begin{equation*}
\mathcal{F}_{n}^{\left[C C T^{\prime} 09\right], R}(r)=\mathcal{F}_{n}^{(\mathrm{D}), R / \sqrt{2}}(r) \mathcal{F}_{n}^{(\mathrm{N}, R} \sqrt{2}(r) \tag{3.69}
\end{equation*}
$$

between the universal function $\mathcal{F}_{n}^{\left[C C T^{\prime} 09\right], R}$ for a compact boson CFT of radius $R$, in the two disjoint interval setup, and the functions $\mathcal{F}_{n}^{(\mathbb{D}), R / \sqrt{2}}(r), \mathcal{F}_{n}^{(\mathbb{N}), R \sqrt{2}}(r)$ for one interval in the bulk, for compact boson BCFTs with Dirichlet and Neumann BC and different compactification radii $R / \sqrt{2}$ and $R \sqrt{2}$, respectively.

Beyond purely analytical considerations, such a relation between the bulk and boundary entanglement properties of compact boson CFTs could be of interest for numerical investigations of entanglement in the critical XXZ chain.

### 3.2.2 Decompactification regime

An important regime to explore is given by the decompactification regime $R \rightarrow \infty$.
Taking this limit in (3.23) does not provide well-defined finite expressions. A similar problem already arises for the conformal boundary states of the compact boson BCFT. Indeed, the boundary states corresponding to Dirichlet and Neumann BC can be constructed through the $|(m, n)\rangle\rangle$ Ishibashi states as follows [142]

$$
\begin{equation*}
\left.\left.|\mathrm{N}\rangle_{R}=\sqrt{\frac{R}{2}} \sum_{n \in \mathbb{Z}}|(0, n)\rangle\right\rangle \quad|\mathrm{D}\rangle_{R}=\sqrt{\frac{1}{R}} \sum_{m \in \mathbb{Z}}|(m, 0)\rangle\right\rangle \tag{3.70}
\end{equation*}
$$

and do not have a well-defined behaviour as $R \rightarrow \infty$. For these boundary states, a formal regularization scheme for the compact boson BCFT data (spectrum of
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primary fields, boundary states, structure constants) has been implemented [167, 168] to construct a well-defined decompactification limit. However, extending this procedure to the $\mathbb{Z}_{N}$ orbifold of the compact boson BCFT is beyond the scope of this work.

Well-defined expressions in the decompactification limit can be obtained as follows. Since $\Theta\left(R^{2} \tau(x) / 4\right) \rightarrow 1$ and $\Theta\left(-R^{2} \tau(x)^{-1}\right) \rightarrow 1$ in this limit, and disregarding proportionality constants for the moment, it is straightforward to find that the two-point functions of twist fields in (3.63) and (3.64) become respectively

$$
\begin{equation*}
\left\langle\sigma_{n}(0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathrm{D}}^{(\mathrm{D})} \propto \frac{1}{\mathcal{P}(x)^{\Delta_{n}}} \widetilde{\mathcal{F}}_{n}^{(\mathrm{D})}\left(x^{2}\right) \quad\left\langle\sigma_{n}(0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathrm{D}}^{(\mathbb{N})} \propto \frac{1}{\mathcal{\mathcal { P }}(x)^{\Delta_{n}}} \widetilde{\mathcal{F}}_{n}^{(\mathrm{N})}\left(x^{2}\right) \tag{3.71}
\end{equation*}
$$

where we have employed the identities (3.60) and the functions (3.28). To fix the CFT normalization in the above expressions, a careful, and slightly technical consideration of the $x \rightarrow 0$ limit of (3.71) is necessary. We relegate it to Appendix B.5.1 and give here the final results for the two-point functions on the unit disk in the decompactification regime:

$$
\begin{equation*}
\left\langle\sigma_{n}(0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathrm{D}}^{(\mathrm{D})}=\frac{1}{\mathcal{P}(x)^{\Delta_{n}}} \widetilde{\mathcal{F}}_{n}^{(\mathrm{D})}\left(x^{2}\right) \quad\left\langle\sigma_{n}(0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathbb{D}}^{(\mathbb{N})}=\frac{1}{\mathcal{P}(x)^{\Delta_{n}}} \widetilde{\mathcal{F}}_{n}^{(\mathbb{N})}\left(x^{2}\right) \tag{3.72}
\end{equation*}
$$

From (3.72) we arrive at the results reported in Section 1.14
As for the Rényi entropies of an interval in the segment, from (3.11) we have

$$
\begin{equation*}
S_{n}^{\alpha}(A)=\frac{\Delta_{n}}{n-1} \log [\mathcal{P}(u, v)]+2 \frac{\log \left(c_{n}\right)}{1-n}+\frac{1}{2(n-1)} \sum_{k=1}^{n-1} \log \left[F_{k / n}\left(y_{\alpha}\right)\right] \tag{3.73}
\end{equation*}
$$

where $y_{\mathrm{D}} \equiv 1-r$ and $y_{\mathrm{N}} \equiv r$ (we remind that $F_{k / n}(y)$ has been introduced in the text below (3.25)). The corresponding result for the interval on the half line is obtained by taking the limit $L \rightarrow \infty$ in (3.73).

Finally, by using (3.16) and (3.73), we find the following UV finite quantity

$$
\begin{equation*}
\mathcal{I}_{A}^{(n)}=\frac{\Delta_{n}}{1-n} \log (r)+\frac{1}{2(1-n)} \sum_{k=1}^{n-1} \log \left[F_{k / n}\left(y_{\alpha}\right)\right] \tag{3.74}
\end{equation*}
$$

where we have also employed that $g_{D}=g_{N}=1$ in our conventions, as shown in B.5.1, and compatible with existing results in the literature [24]. As for the entanglement entropy, the analytic continuation $n \rightarrow 1$ of (3.73) can be studied by employing the following result [71]

$$
\begin{equation*}
\lim _{n \rightarrow 1} \partial_{n}\left(\sum_{k=1}^{n-1} \log \left[F_{k / n}(y)\right]\right)=\int_{-\mathrm{i} \infty}^{\mathrm{i} \infty} \frac{\pi z \log \left[F_{z}(y)\right]}{[\sin (\pi z)]^{2}} \frac{d z}{\mathrm{i}} \equiv-\mathcal{D}_{1}^{\prime}(y) \tag{3.75}
\end{equation*}
$$

where the integral along the imaginary axis defining $\mathcal{D}_{1}^{\prime}(y)$ is evaluated numerically. This leads to the following result for the entanglement entropy of the interval in the segment

$$
\begin{equation*}
S^{\alpha}(A)=\frac{1}{6} \log [\mathcal{P}(u, v)]-\frac{\mathcal{D}_{1}^{\prime}\left(y_{\alpha}\right)}{2}+2 c_{1}^{\prime} \tag{3.76}
\end{equation*}
$$

where the constant non-universal shift is given by $c_{1}^{\prime} \equiv \lim _{n \rightarrow 1} \frac{\log c_{n}}{1-n}$. The entanglement entropy of an interval on the half line is obtained by taking the $L \rightarrow \infty$ limit of (3.76).
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From the UV finite quantity (3.74), we find it worth introducing

$$
\begin{equation*}
\widehat{\mathcal{I}}_{A ; \alpha}^{(n)} \equiv \mathcal{I}_{A}^{(n)}-\frac{\Delta_{n}}{1-n} \log (r) \tag{3.77}
\end{equation*}
$$

Its analytic continuation $n \rightarrow 1$ reads

$$
\begin{equation*}
\widehat{\mathcal{I}}_{A ; \alpha}^{(1)}=\frac{\mathcal{D}_{1}^{\prime}\left(y_{\alpha}\right)}{2} \tag{3.78}
\end{equation*}
$$

in terms of (3.75), where the constant shifts depend on the boundary conditions.
The limit $n \rightarrow \infty$ of (3.73) provides the single copy entanglement entropy in the decompactification regime. By introducing

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n-1} \sum_{k=1}^{n-1} \log \left[F_{k / n}(y)\right]=\int_{0}^{1} \log \left[F_{\kappa}(y)\right] d \kappa \equiv \mathcal{S}(y) \tag{3.79}
\end{equation*}
$$

where the integral defining $\mathcal{S}(y)$ can be evaluated numerically. For the single copy entanglement entropy of the interval in the segment, one finds

$$
\begin{equation*}
S_{\infty}^{\alpha}([u, v])=\frac{1}{12} \log [\mathcal{P}(u, v)]+\frac{\mathcal{S}\left(y_{\alpha}\right)}{2}+2 c_{\infty}^{\prime} \tag{3.80}
\end{equation*}
$$

where $c_{\infty}^{\prime} \equiv \lim _{n \rightarrow \infty} \frac{\log c_{n}}{1-n}$. The limit $L \rightarrow \infty$ of (3.80) provides the single copy entanglement entropy of the interval in the half-line in the decompactification regime.

### 3.3 Numerical results from harmonic chains

In this section, we compare the BCFT results reported in Sec 3.1 and Sec.3.2.2 for the decompactification regime with the entanglement entropies of a block of consecutive sites in the spatial bipartitions shown in Figure 3.1 for harmonic chains defined either on the semi-infinite line or on the segment, when either Dirichlet BC or Neumann BC are imposed.

The Hamiltonian of a finite harmonic chain with nearest neighbour spring-like interactions made by $N-1$ sites in the interior and two sites at its endpoints reads

$$
\begin{equation*}
\widehat{H}=\sum_{i=0}^{N}\left(\frac{1}{2 m} \hat{p}_{i}^{2}+\frac{m \omega^{2}}{2} \hat{q}_{i}^{2}\right)+\sum_{i=0}^{N-1} \frac{\kappa}{2}\left(\hat{q}_{i+1}-\hat{q}_{i}\right)^{2} \tag{3.81}
\end{equation*}
$$

in terms of the position and the momentum operators $\hat{q}_{i}$ and $\hat{p}_{i}$, that are hermitian operators satisfying the canonical commutation relations $\left[\hat{q}_{i}, \hat{q}_{j}\right]=\left[\hat{p}_{i}, \hat{p}_{j}\right]=0$ and [ $\hat{q}_{i}, \hat{p}_{j}$ ] $=\mathrm{i} \delta_{i, j}$ (we set $\hbar=1$ ). At the endpoints of the harmonic chain we impose the same boundary condition, which is either Dirichlet BC

$$
\begin{equation*}
\hat{q}_{0}=\hat{q}_{N}=0 \tag{3.82}
\end{equation*}
$$

or Neumann BC

$$
\begin{equation*}
\hat{q}_{1}-\hat{q}_{0}=0 \quad \hat{q}_{N}-\hat{q}_{N-1}=0 \tag{3.83}
\end{equation*}
$$

We consider these quadratic systems in their ground state, that is a Gaussian state. Since these are free systems, the crucial objects to perform our numerical
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analysis are the correlation matrices $Q$ and $P$, whose generic elements are the two-point correlators in the ground state, i.e. $\left\langle\hat{q}_{i} \hat{q}_{j}\right\rangle$ and $\left\langle\hat{p}_{i} \hat{p}_{j}\right\rangle$ respectively $[44,65$, 66, 156-161].

For the Dirichlet BC (3.82), the generic elements of the correlation matrices Q and $P$ are given respectively by [169]

$$
\begin{align*}
& \left\langle\hat{q}_{i} \hat{q}_{j}\right\rangle=\frac{1}{N} \sum_{k=1}^{N-1} \frac{1}{m \omega_{k}} \sin (\pi k i / N) \sin (\pi k j / N)  \tag{3.84}\\
& \left\langle\hat{p}_{i} \hat{p}_{j}\right\rangle=\frac{1}{N} \sum_{k=1}^{N-1} m \omega_{k} \sin (\pi k i / N) \sin (\pi k j / N) \tag{3.85}
\end{align*}
$$

where the dispersion relation reads

$$
\begin{equation*}
\omega_{k} \equiv \sqrt{\omega^{2}+\frac{4 \kappa}{m}[\sin (\pi k /(2 N))]^{2}}>\omega \quad 1 \leqslant k \leqslant N-1 \tag{3.86}
\end{equation*}
$$

In the massless regime (i.e. when $\omega=0$ ) and in the thermodynamic limit $N \rightarrow \infty$, these correlators simplify respectively to [163]

$$
\begin{align*}
& \left\langle\hat{o}_{i} \hat{q}_{j}\right\rangle=\frac{1}{2 \pi \sqrt{\kappa m}}(\psi(1 / 2+i+j)-\psi(1 / 2+i-j))  \tag{3.87}\\
& \left\langle\hat{p}_{i} \hat{p}_{j}\right\rangle=\frac{2 \sqrt{\kappa m}}{\pi}\left(\frac{1}{4(i+j)^{2}-1}-\frac{1}{4(i-j)^{2}-1}\right) \tag{3.88}
\end{align*}
$$

where $\psi(z)$ is the digamma function. These correlators can be employed to investigate the semi-infinite massless harmonic chain with Dirichlet BC at its origin.

When the Neumann BC (3.83) are imposed, the generic elements of the correlation matrices $Q$ and $P$ read respectively $[162,170]$

$$
\begin{equation*}
\left\langle\hat{q}_{i} \hat{q}_{j}\right\rangle=\frac{1}{2} \sum_{k=1}^{N-1} \frac{1}{m \omega_{k}} V_{i, k} V_{j, k} \quad\left\langle\hat{p}_{i} \hat{p}_{j}\right\rangle=\frac{1}{2} \sum_{k=1}^{N-1} m \omega_{k} V_{i, k} V_{j, k} \tag{3.89}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{k} \equiv \sqrt{\omega^{2}+\frac{4 \kappa}{m}\left[\sin \left(\theta_{k} / 2\right)\right]^{2}} \quad \theta_{k} \equiv \frac{\pi(k-1)}{N-1} \tag{3.90}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{i, k}=\sqrt{\frac{2-\delta_{k, 1}}{N-1}} \cos \left(\theta_{k}(i-1 / 2)\right) \tag{3.91}
\end{equation*}
$$

The correlators in (3.89) can be written as $\left\langle\hat{q}_{i} \hat{q}_{j}\right\rangle=\frac{1}{2} M_{i, j}^{(1)}$ and $\left\langle\hat{p}_{i} \hat{p}_{j}\right\rangle=\frac{1}{2} M_{i, j}^{(-1)}$, where $M_{i, j}^{(\eta)}$ is defined as follows

$$
\begin{equation*}
M_{i, j}^{(\eta)} \equiv \frac{1}{(N-1)(m \omega)^{\eta}}+\frac{2}{N-1} \sum_{k=2}^{N-1} \frac{\cos \left[\theta_{k}(i-1 / 2)\right] \cos \left[\theta_{k}(j-1 / 2)\right]}{(2 \sqrt{\kappa m})^{\eta}\left\{m \omega^{2} /(4 \kappa)+\left[\sin \left(\theta_{k} / 2\right)\right]^{2}\right\}^{\eta / 2}} \tag{3.92}
\end{equation*}
$$

In the thermodynamic limit $N \rightarrow \infty$, this expression becomes

$$
\begin{align*}
\mathcal{I}_{i, j}^{(\eta)} & \equiv \frac{2}{\pi(2 \sqrt{\kappa m})^{\eta}} \int_{0}^{\pi} \frac{\cos [\theta(i-1 / 2)] \cos [\theta(j-1 / 2)]}{\left\{m \omega^{2} /(4 \kappa)+[\sin (\theta / 2)]^{2}\right\}^{\eta / 2}} d \theta  \tag{3.93}\\
& =\frac{1}{\pi(\sqrt{2 \kappa m})^{\eta}\left[m \omega^{2} /(2 \kappa)+1\right]^{\eta / 2}} \int_{0}^{\pi} \frac{\cos [\theta(i+j-1)]+\cos [\theta(i-j)]}{\left\{1-\left[m \omega^{2} /(2 \kappa)+1\right]^{-1} \cos (\theta)\right\}^{\eta / 2}} d \theta
\end{align*}
$$
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By employing the following formula [171]

$$
\begin{equation*}
F\left(a, b ; n, \tilde{a}^{2}\right) \equiv \frac{1}{\pi} \int_{0}^{\pi} \frac{\cos (n \theta)}{(1-a \cos \theta)^{b}} d \theta=\frac{2^{b} \Gamma(n+b)}{a^{b} \Gamma(n+1) \Gamma(b)} \tilde{a}^{n+b}{ }_{2} F_{1}\left(b, n+b ; n+1 ; \tilde{a}^{2}\right) \tag{3.94}
\end{equation*}
$$

with $\tilde{a} \equiv\left(1-\sqrt{1-a^{2}}\right) / a$, the integral in the last step of (3.93) can be performed, finding

$$
\begin{equation*}
\mathcal{I}_{i, j}^{(\eta)}=\frac{1}{(\sqrt{2 \kappa m} \tilde{\omega})^{\eta}}\left[F\left(1 / \tilde{\omega}^{2}, \eta / 2 ; i+j-1, \tilde{a}^{2}\right)+F\left(1 / \tilde{\omega}^{2}, \eta / 2 ; i-j, \tilde{a}^{2}\right)\right] \tag{3.95}
\end{equation*}
$$

where $\tilde{\omega}^{2} \equiv m \omega^{2} /(2 \kappa)+1$. This observation allows us to write the analytic expressions of the correlators in (3.89) in the thermodynamic limit in terms of (3.95) as follows

$$
\begin{equation*}
\left\langle\hat{q}_{i} \hat{q}_{j}\right\rangle=\frac{1}{2} \mathcal{I}_{i, j}^{(1)} \quad\left\langle\hat{p}_{i} \hat{p}_{j}\right\rangle=\frac{1}{2} \mathcal{I}_{i, j}^{(-1)} \tag{3.96}
\end{equation*}
$$

In the massless limit $\omega \rightarrow 0$, these expressions become respectively

$$
\begin{align*}
& \left\langle\hat{q}_{i} \hat{q}_{j}\right\rangle=-\frac{1}{2 \pi \sqrt{\kappa m}}\left(\psi\left(|i-j|+\frac{1}{2}\right)+\psi\left(i+j+\frac{1}{2}\right)+\log \left(m \omega^{2} / \kappa\right)+4 \gamma+\log (4)+2 \psi\left(\frac{1}{2}\right)\right) \\
& \left\langle\hat{p}_{i} \hat{p}_{j}\right\rangle=-\frac{\sqrt{\kappa m}}{2 \pi}\left(\frac{1}{(i-j)^{2}-1 / 4}+\frac{1}{(i+j-1)^{2}-1 / 4}\right) \tag{3.97}
\end{align*}
$$

where $\gamma=-\psi(1) \simeq 0.5772$ is the Euler-Mascheroni constant. In all our numerical analyses we have set $\kappa=m=1$.

We remark that all the finite correlation matrices $Q$ and $P$ introduced above are symmetric matrices satisfying $Q P=\frac{1}{4} \mathbf{1}$, where $\mathbf{1}$ is the identity matrix, as expected for the ground state.

Another important feature to highlight is the occurrence of the zero mode: while it is forbidden by the Dirichlet BC (3.82), it is allowed by the Neumann BC (3.83). The occurrence of the zero mode heavily influences the massless limit $\omega \rightarrow 0$ of the corresponding correlators. Indeed, while for Dirichlet BC (see (3.84) and (3.85)) finite results are obtained in this limit, for Neumann BC (see (3.89)) the term corresponding to $k=1$ in $\left\langle\hat{q}_{i} \hat{q}_{j}\right\rangle$ is divergent as $\omega \rightarrow 0$. Hence, exploring the massless regime is more delicate when Neumann BC are imposed because the zero mode could lead to effects that are difficult to quantify through analytic methods.

The entanglement entropies $S_{A}^{(n)}$ of a block $A$ made by $m_{A}$ consecutive sites can be computed through a well-established method [44,65,66, 156-161]. The first step consists of introducing the reduced correlation matrices $Q_{A}$ and $P_{A}$, whose generic elements are respectively $\left\langle\hat{q}_{i} \hat{q}_{j}\right\rangle$ and $\left\langle\hat{p}_{i} \hat{p}_{j}\right\rangle$, with $i, j \in A$. Then, the Rényi entropies $S_{A}^{(n)}$ are obtained as follows

$$
\begin{equation*}
S_{n}(A)=\frac{1}{n-1} \sum_{j=1}^{m_{A}} \log \left[\left(\mu_{j}+\frac{1}{2}\right)^{n}-\left(\mu_{j}-\frac{1}{2}\right)^{n}\right] \tag{3.99}
\end{equation*}
$$

where $\left\{\mu_{1}^{2}, \ldots, \mu_{m_{A}}^{2}\right\}$ is the spectrum of the $m_{A} \times m_{A}$ matrix $Q_{A} P_{A}$ and provide the symplectic eigenvalues $\left\{\mu_{1}, \ldots, \mu_{m_{A}}\right\}$ of the covariance matrix $Q_{A} \oplus P_{A}$. The limits
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Figure 3.5: The function $\widetilde{\mathcal{F}}_{n}^{(\mathrm{D})}$ for the bipartitions in Figure 3.1 with Dirichlet boundary conditions. The black dotted lines correspond to the BCFT result given by the first expression in (3.28). The data points have been obtained for the block of $m_{A}$ consecutive sites either in the semi-infinite chain (left panel) or on the finite chain made by $N$ sites (right panel) with Dirichlet BC (see Sec. 3.3).
$n \rightarrow 1$ and $n \rightarrow \infty$ of (3.99) give respectively the entanglement entropy

$$
\begin{equation*}
S(A)=\sum_{j=1}^{m_{A}} \log \left[\left(\mu_{j}+\frac{1}{2}\right) \log \left(\mu_{j}+\frac{1}{2}\right)-\left(\mu_{j}-\frac{1}{2}\right) \log \left(\mu_{j}-\frac{1}{2}\right)\right] \tag{3.100}
\end{equation*}
$$

and the single-copy entanglement

$$
\begin{equation*}
S_{\infty}(A)=\sum_{j=1}^{m_{A}} \log \left(\mu_{j}+\frac{1}{2}\right) \tag{3.101}
\end{equation*}
$$

In the following, we report some numerical results for the entanglement entropies of a block $A$ made by $m_{A}$ consecutive sites providing the bipartitions shown in Figure 3.1, when either Dirichlet BC or Neumann BC are imposed and the whole harmonic chain is in its ground state. This leads to four possible setups for the harmonic chain: either an infinite chain on the semi-infinite line or a finite chain made by $N$ consecutive sites on the segment, and either Dirichlet BC or Neumann BC (we remind that, in the case of the segment, the same BC is chosen at both its boundaries). The continuum limit of the lattice results for the semi-infinite chain and for the segment are compared against the corresponding BCFT expressions for the massless scalar field in the decompactification regime, either on the right half plane $R H P$ or on the strip $S_{L}$ respectively.

Unless stated otherwise, for the semi-infinite chains the interval size $m_{A}$ is kept fixed while its distance from the boundary is varied in such a way that $r$ covers the whole range $r \in(0,1)$. Instead, in the finite chains of even size $N$, the whole range $r \in(0,1)$ is spanned by keeping one endpoint of $A$ fixed in the middle of the chain (this is not ambiguous for even values of $N$ ) while the interval grows towards one of the boundaries of the finite chain.
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In the case of Dirichlet BC, our lattice data are taken by setting $\omega=0$ in the correlators (3.84) and (3.87), which are still well-defined in this limit. Instead, when Neumann BC are imposed, the first correlator in (3.89) diverges in the massless limit $\omega \rightarrow 0$ because of the occurrence of the zero mode corresponding to $k=1$. This forces us to set a small but non-vanishing mass: in our analysis we have chosen $\omega m_{A} \sim 10^{-10}$ for the semi-infinite chains and $\omega N \sim 10^{-10}$ for the finite chains, which are much smaller than the other scales in each setup. This procedure is the standard one in the case of periodic BC (or infinite chain), where the zero mode occurs as well.

For the harmonic chains on the semi-infinite line, when Dirichlet BC are observed, we have observed that block sizes $m_{A} \in\{50,100\}$ are large enough to obtain a nice agreement with the BCFT predictions. Instead, for Neumann BC large sizes for the blocks are typically needed: we used $m_{A} \in\{200,400\}$ for the semi-infinite chains and $N \in\{100,200\}$ for the finite chains.

We find it worth remarking that, in all the figures of this chapter, the lattice data corresponding to Dirichlet BC have not been shifted to be compared with the BCFT curves for all the UV finite quantities considered. On the other hand, for the ones corresponding to Neumann BC, we have to introduce a constant shift depending on the Rényi index and the lattice zero-mode regulator, that we are not able to characterize analytically. It would be interesting to establish a quantitative relation between this shift and $\omega$, if it exists (see e.g. [170,172] for some results in this direction).

When the block $A$ is not adjacent to the boundary, one can consider also the blocks $A_{u}$ and $A_{v}$, starting from the boundary, and made by $m_{u}$ and $m_{v}$ consecutive sites as shown in Figure 3.6. The subsystems $A, A_{u}$ and $A_{v}$ lead to construct the ratios (3.13), which provide the combination of entanglement entropies in (3.15). The BCFT expressions for the UV finite ratios (3.13) are obtained by combining (3.14) and (3.28), which tell us also that it is worth considering $r^{\Delta_{n}} R_{A}^{(n)}$, for both the finite and semi-infinite chains. From (3.10), we have that the ratio $r$ is given by $r=\left[s\left(m_{v}-m_{u}\right) / s\left(m_{v}+m_{u}\right)\right]^{2}$ for the finite chains and $r=\left[\left(m_{v}-m_{u}\right) /\left(m_{v}+m_{u}\right)\right]^{2}$ for the semi-infinite chains.


Figure 3.6: The three intervals relevant for constructing UV finite ratios (3.13). For the semi-infinite chain, the $\alpha$ boundary on the right is sent to infinity

The numerical data for these quantities and the corresponding BCFT expressions are shown in Figure 3.5 for Dirichlet BC and in Figure 3.7 and Figure 3.8 for Neumann BC. A remarkable agreement between the lattice data points in the scaling limit and the BCFT predictions are observed for Dirichlet BC, for any value of $r$ considered and even for very large values of the Rényi index $n$. Instead, when Neumann BC are imposed, we obtain a nice agreement for $n \leqslant 7$ and $r \in(0.5,1)$. To understand these discrepancies, for Neumann BC we have
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reported also the UV finite ratio (3.13) in the cases of $n=3, n=13$ and $n=50$ (see Figure 3.8), according to the colour code adopted in Figure 3.7. To enhance the visibility of the data, the curves for various values of $n$ have been deliberately shifted vertically. The relation between the BCFT expressions of the quantities considered in Figure 3.7 and Figure 3.8 is given in (3.14). The nice behaviour of the lattice data points w.r.t. the BCFT curves in Figure 3.8 suggests that, in Figure 3.7, larger blocks and system sizes are needed to obtain a better match with the BCFT predictions.

Another possible reason for this discrepancy in Figure 3.7 could be related to the occurrence of the zero mode. We have noticed that as $n$ is increased to larger values, at fixed $N$ or $m_{A}$, one needs smaller regulating $\omega$ for the HC data to converge (up to shift). Thus, for the regulators $\omega$ and system sizes considered in (3.7) the hypothesis that the HC data and the CFT results differ only by a shift might not hold over the full range $r \in(0,1)$.

However, as mentioned earlier in this section, to probe beyond this assumption one needs to analytically characterize the dependence of $\mathcal{F}_{n}^{(N)}$ on $\omega$ in the harmonic chain, as well as the finite-size corrections to the CFT result we've found. From the point of view of numerics, it seems that to find good agreement between the HC data and the CFT prediction at large $n$ one needs to simultaneously work with larger system sizes and smaller regulators $\omega N$, to the effect of greatly increased computational time.

Finally, it seems that the data for $\mathcal{F}_{n}^{(N)}(r)$ is particularly sensitive to these effects, as opposed to the quantities plotted in Figures 3.8 and 3.13. The deviation from the CFT prediction in the $r \rightarrow 0$ case is less evident compared to Figure 5, which could simply be an artefact of plotting on a logarithmic scale. In any case, a quantitative understanding of these effects is beyond the analytical and numerical goals of this project.


Figure 3.7: The function $\widetilde{\mathcal{F}}_{n}^{(\mathbb{N})}$ for the bipartitions in Figure 3.1 with Neumann boundary conditions. The black dotted lines correspond to the BCFT result given by the second expression in (3.28). The data points have been obtained for the block of $m_{A}$ consecutive sites either in the semi-infinite chain (left panel) or on the finite chain made by $N$ sites (right panel) with Neumann BC, as discussed in Sec.3.3.
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Figure 3.8: The UV finite ratio (3.13) for the bipartitions shown in Figure 3.1 with Neumann BC and $n \in\{3,13,50\}$, with the same colour code of Figure 3.7. We have introduced artificial vertical shifts of the curves for different values of $n$ to enhance the distinguishability of the data.

Chapter 3 - Entanglement entropies of an interval for the massless scalar field in the presence of a boundary


Figure 3.9: The difference between the entanglement entropy for Dirichlet BC and Neumann BC for the bipartitions of Figure 3.1, either in the semi-infinite chains (left panel) or in the finite chains (right panel). The insets show the entanglement entropy for the two different boundary conditions. The BCFT curves have been obtained from (3.76).

In Sec.3.1 we have observed that the difference (3.18) between the entanglement entropies corresponding to two different conformally invariant boundary conditions is another interesting UV finite quantity to investigate and it is a function of the harmonic ratio $r$. In the case of the massless scalar field in the decompactification regime that we are exploring, we consider (3.29) and its analytic continuation $n \rightarrow 1$, which can be easily written by using (3.76). The results of our analyses for this UV finite quantity are shown in Figure 3.9.

The collection of the lattice data has been performed by setting $m_{v}$ to a constant value in both setups: we have chosen $m_{v} \in\{100,200,400\}$ for the semi-infinite chains, while we took $m_{v}=N / 2$ with $N \in\{100,200,400\}$ for the finite chains. Then, we varied $m_{u} \in\left\{1, \ldots, m_{v}-1\right\}$ and plotted the entanglement entropy in terms of $m_{A} / m_{v}$ and the entropy difference in terms of the corresponding cross ratio $r$ in each case. For Neumann BC, we have set $\omega m_{v} \sim 10^{-10}$ in both the semiinfinite and finite chains. In the case of Dirichlet BC, we have considered $\omega=0$, but we checked that introducing a small non-vanishing $\omega$, such that $\omega m_{v} \sim 10^{-10}$, does not lead to changes that can be observed. The agreement between the lattice data points and the corresponding BCFT predictions is excellent. In the insets of Figure 3.9 we have reported $S_{A ; \alpha}$ - const, where the constant value that has been subtracted is given by $\frac{1}{6} \log \left(2 m_{v}\right)$ for the semi-infinite chains (left panel) and $\frac{1}{3} \log (2 N / \pi)$ for finite chains (right panel).

In Sec.3.2.2 we have introduced the UV finite quantity (3.77), obtained from (3.15) and (3.14), which depends on the cross-ratio $r$. Its limit $n \rightarrow 1$ is given by the following combination

$$
\begin{equation*}
\widehat{\mathcal{I}}_{A ; \alpha}^{(1)}=\lim _{n \rightarrow 1} \frac{\log \left(r^{\Delta_{n}} R_{A}^{(n)}\right)}{1-n}=S^{\alpha}\left(A_{u}\right)+S^{\alpha}\left(A_{v}\right)-S^{\alpha}(A)+\frac{1}{6} \log r \tag{3.102}
\end{equation*}
$$

Our results for this UV finite quantity are reported in Figure 3.10 and Figure 3.11
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for Dirichlet BC and Neumann BC respectively. The corresponding BCFT expressions are given by (3.78), which correspond to the dashed lines in these figures. When imposing Dirichlet boundary conditions, we observe a remarkable consistency between the lattice data points and the BCFT prediction, indicating an excellent agreement for this quantity. Instead, a slight discrepancy is found in the case of Neumann BC, which might be due to the zero mode, whose effect we are not able to quantify.

The numerical analysis discussed above allows to evaluate also the corresponding single copy entanglement (1.18) by applying (3.101). The resulting numerical data in the thermodynamic limit can be compared with the BCFT predictions given by (3.80) and (3.79). These comparisons are shown in Figure 3.12 and Figure 3.13 for Dirichlet and Neumann BC respectively (semi-infinite chains and finite chains made by $N$ sites have been considered in the left and right panels respectively). In these figures, the harmonic chain data for $n \rightarrow \infty$ have been obtained through (3.101). In particular, by using (3.14), one obtains

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\log \left(r^{\Delta_{n}} R_{A}^{(n)}\right)}{1-n}=S_{\infty}^{\alpha}(A)-S_{\infty}^{\alpha}\left(A_{u}\right)-S_{\infty}^{\alpha}\left(A_{v}\right)-\frac{1}{12} \log r \tag{3.103}
\end{equation*}
$$

Also in this analysis, we observe an excellent agreement between the lattice data points in the scaling limit and the corresponding BCFT predictions for Dirichlet BC; while in the case of Neumann BC, some discrepancy occurs (see the right panel of Figure 3.13, for small values of $r$ )
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Figure 3.10: The UV finite quantity (3.102) for Dirichlet BC. The dashed curves correspond to the BCFT prediction (3.78). The results for the semi-infinite chains and the finite chains made by $N$ sites are reported in the left and right panels respectively.


Figure 3.11: The UV finite quantity (3.102) for Neumann BC, with the same notation described in the caption of Figure 3.10.
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Figure 3.12: Single copy entanglement entropy for the bipartitions in Figure 3.1 (see (3.103)) when Dirichlet BC are imposed. The same harmonic chains of Figure 3.5 have been employed.


Figure 3.13: Single copy entanglement entropy for the bipartitions in Figure 3.1 (see (3.103)) when Neumann BC are imposed. The same harmonic chains of Figure 3.7 have been employed.
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### 3.4 Conclusions

In this chapter, we have employed CFT techniques to calculate the leading behaviour of entanglement entropies in a critical one-dimensional system belonging to the Luttinger liquid universality class. Specifically, we have examined the scenarios where region A is an interval located on the half line or within a segment that is not adjacent to the system boundary, as depicted in Figure 3.1.

In the case of the segment, the same boundary condition has been imposed at both endpoints. Both Dirichlet and Neumann boundary conditions have been considered. Our main results for the interval in the half line and in the segment are given in (3.11), with the functions $\mathcal{F}_{n}^{(\alpha)}(r)$ given in (3.23), written in terms of the Siegel theta function and of the period matrix (3.25), which occurs also for the entanglement entropies of two disjoint intervals on the line [71]. Our analysis extends the one performed in [120], whose results are recovered when $n=2$. Furthermore, we have checked numerically that our analytical expressions are compatible with the implicit results of [166] for the compact boson with Dirichlet boundary conditions.

In the decompactification regime, the analytic expressions found through the BCFT approach of the twist fields method (see Sec. 3.2.2) have been compared with the corresponding numerical results obtained in harmonic chains (see Sec.3.3) for the bipartitions shown in Figure 3.1. In the case of Dirichlet BC excellent agreement has been found (see Figure 3.5, Figure 3.10 and Figure 3.12), while for Neumann BC some discrepancies occurs (see Figure3.7, Figure 3.8, Figure 3.11 and Figure 3.13). It is important to note that both the non-compact massless scalar field and the harmonic chain exhibit a zero mode when Neumann boundary conditions are applied. Consequently, they lack a normalizable ground state, requiring the introduction of an infrared cut-off. The discrepancy observed may originate from the method employed to regulate these models. In the case of the harmonic chain, the zero mode was regulated by introducing a small mass, while for the non-compact boson, the zero mode was regulated by compactifying the target space. Finite size corrections in particular are expected to be sensitive to the IR regulator [172]. Also, the UV finite quantity is given by the difference between the entanglement entropy corresponding to different BC has been studied, finding excellent agreement with the numerical lattice data (see Figure 3.9).

Natural extensions of our analysis involving the compact scalar could be performed by considering mixed boundary conditions [173], or non-vanishing temperature for the entire system, or a non vanishing mass [174], or a subsystem made by the union of a generic number of disjoint intervals [88, 175, 176], or spatially inhomogeneous backgrounds [121, 128, 166], or defects [150, 177-180].

Our results can be developed further in various directions. As for the lattice calculations in the harmonic chains discussed in Sec. 3.3, a general issue to address is to find a way to control analytically the effects of the zero mode. In our analysis, this could help to understand the above-mentioned discrepancies between our BCFT expressions and the lattice results when Neumann BC are imposed. We find it worth investigating the spatial bipartitions in Figure 3.1 also in other interesting $1+1$ dimensional models like the Ising BCFT [29], interacting BCFT models (see e.g. the Liouville field theory [181, 182]). It may also be interesting to explore further the effect of physical boundaries for other related entanglement quantifiers like the entanglement Hamiltonians and their spectra [109,183-196] or the logarithmic negativity [163, 197-206].

## Chapter 4

## Renyi entropies for one-dimensional quantum systems with mixed boundary conditions

### 4.1 Introduction

In this chapter, we consider the Rényi entanglement entropy in an open system with mixed boundary conditions, when the subregion $A$ is a single interval touching the boundary - we take the boundary condition ( BC ) at one end of the chain to be different from the BC at the other end (see Figure 4.1). In the scaling limit, such an open critical system is described by a Boundary Conformal Field Theory (BCFT), with a well-understood [30,31, 108, 124] correspondence between the chiral Virasoro representations and the conformal boundary conditions allowed by the theory, and an algebra of boundary operators that interpolate between them.


Figure 4.1: An interval of length $\ell$ in a 1d critical chain with mixed $\mathrm{BC}(\alpha \beta)$ and length $L$.

The more accessible setup of an interval touching one of two identical boundaries has been thoroughly analysed using either conformal field theory methods [ $46,87,94,120,207$ ] or exact free fermion techniques [125, 126, 139]. These analytical studies have been complemented with numerical implementations based on density-matrix renormalization group (DMRG) techniques [96, 111, 208, 209] and other methods [210]. In that setup, the subsystem $A$ is at the end of a finite system with the same boundary condition $\alpha$ on both sides. The computation of the Rényi entanglement entropies rests on the evaluation of a twist one-point function on the upper half-plane. Such a correlation function is straightforwardly fixed by conformal invariance, and as a consequence, the entanglement entropy exhibits a simple dependence on the interval and system sizes. Explicitly, in the case of an interval of length $\ell$ at the end of a system of size $L$, one finds the leading universal
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behaviour (1.52), derived in [46]. When one studies systems with mixed BC, at the level of the BCFT one has to introduce BCCOs, and thus the corresponding correlators are more complicated. The core idea of this framework is that the singular behaviour associated with the change in boundary conditions can be encoded in the form of operators placed on the boundary, that interpolate between regions of different $\mathrm{BC} \alpha \neq \beta$. Thus, to compute the Rényi entropy $S_{n}$ in this setup, we will evaluate three-point functions with one twist operator and two BCCO insertions. Such setups have already been studied for the Ising and XX chains in [94], at the level of the CFT on the replicated surface, and rely on the knowledge of relatively simple closed-form expressions for the $2 n$-point correlator of BCCOs on the unit disk for their calculations. However, such knowledge is the exception, rather than the norm, for generic BCFTs.

In this chapter, we present an alternative method to compute such twist correlation functions with mixed BCs, based on the null-vectors of the BCCOs. The most technically demanding part of this framework is finding Ordinary Differential Equations (ODEs) that the correlators satisfy. According to Cardy's doubling trick [108], in the half-plane geometry, the three-point functions of interest obey the same Ward identities as a four-point conformal block with the corresponding operators, where the bulk twist operator $\sigma(z, \bar{z})$ is replaced by the insertion of $\sigma(z) \sigma^{\dagger}(\bar{z})$. Thus, in an adaptation of the method of [118], we can derive a differential equation by combining knowledge of the null-vector conditions obeyed by the twisted and untwisted fields under the symmetry algebra of the cyclic orbifold [119] with the derivation of well-chosen Ward identities obtained from current insertions in the correlators of interest. The final ingredient is the determination of a subset of the (bulk and boundary) structure constants of the cyclic orbifold BCFT, which fix the specific linear combination of solutions of the differential equation that gives the sought correlator.

We have illustrated this approach with a variety of BCFT setups, that share a common assumption: in the mother CFT, the mixed boundary conditions ( $\alpha \beta$ ) are implemented by a BCCO which is degenerate at level two under the Virasoro algebra.

We provide here the outline of the chapter. In Section 4.2, we give a more concrete description of our setup and a summary of the analytical results obtained in this work. Section 4.3 contains a comparison of our BCFT results with lattice data, for both the Ising and three-state Potts critical chains. In Section 4.4 we review some elements of the cyclic orbifold construction, with a focus on its implementation on the upper-half plane. We discuss in this section the bulk and boundary operator algebra and show how some orbifold bulk and boundary structure constants can be expressed in terms of mother BCFT quantities by unfolding and factorizing arguments. We dedicate Section 4.5 to the derivation of ODEs for the different setups described above. On top of the announced derivations involving orbifold Ward identities, we also use the results on the fusion rules of the $\mathbb{Z}_{n}$ cyclic orbifold of [211] and some mathematical facts about the hypergeometric differential equation, to derive low-order differential equations for the Ising case. Finally, we have relegated the more technical derivations to the Appendix, to avoid congesting the logical flow of the paper.
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### 4.2 Setup and summary of analytic results

We consider a quantum system at criticality on an open chain of size $L$, whose universal properties are captured by a two-dimensional boundary conformal field theory (BCFT). The left and right sides of the system are governed by conformal boundary conditions denoted as $\alpha$ and $\beta$ respectively. Our objective is to evaluate the entanglement entropy of the ground state between the interval $A=[0, \ell]$ and the remaining part of the system $B=[\ell, L]$, as depicted in Figure 4.1.

In the thermodynamic limit ${ }^{1}$ the $n^{\text {th }}$ Rényi entropy $S_{n}(\ell)$ is given (up to a non-universal additive constant), by a correlation function of twist fields $\sigma[46]$ :

$$
\begin{equation*}
S_{n}(l)=\frac{1}{1-n} \log \langle\sigma(w, \bar{w})\rangle_{S_{L}}^{(\alpha \beta)}, \quad w=\bar{w}=\ell \tag{4.1}
\end{equation*}
$$

where $\$_{L}$ denote the infinite strip (with imaginary time running along the imaginary axis)

$$
\begin{equation*}
\mathbb{S}_{L}=\{w \in \mathbb{C}, 0<\operatorname{Re}(w)<L\} \tag{4.2}
\end{equation*}
$$

with boundary condition $(\alpha, \beta)$ on both sides of the strip. When $\alpha=\beta$, the result is well known [46] and is given by (1.52). At the CFT level, having the same boundary condition $\alpha=\beta$ at both ends of the chain implies that the ground state is conformally trivial, in the sense that its image under the state-operator correspondence is the boundary identity operator. That is to say, the ground state is the highest weight state $\left|\psi_{11}\right\rangle$ with conformal dimension $h_{11}=0$. Upon mapping to the upper half plane $\mathbb{H}$ via the map $z: \mathbb{S}_{L} \rightarrow \mathbb{H}$

$$
\begin{equation*}
z(w)=-e^{-\frac{i \pi w}{L}}=e^{i \frac{i \pi L-w)}{L}} \tag{4.3}
\end{equation*}
$$

computing the entanglement entropy boils down to the evaluation of a one-point function

$$
\begin{equation*}
\langle\sigma(w, \bar{w})\rangle_{\mathrm{S}_{L}}^{(\alpha \alpha)}=\left\langle\Psi_{11}\right| \sigma(\ell)\left|\Psi_{11}\right\rangle_{\mathrm{S}_{L}}^{(\alpha \alpha)}=\left|\frac{\pi}{L} z\right|^{2 h_{\sigma}}\langle\sigma(z, \bar{z})\rangle_{\mathbb{H}}^{\alpha} \tag{4.4}
\end{equation*}
$$

from which one easily recovers (1.52). However, when distinct boundary conditions are employed, the ground state is no longer trivial. In this case, it is mapped, under the state-operator correspondence, to a BCCO $\Psi^{\alpha \beta}$ that interpolates between these distinct boundary conditions. Consequently, one has to evaluate a three-point function instead

$$
\begin{equation*}
\langle\sigma(w, \bar{w})\rangle_{S_{L}}^{(\alpha \beta)}=\left\langle\Psi^{(\alpha \beta)}\right| \sigma(w, \bar{w})\left|\Psi^{(\alpha \beta)}\right\rangle_{S_{L}}=\left|\frac{\pi}{L} z\right|^{2 h_{\sigma}}\left\langle\Psi^{(\beta \alpha)}(\infty) \sigma(z, \bar{z}) \Psi^{(\alpha \beta)}(0)\right\rangle_{\mathbb{H}} \tag{4.5}
\end{equation*}
$$

Furthermore the CFT correlation function $\langle\sigma(w, \bar{w})\rangle_{S_{L}}^{(\alpha \beta)}$ captures only the leading asymptotic behaviour of the entanglement entropy as the system size tends to infinity [118]. When comparing with a finite-size system, one needs to consider various sources of corrections originating from irrelevant deformations of the Hamiltonian in both the bulk and the boundary [144, 145]. Additionally, one should generally be concerned about parity effects [146]. The most significant corrections arise from the subleading scaling of the lattice twist operators [118].
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Similar to any other lattice operator, the lattice twist operator $\hat{\sigma}$ can be expressed, in the continuum limit, as a local combination of scaling operators [73, 74]

$$
\begin{equation*}
\hat{\sigma} \sim \sum_{j} c_{n}^{j} \epsilon^{2 h_{\sigma_{j}}} \sigma_{j} \tag{4.6}
\end{equation*}
$$

where $\epsilon \rightarrow 0$ is an ultraviolet cut-off such as e.g. the lattice spacing. The constants $c_{n}^{j}$ are non-universal, dimensionful amplitudes, and the sum contains an infinite series of contributions from increasingly irrelevant operators. The leading operator is the bare twist field $\sigma$, which is primary with respect to the orbifold symmetry algebra $O V \operatorname{ir} \otimes O \bar{V}$ ir. We shall denote its corresponding non-universal amplitude $c_{n}^{1} \equiv c_{n}$ for brevity. The subleading contributions consist of its descendants with respect to this algebra, as well as the composite or excited twist fields $\sigma_{j}[118,149]$ and their descendants.

It is well known [94, 212] that for open systems, the finite-size corrections to the leading CFT prediction for the entanglement entropy are much more severe than for a periodic chain. To reproduce numerical data, it is crucial to identify and compute the leading finite-size correction, that is correlation functions involving excited twist fields

$$
\begin{equation*}
\left\langle\sigma_{j}(w, \bar{w})\right\rangle_{S_{L}}^{(\alpha \beta)}=\left|\frac{\pi}{L} z\right|^{2 h_{\sigma_{j}}}\left\langle\Psi^{(\beta \alpha)}(\infty) \sigma_{j}(z, \bar{z}) \Psi^{(\alpha \beta)}(0)\right\rangle_{\mathbb{H}} \tag{4.7}
\end{equation*}
$$

Let us now present a summary of the results obtained in this approach.

## Summary of results

The main results of this chapter pertain to the second and third Rényi entropies, under a specific scenario where the boundary conditions $(\alpha, \beta)$ are chosen in such a way that the ground state of the mother BCFT of central charge:

$$
\begin{equation*}
c=1-\frac{6(1-g)^{2}}{g} \tag{4.8}
\end{equation*}
$$

corresponds to $\left|\psi_{12}\right\rangle$, characterized by a conformal dimension $h_{12}=(3 g-2) / 4$. As a consequence, $\left|\psi_{12}\right\rangle$ possesses a null-vector at level 2, enabling us to establish an ordinary differential equation that governs the orbifold correlation function

$$
\begin{equation*}
\left\langle\Psi_{12}^{(\beta \alpha)}(\infty) \sigma_{j}(z, \bar{z}) \Psi_{12}^{(\alpha \beta)}(0)\right\rangle_{\mathbb{H}} \tag{4.9}
\end{equation*}
$$

for a primary excited twist field $\sigma_{j}$. Such differential equations can be solved analytically in some cases (see Section 4.5), but if closed-form solutions are not available one can always employ series methods (as explained in Appendix C.7). The solutions can then be used to determine (4.9) as detailed in Section 4.5.

In the $\mathbb{Z}_{2}$ orbifold of a generic BCFT, we have derived a second-order and a fourth-order ODE, respectively for the bare and composite ${ }^{2}$ twist correlator. In the $\mathbb{Z}_{3}$ orbifold of a generic BCFT, we have determined a third-order ODE for the bare twist correlator. We have also worked out, for the case of the $\mathbb{Z}_{2}$ and $\mathbb{Z}_{3}$ cyclic orbifolds of the Ising BCFT, a variety of lower-order ODEs. All these ODEs are presented and derived in Section 5.

[^12]Chapter 4 - Renyi entropies for one-dimensional quantum systems with mixed boundary conditions

## Exact results for the $\mathbb{Z}_{2}$ orbifold

We have obtained an exact result ${ }^{3}$ for the leading BCFT contribution to the second Rényi entropy, which applies to any critical system described by a BCFT based on a minimal model $\mathcal{M}\left(p, p^{\prime}\right)$ with mixed conformal $\mathrm{BC}(\alpha, \beta)$ chosen such that the most relevant BCCO interpolating between them is $\psi_{12}^{(\alpha \beta)}$ :

$$
\begin{equation*}
S_{2}^{\alpha \beta}([0, \ell])=\frac{c}{8} \log \frac{2 L}{\pi \epsilon} \sin \left(\frac{\pi \ell}{L}\right)-\log F_{2}^{(\alpha \beta)}(\ell / L) \tag{4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{2}^{(\alpha \beta)}(\ell / L)=\frac{1}{g_{\alpha}} G_{g}(\ell / L)+\frac{1}{g_{\beta}} G_{g}((L-\ell) / L) \tag{4.11}
\end{equation*}
$$

and $G_{g}$ does not depend on the boundary conditions and is given by

$$
\begin{equation*}
G_{g}(\ell / L)=\frac{\sin 2 \pi g}{\sin 3 \pi g}\left(I_{g}\left(-\cos \frac{\pi \ell}{L}\right)+2 \cos \pi g I_{g}\left(\cos \frac{\pi \ell}{L}\right)\right) \tag{4.12}
\end{equation*}
$$

with

$$
\begin{equation*}
I_{g}(x)=\left(\frac{1+x}{2}\right)^{2 g-1}{ }_{2} \mathrm{~F}_{1}\left(g, 1-g ; 2-2 g \left\lvert\, \frac{1-x}{2}\right.\right) \tag{4.13}
\end{equation*}
$$

is essentially a Legendre function of the first kind. This expression depends in a very simple way on the boundary conditions $\alpha$ and $\beta$ via the terms $g_{\alpha}$ and $g_{\beta}$, and is manifestly invariant under exchanging $\alpha \leftrightarrow \beta$ and $\ell \rightarrow L-\ell$. For $g \geq 1 / 2$, the function $G_{g}$ interpolates smoothly between $G_{g}(0)=1$ and $G_{g}(1)=0$, making manifest that the first term in (4.11) dominates the small $\ell$ behaviour, while the second term controls the $\ell \rightarrow L$ asymptotic. To put it differently, $F_{2}^{(\alpha \beta)}(\ell / L)$ interpolates between its extremal values

$$
\begin{equation*}
F_{2}^{(\alpha \beta)}(0)=\frac{1}{g_{\alpha}}, \quad \text { and } \quad F_{2}^{(\alpha \beta)}(1)=\frac{1}{g_{\beta}} . \tag{4.14}
\end{equation*}
$$

It is interesting to check that the theoretical prediction for this kind of mixed BC has the expected behaviour as the twist operator approaches the $\alpha$ and $\beta$ boundaries. We remind that the second Rényi entropy of an interval $\ell$ touching one of the identical boundaries of a finite system of size $L$ is given by:

$$
\begin{equation*}
S_{2}^{\gamma}([0, \ell])=\frac{c}{8} \log \left[\frac{2 L}{\pi \epsilon} \sin \left(\frac{\pi \ell}{L}\right)\right]+\log g_{\gamma} \tag{4.15}
\end{equation*}
$$

In the limits $\ell \rightarrow 0$ and $\ell \rightarrow L$ the effect of the boundary $\beta$ and respectively, $\alpha$ is suppressed. In consequence, we expect that this asymptotic behaviour is captured by (4.15) with $\gamma=\alpha$ and $\gamma=\beta$, correspondingly.

To illustrate this result, we have plotted in Figure 4.2 the Rényi entropy $S_{2}^{\alpha \beta}$ shifted by $\frac{c}{8} \log L$ for different choices of mixed $B C$ in the $A$-series minimal model $\mathcal{M}(10,9)$. We remind that in such BCFTs, the conformal BC are in one-to-one correspondence with the primary fields $\phi_{r s}$ of the theory, and thus it is convenient to label them as $\alpha \equiv(r, s)$
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Figure 4.2: Shifted second Rényi entropies for the mixed BC setups $((1,2),(1,1))$, $((6,6),(6,5))$ and $((8,4),(8,3))$ for the BCFTs based on $\mathcal{M}(10,9)$. The black curves denote the mixed $B C$ prediction interpolating between the identical $B C$ results in each case.

Furthermore, we've found that for a subset of these pairs of conformal BCs $(\alpha, \beta)$ in a generic minimal model $\mathcal{M}\left(p, p^{\prime}\right)$, the expressions in (4.10) gains interesting features. At the level of the mother BCFT, this is the case whenever the operator $\psi_{13}^{(\beta \beta)}$ is not allowed in the theory. For BCFTs based on $A$-series minimal models $\mathcal{M}\left(p, p^{\prime}\right)$, this holds for any pair of mixed conformal BCs $(\alpha, \beta) \equiv((r, 2),(r, 1))$, labelled by bulk primary fields with $1 \leq r<p$. In this case, the following relation holds for their corresponding ground state degeneracies

$$
\begin{equation*}
1+2 \cos (\pi g) \frac{g_{(r, 2)}}{g_{(r, 1)}}=0 \tag{4.16}
\end{equation*}
$$

and the function $F_{2}^{(\alpha \beta)}$ simplifies into

$$
\begin{equation*}
F_{2}^{((r, 2)(r, 1))}\left(\frac{\ell}{L}\right)=\frac{1}{g_{(r, 2)}}(-2 \cos \pi g) I_{g}\left(\cos \frac{\pi l}{L}\right) \tag{4.17}
\end{equation*}
$$

Consider now the difference in second Rényi entropies between two mixed BC setups $((r, 2),(r, 1))$ and $\left(\left(r^{\prime}, 2\right),\left(r^{\prime}, 1\right)\right)$ for the same bulk CFT. We then find the following universal result:

$$
\begin{equation*}
\Delta S_{2}=S_{2}^{\left(\left(r^{\prime}, 2\right),\left(r^{\prime}, 1\right)\right)}-S_{2}^{((r, 2),(r, 1))}=\log \frac{g_{(r, 2)}}{g_{\left(r^{\prime}, 2\right)}}=\log \frac{g_{(r, 1)}}{g_{\left(r^{\prime}, 1\right)}} \tag{4.18}
\end{equation*}
$$

where the latter equation follows from the expression of $g_{(r, s)}=S_{(r, s),\left(r_{0}, s_{0}\right)} / \sqrt{S_{(1,1),\left(r_{0}, s_{0}\right)}}$ [32] in terms of S-matrix elements of minimal models [23] - here ( $r_{0}, s_{0}$ ) denote the Kac label of the field with the lowest conformal dimension of the diagonal bulk CFT. In particular, for unitary minimal models $\left(r_{0}, s_{0}\right)=(1,1)$.

We illustrate these ideas graphically for the $A$-series minimal model $\mathcal{M}(6,5)$ in Figure 4.3, by plotting the second Rényi entropies shifted by $\frac{c}{8} \log L$ for two mixed BC setups $((1,2),(1,1))$ and $((3,2),(3,1))$, together with the relevant identical BC setups for each case.
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Figure 4.3: Shifted second Rényi entropies for the mixed BC setups $((1,2),(1,1))$ and $((3,2),(3,1))$ for the BCFTs based on $\mathcal{M}(6,5)$. The difference between the two curves is constant with respect to the interval size, and thus fixed by their respective asymptotic behaviours around $\ell \rightarrow 0$ and $\ell \rightarrow L$

### 4.3 Numerical results and finite-size corrections in quantum chains

To provide an independent appraisal of the validity of our CFT results, we have performed a numerical analysis on the Ising and three-state Potts open quantum chains for different settings of mixed BC. Once finite-size effects are properly accounted for, the validity of the CFT results becomes apparent.

We should note that the Rényi entropies in the Ising case have already been obtained, for generic $n$ in the work of [94], through a different approach. We found that our analytical calculations (for $n=2,3$ ) are compatible with their results.

Furthermore, by studying the finite-size corrections to their result, we manage to quantitatively understand the deviation of the chain data from the leading CFT prediction in the DMRG numerical analysis of [94], even for relatively large system sizes $M \sim 10^{2}$ sites. Thus, when the subleading CFT contribution to the Rényi entropy is taken into account, as our analysis shall show, the agreement with the lattice data is excellent, even for the small system sizes $M \sim 26$ sites accessible to exact diagonalization.
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### 4.3.1 The Ising quantum chain with mixed BC

The Hamiltonian of the Ising quantum chain with open $B C$, describing $M$ spins with generic $B C$ at the boundary, is given by:

$$
\begin{equation*}
H_{\alpha \beta}=-\sum_{j=1}^{M-1} s_{j}^{z} s_{j+1}^{z}-h \sum_{j=1}^{M} s_{j}^{x}-h_{\alpha} s_{1}^{z}-h_{\beta} s_{M}^{z}, \tag{4.19}
\end{equation*}
$$

where $s_{j}^{x, y, z}$ denote Pauli spin operators acting non-trivially at site $j$, and as identity at all the other sites. We denote the lattice spacing by $\epsilon$, so that the length of the chain is $L=M \epsilon$. The parameters $h_{\alpha}, h_{\beta}$ denote external fields (in the $z$ direction) acting at the boundary sites $j=1$ and $j=M$. The ground state of this Hamiltonian is then found by exact diagonalization (ED) for system sizes $M \leq 26$ sites, and from it, the Rényi entropies are extracted.

To take the scaling limit of the critical chain, we send $M \rightarrow \infty, \epsilon \rightarrow 0$ while keeping $L$ fixed. In this limit, criticality is achieved in the bulk for $h=1$, while each boundary admits three critical points $h_{\alpha}, h_{\beta} \in\{0, \pm \infty\}$.

From a CFT perspective, the scaling limit of the critical Ising chain with open boundaries is very well understood. It is described by the BCFT with central charge $c=1 / 2$ and a bulk operator spectrum consisting of three primary operators - the identity $\mathbf{1}\left(h_{1}=0\right)$, energy $\varepsilon\left(h_{\varepsilon}=0\right)$ and spin operators $s\left(h_{s}=1 / 16\right)$ - and their descendants [23]. The three boundary critical points correspond to the three conformal boundary conditions for the Ising BCFT, which, in the framework of radial quantization on the annulus, allow the construction of the following physical boundary states [23, 108]:
where $|i\rangle\rangle$ denotes the Ishibashi state [108][140] corresponding to the primary operator $i$. The physical boundary states $|\alpha\rangle$ are in one-to-one correspondence with the primary fields of the bulk CFT ${ }^{4}:|f\rangle \leftrightarrow s$ and $| \pm\rangle \leftrightarrow \mathbf{1} / \varepsilon$. The boundary fields that interpolate between two conformal BCs can be inferred from this correspondence, as shown in [108],[130]. Thus, the spectrum of primary boundary fields $\psi_{i}^{(\alpha \beta)}$ of the Ising BCFT is the one of Table 4.1.

| $(\alpha \beta)$ | + | - | $f$ |
| :---: | :---: | :---: | :---: |
| + | $\psi_{1}$ | $\psi_{\varepsilon}$ | $\psi_{s}$ |
| - | $\psi_{\varepsilon}$ | $\psi_{1}$ | $\psi_{s}$ |
| $f$ | $\psi_{s}$ | $\psi_{s}$ | $\psi_{1}, \psi_{\varepsilon}$ |

Table 4.1: Boundary operator spectrum of the Ising BCFT
On the discrete side, we are calculating the one-point correlator of the lattice twist operator $\hat{\sigma}(m, t)$, where ( $m, t$ ) are square-lattice coordinates. In the scaling limit with $\epsilon \rightarrow 0, \hat{\sigma}(m, t)$ admits a local expansion into scaling operators of the corresponding orbifold CFT. The two most relevant terms in this expansion are:

$$
\begin{equation*}
\hat{\sigma}(m, t)=c_{n} \epsilon^{2 h_{\sigma}} \sigma_{1}(w, \bar{w})+c_{n}^{\varepsilon} \epsilon^{2 h_{\sigma_{\varepsilon}}} \sigma_{\varepsilon}(w, \bar{w})+\text { less relevant terms }, \tag{4.22}
\end{equation*}
$$
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with the composite twist operator $\sigma_{\varepsilon}$ defined in (4.49) and $h_{\sigma_{\varepsilon}}=h_{\sigma}+h_{\varepsilon} / n$. The integers ( $m, t$ ) parametrize the lattice, and they are related to the continuum coordinate on the strip as $w=(m+i t) \epsilon, \bar{w}=(m-i t) \epsilon$. We can take advantage of the translation invariance in the $t$ direction to fix the "time" coordinate of the lattice twist operators to be $t=0$. We will then denote their continuum coordinate by $\ell=m \epsilon$.

The amplitudes $c_{n}$ and $c_{n}^{\varepsilon}$ in (4.22) are not universal quantities, so we cannot determine them by CFT techniques. However, they are also independent of the global properties of the system (e.g. choice of BC ) so they can be found from a numerical analysis of the infinite Ising chain. Here one can employ the free fermion techniques of [148] and the well-known analytical results for the Rényi entropy of an interval in an infinite system $[46,214]$ to fit for the values ${ }^{5}$

We can now express the lattice one-point twist correlator with generic mixed $B C$ as an expansion of CFT correlators:

$$
\begin{equation*}
\langle\hat{\sigma}(m, 0)\rangle^{\alpha \beta}=c_{n} \epsilon^{2 h_{\sigma}}\langle\sigma(\ell, \ell)\rangle_{S_{L}}^{\alpha \beta}+c_{n}^{\varepsilon} \epsilon^{2 h_{\sigma_{\varepsilon}}}\left\langle\sigma_{\varepsilon}(\ell, \ell)\right\rangle_{S_{L}}^{\alpha \beta}+\ldots \tag{4.23}
\end{equation*}
$$

Using the map (4.3), we can make the dependence on system size in (4.23) explicit:

$$
\begin{equation*}
\langle\hat{\sigma}(m, 0)\rangle^{\alpha \beta}=c_{n}\left(\frac{M}{\pi}\right)^{-2 h_{\sigma}}\langle\sigma(z, \bar{z})\rangle_{\mathbb{H}}^{\alpha \beta}+c_{n}^{\varepsilon}\left(\frac{M}{\pi}\right)^{-2 h_{\sigma_{\varepsilon}}}\left\langle\sigma_{\varepsilon}(z, \bar{z})\right\rangle_{\mathbb{H}}^{\alpha \beta}+\ldots \tag{4.24}
\end{equation*}
$$

where $z=\exp (i \pi(L-\ell) / L), \bar{z}=\exp (-i \pi(L-\ell) / L)$. In our computational setup, the system sizes accessible through exact diagonalization are limited to $M \leq 26$ and, since twist operators are placed between lattice sites, we have only considered even system sizes.

With system sizes of this order of magnitude, finite-size corrections are quite strong. The most relevant corrections we have found arise from the subleading scaling of the lattice twist operator, given in equation (4.24). The relative scaling of the subleading term with respect to the leading one is $O\left(M^{-2 h_{\varepsilon} / n}\right)$. Finite-size corrections of this magnitude can be suppressed only with much larger system sizes $M \sim 10^{3}$ sites, as shown in [120]. Since we do not have access, numerically, to system sizes large enough to suppress these corrections, we had to take into account the first two terms in the expansion of (4.24) to find a good agreement with the lattice data. Furthermore, as the work of [94] suggests, the finite-size effects are still important, even at the much larger system sizes $M \sim 100$ sites accessible through DMRG methods. We mention that such subleading contributions to the lattice twist operator, which have been identified here from the operator spectrum of the $\mathbb{Z}_{2}$ cyclic orbifold, have previously been understood, through the path integral formalism on the corresponding replicated surface, under the name of "unusual corrections" [144, 145].

We give now the results in the $\mathbb{Z}_{2}$ orbifold for the correlators appearing in the expansion (4.23), for mixed fixed BC with $\alpha=+, \beta=-$ (calculated in Appendix
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C.4) and mixed free-fixed BC with $\alpha=+$ and $\beta=f$ :

$$
\begin{align*}
& \left\langle\sigma_{1}(\ell, \ell)\right\rangle_{S_{L}}^{+-}=2^{-5 / 2}\left(\frac{2 L}{\pi}\right)^{-1 / 16} \frac{7+\cos \frac{2 \pi \ell}{L}}{\left(\sin \frac{\pi \ell}{L}\right)^{1 / 16}}, \\
& \left\langle\sigma_{\varepsilon}(\ell, \ell)\right\rangle_{S_{L}}^{+-}=2^{-5 / 2}\left(\frac{2 L}{\pi}\right)^{-9 / 16} \frac{1-9 \cos \frac{2 \pi \ell}{L}}{\left(\sin \frac{\pi \ell}{L}\right)^{9 / 16}}, \\
& \left\langle\sigma_{1}(\ell, \ell)\right\rangle_{S_{L}}^{+f}=2^{1 / 2}\left(\frac{2 L}{\pi}\right)^{-1 / 16} \frac{\cos \frac{\pi \ell}{4 L}}{\left(\sin \frac{\pi \ell}{L}\right)^{1 / 16}},  \tag{4.25}\\
& \left\langle\sigma_{\varepsilon}(\ell, \ell)\right\rangle_{S_{L}}^{+f}=-2^{1 / 2}\left(\frac{2 L}{\pi}\right)^{-9 / 16} \frac{\cos \frac{3 \pi \ell}{4 L}}{\left(\sin \frac{\pi \ell}{L}\right)^{9 / 16}}
\end{align*}
$$

where the interval $\ell$ starts at the $\alpha=+$ boundary. The expressions for the bare twist correlators are in accord with the equivalent results obtained in [94].

With this mention, we show in Figure 4.4 the remarkable agreement between our CFT calculations for the two terms contributing to the second Rényi entropy $S_{2}^{\alpha \beta}=-\log \langle\hat{\sigma}(m, 0)\rangle^{(\alpha \beta)}$ of the interval $[0, m]$ on the lattice, and the numerical results for the critical Ising chain from the exact diagonalization of the Hamiltonian. Figure 4.4a illustrates the case of different ( $\pm$ ) fixed BC on the two sides of the chain, while Figure 4.4 b corresponds to letting the $m=0$ site free and applying a magnetic field at the boundary site $m=M-1$.

To illustrate the large amplitude of finite-size effects, we show in Figure 4.5 how the CFT prediction fares against the lattice results with and without the incorporation of the subleading term. Even for the curve including both subleading and leading terms in (4.24), the agreement with lattice data is not perfect close to the boundary. This can be traced to the presence of corrections from descendants of twist operators, which introduce terms of $O\left(M^{-h_{e}-1}\right)$ relative to the bare twist contribution.

We can repeat the same kind of analysis for the third Rényi entropy, related to the $\mathbb{Z}_{3}$-orbifold one-point function by $S_{3}^{\alpha \beta}=-\frac{1}{2} \log \langle\hat{\sigma}(m, 0)\rangle^{(\alpha \beta)}$. The Ising orbifold correlators in this case are given by:

$$
\begin{align*}
& \left\langle\sigma_{1}(\ell, \ell)\right\rangle_{S_{L}}^{+-}=3^{-2}\left(\frac{2 L}{\pi}\right)^{-1 / 9} \frac{7+2 \cos \frac{2 \pi \ell}{L}}{\left(\sin \frac{\pi \ell}{L}\right)^{1 / 9}}, \\
& \left\langle\sigma_{\varepsilon}(\ell, \ell)\right\rangle_{S_{L}}^{+-}=3^{-2}\left(\frac{2 L}{\pi}\right)^{-4 / 9} \frac{1+8 \cos \frac{2 \pi \ell}{L}}{\left(\sin \frac{\pi \ell}{L}\right)^{4 / 9}}, \\
& \left\langle\sigma_{1}(\ell, \ell)\right\rangle_{S_{L}}^{+f}=2\left(\frac{2 L}{\pi}\right)^{-1 / 9} \frac{\cos \frac{\pi \ell}{3 L}}{\left(\sin \frac{\pi \ell}{L}\right)^{1 / 9}},  \tag{4.26}\\
& \left\langle\sigma_{1}(\ell, \ell)\right\rangle_{S_{L}}^{+f}=2^{1 / 9}\left(\frac{2 L}{\pi}\right)^{-4 / 9} \frac{\cos \frac{2 \pi \ell}{3 L}}{\left(\sin \frac{\pi \ell}{L}\right)^{4 / 9}} .
\end{align*}
$$

In Figure 4.6, we once again compare our CFT calculations (including both the leading and subleading term) with the critical chain results for the third Rényi entropy $S_{3}^{\alpha \beta}$, to good agreement for mixed fixed BC (Fig. 4.6a) and mixed free fixed
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Figure 4.4: Plots of the second Rényi entropy $S_{2}^{\alpha \beta}([m / M])$ in the critical Ising chain with two types of mixed $B C$ for a chain of size $M=26$. The interval is grown from the $\alpha=+$ boundary. We stress that the CFT prediction contains both the leading and subleading BCFT contributions to $S_{2}^{\alpha \beta}([m / M])$

BC (Fig. 4.6b). As for the $\mathbb{Z}_{2}$ results, including the CFT subleading contribution to $S_{3}^{\alpha \beta}$ is necessary to find a satisfying match with the lattice results. Further finite-size corrections in this case decay as $O\left(M^{-\frac{2 t_{\varepsilon}}{3}-1}\right)$.

As advertised at the beginning of the section, our results for the bare twist correlators (for all configurations of mixed BC) are compatible with the ones of [94]. The subleading contribution to the Rényi entropies from the excited twist correlator is largely responsible for the mismatch between the lattice and CFT data in the aforementioned article.

### 4.3.2 The three-state Potts quantum chain with mixed BC

A natural extension of the Ising chain, the three-state Potts model allows the spins at each site to take one of three possible values $\{R, G, B\}$, which we can also conveniently parametrize by third roots of unity $\{1, \omega, \bar{\omega}\}$, with $\omega=\exp (2 \pi i / 3)$. The Hamiltonian of the three-state Potts model, tuned to its bulk critical point
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Figure 4.5: Comparison of the second Rényi entropy in the critical Ising chain of size $M=26$ with mixed free fixed BC with CFT results. Inclusion of the subleading term in the expansion 4.24 is crucial for obtaining a satisfying agreement with lattice data
[216][217],[14] is given by:

$$
\begin{equation*}
H_{\alpha \beta}=-\zeta\left[\sum_{j=1}^{M-1}\left(Z_{j} Z_{j+1}^{\dagger}+Z_{j}^{\dagger} Z_{j+1}\right)+\sum_{j=2}^{M-1}\left(X_{j}+X_{j}^{\dagger}\right)+h H_{1}^{(\alpha)}+h H_{M}^{(\beta)}\right] \tag{4.27}
\end{equation*}
$$

where $h$ are boundary couplings, $\zeta=\frac{\sqrt{3}}{2 \pi^{3 / 2}}$ is the conformal normalization factor [14] and the operators $Z_{j}$ and $X_{j}$ act at site $j$ as:

$$
Z=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{4.28}\\
0 & \omega & 0 \\
0 & 0 & \omega^{2}
\end{array}\right), \quad X=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right)
$$

The terms $H_{1}^{(\alpha)}$ and $H_{M}^{(\beta)}$ set the BCs at the ends of the chain. For this analysis, we will set fixed BC of type $R$ at site $M$ and restricted boundary conditions of type $\{G, B\}$ at site 1 - the spin at site 1 is forbidden from taking the value $R$. The critical points of interest for the boundaries correspond to $h=+\infty$. However, for any $h>0$, the boundaries will flow towards the same critical points, up to irrelevant boundary perturbations[143]. These are typically inconsequential for $h$ a large positive value. Furthermore, in our numerical analysis we can, in fact, implement $|h| \rightarrow \infty$ by restricting the local Hilbert spaces of the boundary sites to exclude the $\{G, B\}$ and $\{R\}$ configurations on the left and, respectively, right boundary.

The scaling limit $M \rightarrow \infty, \epsilon \rightarrow 0$ (with $L=M \epsilon$ fixed) of this critical chain is also well understood. It is given by the D-series BCFT $\mathcal{M}(6,5)$ with central charge $c=4 / 5$ and a bulk primary operator spectrum that contains the scalar fields given in Table 4.2 as well as the non-diagonal fields $\left\{\phi_{2 / 5,7 / 5}, \phi_{7 / 5,2 / 5}, \phi_{3,0}, \phi_{0,3}\right\}$ whose labels indicate their respective holomorphic and antiholomorphic conformal dimensions. One can, as shown in Table 4.2, assign a $\mathbb{Z}_{3}$ charge to the scalar fields, and their respective conformal families, that is consistent with the fusion rules
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Figure 4.6: Plots of the third Rényi entropy $S_{3}^{\alpha \beta}([m / M])$ in the critical Ising chain with two types of mixed $B C$ for a chain of size $M=26$. The interval is grown from the $\alpha=+$ boundary.
between them. The conjugation in Table 4.2 is, therefore, used to differentiate the fields with the same conformal dimension, but opposite $\mathbb{Z}_{3}$ charge.

| Diagonal fields | $(h, \bar{h})$ | $\mathbb{Z}_{3}$ charge |
| :---: | :---: | :---: |
| $\mathbf{1}$ | $(0,0)$ | 0 |
| $\varepsilon \equiv \phi_{12}$ | $\left(\frac{2}{5}, \frac{2}{5}\right)$ | 0 |
| $\phi_{13}$ | $\left(\frac{7}{5}, \frac{7}{5}\right)$ | 0 |
| $\phi_{14}$ | $(3,3)$ | 0 |
| $s, s^{\dagger} \equiv \phi_{33}$ | $\left(\frac{1}{15}, \frac{1}{15}\right)$ | $\pm 1$ |
| $\psi, \psi^{\dagger} \equiv \phi_{34}$ | $\left(\frac{2}{3}, \frac{2}{3}\right)$ | $\pm 1$ |

Table 4.2: Spectrum of spinless primary operators in the three-state Potts CFT
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In the scaling limit, the fixed and restricted ${ }^{6}$ boundary critical points will correspond, naturally, to the conformal boundary states [108, 218].

$$
\begin{array}{ll}
\left.\left.\left.\left.\left.\left.|\mathbf{1}\rangle=\mathcal{N}[(|\mathbf{1}\rangle\rangle+|\psi\rangle\rangle+\left|\psi^{+}\right\rangle\right\rangle\right)+\lambda(|\epsilon\rangle\rangle+|s\rangle\right\rangle+\left|s^{\dagger}\right\rangle\right\rangle\right)\right] & \text { (fixed } R \text { ) } \\
\left.\left.\left.\left.\left.|\psi\rangle=\mathcal{N}\left[(|\mathbf{1}\rangle\rangle+\omega|\psi\rangle+\bar{\omega}\left|\psi^{+}\right\rangle\right\rangle\right)+\lambda(|\epsilon\rangle\rangle+\omega|s\rangle\right\rangle+\bar{\omega}\left|s^{\dagger}\right\rangle\right\rangle\right)\right] & \text { (fixed G) } \\
\left.\left.\left.\left.\left.\left.\left|\psi^{+}\right\rangle=\mathcal{N}[(|\mathbf{1}\rangle\rangle+\bar{\omega}|\psi\rangle\rangle+\omega\left|\psi^{+}\right\rangle\right\rangle\right)+\lambda(|\epsilon\rangle\rangle+\bar{\omega}|s\rangle\right\rangle+\omega\left|s^{\dagger}\right\rangle\right\rangle\right)\right] & \text { (fixed B) } \\
\left.\left.\left.\left.\left.\left.|\varepsilon\rangle=\mathcal{N}\left[\lambda^{2}(|\mathbf{1}\rangle\rangle+|\psi\rangle\right\rangle+\left|\psi^{+}\right\rangle\right\rangle\right)-\lambda^{-1}(|\epsilon\rangle\rangle+|s\rangle\right\rangle+\left|s^{\dagger}\right\rangle\right\rangle\right)\right] & \text { (restricted GB) } \\
\left.\left.\left.\left.\left.\left.|s\rangle=\mathcal{N}\left[\lambda^{2}(|\mathbf{1}\rangle\rangle+\omega|\psi\rangle\right\rangle+\bar{\omega}\left|\psi^{+}\right\rangle\right\rangle\right)-\lambda^{-1}(|\epsilon\rangle\rangle+\omega|s\rangle\right\rangle+\bar{\omega}\left|s^{+}\right\rangle\right\rangle\right)\right] & \text {(restricted } R B) \\
\left.\left.\left.\left.\left.\left|s^{+}\right\rangle=\mathcal{N}\left[\lambda^{2}(|\mathbf{1}\rangle\rangle+\bar{\omega}|\psi\rangle+\omega\left|\psi^{+}\right\rangle\right\rangle\right)-\lambda^{-1}(|\epsilon\rangle\rangle+\bar{\omega}|s\rangle\right\rangle+\omega\left|s^{\dagger}\right\rangle\right\rangle\right)\right] & \text { (restricted } R G \text { ), } \tag{4.29}
\end{array}
$$

where

$$
\begin{equation*}
\mathcal{N}=\sqrt{\frac{2}{\sqrt{15}} \sin \frac{\pi}{5}}, \quad \lambda=\sqrt{\frac{\sin (2 \pi / 5)}{\sin (\pi / 5)}} \tag{4.30}
\end{equation*}
$$

and the $|i\rangle\rangle$ 's are the Ishibashi states defined in [108]. These conformal boundary states are labelled by the primary fields of Table 4.2.

Due to the $\mathbb{Z}_{3}$ symmetry of our model, we have some freedom to set which conformal boundary state corresponds to the fixed boundary condition $R$ in the chain. However, this uniquely determines the CFT boundary state that corresponds to the restricted boundary conditions GB. This can be understood by considering the spectrum of boundary fields that can interpolate between these conformal BC [31], and ensuring the results are consistent with the underlying $\mathbb{Z}_{3}$ symmetry. In our case, choosing fixed $R \leftrightarrow|\mathbf{1}\rangle$ forces us to assign restricted $G B \leftrightarrow|\varepsilon\rangle$. The most relevant boundary field interpolating between these BCs is $\psi_{12}^{(G B, R)}$ [31] with conformal dimension $h_{\varepsilon}=2 / 5$.

We will now compare the quantum chain data for the second Rényi entropy in the critical Potts chain with our correlator calculations in the $\mathbb{Z}_{2}$ orbifold of the BCFT defined above. Our analysis will parallel the one for the Ising critical chain. We first hypothesize the form of the local expansion (4.22) of the lattice twist operator $\hat{\sigma}_{m, n}$ in the case of the three-state Potts model:

$$
\begin{equation*}
\hat{\sigma}(m, n)=c_{2} \epsilon^{2 h_{\sigma}} \sigma(w, \bar{w})+c_{2}^{\varepsilon} \epsilon^{2 h_{\sigma_{\varepsilon}}} \sigma_{\varepsilon}(w, \bar{w})+\text { less relevant terms }, \tag{4.31}
\end{equation*}
$$

where $h_{\sigma}=1 / 20$, and the composite twist operator $\sigma_{\varepsilon}$ is built with the energy operator $\varepsilon$ of the Potts model so that $h_{\sigma_{\varepsilon}}=1 / 4$. We've numerically estimated the parameters $c_{2}, c_{2}^{\varepsilon}$ by a simple analysis of the critical three-state Potts critical chain with periodic boundary conditions. Following this, the one-point lattice twist correlator with our choice of mixed BC can be calculated from:

$$
\begin{equation*}
\langle\hat{\sigma}(m, 0)\rangle^{(G B, R)}=c_{2}\left(\frac{M}{\pi}\right)^{-2 h_{\sigma_{1}}}\langle\sigma(z, \bar{z})\rangle_{\mathbb{H}}^{(G B, R)}+c_{2}^{\varepsilon}\left(\frac{M}{\pi}\right)^{-2 h_{\sigma_{\varepsilon}}}\left\langle\sigma_{\varepsilon}(z, \bar{z})\right\rangle_{H}^{(G B, R)}+\ldots \tag{4.32}
\end{equation*}
$$

The correlators in (4.32) satisfy the second order (4.87) and fourth order (4.114) ODEs with $g=6 / 5$. While the solutions to equation (4.87) are known exactly (4.92), one needs to solve (4.114) numerically to find the conformal blocks in the expansion (4.81) of the excited twist correlator $\left\langle\sigma_{\varepsilon}(z, \bar{z})\right\rangle_{H}^{\alpha \beta}$. This is done by a standard numerical implementation of the Frobenius method, whose details we leave for Appendix C.7.
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As in the case of the Ising BCFT, not all the solutions of these differential equations are needed to build the twist field correlators in (4.32). Crucially, we note that in the three-state Potts mother BCFT, there is no boundary operator $\psi_{7 / 5}^{(R R)}$ living on the fixed conformal boundary of type $R$ [31]. This means, as discussed at the end of Section 4.5.1, that the expression for the leading BCFT to the second Rényi entropy is given by (4.10) with the extra constraint (4.16). The relevant ground state degeneracies were calculated in [217] and we reproduce them here for convenience:

$$
\begin{equation*}
g_{R}=\left(\frac{5-\sqrt{5}}{30}\right)^{\frac{1}{4}} \quad g_{G B}=2 g_{R} \cos (\pi / 5) \tag{4.33}
\end{equation*}
$$

Consequently, one finds the leading BCFT contribution in this case to be:

$$
\begin{equation*}
S_{2}^{G B \mid R}(\ell) \sim \frac{c}{8} \log \frac{2 L}{\pi a} \sin \left(\frac{\pi \ell}{L}\right)-\log F_{2}^{(G B, R)}(l / L) \tag{4.34}
\end{equation*}
$$

with:

$$
\begin{equation*}
F_{2}^{(G B, R)}\left(\frac{\ell}{L}\right)=\frac{1}{g_{G B}}\left(-2 \cos \pi \frac{6}{5}\right) I_{\frac{6}{5}}\left(\cos \frac{\pi l}{L}\right) \tag{4.35}
\end{equation*}
$$

where $I_{g}$ is defined in (4.13). For the excited twist correlator, we do not have a closed form expression, but the relevant expression (4.126) can be evaluated numerically, as explained in Section 4.5.2.

Putting everything together, we can compare the lattice prediction for the second Rényi entropy $S_{2}^{G B \mid R}=-\log \langle\hat{\sigma}(m, 0)\rangle^{(G B, R)}$ with our analytic results in Figure 4.7. While the CFT prediction does not satisfyingly match the lattice data at all points, we observe that the inclusion of the subleading term gives an analytic curve that is closer to the lattice data. However, it is not enough to make up for the severe finite-size effects.

Firstly, due to the operator content of the D-series $\mathcal{M}_{6,5}$ CFT, we expect the higher order corrections in 4.32 to have a slower power law decay than in the case of the Ising CFT. We conjecture that the next-to-subleading contribution to (4.32) will decay as $\sim M^{-2\left(h h_{\sigma_{e}}+1 / 2\right)}$. These corrections, we believe, arise from the combined contribution of the $\left\langle\sigma_{\phi_{13}}(w, \bar{w})\right\rangle_{S}^{(G B, R)}$ and $\left\langle L_{-1 / 2}^{(1)} \bar{L}_{-1 / 2}^{(1)} \sigma_{\phi_{12}}(w, \bar{w})\right\rangle_{S}^{(G B, R)}$. While the first correlator can be calculated by a repeat of the method employed for the subleading term, the correlator involving the descendant twist field requires the derivation of a new differential equation. Such an endeavour is beyond the scope of this chapter.

Furthermore, the quantum chain sizes we can reach are diminished in the case of the three-state Potts model, since the size of the space of states grows as $\sim 3^{M}$. This memory constraint prevents us from reaching sizes at which higher-order corrections are suppressed, using our computational methods. This limitation can be, perhaps, bypassed through the usage of more sophisticated numerical tools, such as DMRG or tensor network methods, to access system sizes $M$ for which the unknown higher-order correction terms are further suppressed.

Finally, one can use the method of Appendix C.7, applied this time to the third order ODE of Section 4.5 .3 to derive the leading CFT contribution to the $S_{3}^{G B \mid R}([0, \ell])$ Rényi entropy. Since in this case, we have not derived an ODE for the excited twist correlator, we have no handle on the finite-size corrections to the lattice data, which should be even more severe for $n=3$.
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Figure 4.7: Comparison of the second Rényi entropy in the critical three-state Potts chain of size $M=18$ with mixed ( $G B, R$ ) BC with CFT results.

Instead, we have just checked that the CFT result for mixed BC matches the values for the third Rényi entropies for identical $G B$ and $R$ boundaries:

$$
\begin{equation*}
\left.S_{3}^{\alpha}[0, \ell]\right)=\frac{c}{9} \log \left[\frac{2 L}{\pi \epsilon} \sin \left(\frac{\pi \ell}{L}\right)\right]+\log g_{\alpha} \tag{4.36}
\end{equation*}
$$

in the asymptotic regimes $\ell \rightarrow 0$ and $\ell \rightarrow L$ respectively.
Our expectations are met, as Figure 4.8 confirms.
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Figure 4.8: Comparison of shifted third Rényi entropies for $(G B, R),(R, R)$ and $(G B, G B) B C$. The mixed BC curve can be seen to interpolate between the identical $B C$ results
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### 4.4 The cyclic orbifold

In this section, we will present the construction of the cyclic orbifold BCFT on the upper half-plane $\mathbb{H}$. After reviewing a few essential features of the $\mathbb{Z}_{n}$ orbifold on the Riemann sphere, we will discuss conformal boundary conditions, boundary operators as well as bulk-boundary and boundary-boundary operator algebras.

### 4.4.1 The cyclic orbifold on the Riemann sphere

To build a cyclic orbifold CFT, one starts from any mother CFT $\mathcal{M}$ and constructs the tensor product theory $\mathcal{M}^{\otimes n}$. Then one considers all the $\mathbb{Z}_{n}$ equivalent ways of connecting the copies of the product theory, which creates $n$ different sectors, each with its corresponding operator families and labelled by a $\mathbb{Z}_{n}$ twist charge $[k]$. The spectrum of the cyclic orbifold $\mathcal{M}_{n}$ is then built as a reunion of the operator families from all the sectors $[k]$.

## Symmetry algebra and operator content

In $\mathcal{M}_{n}$, each copy $a$ of the mother CFT carries the components of the stress-energy tensor $T_{a}(z), \bar{T}_{a}(\bar{z})$. We define the discrete Fourier modes of these currents as

$$
\begin{equation*}
T^{(r)}(z)=\sum_{a=0}^{n-1} \omega^{a r} T_{a}(z), \quad \bar{T}^{(r)}(\bar{z})=\sum_{a=0}^{n-1} \omega^{a r} \bar{T}_{a}(\bar{z}), \tag{4.37}
\end{equation*}
$$

where $r$ is considered modulo $n$, and we have used the notation $\omega=\exp (2 i \pi / n)$. They satisfy the OPEs

$$
\begin{align*}
& T^{(r)}(z) T^{(s)}(w)=\frac{\delta_{r+s, 0} n c / 2}{(z-w)^{4}}+\frac{2 T^{(r+s)}(w)}{(z-w)^{2}}+\frac{\partial T^{(r+s)}(w)}{z-w}+\operatorname{reg}_{z \rightarrow w}, \\
& \bar{T}^{(r)}(\bar{z}) \bar{T}^{(s)}(\bar{w})=\frac{\delta_{r+s, 0} n c / 2}{(\bar{z}-\bar{w})^{4}}+\frac{2 \bar{T}^{(r+s)}(\bar{w})}{(\bar{z}-\bar{w})^{2}}+\frac{\partial \bar{T}^{(r+s)}(\bar{w})}{\bar{z}-\bar{w}}+\operatorname{reg}_{\bar{z} \rightarrow \bar{w}} \tag{4.38}
\end{align*}
$$

where the Kronecker symbols $\delta_{r+s, 0}$ are understood modulo $n$. The symmetric modes $T^{(0)}(z)$ and $\bar{T}^{(0)}(\bar{z})$ are the components of the stress-energy tensor of $\mathcal{M}_{n}$ with central charge $n c$, whereas the other Fourier modes $T^{(r)}(z), \bar{T}^{(r)}(\bar{z})$ with $r \neq 0$ should be regarded as additional conserved currents. Altogether, these Fourier modes encode an extended conformal symmetry. The modes associated with these currents are defined in the usual way:

$$
\begin{align*}
& L_{m}^{(r)}=\frac{1}{2 i \pi} \oint d z z^{m+1} T^{(r)}(z), \\
& \bar{L}_{m}^{(r)}=\frac{1}{2 i \pi} \oint d \bar{z} \bar{z}^{m+1} \bar{T}^{(r)}(\bar{z}) . \tag{4.39}
\end{align*}
$$

In the sector of twist charge [ $k$ ] one has the following mode decompositions

$$
\begin{align*}
& T^{(r)}(z)=\sum_{m \in-k r / n+\mathbb{Z}} z^{-m-2} L_{m}^{(r)} \\
& \bar{T}^{(r)}(\bar{z})=\sum_{m \in+k r / n+\mathbb{Z}} \bar{z}^{-m-2} \bar{L}_{m}^{(r)} \tag{4.40}
\end{align*}
$$
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and the commutation relations

$$
\begin{align*}
& {\left[L_{m}^{(r)}, L_{p}^{(s)}\right]=(m-p) L_{m+p}^{(r+s)}+\frac{n c}{12} m\left(m^{2}-1\right) \delta_{m+p, 0} \delta_{r+s, 0},} \\
& {\left[\bar{L}_{m}^{(r)}, \bar{L}_{p}^{(s)}\right]=(m-p) \bar{L}_{m+p}^{(r+s)}+\frac{n c}{12} m\left(m^{2}-1\right) \delta_{m+p, 0} \delta_{r+s, 0}} \tag{4.41}
\end{align*}
$$

Hermitian conjugation of the modes acts as:

$$
\begin{equation*}
\left(L_{m}^{(r)}\right)^{\dagger}=L_{m n}^{(-r)}, \quad\left(\bar{L}_{m}^{(r)}\right)^{\dagger}=\bar{L}_{-m}^{(-r)} \tag{4.42}
\end{equation*}
$$

Orbifold primary operators are, by definition, annihilated by the action of all the positive modes of $\mathrm{OVir} \otimes \overline{\mathrm{OVir}}$. Descendant operators with respect to this algebra are constructed by the action of the negative $m$ modes. We establish the notation for descendants of a scaling (primary or not) operator $O$ :

$$
\begin{align*}
& \left(L_{m}^{(r)} \cdot O\right)(z, \bar{z}):=\frac{1}{2 i \pi} \oint_{C_{z}} d w(w-z)^{m+1} T^{(r)}(w) O(z, \bar{z}), \\
& \left(\bar{L}_{m}^{(r)} \cdot O\right)(z, \bar{z}):=\frac{1}{2 i \pi} \oint_{C_{z}} d \bar{w}(\bar{w}-\bar{z})^{m+1} \bar{T}^{(r)}(\bar{w}) O(z, \bar{z}), \tag{4.43}
\end{align*}
$$

where the contour $C_{z}$ encloses the point $z$.
It will be useful to work with the primary operator spectrum with respect to the neutral subalgebra $A \otimes \bar{A}$ generated by the algebra elements

$$
\begin{equation*}
L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \quad \text { and } \quad \bar{L}_{m_{1}}^{\left(r_{1}\right)} \ldots \bar{L}_{m_{p}}^{\left(r_{p}\right)}, \quad \text { with } r_{1}+\cdots+r_{p}=0 \bmod n . \tag{4.44}
\end{equation*}
$$

One can classify all $\mathbb{Z}_{n}$-symmetric operators of $\mathcal{M}_{n}$ into representations of $A \otimes$ $\bar{A}$. This organization, described in detail in [211], distinguishes between three types of operators. First, we have identified the untwisted non-diagonal operators $\Phi_{\left[j_{1} \ldots j_{n}\right]}$. These operators are built from $\mathbb{Z}_{n}$-symmetrized combinations of products of mother CFT primary operators $\phi_{j}$ (with $j=1$ referring to the identity operator 1):

$$
\begin{equation*}
\Phi_{\left[j_{1} \ldots j_{n}\right]}:=\frac{1}{\sqrt{n}} \sum_{a=0}^{n-1}\left(\phi_{j_{1+a}} \otimes \cdots \otimes \phi_{j_{n+a}}\right), \tag{4.45}
\end{equation*}
$$

in which at least one pair satisfies $j_{i} \neq j_{k}$. Its conformal dimension is given by $h_{\left[j_{1} \ldots j_{n}\right]}=\sum_{s} h_{j_{s}}$.

The second type of primary operators under the neutral algebra are the $u n$ twisted diagonal fields $\Phi_{j}^{(r)}$, where the Fourier replica index $r$ takes values in $\mathbb{Z}_{n}$. The $r=0$ diagonal fields are defined to be:

$$
\begin{equation*}
\Phi_{j}^{(0)}=\Phi_{j}:=\phi_{j} \otimes \cdots \otimes \phi_{j}, \tag{4.46}
\end{equation*}
$$

while for $r \neq 0$, they are constructed as:

$$
\begin{equation*}
\Phi_{j}^{(r)}:=\frac{1}{2 n h_{j}} L_{-1}^{(r)} \bar{L}_{-1}^{(-r)} \cdot \Phi_{j}, \quad \mathbf{1}^{(r)}:=\frac{2}{n c} L_{-2}^{(r)} \bar{L}_{-2}^{(-r)} \cdot \Phi_{1}, \tag{4.47}
\end{equation*}
$$

The conformal dimension of a diagonal operator $\Phi_{j}^{(r)}$ is then generically given by

$$
\begin{equation*}
h_{j}^{(r)}=n h_{j}+\delta_{r, 0}\left(1+\delta_{j, 1}\right) \tag{4.48}
\end{equation*}
$$
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We should note that the diagonal operators with $r=0$ and the non-diagonal operators are also primary under $\mathrm{OVir} \otimes \overline{\mathrm{OVir}}$.

Finally, we have to consider twist operators, which come in distinct flavours. For this chapter, we will mostly work with twist operators with Fourier replica in$\operatorname{dex} r=0$. Thereupon, just as for the diagonal fields, we will drop this specification when the context heavily implies it, to decongest the notation.

We first consider the ubiquitous bare twist operators [46, 70, 87, 123] which are denoted in our conventions $\sigma^{[k]}=\sigma_{1}^{[k]}$, or, in light notation, $\sigma=\sigma^{[1]}$ and $\sigma^{\dagger}=\sigma^{[-1]}$. We have also the composite twist fields $\sigma_{j}^{[k]}$, which can be defined through point-splitting as in [219]:

$$
\begin{equation*}
\sigma_{j}^{[k]}(z, \bar{z}):=\mathcal{A}_{j} \lim _{\epsilon \rightarrow 0}\left[\epsilon^{2\left(1-n^{-1}\right) h_{j}} \Phi_{[j, 1, \ldots, 1]}(z+\epsilon, \bar{z}+\bar{\epsilon}) \cdot \sigma^{[k]}(z, \bar{z})\right] \tag{4.49}
\end{equation*}
$$

where the constant $\mathcal{A}_{j}=n^{-2\left(1-n^{-1}\right) h_{j}-1 / 2}$ ensures that non-vanishing two-point functions of twist operators are normalized to one. If $n$ and $k$ are coprime, the conformal dimension of the bare twist operator is

$$
\begin{equation*}
h_{\sigma}=\frac{c}{24}\left(n-\frac{1}{n}\right), \tag{4.50}
\end{equation*}
$$

while for composite twist operators one has:

$$
\begin{equation*}
h_{\sigma_{j}}=h_{\sigma}+\frac{h_{j}}{n} . \tag{4.51}
\end{equation*}
$$

Having established the primary operator spectrum of the orbifold, we will now review how the null vectors of the diagonal and twisted fields in $\mathcal{M}_{n}$ are inferred from the ones of the mother theory $\mathcal{M}$.

## Null vectors for untwisted operators

Let us consider a generic mother CFT $\mathcal{M}$, with central charge

$$
\begin{equation*}
c=1-\frac{6(1-g)^{2}}{g}, \quad 0<g \leq 1 \tag{4.52}
\end{equation*}
$$

The conformal dimensions of degenerate primary operators are given by the Kac formula

$$
\begin{equation*}
h_{r s}=\frac{(r-s g)^{2}-(1-g)^{2}}{4 g} \tag{4.53}
\end{equation*}
$$

where $r, s$ are positive integers. The corresponding operator $\phi_{r s}$ is degenerate at level $r$. If the parameter $g$ is rational, i.e. $g=p / p^{\prime}$ with coprime $p$ and $p^{\prime}$, then the set of operators $\phi_{r s}$ with $1 \leq r \leq p-1$ and $1 \leq s \leq p^{\prime}-1$ generates a closed operator algebra, and the related CFT is the minimal model $\mathcal{M}_{p, p^{\prime}}$. While we do employ this parametrization extensively, in the present work we will consider a more generic mother CFT, and we do not assume that it is a minimal model-unless explicitly indicated.

Consider the situation when the mother CFT includes the degenerate operator $\phi_{12}$, with null-vector condition

$$
\begin{equation*}
\left(L_{-2}-\frac{1}{g} L_{-1}^{2}\right) \phi_{12}=0 . \tag{4.54}
\end{equation*}
$$
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In the untwisted sector of the orbifold CFT, we have

$$
\begin{equation*}
L_{n}^{(r)}=\sum_{a=1}^{n} e^{2 i \pi r a / n}\left(1 \otimes \ldots 1 \otimes \underset{(a-\mathrm{th})}{L_{n}} \otimes 1 \otimes \ldots 1\right), \quad n \in \mathbb{Z} \tag{4.55}
\end{equation*}
$$

and the diagonal untwisted operator associated to $\phi_{12}$ is

$$
\begin{equation*}
\Phi_{12}=\phi_{12} \otimes \cdots \otimes \phi_{12} . \tag{4.56}
\end{equation*}
$$

Using an inverse discrete Fourier transform, one easily finds, for any $r \in \mathbb{Z}_{n}$,

$$
\begin{equation*}
\left[L_{-2}^{(r)}-\frac{1}{n g} \sum_{s=0}^{n-1} L_{-1}^{(s)} L_{-1}^{(r-s)}\right] \cdot \Phi_{12}=0 \tag{4.57}
\end{equation*}
$$

When inserted into a correlation function, the modes $L_{m}^{(0)}$ act as linear differential operators. The treatment of the modes $L_{m}^{(r)}$ with $r \neq 0$ introduces an additional difficulty, that we will address case by case, with the help of orbifold Ward identities.

## The induction procedure

The null vectors of the mother CFT also determine the null vector conditions on twist operators in $\mathcal{M}_{n}$, through the induction procedure[119].

In the present work, we shall only be concerned with the twist sectors with charges [ $\pm 1$ ]. In the notations of [211], induction can be expressed in terms of a norm-preserving, invertible linear map $\Theta$ from the Hilbert space of the mother CFT to that of the twisted sector [1], defined by

$$
\begin{equation*}
\Theta|\phi\rangle=\left|\sigma_{\phi}\right\rangle, \quad \Theta L_{m} \Theta^{-1}=n\left(L_{m / n}^{(-m)}-h_{\sigma} \delta_{m 0}\right) \tag{4.58}
\end{equation*}
$$

where $\phi$ is any primary operator in the mother CFT, and $\sigma_{\phi}$ is the associated composite twist operator in the orbifold CFT.

The simplest application to null-vectors is the case of the identity:

$$
\begin{equation*}
L_{-1} \cdot \mathbf{1}=0 \quad \Rightarrow \quad L_{-1 / n}^{(1)} \cdot \sigma=0 \tag{4.59}
\end{equation*}
$$

For a degenerate operator at level two, applying the induction map on (4.54) yields

$$
\begin{equation*}
\left[L_{-2 / n}^{(2)}-\frac{n}{g}\left(L_{-1 / n}^{(1)}\right)^{2}\right] \cdot \sigma_{12}=0 \tag{4.60}
\end{equation*}
$$

The corresponding null-vector conditions for the operators $\sigma^{\dagger}$ and $\sigma_{12}^{\dagger}$ are easily obtained by conjugation.

### 4.4.2 The cyclic orbifold on the upper half plane

To construct the cyclic orbifold BCFT, we will work on the upper half-plane $\mathbb{H}$, with the boundary along the real axis. We parametrize $\mathbb{H}$ by $z=x+i y$ with $x \in \mathbb{R}$ and $y>0$, and we impose the gluing condition on the boundary for the stress-energy tensor components:

$$
\begin{equation*}
T^{(0)}(x)=\bar{T}^{(0)}(x) \quad \text { for } \quad x \in \mathbb{R} \tag{4.61}
\end{equation*}
$$
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which ensures that the boundary is conformal i.e., preserves a copy of the Virasoro algebra [220]. The $\mathbb{Z}_{n}$ orbifold, however, has an extended symmetry, and we must choose if and how the components of the additional currents $T^{(r \neq 0)}$ are glued at the boundary. Our usage of the replica trick provides a clear indication for these choices: since we are considering $n$ copies of the same mother BCFT, we must impose the gluing condition $T_{a}(x)=\bar{T}_{a}(x)$ on each of them. By taking the Fourier transform of this relation, we find that in the orbifold CFT we are effectively imposing:

$$
\begin{equation*}
T^{(r)}(x)=\bar{T}^{(r)}(x) \quad \text { for } \quad x \in \mathbb{R}, \tag{4.62}
\end{equation*}
$$

for all the discrete Fourier modes of the stress-energy tensor components defined in (4.37). This implies that the boundary preserves a full copy of the OVir algebra.

By the same reasoning on CFT replicas, the orbifold boundary states we are interested in correspond to having the same conformal BC on the $n$ copies of the mother CFT. They are simply given by $|\alpha\rangle^{\otimes n}$ and $|\beta\rangle^{\otimes n}$.

On the upper half-plane, we will set the conformal $\mathrm{BC} \alpha$ on the positive real axis $x>0$ and the conformal $\mathrm{BC} \beta$ on $x<0$. To implement such mixed conformal BC in a BCFT, we will have to work with the formalism of BCCOs [108]. These operators, restricted to live on the boundary, are placed at the points of suture of regions of different BC. The full operator algebra of a BCFT is then formed by considering the OPEs between both BCCOs and bulk operators, as detailed in Appendix C.1. For a given pair of conformal BCs $(\alpha, \beta)$, there can be several primary BCCOs implementing the change $\alpha \rightarrow \beta$ : we denote such an operator $\psi_{h}^{(\alpha \beta)}$, where $h$ specifies its conformal dimension. The most relevant BCCO implementing $\alpha \rightarrow \beta$ is simply referred to as $\psi^{(\alpha \beta)}$.

In the $\mathbb{Z}_{n}$ orbifold CFT, we will be concerned with the calculation of correlators with insertions of diagonal BCCOs, namely :

$$
\begin{equation*}
\Psi_{h}^{(\alpha \beta)}=\underbrace{\psi_{h}^{(\alpha \beta)} \otimes \cdots \otimes \psi_{h}^{(\alpha \beta)}}_{\mathrm{n} \text { times }} \tag{4.63}
\end{equation*}
$$

Then, orbifold correlators with mixed BC are obtained by inserting the most relevant diagonal BCCO:

$$
\begin{equation*}
\left\langle O_{1}\left(z_{1}, \bar{z}_{1}\right) \ldots O_{n}\left(z_{n}, \bar{z}_{n}\right)\right\rangle_{\mathbb{H}}^{\alpha \beta}=\left\langle\Psi^{(\alpha \beta)}(\infty) O_{1}\left(z_{1}, \bar{z}_{1}\right) \ldots O_{n}\left(z_{n}, \bar{z}_{n}\right) \Psi^{(\beta \alpha)}(0)\right\rangle_{\mathbb{H}} \tag{4.64}
\end{equation*}
$$

By Cardy's doubling trick [28], [124], such ( $n+2$ )-point correlators satisfy the same Ward identities as any of the ( $2 n+2$ )-point conformal blocks on the Riemann sphere $\mathbb{C}$ with external operators

$$
\begin{equation*}
\Phi(\infty), O_{1}\left(z_{1}\right), \bar{O}_{1}\left(\bar{z}_{1}\right), \ldots, O_{n}\left(z_{n}\right), \bar{O}_{n}\left(\bar{z}_{n}\right), \Phi(0) \tag{4.65}
\end{equation*}
$$

where $\overline{O_{i}}(\bar{z})$ is the antiholomorphic counterpart of $O_{i}(z)$, and $\Phi(z)$ is the holomorphic part of the diagonal primary operator defined in (4.46), with the conformal dimension of $\Psi^{(\alpha \beta)}$. In more precise terms, $\overline{O_{i}}$ is the operator conjugate to $O_{i}$ with respect to the symmetry algebra preserved by the boundary [221]. For $\mathbb{Z}_{n}$ twist operators, conjugation acts as $\bar{\sigma}_{i}=\sigma_{i}^{\dagger}[70]$, so that the one-twist function

$$
\begin{equation*}
\left\langle\sigma_{i}(z, \bar{z})\right\rangle_{\mathrm{H}}^{(\alpha \beta)}=\left\langle\Psi^{(\alpha \beta)}(\infty) \sigma_{i}(z, \bar{z}) \Psi^{(\alpha \beta)}(0)\right\rangle_{\mathrm{H}} \tag{4.66}
\end{equation*}
$$
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satisfies the same Ward identities as the functions $\bar{z}^{-2 h_{\sigma_{i}}} \times \mathcal{F}_{k}(z / \bar{z})$, where $\mathcal{F}_{k}$ is the rescaled conformal block:

$$
\mathcal{F}_{k}(\eta)=\begin{gather*}
\Phi(\infty)  \tag{4.67}\\
\sigma_{i}(1)
\end{gather*} \Phi_{k}\left\langle\left.\begin{array}{l}
\Phi(0) \\
\sigma_{i}^{\dagger}(\eta)
\end{array}=\langle\Phi| \sigma_{i}(1) \mathcal{P}_{k} \sigma_{i}^{\dagger}(\eta) \right\rvert\, \Phi\right\rangle
$$

$\mathcal{P}_{k}$ is the projector onto the $(A \otimes \bar{A})$-module of $\Phi_{k}$, and $\left\{\Phi_{k}\right\}$ is the set of allowed intermediary untwisted (diagonal or not) primary operators. In the following, it will also be necessary to consider the conformal blocks in the channel $\eta \rightarrow 1$, namely

$$
\left.\widetilde{\mathcal{F}}_{\ell}(\eta)=\begin{array}{c}
\sigma_{i}^{\dagger}(\eta)  \tag{4.68}\\
\sigma_{i}(1)
\end{array}\right\rangle \Phi_{\ell}\left\langle\left.\begin{array}{c}
\Phi(0) \\
\Phi(\infty)
\end{array}=\langle\Phi| \Phi(1) \mathcal{P}_{\ell} \sigma_{i}^{\dagger}(1-\eta) \right\rvert\, \sigma_{i}\right\rangle .
$$

Using the Ward identities implied by the OVir algebra (discussed in detail in Section 4.5) for these functions, together with the null-vectors of the previous section, will allow us to extract an ODE that the functions (4.67-4.68) satisfy.

To understand the structure of the conformal blocks, we also need to define non-diagonal BCCOs, paralleling (4.45):

$$
\begin{equation*}
\Psi_{\left[j_{1} \ldots j_{n}\right]}^{(\alpha \beta)}:=\frac{1}{\sqrt{n}} \sum_{\ell=0}^{n-1}\left(\psi_{j_{1+\ell}}^{(\alpha \beta)} \otimes \cdots \otimes \psi_{j_{n+\ell}}^{(\alpha \beta)}\right), \tag{4.69}
\end{equation*}
$$

where the $1 / \sqrt{n}$ factor ensures that the non-vanishing two-point functions of these BCCOs are normalized to one. These operators appear in the OPE of the diagonal boundary fields $\Psi_{j}^{(\alpha \beta)}$, and thus their conformal dimension determines the leading singular behaviour of the conformal blocks. Naturally, we should now discuss the operator algebra of the $\mathbb{Z}_{n}$ orbifold BCFT.

### 4.4.3 Operator algebra of the cyclic orbifold BCFT

In the orbifold BCFT, the operator algebra consists of OPEs of three types. First, there is the operator subalgebra of bulk operators, inherited from the $\mathbb{Z}_{n}$ orbifold CFT on $\mathbb{C}$. We shall not directly use the structure constants of this subalgebra in this chapter, but they have been discussed in [118, 119, 123, 222]. The second type of OPE we need to consider in the orbifold BCFT is the bulk-boundary OPE which encapsulates the singular behaviour of a bulk field as it approaches a conformal boundary. In our calculations, we will only need to work with the OPEs of primary twist operators $\sigma_{i}(z, \bar{z})$ as they are sent towards a conformal boundary $\alpha$ :

$$
\begin{equation*}
\sigma_{i}(x, y) \underset{y \rightarrow 0}{\sim} \sum_{j} \mathcal{A}_{\sigma_{i}, \Psi_{j}}^{(\alpha)}(2 y)^{h_{j}-2 h_{\sigma_{i}}} \Psi_{j}^{(\alpha \alpha)}(x) \tag{4.70}
\end{equation*}
$$

where the sum runs over all the boundary operators $\Psi_{j}^{(\alpha \alpha)}$ and their descendants under OVir, and we have denoted the bulk-boundary structure constants by $\mathcal{A}_{\sigma_{i}, \Psi_{j}}^{(\alpha)}$.
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Finally, we need to consider the OPEs of orbifold boundary operators. For generic diagonal BCCOs, this takes the form

$$
\begin{equation*}
\Psi_{i_{1}}^{(\alpha \beta)}\left(x_{1}\right) \Psi_{i_{2}}^{(\beta \gamma)}\left(x_{2}\right) \underset{x_{1} \rightarrow x_{2}}{\sim} \sum_{j} \mathcal{B}_{\Psi_{i_{1}}, \Psi_{i_{2}}}^{(\beta \gamma) \Psi_{j}}\left(x_{1}-x_{2}\right)^{-h_{i_{1}}-h_{i_{2}}+h_{j}} \Psi_{j}^{(\alpha \gamma)}\left(x_{2}\right) \tag{4.71}
\end{equation*}
$$

with the index $j$ running over all the orbifold BCCOs interpolating between the conformal boundary conditions $\alpha$ and $\gamma$. We have denoted the boundary-boundary structure constants by $\mathcal{B}_{\Psi_{i_{1}}, \Psi_{i_{2}}}^{(\alpha \beta \gamma) \Psi_{j}}$. To calculate the structure constants of the OPEs that are relevant for the present work, we will need to use factorization and unfolding arguments for the correlator that determine them, along the lines of [211],[223] and [123].

## Calculation of boundary-boundary structure constants

Let us consider the calculation of boundary-boundary structure constants of the type $\mathcal{B}_{\Psi_{*}, \Psi_{j}}^{(\beta \beta \alpha) \Psi_{k}}$, where $\Psi_{*}$ denotes a generic untwisted orbifold primary BCCO. We can express this as a three-point function on the upper half-plane $\mathbb{H}$ :

$$
\begin{equation*}
\mathcal{B}_{\Psi_{*}, \Psi_{j}}^{(\beta \beta \alpha) \Psi_{k}}=\left\langle\Psi_{k}^{(\alpha \beta)}(\infty) \Psi_{j}^{(\beta \beta)}(1) \Psi_{*}^{(\beta \alpha)}(0)\right\rangle_{\mathbb{H}} . \tag{4.72}
\end{equation*}
$$

Since there are no twist insertions in the above correlator, it just factorizes into a linear combination of products of mother BCFT three-point functions. Let us first consider the case of a diagonal BCCO, with $\Psi_{*}^{(\beta \alpha)}=\Psi_{i}^{(\beta \alpha)}$. Then, the orbifold correlator factorizes into mother CFT three-point functions as:

$$
\begin{equation*}
\mathcal{B}_{\Psi_{i}, \Psi_{j}}^{(\beta \beta \alpha) \Psi_{k}}=\left(\left\langle\psi_{k}^{(\alpha \beta)}(\infty) \psi_{j}^{(\beta \beta)}(1) \psi_{i}^{(\beta \alpha)}(0)\right\rangle_{H}\right)^{n}, \tag{4.73}
\end{equation*}
$$

so we find a simple expression for these coefficients, in terms of mother BCFT boundary-boundary structure constants:

$$
\begin{equation*}
\mathcal{B}_{\Psi_{i}, \Psi_{j}}^{(\beta \beta \alpha) \Psi_{k}}=\left(B_{i j}^{(\beta \beta \alpha) k}\right)^{n} . \tag{4.74}
\end{equation*}
$$

By similar considerations, the structure constants involving a non-diagonal BCCO $\Psi_{\left[i_{1} \ldots i_{n}\right]}^{(\beta \alpha)}$ can be expressed as:

$$
\begin{equation*}
\mathcal{B}_{\Psi_{\left[i_{1}, \ldots, i_{n}\right]}(\beta \beta \alpha) \Psi_{j}}^{(\beta)}=\sqrt{n} \prod_{a=1}^{n} B_{i_{a} j}^{(\beta \beta \alpha) k} \tag{4.75}
\end{equation*}
$$

The rest of the boundary-boundary structure constants of untwisted BCCOs can similarly be expressed in terms of mother BCFT quantities, but we will not need them in this work.

## Orbifold bulk-boundary structure constants

The first bulk-boundary structure constant we need to calculate is $\mathcal{A}_{\sigma, \Psi_{1}}^{(\alpha)}$, where $\Psi_{1}^{(\alpha \alpha)}$ is just the identity boundary field. This can be expressed as the one-point function on the unit disk $\mathbb{D}$ :

$$
\begin{equation*}
\mathcal{A}_{\sigma, \Psi_{1}}^{(\alpha)}=\langle\sigma(0,0)\rangle_{\mathbb{D}}^{\alpha}, \tag{4.76}
\end{equation*}
$$
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which is just the ratio of mother CFT partition functions:

$$
\begin{equation*}
\langle\sigma(0,0)\rangle_{\mathbb{D}}^{\alpha}=\frac{\mathcal{Z}_{\mathbb{D}_{n}}^{(\alpha)}}{\left[\mathcal{Z}_{\mathbb{D}}^{(\alpha)}\right]^{n}}, \tag{4.77}
\end{equation*}
$$

where $\mathbb{D}_{n}$ denotes the $n$-th covering of the unit disk with branch points at 0 and 1. As shown in [110], we can express (4.76) in terms of the ground state degeneracy $g_{\alpha}=\langle 0 \mid \alpha\rangle[217]$ (which is defined as the overlap between the vacuum state $|0\rangle$ and the boundary state $|\alpha\rangle$ in the mother BCFT):

$$
\begin{equation*}
\mathcal{A}_{\sigma, \Psi_{1}}^{(\alpha)}=g_{\alpha}^{1-n} . \tag{4.78}
\end{equation*}
$$

Using this result, we can calculate the one-point structure constants of composite twist operators $\sigma_{i}$, by using the definition (4.49) and the relation between twist correlators on the disk $\mathbb{D}$ and the mother CFT partition function on $\mathbb{D}_{n}$, which simply gives:

$$
\begin{equation*}
\mathcal{A}_{\sigma_{i}, \Psi_{1}}^{(\alpha)}=\mathcal{A}_{\sigma, \Psi_{1}}^{(\alpha)} A_{\phi_{i}}^{\alpha}, \tag{4.79}
\end{equation*}
$$

where $A_{\phi_{i}}^{\alpha}$ is the mother CFT one-point structure constant of $\phi_{i}$ with conformal boundary condition $\alpha$. The proof is relegated to Appendix C.2.1.

Extending these results to more complicated bulk-boundary structure constants $\mathcal{A}_{\sigma_{i}^{k]}, \Psi_{j}}^{(\alpha)}$ for generic choices of mother CFT and cyclic group $\mathbb{Z}_{n}$ is not usually straightforward and depends on our knowledge of correlation functions in the mother CFT. For example, in Appendix C.2.2 we calculate the structure constant $\mathcal{A}_{\sigma, \Psi_{13}}^{(\alpha)}$ in the $\mathbb{Z}_{2}$ orbifold BCFT since it can be expressed in terms of a two-point function of boundary operators in the mother CFT. For generic $n$ and composite twist operator $\sigma_{i}^{[k]}$, knowledge of higher-point correlators in the mother CFT is required to compute such structure constants through the same unfolding methods.

### 4.5 Differential equations in the $\mathbb{Z}_{2}$ and $\mathbb{Z}_{3}$ orbifold BCFT

We consider the case of a generic BCFT, with central charge $c$. The model is defined on the upper half plane, with conformal boundary conditions $\alpha$ and $\beta$ set on the negative $\mathfrak{R}(z)<0$ and positive $\mathfrak{R}(z)>0$ parts of the real axis, respectively. We will work, for the entirety of this section, under the assumption that the most relevant BCCO interpolating between these boundary conditions is $\psi_{12}^{(\alpha \beta)}$, with conformal dimension $h_{12}$. This implies that the BCCO has a null vector at level 2. Of course, our results also apply to the case where the BCCO is $\psi_{21}^{(\alpha \beta)}$, up to changing $g \rightarrow 1 / g$.

In the $\mathbb{Z}_{n}$ orbifold of this theory, we will consider one-point correlators of generic composite twist operators $\sigma_{i}$ of twist charge [ $k=1$ ], in a background with mixed $\mathrm{BC} \alpha$ and $\beta$, corresponding to the replicated boundary conditions of the mother BCFT. The change in boundary conditions in the orbifold theory will be implemented by the diagonal BCCO $\Psi_{12}^{(\alpha \beta)}$ defined in (4.63), with conformal dimension $h_{\Psi_{12}}=n h_{12}$. In this setup, we aim to calculate:

$$
\begin{equation*}
\left\langle\sigma_{i}(z, \bar{z})\right\rangle_{\mathbb{H}}^{\alpha \beta}=\left\langle\Psi_{12}^{(\alpha \beta)}(\infty) \sigma_{i}(z, \bar{z}) \Psi_{12}^{(\beta \alpha)}(0)\right\rangle_{\mathbb{H}}, \tag{4.80}
\end{equation*}
$$
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Using the information about the operator algebra of the orbifold BCFT we have presented in Section 4.4.3, we can write the following block expansion for (4.80)

$$
\begin{equation*}
\left\langle\sigma_{i}(\ell, \ell)\right\rangle_{\mathbb{H}}^{\alpha \beta}=\mathcal{J}_{S L(2, \mathrm{C})} \sum_{\ell} \mathcal{A}_{\sigma_{i}, \Psi_{\ell}}^{(\beta)} \mathcal{B}_{\Psi_{\ell}, \Psi_{12}}^{(\beta \beta \alpha) \Psi_{12}} \widetilde{\mathcal{F}}_{\ell}(\eta), \tag{4.81}
\end{equation*}
$$

where $\eta=\bar{z} / z$, and $\mathcal{J}_{S L(2, \mathrm{C})}=(z)^{-2 h_{\sigma_{i}}}$ is the Jacobian associated to the Möbius map $\zeta \mapsto \zeta / z$ that takes $(0, z, \bar{z}, \infty) \mapsto(0,1, \eta, \infty)$. As per Cardy's doubling argument [220], the functions $\tilde{\mathcal{F}}_{k}(\eta)$ are four-point conformal blocks (4.67) with $\Phi=\Phi_{12}$, in the channel $\eta \rightarrow 1$.

To proceed, we need to determine the differential equation satisfied by these functions. To this end, we will use a combination of the null-vector conditions and the orbifold Ward identities of [118]

### 4.5.1 The function $\left\langle\Psi_{12} \cdot \sigma \cdot \Psi_{12}\right\rangle$ in a generic $\mathbb{Z}_{2}$ orbifold

Following the general approach described above, the function $\left\langle\Psi_{12}(\infty) \sigma(z, \bar{z}) \Psi_{12}(0)\right\rangle_{\mathbb{H}}$ is given, up to the overall factor $z^{-2 h_{\sigma}}$, by a linear combination of the conformal blocks

$$
\begin{equation*}
\mathcal{F}_{k}(\eta)=\left\langle\Phi_{12}\right| \sigma(1) \mathcal{P}_{k} \sigma(\eta)\left|\Phi_{12}\right\rangle . \tag{4.82}
\end{equation*}
$$

It turns out that this family of conformal blocks was already studied in [118], for the calculation of the single-interval Rényi entropy in the excited state $\left|\Phi_{12}\right\rangle$ with periodic BC. Let us recall how the derivation of the corresponding ODE goes. The null-vectors at level two of the untwisted chiral state $\left|\Phi_{12}\right\rangle$ are:

$$
\begin{align*}
& {\left[L_{-2}^{(0)}-\frac{1}{2 g}\left(L_{-1}^{(0)}\right)^{2}-\frac{1}{2 g}\left(L_{-1}^{(1)}\right)^{2}\right] \cdot\left|\Phi_{12}\right\rangle \equiv 0,}  \tag{4.83}\\
& {\left[L_{-2}^{(1)}-\frac{1}{g} L_{-1}^{(0)} L_{-1}^{(1)}\right] \cdot\left|\Phi_{12}\right\rangle \equiv 0,}
\end{align*}
$$

while the null vector at level $1 / n$ of the bare twist operator $\sigma$ is :

$$
\begin{equation*}
L_{-1 / 2}^{(1)} \cdot \sigma \equiv 0 . \tag{4.84}
\end{equation*}
$$

We combine these with the orbifold Ward identity for the chiral correlator:

$$
\begin{equation*}
\mathcal{G}^{(1)}(w, \eta)=\left\langle\Phi_{12}\right| \sigma(1) \mathcal{P}_{k} \sigma(\eta) T^{(1)}(w) L_{-1}^{(1)}\left|\Phi_{12}\right\rangle, \tag{4.85}
\end{equation*}
$$

with $\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=(0,-1 / 2,-1 / 2,-1)$ in the notation of (C.22). This gives, after taking into account (4.84):

$$
\begin{equation*}
\sum_{p=0,1,2} d_{p}\left\langle\Phi_{12}\right| \sigma(1) \mathcal{P}_{k} \sigma(\eta) L_{-p+2}^{(1)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle=0, \tag{4.86}
\end{equation*}
$$

with $d_{p}$ calculated from the series (C.27).
By substituting the null vectors (4.54-4.84) and employing the identity (C.28), one obtains the differential equation:

$$
\begin{align*}
& 64 g^{2} \eta^{2}(\eta-1)^{2} \partial_{\eta}^{2} \mathcal{F}+16 g \eta(\eta-1)\left[\left(-14 g^{2}+23 g-6\right) \eta+2 g(1-4 g)\right] \partial_{\eta} \mathcal{F} \\
& +(3 g-2)\left[+3(5 g-6)(1-2 g)^{2} \eta^{2}+12 g(1-2 g) \eta+16 g^{2}(g-1)\right] \mathcal{F}=0, \tag{4.87}
\end{align*}
$$

whose Riemann scheme is given by:
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| 0 | 1 | $\infty$ |
| :---: | :---: | :---: |
| $-2 h_{12}$ | $-2 h_{\sigma}$ | $2 h_{\sigma}-2 h_{12}$ |
| $-2 h_{12}+h_{13} / 2$ | $-2 h_{\sigma}+2 h_{13}$ | $2 h_{\sigma}-2 h_{12}+h_{13} / 2$ |

This corresponds to the intermediary states $\left\{\sigma, \sigma_{13}\right\}$ in the channels $\eta \rightarrow 0$ and $\eta \rightarrow \infty$, and $\left\{\mathbf{1}, \Phi_{13}\right\}$ in the channel $\eta \rightarrow 1$. Note that, when the mother CFT is a minimal model $\mathcal{M}_{p, p^{\prime}}$, one can check for various values of ( $p, p^{\prime}$ ) that these are exactly the intermediary states allowed by the orbifold fusion given in (5.4), and that they all have multiplicity one.

To proceed, one can define the shifted function $f(\eta)$ :

$$
\begin{equation*}
\mathcal{F}(\eta)=(1-\eta)^{-2 h_{\sigma}} \eta^{-2 h_{12}} f(\eta), \tag{4.88}
\end{equation*}
$$

and substitute in (4.87) to find that $f(\eta)$ satisfies a second order hypergeometric equation (C.41) with parameters:

$$
\begin{equation*}
a=2-3 g, \quad b=\frac{3}{2}-2 g, \quad c=\frac{3}{2}-g . \tag{4.89}
\end{equation*}
$$

Since these coefficients are related via

$$
\begin{equation*}
a+1=b+c \tag{4.90}
\end{equation*}
$$

we can exploit Kummer's quadratic transformation formula (see Appendix C.5), leading to

$$
\begin{equation*}
\left\langle\Psi_{12}^{(\alpha \beta)}(\infty) \sigma(z, \bar{z}) \Psi_{12}^{(\alpha \beta)}(0)\right\rangle_{\mathrm{H}}=\frac{1}{|z-\bar{z}|^{2 h_{\sigma}}}\left(A^{\alpha \beta} K_{1}(\zeta)+B^{\alpha \beta} K_{2}(\zeta)\right), \quad \zeta=\frac{(z+\bar{z})^{2}}{4|z|^{2}} \tag{4.91}
\end{equation*}
$$

where

$$
\begin{align*}
& K_{1}(\zeta)={ }_{2} \mathrm{~F}_{1}\left(\frac{a}{2}, b-\frac{a}{2} ; \left.\frac{1}{2} \right\rvert\, \zeta\right)  \tag{4.92}\\
& K_{2}(\zeta)=\sqrt{\zeta}_{2} \mathrm{~F}_{1}\left(\frac{a+1}{2}, b-\frac{a-1}{2} ; \left.\frac{3}{2} \right\rvert\, \zeta\right)
\end{align*}
$$

To determine the coefficients $A^{\alpha \beta}$ and $B^{\alpha \beta}$, we exploit the known behaviour in the limit where the twist field $\sigma$ approaches the boundary, that is $z=x+i y \rightarrow x$. We have to distinguish between two situations, as $\sigma$ can either approach the $\beta$ boundary $(x>0)$ or the $\alpha$ boundary $(x<0)$.

In the former case, we expect, from the block expansion (4.81):

$$
\begin{equation*}
|z-\bar{z}|^{2 h_{\sigma}}\left\langle\Psi_{12}(\infty) \sigma(z, \bar{z}) \Psi_{12}(0)\right\rangle_{\mathrm{H}} \xrightarrow{z \rightarrow \bar{z}}\left(\mathcal{A}_{\sigma, \Psi_{1}}^{(\beta)} \mathcal{B}_{\Psi_{1}, \Psi_{12}}^{(\beta \beta \alpha) \Psi_{12}}+|z-\bar{z}|^{2 h_{13}} x^{2 h_{13}} \mathcal{A}_{\sigma, \Psi_{13}}^{(\beta)} \mathcal{B}_{\Psi_{13}, \Psi_{12}}^{(\beta \beta \alpha) \Psi_{12}}\right) \tag{4.93}
\end{equation*}
$$

where the various structure constants are expressed in terms of the mother BCFT data as

$$
\begin{equation*}
\mathcal{A}_{\sigma, \Psi_{1}}^{(\beta)}=g_{\beta}^{-1}, \quad \mathcal{A}_{\sigma, \Psi_{13}}^{(\beta)}=g_{\beta}^{-1} 2^{-4 h_{13}}, \quad \mathcal{B}_{\Psi_{1}, \Psi_{12}}^{(\beta \beta \alpha) \Psi_{12}}=1, \quad \mathcal{B}_{\Psi_{13}, \Psi_{12}}^{(\beta \beta \alpha) \Psi_{12}}=\left(B_{\psi_{13} \psi_{12}}^{(\beta \beta \alpha) \psi_{12}}\right)^{2} . \tag{4.94}
\end{equation*}
$$

while the corresponding expressions for $x<0$ are obtained by swapping $\alpha \leftrightarrow \beta$ in the above equations.

For the task of fixing $A^{\alpha \beta}$ and $B^{\alpha \beta}$ only the leading behaviour in (4.93) is needed:

$$
|z-\bar{z}|^{2 h_{\sigma}}\left\langle\Psi_{12}(\infty) \sigma(z, \bar{z}) \Psi_{12}(0)\right\rangle_{\mathrm{H}} \sim_{z \rightarrow \bar{z}}\left\{\begin{array}{lll}
\frac{1}{g_{\beta}} & \text { if } & \operatorname{Re}(z)>0  \tag{4.95}\\
\frac{1}{g_{\alpha}} & \text { if } & \operatorname{Re}(z)<0
\end{array}\right.
$$
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Furthermore, it will be convenient to switch to the following basis of solutions :

$$
\begin{align*}
& H_{1}(\zeta)={ }_{2} \mathrm{~F}_{1}\left(\frac{a}{2}, b-\frac{a}{2} ; \left.b+\frac{1}{2} \right\rvert\, 1-\zeta\right)  \tag{4.96}\\
& H_{2}(\zeta)=(1-\zeta)^{\frac{1}{2}-b}{ }_{2} \mathrm{~F}_{1}\left(\frac{a+3}{2}-b, \frac{3-a}{2} ; \left.\frac{3}{2}-b \right\rvert\, 1-\zeta\right)
\end{align*}
$$

When $x>0$ one can directly use the relation

$$
\begin{equation*}
K_{i}=P_{i j} H_{j} \tag{4.97}
\end{equation*}
$$

to transform to (4.96). The matrix $P$ is given in (C.45), up to changing $a \rightarrow a / 2$, $b \rightarrow b-a / 2$ and $c \rightarrow 1 / 2$. For $x<0$ on the other hand one must first analytically continue (4.91) around $\zeta=0$, which simply changes $B^{\alpha \beta} \rightarrow-B^{\alpha \beta}$ in (4.91), and only then use (4.97). Then imposing the constraint (4.95), the constants $A^{\alpha \beta}$ and $B^{\alpha \beta}$ are found to be

$$
\begin{equation*}
A^{\alpha \beta}=\frac{\Gamma\left(\frac{g}{2}\right) \Gamma\left(\frac{3 g}{2}-\frac{1}{2}\right)}{2 \sqrt{\pi} \Gamma(2 g-1)}\left(\frac{1}{g_{\alpha}}+\frac{1}{g_{\beta}}\right), \quad B^{\alpha \beta}=\frac{\Gamma\left(\frac{3 g}{2}\right) \Gamma\left(\frac{g+1}{2}\right)}{\sqrt{\pi} \Gamma(2 g-1)}\left(\frac{1}{g_{\beta}}-\frac{1}{g_{\alpha}}\right) \tag{4.98}
\end{equation*}
$$

Splitting the contributions proportional to $1 / g_{\alpha}$ and $1 / g_{\beta}$ leads to

$$
\begin{equation*}
F_{2}^{(\alpha \beta)}(\zeta)=\frac{1}{g_{\alpha}} G_{g}(\sqrt{\zeta})+\frac{1}{g_{\beta}} G_{g}(-\sqrt{\zeta}) \tag{4.99}
\end{equation*}
$$

and where the function $G_{g}$ is given by

$$
\begin{align*}
G_{g}(\chi) & =[2 \sqrt{\pi} \Gamma(2 g-1)]^{-1}\left[\Gamma\left(\frac{g}{2}\right) \Gamma\left(\frac{3 g}{2}-\frac{1}{2}\right){ }_{2} \mathrm{~F}_{1}\left(1-\frac{3 g}{2}, \frac{1-g}{2} ; \left.\frac{1}{2} \right\rvert\, \chi^{2}\right)+\right.  \tag{4.100}\\
& \left.+\Gamma\left(\frac{3 g}{2}\right) \Gamma\left(\frac{g+1}{2}\right) 2 \chi{ }_{2} \mathrm{~F}_{1}\left(\frac{3-3 g}{2}, 1-\frac{g}{2} ; \left.\frac{3}{2} \right\rvert\, \chi^{2}\right)\right]
\end{align*}
$$

The expression (4.100) can be further simplified using standard results for hypergeometric functions from [224] to arrive at:

$$
\begin{equation*}
G_{g}(\chi)=\frac{\sin 2 \pi g}{\sin 3 \pi g}\left(I_{g}(-\chi)+2 \cos \pi g I_{g}(\chi)\right) \tag{4.101}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{g}(\chi)=\left(\frac{1+\chi}{2}\right)^{2 g-1}{ }_{2} \mathrm{~F}_{1}\left(g, 1-g ; 2-2 g \left\lvert\, \frac{1-\chi}{2}\right.\right) \tag{4.102}
\end{equation*}
$$

which leads to the main result (4.11).
By comparing the subleading terms in (4.91) with the ones in the expansion (4.93) (and its $x<0$ analogue) one can determine the orbifold boundary-boundary OPE coefficients directly:

$$
\begin{align*}
\mathcal{B}_{\Psi_{13}, \Psi_{12}}^{(\beta \beta \alpha) \Psi_{12}}=\left\langle\Psi_{12}^{\beta \alpha}(\infty) \Psi_{13}^{\alpha \alpha}(-1) \Psi_{12}^{\alpha \beta}(0)\right\rangle & =\frac{\Gamma(3 g-1) \Gamma(1-2 g)}{\Gamma(1-g) \Gamma(2 g-1)}\left(1+2 \cos (\pi g) \frac{g_{\beta}}{g_{\alpha}}\right) \\
\mathcal{B}_{\Psi_{13}, \Psi_{12}}^{(\alpha \alpha \beta) \Psi_{12}}=\left\langle\Psi_{12}^{\beta \alpha}(\infty) \Psi_{13}^{\beta \beta}(1) \Psi_{12}^{\alpha \beta}(0)\right\rangle & =\frac{\Gamma(3 g-1) \Gamma(1-2 g)}{\Gamma(1-g) \Gamma(2 g-1)}\left(1+2 \cos (\pi g) \frac{g_{\alpha}}{g_{\beta}}\right) \tag{4.103}
\end{align*}
$$
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The results (4.103) are just the square of mother BCFT structure constants as per (4.74). As a cross-check, we have verified that the above expressions are compatible with the ones obtained by standard bootstrap methods [124, 130] in the mother BCFT.

Moving on, we've found that, for some pairs of conformal BCs $(\alpha, \beta)$, the expressions in (4.98) simplify because the boundary-boundary structure constant $\mathcal{B}_{\Psi_{13}, \Psi_{12}}^{(\beta \beta \alpha) \Psi_{12}}$ vanishes. At the level of the mother BCFT, this is equivalent to demanding that the operator $\psi_{13}^{(\beta \beta)}$ is not allowed in the theory.

For BCFTs based on $A$-series minimal models $\mathcal{M}\left(p, p^{\prime}\right)$, this holds for any pair of mixed conformal BCs $(\alpha, \beta) \equiv((r, 2),(r, 1))$, labelled by bulk primary fields with $1 \leq r<p$. One can use well-established results about fusion rules in such models [23], to check that:

$$
\begin{equation*}
\phi_{12} \in \phi_{r 1} \times \phi_{r 2} \tag{4.104}
\end{equation*}
$$

so that these BCs are interpolated by $\psi_{12}^{(\alpha \beta)}$ and

$$
\begin{equation*}
\phi_{13} \notin \phi_{r 1} \times \phi_{r 1} \tag{4.105}
\end{equation*}
$$

which implies that $\psi_{13}^{(\beta \beta)}$ is not in the boundary operator spectrum of the BCFT. This is reflected in the vanishing of the orbifold structure constant $\mathcal{B}_{\Psi_{13}, \Psi_{12}}^{(\beta \beta \alpha)}=0$, since:

$$
\begin{equation*}
g_{(r, 1)}=-g_{(r, 2)}(2 \cos (\pi g)) \tag{4.106}
\end{equation*}
$$

so that the function $F_{2}^{\alpha \beta}$ will only depend on the conformal BC through $g_{(r, 2)}$. We note that such simplification is not necessarily restricted to $A$-series models. Let us consider the D-series BCFT $\mathcal{M}(6,5)$ (three-state Potts), with mixed BC $(\alpha, \beta) \equiv\left(\phi_{12}, \phi_{11}\right) \equiv(G B, R)$, for which there is no boundary operator $\psi_{13}^{(R R)}$ (with conformal dimension $h_{13}=7 / 5$ ) living on the conformal boundary of type $R$ [31]. At the level of the operator algebra, this translates, once again, into the vanishing of the boundary-boundary structure constants $B_{\psi_{13}, \psi_{12}}^{(\beta \beta \alpha), \psi_{12}}$ as we have checked using the results of [213], so that the same considerations as above will apply.

### 4.5.2 The function $\left\langle\Psi_{12} \cdot \sigma_{h} \cdot \Psi_{12}\right\rangle$ in a generic $\mathbb{Z}_{2}$ orbifold

From the perspective of critical quantum chains, the result in (4.10) only determines the leading contribution to the second Rényi entropy. To understand finite-size corrections to this result, we should also study the one-point function of subleading primary twist operators, namely $\left\langle\sigma_{h}(z, \bar{z})\right\rangle_{\mathrm{H}}^{\alpha \beta}$.

We shall derive an ODE for the conformal blocks

$$
\begin{equation*}
\mathcal{F}_{k}(\eta)=\left\langle\Phi_{12}\right| \sigma_{h}(1) \mathcal{P}_{k} \sigma_{h}(\eta)\left|\Phi_{12}\right\rangle . \tag{4.107}
\end{equation*}
$$

Here we consider the case of a generic composite twist operator $\sigma_{h}$ with conformal dimension

$$
\begin{equation*}
\widehat{h}=h_{\sigma}+\frac{h}{n} \tag{4.108}
\end{equation*}
$$

and thus we do not assume any null-vector condition on $\sigma_{h}$. Besides the nullvector conditions at level two (4.83), we will need the null-vector at level three in the module of $\left|\Phi_{12}\right\rangle$ :

$$
\begin{equation*}
L_{-2}^{(1)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle=\left[-L_{-3}^{(0)}+\frac{1}{g}\left(2 g L_{-1}^{(0)} L_{-2}^{(0)}-\left(L_{-1}^{(0)}\right)^{3}\right)\right]\left|\Phi_{12}\right\rangle \tag{4.109}
\end{equation*}
$$
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and two Ward identities obtained from:

$$
\begin{equation*}
\left\langle\Phi_{12}\right| \sigma_{h}(1) \mathcal{P}_{k} \sigma_{h}(\eta) T^{(1)}(z) L_{-1}^{(1)}\left|\Phi_{12}\right\rangle, \tag{4.110}
\end{equation*}
$$

with $\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=(-1,1 / 2,1 / 2,-2)$ :

$$
\begin{equation*}
a_{0 \mid 1}\left\langle\Phi_{12}\right| L_{1}^{(1)} \sigma_{h}(1) \mathcal{P}_{k} \sigma_{h}(\eta) L_{-1}^{(1)}\left|\Phi_{12}\right\rangle=\sum_{p=0}^{3} d_{p \mid 1}\left\langle\Phi_{12}\right| \sigma_{h}(1) \mathcal{P}_{k} \sigma_{h}(\eta) L_{-2+p}^{(1)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle \tag{4.111}
\end{equation*}
$$

and $\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=(-2,1 / 2,1 / 2,-1)$ :

$$
\begin{align*}
& a_{0 \mid 2}\left\langle\Phi_{12}\right| L_{2}^{(1)} \sigma_{h}(1) \mathcal{P}_{k} \sigma_{h}(x) L_{-1}^{(1)}\left|\Phi_{12}\right\rangle+a_{1 \mid 2}\left\langle\Phi_{12}\right| L_{1}^{(1)} \sigma_{h}(1) \mathcal{P}_{k} \sigma_{h}(x) L_{-1}^{(1)}\left|\Phi_{12}\right\rangle= \\
&=d_{0 \mid 2}\left\langle\Phi_{12}\right| \sigma_{h}(1) \mathcal{P}_{k} \sigma_{h}(\eta) L_{-1}^{(1)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle+d_{1 \mid 2}\left\langle\Phi_{12}\right| \sigma_{h}(1) \mathcal{P}_{k} \sigma_{h}(\eta) L_{0}^{(1)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle+ \\
&+d_{2 \mid 2}\left\langle\Phi_{12}\right| \sigma_{h}(1) \mathcal{P}_{k} \sigma_{h}(\eta) L_{1}^{(1)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle \tag{4.112}
\end{align*}
$$

Putting everything together, and applying the change of function

$$
\begin{equation*}
\mathcal{F}(\eta)=\eta^{-2 h_{12}}(1-\eta)^{4 h_{12}-2 \widehat{h}} f(\eta) \tag{4.113}
\end{equation*}
$$

we obtain the fourth-order ODE

$$
\begin{align*}
& (\eta-1)^{4} \eta^{3} \partial_{\eta}^{4} f+\frac{1}{2}(\eta-1)^{3} \eta^{2}[(2 g+13) \eta+(2 g-11)] \partial_{\eta}^{3} f \\
& -\frac{1}{8}(\eta-1)^{2} \eta\left[\left(16 \widehat{g}+6 g^{2}-45 g-60\right) \eta^{2}+\left(20 g^{2}+34 g+96\right) \eta+\left(16 g \widehat{h}+6 g^{2}+3 g-36\right)\right] \partial_{\eta}^{2} f \\
& -\frac{g}{16}(\eta-1)\left[(48 \widehat{h}+18 g-75) \eta^{3}+\left(16 g^{2}-18 g-112 \widehat{h}+167\right) \eta^{2}\right. \\
& \left.\quad+\left(80 \widehat{h}+16 g^{2}-74 g-53\right) \eta+(-16 \widehat{h}-6 g+9)\right] \partial_{\eta} f \\
& +\frac{g}{8}\left[\left(16 g^{2} \widehat{h}+6 g^{3}-13 g^{2}+4\right) \eta^{2}+\left(-32 g^{2} \widehat{h}+12 g^{3}+34 g^{2}-64 g+24\right) \eta\right. \\
& \left.\quad+\left(24+16 g^{2} \widehat{h}+6 g^{3}-13 g^{2}+4\right)\right] f=0 \tag{4.114}
\end{align*}
$$

At this stage, it will be convenient to use the Coulomb-Gas parametrization to analyse the local exponents of the ODE. Recall the relation between the mother CFT central charge and the parameter $g$ :

$$
\begin{equation*}
c=1-24 Q^{2}, \quad Q=\frac{1}{2}(1 / b-b), \quad b=\sqrt{g} . \tag{4.115}
\end{equation*}
$$

The conformal dimensions in the mother CFT are parametrized by the vertex charge $\alpha$ as

$$
\begin{equation*}
h_{\alpha}=\alpha(\alpha-2 Q), \tag{4.116}
\end{equation*}
$$

and we use the shorthand notation for the conformal dimension of composite twisted operators

$$
\begin{equation*}
\widehat{h}_{\alpha}=h_{\sigma}+\frac{h_{\alpha}}{n} . \tag{4.117}
\end{equation*}
$$

In this parametrization, the Riemann scheme for $\mathcal{F}(\eta)$ is given in Table 4.3.
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| 0 | 1 | $\infty$ |
| :---: | :---: | :---: |
| $-2 h_{12}$ | $-2 \widehat{h}_{\alpha}$ | $2 \widehat{h}_{\alpha}-2 h_{12}$ |
| $-2 h_{12}+\frac{1}{2}$ | $-2 \widehat{h}_{\alpha}+h_{13}$ | $2 \widehat{h}_{\alpha}-2 h_{12}+\frac{1}{2}$ |
| $-\widehat{h}_{\alpha}-2 h_{12}+\widehat{h}_{\alpha+b}$ | $-2 \widehat{h}_{\alpha}+2 h_{13}$ | $\widehat{h}_{\alpha}-2 h_{12}+\widehat{h}_{\alpha+b}$ |
| $-\widehat{h}_{\alpha}-2 h_{12}+\widehat{h}_{\alpha-b}$ | $-2 \widehat{h}_{\alpha}+2 h_{13}+2$ | $\widehat{h}_{\alpha}-2 h_{12}+\widehat{h}_{\alpha-b}$ |

Table 4.3: Singular exponents around $\eta=0,1, \infty$

These exponents correspond to the intermediary states (counted with their multiplicities):

$$
\begin{array}{ll}
\left\{\mathbf{1},\left[\mathbf{1}, \phi_{13}\right], \Phi_{13}, \Phi_{13}\right\} & \text { in the channel } \eta \rightarrow 1 \\
\left\{\sigma_{h}, L_{-1 / 2}^{(1)} \cdot \sigma_{h}, \sigma_{h^{\prime}}, \sigma_{h^{\prime \prime}}\right\} & \text { in the channels } \eta \rightarrow 0 \text { and } \eta \rightarrow \infty . \tag{4.118}
\end{array}
$$

Here, we have defined $h^{\prime}=h_{\alpha+b}$ and $h^{\prime \prime}=h_{\alpha-b}$. Recall that the conformal blocks are labelled by primary operators under the neutral subalgebra $A$, and that $L_{-1 / 2}^{(1)} \cdot \sigma_{h}$ is one of these operators. When the mother CFT is a minimal model, one can check on various examples that the orbifold fusion rules derived in [211] from the Verlinde formula are consistent with these intermediary states.

While an analytic solution to the differential equation is not known, one can determine the conformal blocks $\mathcal{F}_{k}(\eta)$ around $\eta=0$ and $\widetilde{\mathcal{F}}(\eta)$ around $\eta=1$ numerically to arbitrary precision. Assuming this step has been performed, all that is left is to calculate the structure constants in the block expansion (4.81). The boundaryboundary structure constants are calculated from (4.74) and (4.75), while the bulkboundary structure constants can be calculated analytically through unfolding, as shown, for some cases in Appendix C.2.2 and C.2.1. For numerical studies, however, it is simpler to bootstrap some of the coefficients in the block expansion (4.81) rather than to calculate all of them analytically.

To implement this method, as detailed in [130], one needs to compare the block expansions in (4.81) with the block expansion corresponding to sending the twist field to the part of the boundary, endowed with the $\alpha \mathrm{BC}$. The crucial point here is that the conformal blocks $\mathcal{F}_{k}(\eta)$ are branched functions on $\mathbb{C}$, with branch points $\{0,1, \infty\}$, and, thus, sending the twist field to the boundary with $\mathrm{BC} \alpha$ is equivalent to crossing to the other branch of the function. This is marked by appending the phase factor $e^{2 \pi i}$ to the variable $\eta$ to get:

$$
\begin{equation*}
\left\langle\sigma_{h}(z, \bar{z})\right\rangle_{S}^{\alpha \beta}=\mathcal{J}_{S L(2, C)} \sum_{\ell} \mathcal{A}_{\sigma_{h}, \Psi_{\ell}}^{(\alpha)} \mathcal{B}_{\Psi_{\ell}, \Psi_{12}}^{(\alpha \alpha \beta) \Psi_{12}} \widetilde{\mathcal{F}}_{\ell}\left(e^{2 \pi i} \eta\right) . \tag{4.119}
\end{equation*}
$$

To proceed, one needs to find the monodromy matrix $X$ around zero for the basis $\widetilde{\mathcal{F}}_{\ell}(\eta)$, which encodes the behaviour of the conformal blocks as the branch cut is crossed:

$$
\begin{equation*}
\widetilde{\mathcal{F}}_{\ell}\left(e^{2 \pi i} \eta\right)=\sum_{m} X_{\ell m} \widetilde{\mathcal{F}}_{m}(\eta) . \tag{4.120}
\end{equation*}
$$

Since the monodromy of the blocks $\widetilde{\mathcal{F}}_{\ell}$ around zero is non-diagonal, we can use the fusing matrix $P_{i j}$ to express the blocks $\widetilde{\mathcal{F}}_{\ell}$ in terms of a basis of the blocks $\mathcal{F}_{k}$, which have diagonal monodromy around $\eta=0$ :

$$
\begin{equation*}
\widetilde{\mathcal{F}}_{\ell}(\eta)=\sum_{k} P_{\ell k} \mathcal{F}_{k}(\eta) . \tag{4.121}
\end{equation*}
$$
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The blocks $\mathcal{F}_{k}(\eta)$ simply acquire a phase under $z \rightarrow e^{2 \pi i} z$, so their monodromy matrix $Y$ is diagonal:

$$
\begin{equation*}
\mathcal{F}_{k}\left(e^{2 i \pi} \eta\right)=\sum_{j} \Upsilon_{k j} \mathcal{F}_{j}(\eta), \quad Y_{k j}=\delta_{k j} \exp \left[2 \pi i\left(-\widehat{h}_{\alpha}-2 h_{12}+\widehat{h}_{k}\right)\right] \tag{4.122}
\end{equation*}
$$

where the exponents in the exponential above, are simply read off from the Riemann scheme. Then, the monodromy matrix of the blocks $\widetilde{\mathcal{F}}_{\ell}(\eta)$ is found from the matrix product:

$$
\begin{equation*}
X=P \cdot Y \cdot P^{-1} \tag{4.123}
\end{equation*}
$$

which allows us to compare the block expansions in (4.81) and (4.119) to find a duality relation, of the type presented in [130]:

$$
\begin{equation*}
\mathcal{A}_{\sigma_{h}, \Psi_{i}}^{(\beta)} \mathcal{B}_{\Psi_{12}, \Psi_{12}}^{(\beta \beta \alpha) \Psi_{i}}=\sum_{j} \mathcal{A}_{\sigma_{h}, \Psi_{j}}^{(\alpha)} \mathcal{B}_{\Psi_{12}, \Psi_{12}}^{(\alpha \alpha \beta) \Psi_{j}} X_{j i} . \tag{4.124}
\end{equation*}
$$

Using the numerical determinations for $\mathcal{F}_{k}(\eta)$ and $\widetilde{\mathcal{F}}_{\ell}(\eta)$, one can find a good estimate for the fusing matrix $P_{i j}$, and, consequently, $X_{i j}$. A more fleshed-out example of how the determination of $P_{i j}$ works has been relegated to the Appendix C.7, where this equation is used for the case of the $\mathbb{Z}_{2}$ orbifold of the three-state Potts model BCFT.

After solving the linear system in (4.124) one can evaluate the unknown structure constants $\mathcal{A}_{\sigma_{h}, \Psi_{i}}^{(\beta)}$ and $\mathcal{A}_{\sigma_{h}, \Psi_{i}}^{(\alpha)}$. At this point, we stress that (4.124) gives, at most, four constraints between the unknown structure constants. To fully determine all these quantities, one should calculate the remaining four structure constants through other methods.

## Example: Three-state Potts model

Let us once again consider the 3-state Potts model BCFT with mixed BC $(\alpha, \beta) \equiv$ $(G B, R)$ as mother theory. We are interested in this case in the one-point function of the excited twist operator $\sigma_{\varepsilon}$ where $\varepsilon \equiv \phi_{12}$ is a primary field in $\mathcal{M}(6,5)$.

The non-existence of a boundary field $\psi_{13}^{(R R)}$ in this theory implies, through the relations between mother BCFT and orbifold structure constants derived in Section 4.4.3, the vanishing of some of the coefficients in the block expansions (4.81) of the correlators in (4.32). In effect, only the block corresponding to the identity operator contributes to these expressions when the twist field is sent to the $\beta$ boundary. This corresponds to the following fusion rules $\sigma_{\varepsilon}$ :

$$
\begin{equation*}
\left.\sigma_{\varepsilon}\right|_{\beta} \rightarrow \Psi_{1}^{(\beta \beta)} \tag{4.125}
\end{equation*}
$$

Hence, we are led to obtain the following expressions for the excited twist correlator on the UHP:

$$
\begin{equation*}
\left\langle\sigma_{\varepsilon}(z, \bar{z})\right\rangle^{\alpha \beta}=z^{-2 h_{\sigma_{\varepsilon}}} \mathcal{A}_{\sigma_{\varepsilon}, \Psi_{1}}^{(\beta)} \mathcal{B}_{\Psi_{1}, \Psi_{12}}^{(\beta \beta) \Psi_{12}} \tilde{\mathcal{F}}_{1}^{(\varepsilon)}(\eta), \tag{4.126}
\end{equation*}
$$

where we have:

$$
\begin{equation*}
\tilde{\mathcal{F}}_{1}^{(\varepsilon)}(\eta)=J_{1}(u(\eta))=(1-u)^{-2 h_{\sigma_{\varepsilon}}} \sum_{n=0}^{\infty} a_{n}(1-u)^{n} \tag{4.127}
\end{equation*}
$$
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with the coefficients determined by the recursion relation (C.74), derived in Appendix C.7. The structure constants can be expressed in terms of known quantities for the $\mathcal{M}(6,5)$ BCFT, obtained in Appendix B:

$$
\begin{equation*}
\mathcal{A}_{\sigma_{\varepsilon}, \Psi_{1}}^{(\beta)}=g_{R}^{-1} A_{\varepsilon}^{R}, \quad \mathcal{B}_{\Psi_{1}, \Psi_{12}}^{(\beta \beta \alpha) \Psi_{12}}=1 \tag{4.128}
\end{equation*}
$$

where the bulk-boundary structure constant $A_{\varepsilon}^{R}$ has been calculated in [218, 225] to be:

$$
\begin{equation*}
A_{\varepsilon}^{R}=\left(\frac{1+\sqrt{5}}{2}\right)^{\frac{3}{2}} \tag{4.129}
\end{equation*}
$$

### 4.5.3 The function $\left\langle\Psi_{12} \cdot \sigma \cdot \Psi_{12}\right\rangle$ in a generic $\mathbb{Z}_{3}$ orbifold

Here the relevant conformal blocks are

$$
\begin{equation*}
\mathcal{F}_{k}(\eta)=\left\langle\Phi_{12}\right| \sigma(1) \mathcal{P}_{k} \sigma^{\dagger}(\eta)\left|\Phi_{12}\right\rangle . \tag{4.130}
\end{equation*}
$$

We give the null vectors of $\left|\Phi_{12}\right\rangle$ at levels two and three:

$$
\begin{align*}
& L_{-2}^{(r)}\left|\Phi_{12}\right\rangle=\frac{1}{3 g} \sum_{s=0}^{2} L_{-1}^{(r-s)} L_{-1}^{(s)}\left|\Phi_{12}\right\rangle  \tag{4.131}\\
& L_{-1}^{(3-r)} L_{-2}^{(r)}\left|\Phi_{12}\right\rangle=\frac{1}{3 g}\left[2 L_{-1}^{(0)} L_{-1}^{(1)} L_{-1}^{(2)}+\left(L_{-1}^{(3-r)}\right)^{3}\right]\left|\Phi_{12}\right\rangle \tag{4.132}
\end{align*}
$$

for $r \in\{0,1,2\}$. We will also need the null vectors for the out-state $\left\langle\Phi_{12}\right|$, which can be obtained by Hermitian conjugation (4.42).

To derive an ODE for the conformal blocks, we had to employ seven orbifold Ward identities, together with six of the null-vector conditions above. To not overload the presentation of this section with technical details, we relegate the specifics of the derivation to Appendix C.6. We apply the change of function

$$
\begin{equation*}
\mathcal{F}(\eta)=\eta^{-8 h_{12} / 3}(1-\eta)^{16 h_{12} / 3-2 h_{\sigma}} f(\eta) . \tag{4.133}
\end{equation*}
$$

The function $f$ satisfies the ODE

$$
\begin{align*}
& (\eta-1)^{3} \eta^{2} \partial_{\eta}^{3} f+(\eta-1)^{2} \eta[(g+3) \eta+(g-3)] \partial_{\eta}^{2} f \\
& +\frac{2}{9}(\eta-1)\left[2(2+3 g) \eta^{2}-2\left(7-15 g+18 g^{2}\right) \eta+(4-3 g)\right] \partial_{\eta} f  \tag{4.134}\\
& +\frac{4}{27}(1-6 g)(2-3 g)(\eta+1) f=0
\end{align*}
$$

The Riemann scheme for $\mathcal{F}$ is

| 0 | 1 | $\infty$ |
| :---: | :---: | :---: |
| $-\frac{8}{3} h_{12}$ | $-2 h_{\sigma}$ | $2 h_{\sigma}-\frac{8}{3} h_{12}$ |
| $-\frac{8}{3} h_{12}+\frac{1}{3}$ | $-2 h_{\sigma}+2 h_{13}$ | $2 h_{\sigma}-\frac{8}{3} h_{12}+\frac{1}{3}$ |
| $-3 h_{12}+\frac{h_{14}}{3}$ | $-2 h_{\sigma}+3 h_{13}$ | $2 h_{\sigma}-3 h_{12}+\frac{h_{14}}{3}$ |

The local exponents correspond to the intermediary states:

$$
\begin{align*}
& \left\{\mathbf{1},\left[\mathbf{1}, \phi_{13}, \phi_{13}\right], \Phi_{13}\right\} \quad \text { in the channel } \eta \rightarrow 1 \\
& \left\{\sigma_{12}, L_{-1 / 3}^{(1)} \cdot \sigma_{12}, \sigma_{14}\right\} \quad \text { in the channels } \eta \rightarrow 0 \text { and } \eta \rightarrow \infty \tag{4.135}
\end{align*}
$$
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In the orbifold BCFT, this translates into the following fusion rules for the twist operator with the boundary $\beta$ :

$$
\begin{equation*}
\left.\sigma_{1}\right|_{\beta} \rightarrow \Psi_{1}^{(\beta \beta)}+\Psi_{\left[1, \phi_{13}, \phi_{13}\right]}^{(\beta \beta)}+\Psi_{13}^{(\beta \beta)} \tag{4.136}
\end{equation*}
$$

The analytic solutions to the differential equation (4.134) are not known, but they can be evaluated numerically, to arbitrary precision. Then, one can use the bootstrap to determine some relations between the unknown structure constants in the expansion (4.81), as outlined in the previous section, and determine the rest analytically, by unfolding methods, to complete the calculation of the mixed BC correlator of the bare twist.

We note that a fourth-order differential equation that the correlator (4.64) satisfies has already been found in [223], where it plays a role in the determination of the leading contribution to the third Rényi entropy of an excited state in a periodic 1D critical chain. As predicted in [223], there is no degeneracy in the exponents in the more constraining third-order differential equation we have found here. Note that these exponents are the ones expected from the orbifold fusion rules[211].

### 4.5.4 The function $\left\langle\Psi_{12} \cdot \sigma_{13} \cdot \Psi_{12}\right\rangle$ in the $\mathbb{Z}_{3}$ orbifold of the Ising model

In this section, we will work with the $\mathbb{Z}_{3}$ orbifold of the Ising BCFT. The bulk primary fields of this BCFT are $\phi_{11} \equiv \mathbf{1}, \phi_{12} \equiv s$ and $\phi_{13} \equiv \varepsilon$ with $h_{s}=1 / 16$ and $h_{\varepsilon}=1 / 2$. We will keep labelling the fields by their Kac indices, to not overcomplicate the notation.

We will provide here an alternative method for finding a differential equation for the one-point function:

$$
\begin{equation*}
\left\langle\sigma_{13}(z, \bar{z})\right\rangle_{\mathrm{H}}^{f+} \tag{4.137}
\end{equation*}
$$

where the orbifold conformal boundary conditions $\alpha=f$ and $\beta=+$ correspond to setting fixed and free BC respectively, on all the copies of the Ising mother BCFT. The diagonal BCCO $\Psi_{12}^{(f+)}$ is the one interpolating between them in the orbifold, since in the Ising BCFT only the $\psi_{12}^{(f+)}$ primary boundary field can change between the CBCs $(+) \leftrightarrow(f)$ [130]. As in the previous sections, we aim to find a differential equation satisfied by the conformal blocks

$$
\begin{equation*}
\mathcal{F}_{k}(\eta)=\left\langle\Phi_{12}\right| \sigma_{13}(1) \mathcal{P}_{k} \sigma_{13}^{\dagger}(\eta)\left|\Phi_{12}\right\rangle . \tag{4.138}
\end{equation*}
$$

First, we use the fusion numbers in (5.4) to infer the dimension of the space of conformal blocks for (4.137):

$$
\begin{equation*}
\sum_{i} \mathcal{N}_{\sigma_{13}, \sigma_{13}^{\dagger}}^{i} \mathcal{N}_{i, \Phi_{12}}^{\Phi_{12}}=2 \tag{4.139}
\end{equation*}
$$

which means the differential equation we seek should be second order.
By using the null-vectors induced on $\sigma_{13}$ together with the right combination of Ward identities, one should be able to rigorously derive it. Instead, we will assume this equation exists and is of Fuchsian type - a linear homogenous ODE whose three singular points are regular. The latter assumption is based on the observation
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that the method exploited in the previous sections relies on expressing orbifold modes $L_{m}^{(r \neq 0)}$ in terms of Virasoro generators, whose combined differential action on correlators is well-understood in the literature [23],[226] to be of Fuchsian type.

Now, using the fusion numbers of (5.4), the fusion rules are

$$
\begin{align*}
& \sigma_{13} \times \Phi_{12} \rightarrow \sigma_{12}+L_{-2 / 3}^{(2)} \cdot \sigma_{12}, \\
& \sigma_{13} \times \sigma_{13}^{+} \rightarrow \mathbf{1}+\left[\mathbf{1}, \phi_{13}, \phi_{13}\right] \tag{4.140}
\end{align*}
$$

so we can determine the asymptotic behaviour of the solutions around the regular singular points $\eta \in\{0,1, \infty\}$ of the differential equation and infer the Riemann scheme:

$$
\begin{array}{c|c|c}
0 & 1 & \infty \\
\hline-h_{\sigma_{13}}-3 h_{12}+h_{\sigma_{12}} & -2 h_{\sigma_{13}} & h_{\sigma_{13}}-3 h_{12}+h_{\sigma_{12}} \\
-h_{\sigma_{13}}-3 h_{12}+h_{\sigma_{12}}+\frac{2}{3} & -2 h_{\sigma_{13}}+2 h_{13} & h_{\sigma_{13}}-3 h_{12}+h_{\sigma_{12}}+\frac{2}{3}
\end{array}
$$

One can readily check that the entries of this Riemann scheme sum up to one, so, by a general theorem on Fuchsian ODEs (see [227]), there is a unique secondorder Fuchsian ODE with this set of singular exponents. If we define the shifted function $f(\eta)$ :

$$
\begin{equation*}
f(\eta)=\eta^{h_{c_{13}}+3 h_{12}-h_{\sigma_{12}}}(1-\eta)^{2 h_{\sigma_{13}} \mathcal{F}(\eta)} \tag{4.141}
\end{equation*}
$$

we find, by the same considerations, that it should satisfy a second-order Fuchsian differential equation with the Riemann scheme

| 0 | 1 | $\infty$ |
| :---: | :---: | :---: |
| 0 | 0 | $-2 h_{\sigma_{13}}-6 h_{12}+2 h_{\sigma_{12}}$ |
| $\frac{2}{3}$ | $2 h_{13}$ | $-2 h_{\sigma_{13}}-6 h_{12}+2 h_{\sigma_{12}}+\frac{2}{3}$ |

This is just the canonical Riemann scheme of a hypergeometric differential equation (C.41), with coefficients:

$$
\begin{align*}
& a=-2 h_{\sigma_{13}}-6 h_{12}+2 h_{\sigma_{12}}=-2 / 3 \\
& b=-2 h_{\sigma_{13}}-6 h_{12}+2 h_{\sigma_{12}}+\frac{2}{3}=0,  \tag{4.142}\\
& c=\frac{1}{3}
\end{align*}
$$

in the conventions of Appendix C.5. We notice that the exponents in the $\eta \rightarrow 1$ channel are spaced by one, so we will have to deal with the degenerate exponents to arrive at a closed-form solution. To do this, we will use the basis of solutions in the $\eta \rightarrow 0$ channel - given in (C.42) - to construct a linearly independent basis of solutions around $\eta \rightarrow 1$. The solutions for $f$ can be simplified, in this case, to:

$$
\begin{equation*}
I_{1}(\eta)=1, \quad I_{2}(\eta)=\eta^{2 / 3} \tag{4.143}
\end{equation*}
$$

which gives the conformal blocks around $\eta \rightarrow 0$ :

$$
\begin{equation*}
\mathcal{F}_{1}(\eta)=\eta^{-1 / 3}(1-\eta)^{-4 / 9}, \quad \mathcal{F}_{2}(\eta)=\eta^{1 / 3}(1-\eta)^{-4 / 9} \tag{4.144}
\end{equation*}
$$

in our normalisation convention.
To build the basis of solutions around $\eta=1$, we look for the linear combinations $\tilde{\mathcal{F}}_{i}(\eta)=\sum_{j} P_{i j}^{-1} \mathcal{F}_{j}(\eta)$ that have the following series expansion around $\eta=1$ :

$$
\begin{equation*}
\tilde{\mathcal{F}}_{1}(\eta)=(1-\eta)^{-4 / 9}\left(1+O\left[(1-\eta)^{2}\right]\right), \quad \tilde{\mathcal{F}}_{2}(\eta) \sim(1-\eta)^{5 / 9} \tag{4.145}
\end{equation*}
$$
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since the power series associated with the orbifold identity should have no $(1-\eta)$ term due to the null-vectors $L_{-1}^{(r)} \cdot \mathbf{1} \equiv 0$, and both solutions should have the leading coefficient normalised to one, in our convention for the conformal blocks. With these requirements, one finds the fusing matrix $P_{i j}^{-1}$ to be:

$$
P^{-1}=\frac{1}{2}\left(\begin{array}{cc}
1 & 1  \tag{4.146}\\
3 & -3
\end{array}\right) .
$$

Thus, the conformal blocks of (4.137) around $\eta=1$ are found to be:

$$
\begin{equation*}
\tilde{\mathcal{F}}_{1}(\eta)=\frac{\eta^{-1 / 3}+\eta^{1 / 3}}{2(1-\eta)^{4 / 9}}, \quad \tilde{\mathcal{F}}_{2}(\eta)=\frac{3\left(\eta^{-1 / 3}-\eta^{1 / 3}\right)}{2(1-\eta)^{4 / 9}} . \tag{4.147}
\end{equation*}
$$

For the physical correlation function, we write

$$
\begin{equation*}
\left\langle\sigma_{13}(z, \bar{z})\right\rangle_{\mathbb{H}}^{f+}=\bar{z}^{-2 h_{\sigma_{13}}}\left[\mathcal{A}_{\sigma_{13}, \Psi_{1}}^{(+)} \mathcal{B}_{\Psi_{1}, \Psi_{12}}^{(+f) \Psi_{12}} \tilde{\mathcal{F}}_{1}(\eta)+\mathcal{A}_{\sigma_{13},\left[\psi_{1}, \psi_{13}, \psi_{13}\right.}^{(+)} \mathcal{B}_{\left[\psi_{1}, \psi_{13}, \psi_{13}\right], \Psi_{12}}^{(++f) \Psi_{12}} \tilde{\mathcal{F}}_{2}(\eta)\right] . \tag{4.148}
\end{equation*}
$$

Finally, we observe that $B_{\psi_{13} \psi_{12}}^{(+f) \psi_{12}}$ vanishes, and hence $\mathcal{B}_{\left[\psi_{1}, \psi_{13}, \psi_{13}\right], \Psi_{12}}^{(+f) \Psi_{12}}=0$, so the expression (4.148) simplifies to:

$$
\begin{equation*}
\left\langle\sigma_{13}(z, \bar{z})\right\rangle_{\mathrm{H}}^{f+}=2^{5 / 9} \times \frac{\cos (2 \theta / 3)}{(r \sin \theta)^{4 / 9}}, \quad z=r e^{i \theta} \tag{4.149}
\end{equation*}
$$

where we have also used:

$$
\begin{equation*}
\mathcal{A}_{\sigma_{13}, \Psi_{1}}^{(+)}=g_{+}^{-2}, \quad \mathcal{B}_{\Psi_{1}, \Psi_{12}}^{(++f) \Psi_{12}}=1, \tag{4.150}
\end{equation*}
$$

and the value of the ground-state degeneracy for fixed BC $g_{+}=1 / \sqrt{2}$ in the Ising BCFT [217].

### 4.5.5 More hypergeometric differential equations in the Ising cyclic orbifold BCFTs

We have managed, in Sections 4.5 .2 and 4.5 . 3 to obtain differential equations for cyclic orbifolds of generic mother BCFTs, but have not been able to provide analytic solutions for them.

One can, however, find second-order differential equations for particular choices of $\mathcal{M}_{p, p^{\prime}}$ and composite twist fields (for the correlators of Section 4.5.2), in the manner presented in Section 4.5.4, which allow us to exactly determine the correlators. Since we want to compare the results of this section with lattice data of the critical Ising spin chain with mixed BC, it will be particularly satisfying to find such equations for the cyclic orbifolds of the Ising BCFT.

Let's first consider the correlator:

$$
\begin{equation*}
\left\langle\sigma_{13}(z, \bar{z})\right\rangle_{n=2}^{\alpha \beta} \tag{4.151}
\end{equation*}
$$

in the $\mathbb{Z}_{2}$ Ising orbifold BCFT which should satisfy, up to a Möbius map, the same differential equation as:

$$
\begin{equation*}
\left\langle\Phi_{12}\right| \sigma_{13}(1) \sigma_{13}(\eta)\left|\Phi_{12}\right\rangle \tag{4.152}
\end{equation*}
$$
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The orbifold fusion rules of [119], imply that the space of conformal blocks is two-dimensional since:

$$
\begin{equation*}
\sum_{i} \mathcal{N}_{\sigma_{13}, \sigma_{13}}^{i} \mathcal{N}_{i, \Phi_{12}}^{\Phi_{12}}=2 \tag{4.153}
\end{equation*}
$$

By the same type of arguments and assumptions as in Section 4.5.4, we infer that (4.152) satisfies a second-order Fuchsian differential equation with the following Riemann scheme:

| 0 | 1 | $\infty$ |
| :---: | :---: | :---: |
| $-h_{\sigma_{13}}-2 h_{12}+h_{\sigma_{1}}$ | $-2 h_{\sigma_{13}}$ | $h_{\sigma_{13}}-2 h_{12}+h_{\sigma_{1,1}}$ |
| $-h_{\sigma_{13}}-2 h_{12}+h_{\sigma_{13}}+\frac{1}{2}$ | $-2 h_{\sigma_{13}}+2 h_{13}$ | $h_{\sigma_{13}}-2 h_{12}+h_{\sigma_{12}}+\frac{1}{2}$ |

so that we eventually find the one-point twist correlator to be

$$
\begin{equation*}
\left\langle\sigma_{13}(z, \bar{z})\right\rangle_{(n=2)}^{\alpha \beta}=\bar{z}^{-2 h_{\sigma_{13}}} g_{+}^{-1} \tilde{\mathcal{F}}_{\Psi_{1}}^{n=2}(\eta) \tag{4.154}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\mathcal{F}}_{\Psi_{1}}^{(n=2)}(\eta)=\frac{1+\eta^{3 / 4}}{2(1-\eta)^{9 / 16} \eta^{3 / 8}} \tag{4.155}
\end{equation*}
$$

Finally, we can find an exact expression for the bare twist correlator:

$$
\begin{equation*}
\left\langle\sigma_{1}(z, \bar{z})\right\rangle_{n=3}^{\alpha \beta} \tag{4.156}
\end{equation*}
$$

in the $\mathbb{Z}_{3}$ Ising orbifold BCFT since it also satisfies a second order differential equation with Riemann scheme:

| 0 | 1 | $\infty$ |
| :---: | :---: | :---: |
| $-h_{\sigma_{1}}-3 h_{12}+h_{\sigma_{12}}$ | $-2 h_{\sigma_{1}}$ | $h_{\sigma_{1}}-3 h_{12}+h_{\sigma_{12}}$ |
| $-h_{\sigma_{1}}-3 h_{12}+h_{\sigma_{12}}+\frac{1}{3}$ | $-2 h_{\sigma_{1}}+2 h_{13}$ | $h_{\sigma_{1}}-3 h_{\Psi_{12}}+h_{\sigma_{12}}+\frac{1}{3}$ |

We find:

$$
\begin{equation*}
\left\langle\sigma_{1}(z, \bar{z})\right\rangle_{n=3}^{\alpha \beta}=\bar{z}^{-1 / 9} g_{+}^{-2} \tilde{\mathcal{F}}_{\Psi_{1}}^{n=3}(\eta) \tag{4.157}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\mathcal{F}}_{\Psi_{1}}^{n=3}(\eta)=\frac{1+\eta^{1 / 3}}{2(1-\eta)^{1 / 9} \eta^{1 / 6}} \tag{4.158}
\end{equation*}
$$

Other results for the Ising BCFT. We have also obtained results specific to the $\mathbb{Z}_{2}$ and $\mathbb{Z}_{3}$ orbifolds of the Ising BCFT with fixed mixed BC with $\alpha=+$ and $\beta=-$, for which the most relevant primary BCCO is $\psi_{2,1}^{(+-)}$. Since these results are not based on deriving differential equations, it felt thematically appropriate to leave their presentation for the Appendix C.4.

### 4.6 Conclusion

In this chapter, we have presented a general method for calculating Rényi entropies $S_{n}^{\alpha \beta}$ in the ground state of a 1D critical system with mixed open boundaries, for an interval starting at one of its ends. This required computing three-point
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functions of one twist operator and two BCCOs on the upper-half plane $\mathbb{H}$ with mixed BCs $(\alpha, \beta)$ in the $\mathbb{Z}_{n}$ cyclic orbifold.

For this purpose, we have derived ODEs satisfied by these correlation functions, by exploiting the null-vectors of the twisted and untwisted representations of its symmetry algebra $\mathrm{OVir}_{n}$, together with Ward identities obtained from the additional conserved currents of the theory. We used a combination of analytical and numerical methods to find a basis of solutions (a.k.a conformal blocks) of these ODEs.

For the examples provided in this chapter, we have calculated the boundary and bulk-boundary structure constants needed to build the physical correlators as linear combinations of the blocks. Among the setups we have analysed are the leading and subleading contributions to the one-interval second and third Rényi entropies of the Ising model, and the second Rényi entropy for the three-state Potts model. We have also derived differential equations for mixed BC twist field correlators in the $\mathbb{Z}_{2}$ and $\mathbb{Z}_{3}$ orbifolds of generic BCFTs, and obtained an explicit expression for the second Rényi entropy valid for any diagonal minimal model, but with a particular set of mixed boundary conditions.

We have compared the CFT results against critical Ising and three-state Potts spin chain data. Since finite size effects are quite significant for open chains, we have included both the leading and subleading contributions to the lattice twist field correlator in our analytical prediction. In the Ising case, the agreement was excellent for all choices of mixed BC, even though the system sizes we could reach were limited. For the three-state Potts chain, however, the finite size effects are even more severe, and as a consequence, the matching is less satisfactory. This could be improved by using more sophisticated numerical techniques such as DMRG [49, 228] or tensor network methods [210].

The clearest limitation of our method, first identified in [118], is that the process for obtaining a differential equation becomes more difficult as $n$ is increased. We have checked using the fusion rules in (5.4) for $n>3$ that the expected order of the ODEs increases with $n$ for generic minimal models, which implies that more orbifold Ward identities will be needed to obtain the ODEs.

There are several possible extensions of the work presented in this chapter. A possibility would be to generalize the setup for the calculation of Rényi entropies of an interval contained in the bulk, with mixed BC. However, in this situation, one would have to find a differential equation that a four-point function with two twist fields and two BCCOs satisfies. Cardy's doubling trick suggests that such a correlator satisfies the same Ward identities as a six-point conformal block on the complex plane, so the corresponding differential equation would be partial instead of ordinary.

## Chapter 5

## Operator algebra of the cyclic orbifold

### 5.1 Summary

In this chapter, we shall present a more detailed treatment of cyclic orbifold CFTs. Such theories have been of interest for the construction of certain types of superstring theories [70,229], and constitute an active topic of research in the mathematical community [230][231] [232].

Our main motivation for better understanding them, is, as explained in Chapter 1, the study of entanglement in 1D critical systems. Beyond the examples presented in Sections 1.3, 1.4 (1.36), most situations involving boundaries [110, 152, 173], finite size and finite temperature [233-238], or simply several intervals [ $71,84,88,123,127,132,153,163,198-200,239-241]$ are much more complicated and to this day remain mostly unsolved for generic CFTs. The main difficulty in such cases is that the Renyi entropy involves either the two-point function of twist fields on non-trivial surfaces (such as the upper-half-plane or the torus), or higher-point correlation functions. To make progress in such cases, a more comprehensive understanding of fusion rules and their multiplicities in the $\mathbb{Z}_{n}$ orbifold, as well as a full characterization of the conformal blocks is of crucial importance.

In this chapter, an adaptation of [211], we report some progress in that direction based on the identification of the maximal chiral algebra of the cyclic orbifold. Naively, the Virasoro algebra $\mathrm{OVir}_{n}$ is extended by $n-1$ simple currents, whose modes $L_{m}^{(r)}$ obey the following commutation relations [119]

$$
\begin{equation*}
\left[L_{m}^{(r)}, L_{p}^{(s)}\right]=(m-p) L_{m+p}^{(r+s)}+\frac{n c}{12} m\left(m^{2}-1\right) \delta_{m+p, 0} \delta_{r+s, 0}, \tag{5.1}
\end{equation*}
$$

with $r, s \in \mathbb{Z}_{n}$. There is however an important caveat: these $n-1$ additional currents are not local, as they have non-trivial monodromies around the twist fields. This implies that acting with a mode $L_{m}^{(r)}$ on a local field yields a non-local one. Therefore, it is not possible to arrange local fields into modules of the orbifold chiral algebra $\mathrm{OVir}_{n}$. The cornerstone of this chapter is to identify the maximal subalgebra of (the universal enveloping algebra of) $\mathrm{OVir}_{n}$ that acts locally on fields. It is generated by monomials of the form

$$
\begin{equation*}
L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \quad \text { such that } \quad r_{1}+\cdots+r_{p} \equiv 0 \quad \bmod n \tag{5.2}
\end{equation*}
$$

In the following, we refer to this algebra as the neutral algebra and denote it by $A_{n}$.

For simplicity, we restrict our investigation to mother CFTs $\mathcal{M}$ which are diagonal and rational (w.r.t. to the action of the Virasoro algebra), thus containing finitely many primary fields $\phi_{j}$. One of the main results is that the cyclic orbifold $\mathcal{M}_{n}$ is then also rational and diagonal w.r.t. the neutral algebra $A_{n}$. In particular, there are finitely many $A_{n}$-primary fields, i.e. annihilated by all monomials of the form (5.2) with $\sum_{p} m_{p}>0$. These primary operators come in three varieties:

- untwisted non-diagonal $\Phi_{\left[j_{1} . . . j_{n}\right]}$,
- untwisted diagonal $\Phi_{j}^{(r)}$,
- and twisted $\sigma_{j}^{[k](r)}$,
where $\left[j_{1}, \ldots j_{n}\right]$ denotes the equivalence class of $\left(j_{1}, \ldots, j_{n}\right)$ under $\mathbb{Z}_{n}$ permutations, $j_{,} j_{1}, \ldots, j_{n}$ run over the primary operator spectrum of the mother theory $\mathcal{M}$, while the Fourier replica index $r$ and twist charge $k$ take values in $\mathbb{Z}_{n}$ and $\mathbb{Z}_{n}^{\times}$, respectively. If we denote by $\chi_{\left[j_{1} \ldots j_{n}\right]}, \chi_{j}^{(r)}$ and $\chi_{j}^{[k](r)}$ the characters of the corresponding $A_{n}$-modules, the torus partition function is diagonal :

$$
\begin{equation*}
Z_{\text {orb }}=\sum_{J=\left[j_{1} \ldots j_{n}\right]}\left|\chi_{J}\right|^{2}+\sum_{j} \sum_{r=0}^{n-1}\left|\chi_{j}^{(r)}\right|^{2}+\sum_{j} \sum_{k=1}^{n-1} \sum_{r=0}^{n-1}\left|\chi_{j}^{[k](r)}\right|^{2}, \tag{5.3}
\end{equation*}
$$

As we shall argue, this classification of primary operators is particularly well suited for the determination of fusion rules, and the decomposition of correlation functions into conformal blocks. This classification has been suggested by the work of [119], which did not explicitly identify the neutral algebra $A_{n}$, but in fact determined the modular data and fusion rules for precisely the same set of operators, in the case $n=2$. In this sense, the present chapter generalizes the results of [119] to any prime $n$. We give then a summary of our results:

## Summary of results

- We establish the operator content of the $\mathbb{Z}_{n}$ orbifold CFT built from an arbitrary rational, diagonal Virasoro CFT model. The $\mathbb{Z}_{n}$ invariant primary operators are identified as the primary operators of the $A_{n} \oplus \bar{A}_{n}$ neutral algebra.
- We build the modules under the chiral algebra $A_{n}$, and the decomposition of the Hilbert space over these modules, for any prime $n$.
- We use the above decomposition property to characterize orbifold conformal blocks. This allows us to decompose any four-point correlation function of local primary operators in terms of finitely many holomorphic and antiholomorphic conformal blocks, indexed by $A_{n}{ }^{-}$ and $\bar{A}_{n}$-modules, respectively.
- By studying the modular characters, and applying constraints arising from unitarity and modular relations to lift degeneracies, we obtain the orbifold $\mathcal{T}$ and $\mathcal{S}$ matrices. This leads, through the Verlinde formula, to explicit expressions of the orbifold fusion numbers $\mathcal{N}_{\alpha \beta}^{\gamma}$.

These fusion rules, in their most compact form, are given by:

## Fusion rules in the cyclic orbifold

$$
\begin{align*}
& \mathcal{N}_{\left[i_{1} \ldots i_{n}\right],\left[j_{1} \ldots j_{n}\right]}^{\left[k_{1} \ldots k_{n}\right]}=\sum_{a, b=0}^{n-1} n_{i_{1+a} j_{1+b}}^{k_{1}} \ldots n_{i_{n+a} j_{n+b}}^{k_{n}}, \\
& \mathcal{N}_{\left[i_{1} \ldots i_{n}\right],\left[j_{1} \ldots j_{n}\right]}^{k_{n}^{(r)}}=\sum_{a=0}^{n-1} n_{i_{1+a}, j_{1}}^{k} \ldots n_{i_{n+a}, j_{n}}^{k}, \\
& \mathcal{N}_{\left[i_{1} \ldots i_{1}\right], j^{(r)}}^{k^{(r)}}=n_{i_{1}, j}^{k} \ldots n_{i_{n}, j}^{k} \text {, } \\
& \mathcal{N}_{i^{(t)}, j^{(s)}}^{k^{(t)}}=\delta_{r+s, t} n_{i j}^{k} \text {. }  \tag{5.4}\\
& \mathcal{N}_{i|p|(\uparrow) j q(\xi)}^{\left[k_{1} \ldots k_{n}\right]}=\delta_{p+q, 0} \sum_{\ell} \frac{S_{i \ell} S_{j \ell} \cdot S_{k_{1} \ell} \ldots S_{k_{n} \ell}}{S_{1 \ell}^{n}}, \\
& \mathcal{N}_{\left.i p(p)()_{j}\right)(l \mid(s)}^{k^{(t)}}=\frac{\delta_{p+q, 0}}{n} \sum_{\ell}\left[\frac{S_{i \ell} S_{j \ell} S_{k \ell}^{n}}{S_{1 \ell}^{n}}+\sum_{a=1}^{n-1} \omega^{n p(r+s-t)} \frac{\left(P_{-a}\right)_{i \ell}\left(P_{a}\right)_{j \ell} S_{k \ell}}{S_{1 \ell}}\right] \text {, } \\
& \mathcal{N}_{i p|p|(\tau) \mid q[\mid(s)}^{k[m[(t)}=\frac{\delta_{p+q, m}}{n} \sum_{\ell}\left[\frac{S_{i \ell} S_{j e} S_{k \ell}}{S_{1 \ell}^{n}}+\sum_{a=1}^{n-1} \omega^{n(r+s-t)} \frac{\left(P_{p a^{-1}}^{\dagger}\right)_{i \ell}\left(P_{q a^{-1}}^{\dagger}\right)_{j \ell}\left(P_{m a^{-1}}\right)_{k \ell}}{S_{1 \ell}}\right] \text {. }
\end{align*}
$$

Here $n_{i j}^{k}$ and $S_{i j}$ are, respectively, the fusion numbers and modular $S$-matrix of the mother theory, and $\omega$ stands for the first $\mathrm{n}^{\text {th }}$ root of unity $\omega=\exp (2 \pi i / n)$. The matrices $P_{a}$ 's, which are labelled by $a \in \mathbb{Z}_{n}^{\times}$(the multiplicative group of integers modulo $n$ ), are also modular matrices acting on characters of the mother CFT see (5.118-5.119), and $a^{-1}$ stands for the inverse of $a$ in $\mathbb{Z}_{n}^{\times}$. The sums over $\ell$ run over the primary operators of the mother CFT.

The chapter is organized as follows. In Section 5.2, we define, for a generic integer $n$, the basic properties of the cyclic orbifold such as twist operators, the conserved currents $T^{(r)}$, the orbifold Virasoro algebra $\mathrm{OVir}_{n}$, and the neutral algebras $A_{n}$. In Section 5.3, we restrict the discussion to $n$ prime and describe the operator content, OPEs and conformal blocks. In Section 5.4, we analyse the modular properties of the torus partition function and derive the fusion numbers. In Section 5.5, we give some applications of our results for fusion rules and conformal blocks of the $\mathbb{Z}_{3}$ orbifold of minimal CFTs. In Section 5.6 , we conclude with a recapitulation of our results and comment on possible refinements and extensions. We have relegated to the Appendix the more technical proofs, to avoid congesting the logical flow of the chapter.

### 5.2 Cyclic orbifolds

In this section, we provide some basic background on cyclic orbifolds $\mathcal{M}_{n}$, such as twist operators, the conserved currents, the symmetry algebra $\mathrm{OVir}_{n}$, and the induction procedure.

### 5.2.1 The cyclic orbifold CFT

With the above motivation in mind, we define cyclic orbifold CFTs as follows. Let $\mathcal{M}$ be any CFT with central charge $c$ and primary operator content $\left\{\phi_{1}, \phi_{2}, \phi_{3}, \ldots\right\}$,
which we call the mother CFT. By convention, we always take $\phi_{1}$ to be the identity operator: $\phi_{1}=1$. The cyclic orbifold CFT $\mathcal{M}$ for a positive integer $n$, which is usually denoted as

$$
\begin{equation*}
\mathcal{M}_{n}=\mathcal{M}^{\otimes n} / \mathbb{Z}_{n}, \tag{5.5}
\end{equation*}
$$

is most easily defined in the path-integral formalism. If the configurations of the mother theory are described by a field $\varphi(r)$ with action $\mathcal{A}[\varphi]$, then the configurations of $\mathcal{M}^{\otimes n}$ are (locally) described by $n$ independent copies ( $\varphi_{1}(r), \ldots \varphi_{n}(r)$ ), with action $\mathcal{A}\left[\varphi_{1}\right]+\cdots+\mathcal{A}\left[\varphi_{n}\right]$. Furthermore, the modding out by $\mathbb{Z}_{n}$ means that configurations with topological defects (as described in the previous section) are to be included. In particular, on the cylinder (and the torus, see section 5.4.1) this implies that one must consider all possible $\mathbb{Z}_{n}$ twisted boundary conditions. Accordingly, the Hilbert space (for a closed system) splits into $n$ distinct sectors labelled by the twist charge $[k] \in \mathbb{Z}_{n}$, corresponding to boundary conditions twisted by the permutation of copies $a \mapsto a+k$. Via the state-operator correspondence, local fields also carry a twist charge.

In the untwisted sector $[k=0]$, the Hilbert space is simply the $n^{\text {th }}$ tensor product of the mother theory Hilbert space. The associated operators are called untwisted operators and are spanned by products of local operators acting on each copy. These are generated, under the Operator Product Expansion (OPE), by operators acting on a single copy $a$

$$
\begin{equation*}
\phi_{a}=\mathbf{1} \otimes \cdots \otimes \mathbb{1} \otimes \underset{(a)}{\phi_{1}} \otimes \mathbf{1} \otimes \cdots \otimes \mathbb{1} . \tag{5.6}
\end{equation*}
$$

By contrast, the Hilbert space in the twisted sector [ $k=1$ ] is in one-to-one correspondence with the mother theory Hilbert space [119]. Indeed, one can untangle the $n$ copies coupled via the twist $a \rightarrow a+1$ into a single copy, at the cost of making the system $n$ times larger. More generally, the Hilbert space in the twisted sector [ $k$ ] maps to the tensor product of $C_{k}$ copies of the mother theory Hilbert space, where $C_{k}$ is the number of cycles of the permutation $a \rightarrow a+k$ (in particular $C_{k}=1$ exactly when $k$ and $n$ are coprime).

A generic operator $O^{[k]}$ with twist charge [ $k$ ] inserts a defect line as explained above, and hence its monodromy relative to a diagonal operator $\phi_{a}$ reads:

$$
\begin{equation*}
\phi_{a}\left(e^{2 i \pi} z, e^{-2 i \pi} \bar{z}\right) \cdot O^{[k]}(0)=\phi_{a-k}(z, \bar{z}) \cdot O^{[k]}(0) \tag{5.7}
\end{equation*}
$$

being understood that upon going around the twisted field $O^{[k]}(0)$, the field $\phi_{a}(z, \bar{z})$ does not encircle any other (twisted) field.
note that the twist charge [ $k$ ] is conserved under fusion, in the sense that

$$
\begin{equation*}
\left\langle O_{1}^{\left[k_{1}\right]}\left(z_{1}, \bar{z}_{1}\right) \ldots O_{m}^{\left[k_{n}\right]}\left(z_{n}, \bar{z}_{n}\right)\right\rangle=0 \quad \text { if } \quad k_{1}+\cdots+k_{m} \neq 0 \quad \bmod n . \tag{5.8}
\end{equation*}
$$

Of particular interest is the bare twist operator $\sigma^{[k]}$, which is simply the most relevant operator with twist charge [ $k$ ]. Under the state-operator correspondence, it maps to the lowest energy state in the twisted sector [ $k$ ]. In the untwisted sector, this is simply the identity $\sigma^{[0]}=1$. Moreover, to lighten the notation, we write $\sigma$ and $\sigma^{\dagger}$ instead of $\sigma^{[1]}$ and $\sigma^{[-1]}$, respectively. The conformal dimension of the twist operators $\sigma$ and $\sigma^{\dagger}$ is

$$
\begin{equation*}
h_{\sigma}=\frac{c}{24}\left(n-\frac{1}{n}\right) . \tag{5.9}
\end{equation*}
$$

This fundamental result, which is at the heart of the universal behaviour 1.36 of entanglement entropy for 1D critical systems, is surprisingly easy to establish.

Indeed, it is a simple consequence of the finite-size scaling of eigenenergies in CFT. For a periodic system of size $L$, the orbifold Hamiltonian is $\frac{2 \pi}{L}\left(L_{0}+\bar{L}_{0}-n c / 12\right)$, as the orbifold central charge is $n c$, where $c$ is the central charge of the mother theory. Thus, the lowest energy in the sector [ $k=1$ ] is

$$
\begin{equation*}
E=\frac{4 \pi}{L}\left(h_{\sigma}-\frac{n c}{24}\right) . \tag{5.10}
\end{equation*}
$$

since $\sigma$ is a scalar field $\left(h_{\sigma}=\bar{h}_{\sigma}\right)$. But as stated above, the twisted sector [1] for a system of size $L$ is nothing but the Hilbert space of the mother theory for a system of size $n L$. From this perspective the Hamiltonian is $\frac{2 \pi}{n L}\left(L_{0}+\bar{L}_{0}-c / 12\right)$, and the state with the lowest energy is the vacuum, therefore

$$
\begin{equation*}
E=-\frac{4 \pi}{n L} \frac{c}{24} . \tag{5.11}
\end{equation*}
$$

Equating these two expressions yields (5.9). The argument is easy to generalize to arbitrary $k$, and one finds

$$
\begin{equation*}
h_{\sigma^{[k]}}=\frac{c}{24} \sum_{\text {cycle } j}\left(n_{k j}-\frac{1}{n_{k j}}\right) . \tag{5.12}
\end{equation*}
$$

where the sum is over all cycles of the permutation $a \mapsto a+k$, and $n_{k j}$ is the length of the $j^{\text {th }}$ cycle. In particular, when $n$ is prime, one gets $h_{\sigma^{[k]}}=h_{\sigma}$ for all $k \in \mathbb{Z}_{n}^{\times}$.

### 5.2.2 Orbifold Virasoro algebra

now that we have discussed the splitting of the Hilbert space into twisted sectors, we can describe the action of the extended orbifold algebra. In the orbifold CFT $\mathcal{M}_{n}$, each copy $a$ of the mother CFT carries the components $T_{a}(z), \bar{T}_{a}(\bar{z})$ of the stress-energy tensor, with OPEs

$$
\begin{align*}
& T_{a}(z) T_{b}(w)=\delta_{a b}\left[\frac{c / 2}{(z-w)^{4}}+\frac{2 T_{b}(w)}{(z-w)^{2}}+\frac{\partial T_{b}(w)}{z-w}\right]+\operatorname{reg}_{z \rightarrow w} \\
& \bar{T}_{a}(\bar{z}) \bar{T}_{b}(\bar{w})=\delta_{a b}\left[\frac{c / 2}{(\bar{z}-\bar{w})^{4}}+\frac{2 \bar{T}_{b}(\bar{w})}{(\bar{z}-\bar{w})^{2}}+\frac{\bar{\partial} \bar{T}_{b}(\bar{w})}{\bar{z}-\bar{w}}\right]+\operatorname{reg}_{\bar{z} \rightarrow \bar{w}} \tag{5.13}
\end{align*}
$$

where $c$ is the central charge of the mother CFT, and reg $_{z \rightarrow w}$ denotes a function which is regular as $z$ tends to $w$. It turns out to be convenient to work with the discrete Fourier modes of these currents, namely

$$
\begin{equation*}
T^{(r)}(z)=\sum_{a=0}^{n-1} \omega^{a r} T_{a}(z), \quad \bar{T}^{(r)}(\bar{z})=\sum_{a=0}^{n-1} \omega^{a r} \bar{T}_{a}(\bar{z}), \tag{5.14}
\end{equation*}
$$

where $\omega=\exp (2 i \pi / n)$ and $r \in \mathbb{Z}_{n}$. We get the OPEs

$$
\begin{align*}
& T^{(r)}(z) T^{(s)}(w)=\frac{\delta_{r+s, 0} n c / 2}{(z-w)^{4}}+\frac{2 T^{(r+s)}(w)}{(z-w)^{2}}+\frac{\partial T^{(r+s)}(w)}{z-w}+\operatorname{reg}_{z \rightarrow w} \\
& \bar{T}^{(r)}(\bar{z}) \bar{T}^{(s)}(\bar{w})=\frac{\delta_{r+s, 0} n c / 2}{(\bar{z}-\bar{w})^{4}}+\frac{2 \bar{T}^{(r+s)}(\bar{w})}{(\bar{z}-\bar{w})^{2}}+\frac{\partial \bar{T}^{(r+s)}(\bar{w})}{\bar{z}-\bar{w}}+\operatorname{reg}_{\bar{z} \rightarrow \bar{w}} \tag{5.15}
\end{align*}
$$

The invariant modes $T^{(0)}(z)$ and $\bar{T}^{(0)}(\bar{z})$ are the components of the total stressenergy tensor of $\mathcal{M}_{n}$, with central charge $n c$, whereas the other Fourier modes $T^{(r)}(z), \bar{T}^{(r)}(\bar{z})$ with $r \neq 0 \bmod n$ can be regarded as additional conserved currents. Altogether, these Fourier modes encode an extended conformal symmetry.

The Laurent expansion of the currents $T^{(r)}(z)$ depends on the twist sector in which they act. Indeed, since by definition an operator $O^{[k]}$ with charge $[k]$ inserts a defect line connecting copies $a$ and $a+k$, we have the monodromy conditions (in the absence of other twist operators in the vicinity of the origin)

$$
\begin{equation*}
T^{(r)}\left(e^{2 i \pi} z\right) \cdot O^{[k]}(0)=\omega^{k r} T^{(r)}(z) \cdot O^{[k]}(0) \tag{5.16}
\end{equation*}
$$

As a result, the mode decomposition is of the form

$$
\begin{equation*}
T^{(r)}(z) \cdot O^{[k]}(0)=\sum_{m \in-k r / n+\mathbb{Z}} z^{-m-2}\left(L_{m}^{(r)} \cdot O^{[k]}\right)(0) \tag{5.17}
\end{equation*}
$$

with $L_{m}^{(r) \dagger}=L_{-m}^{(-r)}$. Likewise, for $\bar{T}^{(r)}$ we have

$$
\begin{equation*}
\bar{T}^{(r)}(\bar{z}) \cdot O^{[k]}(0)=\sum_{m \in+k r / n+\mathbb{Z}} \bar{z}^{-m-2}\left(\bar{L}_{m}^{(r)} \cdot O^{[k]}\right)(0) . \tag{5.18}
\end{equation*}
$$

Importantly, in the twist sector [k], the allowed indices for $L_{m}^{(r)}$ (resp. $\bar{L}_{m}^{(r)}$ ) are $m \in-k r / n+\mathbb{Z}$ (resp. $m \in+k r / n+\mathbb{Z}$ ). The OPEs (5.15) yield the commutation relations

$$
\begin{align*}
& {\left[L_{m}^{(r)}, L_{p}^{(s)}\right]=(m-p) L_{m+p}^{(r+s)}+\frac{n c}{12} m\left(m^{2}-1\right) \delta_{m+p, 0} \delta_{r+s, 0},} \\
& {\left[\bar{L}_{m}^{(r)}, \bar{L}_{p}^{(s)}\right]=(m-p) \bar{L}_{m+p}^{(r+s)}+\frac{n c}{12} m\left(m^{2}-1\right) \delta_{m+p, 0} \delta_{r+s, 0},}  \tag{5.19}\\
& {\left[L_{m}^{(r)}, \bar{L}_{p}^{(s)}\right]=0,}
\end{align*}
$$

where the Kronecker symbols $\delta_{r+s, 0}$ are understood modulo $n$. These relations define the two commuting orbifold Virasoro algebras $\mathrm{OVir}_{n}$ and $\overline{\mathrm{OVir}}_{n}$.

The invariant modes $L_{m}^{(0)}$ are the modes of the total stress-energy tensor, and their index $m$ is always an integer, as it should be. Of course, they form a Virasoro algebra, with central charge $n c$ :

$$
\begin{equation*}
\left[L_{m}^{(0)}, L_{p}^{(0)}\right]=(m-p) L_{m+p}^{(0)}+\frac{n c}{12} m\left(m^{2}-1\right) \delta_{m+p, 0}, \quad m \in \mathbb{Z} \tag{5.20}
\end{equation*}
$$

and similarly for the $\bar{L}_{m}^{(0)}$,s.
Due to the conservation of Fourier indices in the commutation relations (5.19), the two families of algebra elements

$$
\begin{equation*}
L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \quad \text { and } \quad \bar{L}_{m_{1}}^{\left(r_{1}\right)} \ldots \bar{L}_{m_{p}}^{\left(r_{p}\right)}, \quad \text { with } r_{1}+\cdots+r_{p}=0 \bmod n \tag{5.21}
\end{equation*}
$$

generate algebras of the universal enveloping algebra of $\mathrm{OVir}_{n}$ and $\overline{\mathrm{OVir}}_{n}$, which we shall call the neutral algebras $A_{n}$ and $\bar{A}_{n}$, respectively. These neutral algebras are of key importance for the classification of operators and the description of correlations in the cyclic orbifold CFT.

### 5.2.3 Orbifold induction procedure

As mentioned above, the Hilbert space $\mathcal{H}^{[1]}$ of the twisted sector $[k=1]$ is in one-to-one correspondence with the Hilbert space $\mathcal{H}$ of the mother theory [119]. More precisely, there is an isomorphism $\Theta_{1}: \mathcal{H} \rightarrow \mathcal{H}^{[1]}$, that is a norm-preserving, invertible linear map. This map is quite simple: it encodes the identification of states between $\mathcal{H}^{[1]}$ and $\mathcal{H}$ that follows from unfolding the $n$ copies of the cylinder with twisted boundary conditions into a single copy of the cylinder.

In particular, we get the following identification between the stress-tensor $T$ of the mother theory (on the cylinder of perimeter $n L$ ) and the stress-tensor $T_{a}$ acting on the $a^{\text {th }}$ copy of the orbifold on the cylinder of perimeter $L$ :

$$
\begin{equation*}
T_{a}(x, t)=\Theta_{1} T(a L+x, t) \Theta_{1}^{-1} \tag{5.22}
\end{equation*}
$$

where $0 \leq x<L$ and $a=0, \cdots, n-1$. In terms of modes, this means

$$
\begin{equation*}
\left(L_{m}^{(r)}-\delta_{m, 0} \frac{n c}{24}\right)=\frac{1}{n} \Theta_{1}\left(L_{n m}-\delta_{m, 0} \frac{c}{24}\right) \Theta_{1}^{-1}, \quad m \in-r / n+\mathbb{Z}, \tag{5.23}
\end{equation*}
$$

that is to say

$$
\begin{equation*}
L_{m}^{(r)}=\frac{1}{n} \Theta_{1} L_{n m} \Theta_{1}^{-1}+\frac{c}{24}\left(n-\frac{1}{n}\right) \delta_{m 0}, \quad m \in-r / n+\mathbb{Z} . \tag{5.24}
\end{equation*}
$$

It follows that there is a one-to-one correspondence between Virasoro primary states $\left|\phi_{j}\right\rangle$ in the mother theory and primary states under the orbifold algebra in the twisted sector $[k=1]$ of the cyclic orbifold, which we will denote by $\left|\sigma_{j}^{[1]}\right\rangle$ :

$$
\begin{equation*}
\left|\sigma_{j}^{[1]}\right\rangle=\Theta_{1}\left|\phi_{j}\right\rangle \tag{5.25}
\end{equation*}
$$

The same elementary argument of finite-size scaling is used to derive (5.9) yields

$$
\begin{equation*}
h_{\sigma_{j}}=\frac{c}{24}\left(n-\frac{1}{n}\right)+\frac{h_{j}}{n}=h_{\sigma}+\frac{h_{j}}{n} . \tag{5.26}
\end{equation*}
$$

The identification map $\Theta_{1}$ provides a comprehensive and explicit construction of the twisted sector [ $k=1$ ] in terms of states of the mother theory, known as the orbifold induction procedure [119]. Furthermore, since $\Theta_{1}$ is norm-preserving, a state in the twisted sector is a null state if and only if it is the image (under $\Theta_{1}$ ) of a null state in the mother theory. In that sense, the induction procedure provides a full description of all null states in the twisted sector. Such null states are important, as they can be exploited to derive differential equations for twist correlation functions [118].

Of course, the above discussion can be adapted to all twisted sectors [k]. In particular, when $k$ and $n$ are coprime (that is when the permutation $a \rightarrow a+k \bmod$ $n$ has a unique cycle), the Hilbert space $\mathcal{H}^{[k]}$ can still be identified with $\mathcal{H}$, via a $\operatorname{map} \Theta_{k}: \mathcal{H} \rightarrow \mathcal{H}^{[k]}$. The relation between modes becomes simply

$$
\begin{equation*}
L_{m}^{(r)}=\frac{1}{n} \Theta_{k} L_{n m} \Theta_{k}^{-1}+\frac{c}{24}\left(n-\frac{1}{n}\right) \delta_{m 0}, \quad m \in-k r / n+\mathbb{Z} \tag{5.27}
\end{equation*}
$$

The state $\left|\sigma_{j}^{[k]}\right\rangle=\Theta_{k}\left|\phi_{j}\right\rangle$ has the same conformal dimension as $\left|\sigma_{j}^{[1]}\right\rangle$.

### 5.3 Operator content, OPEs and conformal blocks

From now on, we restrict to the case when the number of copies is a prime integer $n$. We shall describe the operator content of the cyclic orbifold CFT $\mathcal{M}_{n}$, in terms of the primary operators $\left\{\phi_{j}\right\}$ of the mother CFT $\mathcal{M}$. In $\mathcal{M}_{n}$, operators and states will be organized into representations of the neutral algebras $A_{n} \oplus \bar{A}_{n}$ defined in Sec. 5.2.2.

To simplify the discussion, we suppose that the mother CFT is diagonal, namely every primary operator $\phi_{j}$ is scalar, so that its conformal dimensions obey $h_{j}=\bar{h}_{j}$, and all primaries correspond to distinct Virasoro modules. This is the case in particular for all diagonal minimal models. Under these assumptions, the torus partition function is a diagonal modular invariant

$$
\begin{equation*}
Z=\sum_{j}\left|\chi_{j}\right|^{2} \tag{5.28}
\end{equation*}
$$

and the modular $S$-matrix is real symmetric. The fusion numbers $n_{i j}^{k}$, as given by the Verlinde formula

$$
\begin{equation*}
n_{i j}^{k}=\sum_{m} \frac{S_{i m} S_{j m} \bar{S}_{m k}}{S_{1 m}} \tag{5.29}
\end{equation*}
$$

can only take the values 0 or 1 .

### 5.3.1 Invariant operators

Local operators in the $\mathbb{Z}_{n}$ orbifold must form a set of mutually local fields. In particular, they must be local with respect to the twist fields, i.e. be invariant under cyclic permutations. In that sense, gauging the $\mathbb{Z}_{n}$ symmetry in the replicated theory $\mathcal{M}^{\otimes n}$ removes ${ }^{1}$ all fields in $\mathcal{M}^{\otimes n}$ that are not $\mathbb{Z}_{n}$ invariant. It turns out that this condition is also sufficient: all invariant fields are local, as we will show in section 5.4.1. Throughout the chapter, we will use the terms local and invariant interchangeably when referring to fields/operators.

Importantly, the currents $T^{(r)}(z)$ themselves are not local for $r \neq 0$, since they have non-trivial monodromies around twist fields (5.16). This means that acting with a mode $L_{m}^{(r)}$ on a local field yields a non-local one, and therefore it is not possible to decompose local fields into modules of the full orbifold algebra $\mathrm{OVir}_{n} \oplus$ $\overline{\mathrm{OVir}}_{n}$. Instead, one has to work with the neutral algebra $A_{n}$.

Invariant operators can be classified into three families of primary operators and their descendants, with respect to the neutral algebras $A_{n} \oplus \bar{A}_{n}$. In this section, we enumerate all $\left(P^{n}-P\right) / n+n^{2} P$ primary invariant operators, where $P$ is the number of primary fields in the mother theory.

The proofs that these operators are primary and that the action of $A_{n} \oplus \bar{A}_{n}$ on them generates all invariant operators, are given in Appendix D.1.

The non-diagonal untwisted operators $\Phi_{\left[j_{1} \ldots j_{n}\right]}$. They are defined as

$$
\begin{equation*}
\Phi_{J}=\Phi_{\left[j_{1}, \cdots, j_{n}\right]}:=\frac{1}{\sqrt{n}} \sum_{a=0}^{n-1}\left(\phi_{j_{1+a}} \otimes \cdots \otimes \phi_{j_{n+a}}\right) \tag{5.30}
\end{equation*}
$$

[^17]where $J=\left[j_{1}, \cdots, j_{n}\right]$ stands for the $n$-tuple $\left(j_{1}, \cdots, j_{n}\right)$ modulo $\mathbb{Z}_{n}$, that is the equivalence class of $\left(j_{1}, \ldots, j_{n}\right)$ under cyclic permutations. The indices $(1+a), \ldots,(n+a)$ in (5.30) are understood modulo $n$. Part of the definition is to demand that at least two labels among $\left(j_{1}, \cdots, j_{n}\right)$ are distinct, ensuring that the fields $\phi_{j_{1+a}} \otimes \cdots \otimes \phi_{j_{n+a}}$, for $0 \leq a \leq n-1$ are linearly independent. Each $\phi_{j}$ stands for a primary operator in the mother CFT. The conformal dimension of $\Phi_{J}$ is
\[

$$
\begin{equation*}
h_{\left[j_{1}, \cdots, j_{n}\right]}=h_{j_{1}}+\cdots+h_{j_{n}}, \tag{5.31}
\end{equation*}
$$

\]

where $h_{j}$ is the conformal dimension of $\phi_{j}$.

The diagonal untwisted operators $\Phi_{j}^{(r)}$, with $r \in \mathbb{Z}_{n}$. For $r=0$, let

$$
\begin{equation*}
\Phi_{j}^{(0)}=\Phi_{j}:=\phi_{j} \otimes \cdots \otimes \phi_{j}, \tag{5.32}
\end{equation*}
$$

where $\phi_{j}$ is a primary operator in the mother CFT. For $r \neq 0 \bmod n$, we define

$$
\begin{equation*}
\Phi_{j}^{(r)}:=\frac{1}{2 n h_{j}} L_{-1}^{(r)} \bar{L}_{-1}^{(-r)} \cdot \Phi_{j} \quad \text { for } \phi_{j} \neq \mathbf{1} \tag{5.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{1}^{(r)}:=\frac{2}{n c} L_{-2}^{(r)} \bar{L}_{-2}^{(-r)} \cdot \mathbf{1}=\frac{2}{n c} T^{(r)} \bar{T}^{(-r)} . \tag{5.34}
\end{equation*}
$$

Recall that by convention, $\phi_{1}=\mathbf{1}$ in the mother CFT. The reason for introducing a specific definition of the operators $\mathbf{1}^{(r)}$ is the fact that $L_{-1}^{(r)} \cdot \mathbf{1}=\bar{L}_{-1}^{(r)} \cdot \mathbf{1}=0$, due to the null-vector conditions $L_{-1} \cdot \mathbf{1}=\bar{L}_{-1} \cdot \mathbf{1}=0$ in the mother CFT. The corresponding conformal dimensions are

$$
\begin{align*}
& h_{j}^{(r)}=n h_{j}+\left(1-\delta_{r 0}\right) \quad \text { for } \phi_{j} \neq \mathbf{1},  \tag{5.35}\\
& h_{1}^{(r)}=2\left(1-\delta_{r 0}\right) . \tag{5.36}
\end{align*}
$$

The prefactors in (5.33-5.34) are chosen to normalize the two-point function - see below.

The twist operators $\sigma_{j}^{[k](r)}$. These operators are indexed by three labels: $j$ identifies a primary field $\phi_{j}$ in the mother theory, $k \neq 0 \bmod n$ labels the twisted sector, and $r$ takes values in $\mathbb{Z}_{n}$. When $j=1$ and $r=0$, they simply correspond to the "bare" twist operators

$$
\begin{equation*}
\sigma_{1}^{[k](0)}:=\sigma^{[k]}, \tag{5.37}
\end{equation*}
$$

and they all have conformal dimension

$$
\begin{equation*}
h_{\sigma}=\frac{c}{24}\left(n-\frac{1}{n}\right) . \tag{5.38}
\end{equation*}
$$

as follows from the state-operator correspondence and the finite size scaling argument above (5.9). For $j \neq 1$ and $r=0$, the twist operator $\sigma_{j}^{[k](0)}:=\sigma_{j}^{[k]}$ is the field associated to the state $\left|\sigma_{j}^{[k]}\right\rangle$ (as defined in section (5.2.3)) under the state-operator correspondence. This defines a composite twist operator, with conformal dimension given by (5.26), that is :

$$
\begin{equation*}
h_{\sigma_{j}}=h_{\sigma}+\frac{h_{j}}{n} . \tag{5.39}
\end{equation*}
$$

Alternatively, this composite twist field can be constructed as the most relevant field obtained in the fusion

$$
\begin{equation*}
\Phi_{[j, 1, \ldots, 1]} \times \sigma_{1}^{[k](0)} \tag{5.40}
\end{equation*}
$$

where the field $\Phi_{[j, 1, \ldots, 1]}$ is defined at (5.30). Formally [219, 242] :

$$
\begin{equation*}
\sigma_{j}^{[k](0)}(z, \bar{z})=\mathcal{A}_{j} \lim _{\epsilon \rightarrow 0}\left[\epsilon^{2\left(1-n^{-1}\right) h_{j}} \Phi_{[j, 1, \ldots, 1]}(z+\epsilon, \bar{z}+\bar{\epsilon}) \cdot \sigma^{[k]}(z, \bar{z})\right] \tag{5.41}
\end{equation*}
$$

where $\Phi_{[j, 1, \ldots, 1]}$ is the non-diagonal untwisted operator given above, and $h_{j}$ is the conformal dimension of $\phi_{j}$, and the constant prefactor is $\mathcal{A}_{j}=n^{-2\left(1-n^{-1}\right) h_{j}-1 / 2}$. As explained in section (5.2.3), the operators $\sigma_{j}^{[k]}$ are also primary under $\mathrm{OVir}_{n} \oplus \overline{\mathrm{OVir}}_{n}$.

For $r \neq 0$ the twist operators $\sigma_{j}^{[k](r)}$ are given by

$$
\sigma_{j}^{[k](r)}:= \begin{cases}\mathcal{B}_{j, \llbracket k r \rrbracket} L_{-\llbracket k r \rrbracket / n}^{(r)} \bar{L}_{-\llbracket k r \rrbracket / n}^{(-r)} \cdot \sigma_{j}^{[k]} & \text { if } \phi_{j} \neq \mathbf{1} \text { or } k r \neq 1 \quad \bmod n,  \tag{5.42}\\ \mathcal{B}_{1, n+1} L_{-1-1 / n}^{(r)} \bar{L}_{-1-1 / n}^{(-r)} \cdot \sigma^{[k]} & \text { otherwise, }\end{cases}
$$

or equivalently as states

$$
\left|\sigma_{j}^{[k](r)}\right\rangle:=n^{-2} \Theta_{k} \begin{cases}\mathcal{B}_{j, \llbracket k r \rrbracket} L_{-\llbracket k r \rrbracket} \bar{L}_{-\llbracket k r \mathbb{\rrbracket}}\left|\phi_{j}\right\rangle & \text { if } \phi_{j} \neq \mathbf{1} \text { or } k r \neq 1 \quad \bmod n,  \tag{5.43}\\ \mathcal{B}_{1, n+1} L_{-(n+1)} \bar{L}_{-(n+1)}|0\rangle & \text { otherwise. }\end{cases}
$$

where $\llbracket m \rrbracket$ stands for the remainder of the Euclidean division of $m$ by $n$, that is the unique integer in the interval $\{0, \ldots, n-1\}$ such that $\llbracket m \rrbracket=m \bmod n$. The constant prefactors $\mathcal{B}_{j, m}=n^{2}\left[2 m h_{j}+c m\left(m^{2}-1\right) / 12\right]^{-1}$ are included to normalize the two-point function in the usual way (5.47).

The case $j=\mathbf{1}$ has to be treated separately because of the null-vector relations obeyed by the bare twist operators [118, 119]:

$$
\begin{equation*}
L_{-1 / n}^{\left(k^{-1}\right)} \cdot \sigma^{[k]}=0, \quad \bar{L}_{-1 / n}^{\left(-k^{-1}\right)} \cdot \sigma^{[k]}=0 \tag{5.44}
\end{equation*}
$$

The conformal dimension of $\sigma_{j}^{[k /(r)}$ is

$$
h_{j}^{[k](r)}= \begin{cases}h_{\sigma_{j}}+\frac{\llbracket k r \rrbracket}{n} & \text { if } \phi_{j} \neq \mathbf{1} \text { or } k r \neq 1 \quad \bmod n,  \tag{5.45}\\ h_{\sigma}+\frac{n+1}{n} & \text { otherwise } .\end{cases}
$$

Property. All the operators in the above list are primary under the neutral algebra $A_{n} \oplus \bar{A}_{n}$. They are local, by virtue of being invariant under cyclic permutations of copies. They are scalar operators, namely they have conformal dimensions $h=\bar{h}$. Moreover, these are the only fields with these properties: any invariant operator in $\mathcal{M}_{n}$ can be obtained by acting with $A_{n} \oplus \bar{A}_{n}$ on one of these invariant primary operators. These fundamental properties are proven in Appendix D.1.

Two-point functions. The normalization factors have been chosen so that the two-point functions are given by

$$
\begin{align*}
& \left\langle\Phi_{\left[j_{1}, \ldots, j_{n}\right]}(z, \bar{z}) \Phi_{\left[j_{1}, \ldots, j_{n}\right]}(w, \bar{w})\right\rangle=|z-w|^{-4 h_{\left[j_{1}, \ldots j_{n}\right]}}, \\
& \left\langle\Phi_{j}^{(r)}(z, \bar{z}) \Phi_{j}^{(-r)}(w, \bar{w})\right\rangle=|z-w|^{-4 h_{j}^{(r)}}  \tag{5.46}\\
& \left\langle\sigma_{j}^{[k](r)}(z, \bar{z}) \sigma_{j}^{[-k](-r)}(w, \bar{w})\right\rangle=|z-w|^{-4 h_{j}^{[k](r)}},
\end{align*}
$$

where $r \in \mathbb{Z}_{n}$ and $k \in \mathbb{Z}_{n}^{\times}$. Any other two-point function of invariant primary operators vanishes. This can be summarized by writing

$$
\begin{equation*}
\left\langle\Phi_{\alpha}(z, \bar{z}) \Phi_{\beta}^{\dagger}(w, \bar{w})\right\rangle=\delta_{\alpha \beta}|z-w|^{-4 h_{\alpha}}, \tag{5.47}
\end{equation*}
$$

where $\Phi_{\alpha}$ denotes an operator of the form $\Phi_{\left[j_{1} \ldots j_{n}\right]}, \Phi_{j}^{(r)}$ or $\sigma_{j}^{[k](r)}$, and the conjugation $\alpha \rightarrow \alpha^{\dagger}$ acts as

$$
\begin{align*}
{\left[j_{1} \ldots j_{n}\right] } & \rightarrow\left[j_{1} \ldots j_{n}\right]  \tag{5.48}\\
j,(r) & \rightarrow j_{,}(-r)  \tag{5.49}\\
j_{1}[k],(r) & \rightarrow j_{1}[-k],(-r) \tag{5.50}
\end{align*}
$$

### 5.3.2 Invariant Hilbert space

In any chiral $\mathrm{OVir}_{n}$-module with a lowest-weight state $\left|h_{\alpha}\right\rangle$, we can define a formal cyclic permutation operator $\pi$ by

$$
\begin{equation*}
\pi \cdot\left|h_{\alpha}\right\rangle:=\left|h_{\alpha}\right\rangle, \quad \pi \cdot L_{m}^{(r)}:=\omega^{r} L_{m}^{(r)} \cdot \pi, \tag{5.51}
\end{equation*}
$$

and similarly for an $\overline{\mathrm{OVir}}_{n}$-module. With this definition, we have $\pi^{n}=\mathbf{1}$, and hence the operator

$$
\begin{equation*}
P_{r}=\frac{1}{n} \sum_{a=0}^{n-1} \omega^{-a r} \pi^{a} . \tag{5.52}
\end{equation*}
$$

is the projector on the eigenspace of $\pi$ corresponding to the eigenvalue $\omega^{r}$.
For any invariant primary operator $\Phi_{\alpha}$ of the form $\Phi_{\left[j_{1} \ldots j_{n}\right]}, \Phi_{j}^{(r)}$ or $\sigma_{j}^{[k](r)}$, we denote by $\mathcal{V}_{\alpha}$ the corresponding $\left(A_{n} \oplus \bar{A}_{n}\right)$-module. The action of $A_{n}$ (resp. $\left.\bar{A}_{n}\right)$ on the highest weight state $\left|h_{\alpha}\right\rangle$ generates an $A_{n}$-module (resp. $\bar{A}_{n}$-module), which we denote as $V_{\alpha}$ (resp. $\bar{V}_{\alpha}$ ). Since $A_{n}$ and $\bar{A}_{n}$ commute, we have

$$
\begin{equation*}
\mathcal{V}_{\alpha} \simeq V_{\alpha} \otimes \bar{V}_{\alpha} \tag{5.53}
\end{equation*}
$$

It turns out that the $A_{n}$-modules $V_{\alpha}$ associated to the three types of invariant primary operators $\Phi_{\alpha}$ in the orbifold model can be viewed as eigenspaces of $\pi$ in $\mathrm{OVir}_{n}$-modules, namely

$$
\begin{equation*}
V_{\left[j_{1}, \ldots, j_{n}\right]} \simeq P_{0} \cdot\left(v_{j_{1}} \otimes \cdots \otimes v_{j_{n}}\right), \quad V_{j}^{(r)} \simeq P_{r} \cdot\left(v_{j} \otimes \cdots \otimes v_{j}\right), \quad V_{j}^{[k](r)} \simeq P_{r} \cdot \Theta_{k} \cdot v_{j} \tag{5.54}
\end{equation*}
$$

Here, we have denoted by $v_{j}$ the Vir-module associated with the primary operator $\phi_{j}$ in the mother CFT, and we have used the induction isomorphisms $\Theta_{k}$ introduced in Sec. 5.2.3. For $\bar{A}_{n}$-modules we have

$$
\begin{equation*}
\bar{V}_{\left[j_{1}, \ldots, j_{n}\right]} \simeq P_{0} \cdot\left(\bar{v}_{j_{1}} \otimes \cdots \otimes \bar{v}_{j_{n}}\right), \quad \bar{V}_{j}^{(r)} \simeq P_{-r} \cdot\left(\bar{v}_{j} \otimes \cdots \otimes \bar{v}_{j}\right), \quad \bar{V}_{j}^{[k](r)} \simeq P_{-r} \cdot \Theta_{k} \cdot \bar{v}_{j}, \tag{5.55}
\end{equation*}
$$

where the $\bar{v}_{j}$ 's are the mother CFT's $\overline{\mathrm{Vir}}$-modules.
Let $\mathcal{H}_{0}$ be the space of $\mathcal{M}_{n}$ states which are invariant under cyclic permutations. We shall refer to $\mathcal{H}_{0}$ as the invariant Hilbert space. As a consequence of the classification of invariant operators presented in Sec. 5.3.1, one gets the $\left(A_{n} \oplus \bar{A}_{n}\right)$-module decomposition of $\mathcal{H}_{0}$ :

$$
\begin{equation*}
\mathcal{H}_{0}=\bigoplus_{J=\left[j_{1} \ldots j_{n}\right]} \mathcal{V}_{J} \oplus \bigoplus_{j} \bigoplus_{r=0}^{n-1} \mathcal{V}_{j}^{(r)} \oplus \bigoplus_{j} \bigoplus_{k=1}^{n-1} \bigoplus_{r=0}^{n-1} \mathcal{V}_{j}^{[k](r)} \tag{5.56}
\end{equation*}
$$

In this expression, the sums on $j$ run over the primary operators $\phi_{j}$ of the mother CFT, whereas the sum on $\left[j_{1} \ldots j_{n}\right]$ runs over the equivalence classes of $n$-tuples $\left(j_{1}, \ldots, j_{n}\right)$ under cyclic permutations, where the $j_{a}$ 's are indices of primary operators of the mother CFT, and with at least two distinct indices $j_{a} \neq j_{b}$.

### 5.3.3 On fusion numbers

Before moving on to operator product expansions and conformal blocks, it is useful to discuss fusion numbers. From the above discussion, the cyclic orbifold is a diagonal theory with respect to the extended symmetry $A_{n} \oplus \bar{A}_{n}$, therefore operators $\left\{\Phi_{\alpha}\right\}$ are labelled by a single symbol $\alpha$, also labelling the irreducible $A_{n}$-modules $\left\{V_{\alpha}\right\}$. The fusion rules are generically of the form

$$
\begin{equation*}
\Phi_{\alpha} \times \Phi_{\beta} \rightarrow \sum_{\gamma} \mathcal{N}_{\alpha \beta}^{\gamma} \Phi_{\gamma} \tag{5.57}
\end{equation*}
$$

where the sum is over all primary invariant operators $\Phi_{\gamma}$, and the non-negative integers $\mathcal{N}_{\alpha \beta}^{\gamma}$ are the fusion numbers. They obey

$$
\begin{equation*}
\mathcal{N}_{\alpha \beta}^{\gamma}=\mathcal{N}_{\beta \alpha}^{\gamma}, \quad \mathcal{N}_{\alpha \beta}^{\gamma}=\mathcal{N}_{\alpha \gamma^{+}}^{\beta^{+}} . \tag{5.58}
\end{equation*}
$$

Recall that we are assuming that, in the mother theory, all fusion numbers $n_{i j}^{k}$ are 0 or 1 . But in the orbifold, non-trivial multiplicities (i.e. $\mathcal{N}_{\alpha \beta}^{\gamma}>1$ ) are expected to appear. The fusion number $\mathcal{N}_{\alpha \beta}^{\gamma}$ is the dimension of the space of chiral vertex operators [243] of type ${ }_{\left({ }_{a \beta}^{\nu}\right)}^{\nu}$. Chiral three-point functions

$$
\begin{equation*}
C_{\alpha \beta}^{\gamma}(\lambda, \mu, v)=\left\langle\Phi_{\gamma}\right| v^{\dagger}\left(\lambda \cdot \Phi_{\alpha}\right)(1) \mu\left|\Phi_{\beta}\right\rangle \tag{5.59}
\end{equation*}
$$

for $\lambda, \mu, v \in A_{n}$ are not all linearly independent. Indeed, they satisfy many linear relations following from:

1. The commutation rules of $A_{n}$, which follow from

$$
\begin{equation*}
\left[L_{m}^{(r)}, L_{p}^{(s)}\right]=(m-p) L_{m+p}^{(r+s)}+\frac{n c}{12} m\left(m^{2}-1\right) \delta_{m+p, 0} \delta_{r+s, 0} \tag{5.60}
\end{equation*}
$$

2. The properties of primary operators and states

$$
\begin{align*}
& {\left[L_{m}^{(0)}, \Phi_{\alpha}(z, \bar{z})\right]=z^{m}\left((m+1) h_{\alpha}+z \partial_{z}\right) \Phi_{\alpha}(z, \bar{z}),}  \tag{5.61}\\
& \left\langle\Phi_{\gamma}\right| L_{m<0}^{(r)}=0, \quad\left\langle\Phi_{\gamma}\right| L_{0}^{(0)}=h_{\gamma}\left\langle\Phi_{\gamma}\right|  \tag{5.62}\\
& L_{m>0}^{(r)}\left|\Phi_{\alpha}\right\rangle=0, \quad L_{0}^{(0)}\left|\Phi_{\alpha}\right\rangle=h_{\alpha}\left|\Phi_{\alpha}\right\rangle . \tag{5.63}
\end{align*}
$$

3. The Ward identities associated with the $\mathrm{OVir}_{n}$ currents. These can be expressed generally as closed contour identities, for any $m$-tuple of operators $\Phi_{1}, \ldots, \Phi_{m}$ (primary or not) with twist charges $k_{1}, \ldots, k_{m}$ :

$$
\begin{gather*}
\oint d z\left(z-z_{1}\right)^{q_{1}} \ldots\left(z-z_{m}\right)^{q_{m}}\left\langle T^{(r)}(z) \Phi_{1}\left(z_{1}, \bar{z}_{1}\right) \ldots \Phi_{m}\left(z_{m}, \bar{z}_{m}\right)\right\rangle=0, \\
\text { if } q_{j} \in-\frac{r k_{j}}{n}+\mathbb{Z} \text { and } q_{1}+\cdots+q_{m} \leq 2 . \tag{5.64}
\end{gather*}
$$

4. The decoupling of null-vectors (e.g. if $\mu\left|\Phi_{\beta}\right\rangle$ is null, then $C_{\alpha \beta}^{\gamma}(\lambda, \mu, v)=0$ ).

For instance, using (5.61) and (5.63), we have for $m>0$ :

$$
\begin{equation*}
C_{\alpha \beta}^{\gamma}\left(\mathbf{1}, \mathbf{1}, L_{-m}^{(0)}\right)=\left\langle\Phi_{\gamma}\right| L_{m} \Phi_{\alpha}(1)\left|\Phi_{\beta}\right\rangle=\left((m+1) h_{\alpha}-2 h_{\alpha}-2 h_{\beta}+2 h_{\gamma}\right) C_{\alpha \beta}^{\gamma}(\mathbf{1}, \mathbf{1}, \mathbf{1}) . \tag{5.65}
\end{equation*}
$$

Consider the whole set of constraints (5.60-5.64) plus the decoupling of nullvectors as a linear system of equations for the function

$$
\left\{\begin{array}{lll}
A_{n} \otimes A_{n} \otimes A_{n} & \rightarrow & \mathbb{C} \\
(\lambda, \mu, v) & \mapsto & C_{\alpha \beta}^{\gamma}(\lambda, \mu, v)=\left\langle\Phi_{\gamma}\right| v^{+}\left(\lambda \cdot \Phi_{\alpha}\right)(1) \mu\left|\Phi_{\beta}\right\rangle
\end{array}\right.
$$

Then $\mathcal{N}_{\alpha \beta}^{\gamma}$ is the dimension of the solution space of this linear system. By the use of orbifold Ward identities, one can show that the subset of coefficients

$$
\begin{equation*}
C_{\alpha \beta}^{\gamma}(\mu):=C_{\alpha \beta}^{\gamma}(\mathbf{1}, \mu, \mathbf{1})=\left\langle\Phi_{\gamma}\right| \Phi_{\alpha}(1) \mu\left|\Phi_{\beta}\right\rangle, \tag{5.66}
\end{equation*}
$$

determines uniquely all the other coefficients $C_{\alpha \beta}^{\gamma}(\lambda, \mu, v)$. Hence, $\mathcal{N}_{\alpha \beta}^{\gamma}$ corresponds to the number of linearly independent solutions for the function $\mu \mapsto C_{\alpha \beta}^{\gamma}(\mu)$, subject to (5.60-5.64). Let $\left(C_{\alpha \beta}\right)_{m^{\prime}}$, with $m=1, \cdots, \mathcal{N}_{\alpha \beta^{\prime}}^{\gamma}$ denote a basis of these solutions.

If we now return to the physical three-point function (that is including the anti-holomorphic degrees of freedom), generically we have

$$
\begin{equation*}
\left\langle\Phi_{\gamma}\right| \Phi_{\alpha}(1, \overline{1}) \mu \bar{\mu}\left|\Phi_{\beta}\right\rangle=\sum_{m, n=1}^{\mathcal{N}_{\alpha \beta}^{\gamma}} \kappa_{m, p}\left(C_{\alpha \beta}^{\gamma}\right)_{m}(\mu)\left(C_{\alpha \beta}^{\gamma}\right)_{p}(\bar{\mu}) . \tag{5.67}
\end{equation*}
$$

However since the application $(\mu, \bar{\mu}) \rightarrow\left\langle\Phi_{\gamma}\right| \Phi_{\alpha}(1, \overline{1}) \mu \bar{\mu}\left|\Phi_{\beta}\right\rangle$ is bilinear and symmetric, there exists a (real) basis $\left(X_{\alpha \beta}\right)_{m^{\prime}}$ such that

$$
\begin{equation*}
\left\langle\Phi_{\gamma}\right| \Phi_{\alpha}(1, \overline{1}) \mu \bar{\mu}\left|\Phi_{\beta}\right\rangle=\sum_{m=1}^{\mathcal{N}_{\alpha \beta}^{\gamma}} \epsilon_{m}\left(X_{\alpha \beta}^{\gamma}\right)_{m}(\mu)\left(X_{\alpha \beta}^{\gamma}\right)_{m}(\bar{\mu}), \tag{5.68}
\end{equation*}
$$

where $\epsilon_{m} \in\{-1,0,1\}$. The naturality theorem [244] implies that the above bilinear form has maximal rank, thus $\epsilon_{m}=0$ must be excluded.

Let's consider for instance the fusion process involving three non-diagonal untwisted operators

$$
\begin{equation*}
\Phi_{\left[i_{1} \ldots i_{n}\right]} \times \Phi_{\left[j_{1} \ldots j_{n}\right]} \rightarrow \Phi_{\left[k_{1} \ldots k_{n}\right]} . \tag{5.69}
\end{equation*}
$$

For compactness we introduce the shorthand notation $I=\left[i_{1} \ldots i_{n}\right], J=\left[j_{1} \ldots j_{n}\right]$ and $K=\left[k_{1} \ldots k_{n}\right]$. Consider the following physical three-point function

$$
\begin{equation*}
C_{I J}^{K}(\mu, \bar{\mu})=\left\langle\Phi_{K} \Phi_{I}\left(\mu \bar{\mu} \cdot \Phi_{J}\right)\right\rangle, \tag{5.70}
\end{equation*}
$$

for $\mu \in A_{n}$ and $\bar{\mu} \in \bar{A}_{n}$. Using the definition of $\Phi_{\left[i_{1} \ldots i_{n}\right]}, \Phi_{\left[j_{1} \ldots j_{n}\right]}, \Phi_{\left[k_{1} \ldots k_{n}\right]}$ and the fact that $\mu, \bar{\mu}$ are invariant under the cyclic permutation $\Pi$, one can write

$$
\begin{equation*}
C_{I J}^{K}(\mu, \bar{\mu})=\sum_{a, b=0}^{n-1}\left(C_{I J}^{K}\right)_{a b}(\mu, \bar{\mu}), \tag{5.71}
\end{equation*}
$$

where (with a slight abuse of notation, as we now treat $I, J$ and $K$ as $n$-tuples)

$$
\begin{equation*}
\left(C_{I J}^{K}\right)_{a b}(\mu, \bar{\mu}):=\frac{1}{\sqrt{n}}\left\langle\Pi^{a}\left[\phi_{k_{1}} \otimes \cdots \otimes \phi_{k_{n}}\right] \Pi^{b}\left[\phi_{i_{1}} \otimes \cdots \otimes \phi_{i_{n}}\right]\left(\mu \bar{\mu} \cdot\left(\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}\right)\right)\right\rangle \tag{5.72}
\end{equation*}
$$

and $\Pi$ is the generator of cyclic permutations: $\Pi\left[\phi_{i_{1}} \otimes \cdots \otimes \phi_{i_{n}}\right]=\left[\phi_{i_{2}} \otimes \phi_{i_{3}} \otimes \cdots \otimes \phi_{i_{1}}\right]$. A closer inspection reveals that each symmetric bilinear form $\left(C_{I J}^{K}\right)_{a b}$ is rank at most one. Indeed, decomposing

$$
\begin{equation*}
\mu=L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \tag{5.73}
\end{equation*}
$$

together with

$$
\begin{equation*}
L_{m}^{(r)}=\sum_{j=0}^{n-1} \omega^{j r} \mathbf{1} \otimes \cdots \otimes \underset{(j)}{L_{m}} \otimes \cdots \otimes \mathbf{1} \tag{5.74}
\end{equation*}
$$

and likewise for $\bar{\mu}$, one ends up with a sum of products of three-point functions in the mother theory of the form

$$
\begin{equation*}
\prod_{c}\left\langle\phi_{k_{c+a}} \phi_{i_{c+b}}\left(\lambda_{c} \bar{\lambda}_{c} \cdot \phi_{j_{c}}\right)\right\rangle \tag{5.75}
\end{equation*}
$$

where $\lambda, \bar{\lambda}$ are in (the enveloping algebra of) Virasoro. For each term in the product, we have

$$
\left\langle\phi_{k} \phi_{i}\left(\lambda \bar{\lambda} \cdot \phi_{j}\right)\right\rangle= \begin{cases}\left\langle\phi_{k} \phi_{i} \phi_{j}\right\rangle x_{i j}^{k}(\lambda) x_{i j}^{k}(\bar{\lambda}) & \text { if } n_{i j}^{k}=1,  \tag{5.76}\\ 0 & \text { if } n_{i j}^{k}=0,\end{cases}
$$

where $x_{i j}^{k}(\lambda)$ is uniquely determined by the Virasoro analogue of (5.60-5.64). Clearly $\left(C_{I J}^{K}\right)_{a b}$ vanishes unless

$$
\begin{equation*}
\left\langle\phi_{k_{1+a}} \phi_{i_{1+b}} \phi_{j_{1}}\right\rangle \ldots\left\langle\phi_{k_{c+a}} \phi_{i_{c+b}} \phi_{j_{c}}\right\rangle \ldots\left\langle\phi_{k_{n+a}} \phi_{i_{n+b}} \phi_{j_{n}}\right\rangle \neq 0 \tag{5.77}
\end{equation*}
$$

Moreover, when it does not vanish, it factorizes as

$$
\begin{equation*}
\left(C_{I J}^{K}\right)_{a b}(\mu, \bar{\mu}):=\left(X_{I J}^{K}\right)_{a b}(\mu)\left(X_{I J}^{K}\right)_{a b}(\bar{\mu}) \tag{5.78}
\end{equation*}
$$

where the linear forms $\left(X_{I J}^{K}\right)_{a b}$ can be computed explicitly in terms of the $x_{i j}^{k \prime}$ s. For instance, one has

$$
\begin{equation*}
\left(X_{I J}^{K}\right)_{a b}\left(L_{m}^{(0)}\right) \propto \sum_{c=0}^{n-1} x_{i_{c+b}, j, c}^{k_{c+a}}\left(L_{m}\right) \tag{5.79}
\end{equation*}
$$

and

$$
\begin{align*}
& \left(X_{I J}^{K}\right)_{a b}\left(L_{m}^{(r)} L_{n}^{(-r)}\right) \\
& \quad \propto \sum_{c, d=0}^{n-1}\left[\left(1-\delta_{c d}\right) \omega^{(c-d) r} x_{i_{c+b, j, j}}^{k_{c+a}}\left(L_{m}\right) x_{i_{d+b}, j_{d}}^{k_{d+a}}\left(L_{n}\right)+\delta_{c d} x_{i_{c+b, j} j_{c}}^{k_{c+a}}\left(L_{m} L_{n}\right)\right] . \tag{5.80}
\end{align*}
$$

We have decomposed the physical three point function $\left\langle\Phi_{\gamma}\right| \Phi_{\alpha}(1, \overline{1}) \mu \bar{\mu}\left|\Phi_{\beta}\right\rangle$ in terms of a family of solutions $\left(X_{I J}^{K}\right)_{a b}(\mu)$ of (5.60-5.64), and shown how to compute them. The cardinal of this family is

$$
\begin{equation*}
\sum_{a, b} n_{i_{1+a,} j_{1+b}}^{k_{1}} \ldots n_{i_{n+a, j} j_{n+b}}^{k_{n}} \tag{5.81}
\end{equation*}
$$

where $n_{i j}^{k}$ is the fusion number for $\phi_{i} \times \phi_{j} \rightarrow \phi_{k}$ in the mother CFT. By the naturality theorem [244], the forms $\left(X_{I J}^{K}\right)_{a b}(\mu)$ span the whole space of solutions. But, as we did not prove that the $\left(X_{I J}^{K}\right)_{a b}(\mu)$ are linearly independent, (5.81) is only an upper bound for the fusion number $\mathcal{N}_{I J}^{K}$. The fact that $\mathcal{N}_{I I}^{K}$ indeed equals (5.81), and therefore the $\left(X_{I I}^{K}\right)_{a b}(\mu)$ are linearly independent, will be proved indirectly in Sec. 5.4.3 via the Verlinde formula.

The above arguments can be easily extended to construct a family of independent OPE coefficients $\left(C_{\alpha \beta}^{\gamma}\right)_{m}(\mu)$ for a fusion process involving any kind of untwisted operators, leading to the fusion numbers

$$
\begin{align*}
& \mathcal{N}_{\left[i_{1} \ldots, \ldots, i_{1}\right]\left[j_{1} \ldots j_{n}\right]}^{\left.\left[k_{1}\right] k_{n}\right]}=\sum_{a, b} n_{i_{1+a}, j_{1+b}}^{k_{1}} \ldots n_{i_{n+a, j} j_{n+b}}^{k_{n}},  \tag{5.82}\\
& \mathcal{N}_{\left[i_{1} \ldots i_{n}\right],\left[j_{1} \ldots j_{n}\right]}^{k^{(r)}}=\sum_{a=0}^{n-1} n_{i_{1+a}, j_{1}}^{k} \ldots n_{i_{n+a, j}, j_{n}}^{k},  \tag{5.83}\\
& \mathcal{N}_{\left[i_{1} \ldots i_{1}\right], j^{(r)}}^{k^{(r)}}=n_{i_{1}, j}^{k} \ldots n_{i_{n}, j}^{k},  \tag{5.84}\\
& \mathcal{N}_{j^{(r)}, k^{(s)}}^{k^{(t)}}=\delta_{r+s, t} n_{i j}^{k} . \tag{5.85}
\end{align*}
$$

Fusion number involving twist fields on the other hand cannot be inferred using the same elementary approach, because for such three-point functions the copies of the mother CFT within the orbifold CFT are no longer decoupled. The answer, as provided by Verlinde's formula, will turn out to be more complicated, and not expressible in terms of the fusion numbers of the mother theory alone. But while we cannot at this stage easily compute the fusion numbers involving twist fields, we can at least argue that they are finite, by showing that correlation functions in the orbifold always involve finitely many (extended) conformal blocks.

Holomorphic factorization property and rationality Conformal field theories obey the holomorphic factorization property [245]. On the plane/sphere, it means that correlation functions can be decomposed as

$$
\begin{equation*}
\left\langle\Phi_{i_{1}}\left(z_{1}, \bar{z}_{1}\right) \cdots \Phi_{i_{m}}\left(z_{m}, \bar{z}_{m}\right)\right\rangle=\sum_{I, J} F_{I}(\mathbf{z}) \rho_{I J} \bar{F}_{J}(\overline{\mathbf{z}}) \tag{5.86}
\end{equation*}
$$

where the (extended) conformal blocks $F_{I}$ are holomorphic functions of $\mathbf{z}=$ $\left(z_{1}, \cdots, z_{n}\right)$, and $\bar{F}_{J}$ are anti-holomorphic. More generally, on a Riemann surface $\Sigma$ the factorization property becomes

$$
\begin{equation*}
Z_{\Sigma}\left\langle\Phi_{i_{1}}\left(z_{1}, \bar{z}_{1}\right) \cdots \Phi_{i_{m}}\left(z_{m}, \bar{z}_{m}\right)\right\rangle_{\Sigma}=\sum_{I, J} F_{I}(\mathbf{z}, \mathbf{p}) \rho_{I J} \bar{F}_{J}(\overline{\mathbf{z}}, \overline{\mathbf{p}}) \tag{5.87}
\end{equation*}
$$

where $Z_{\Sigma}$ stands for the partition function on $\Sigma$, and the conformal blocks $F_{I}$ depend also holomorphically on the analytic coordinates $\mathbf{p}$ of the moduli of $\Sigma$. The above holds in particular in the absence of field insertion ( $m=0$ ), meaning that the partition function itself obeys the holomorphic factorization property. For instance in genus one, with a flat metric, this is simply

$$
\begin{equation*}
Z(\tau, \bar{\tau})=\sum_{i, j} \chi_{i}(\tau) \rho_{i j} \bar{\chi}_{j}(\bar{\tau}) . \tag{5.88}
\end{equation*}
$$

A CFT is said to be rational when all the sums involved above are finite.
Provided the mother theory $\mathcal{M}$ obeys the holomorphic factorization property, then so does its cyclic orbifold $\mathcal{M}_{n}$. Consider for instance a generic correlation function of twists fields on a Riemann surface $\Sigma$

$$
\begin{equation*}
\left\langle\sigma_{i_{1}}^{k_{1}}\left(z_{1}, \bar{z}_{1}\right) \cdots \sigma_{i_{m}}^{k_{m}}\left(z_{m}, \bar{z}_{m}\right)\right\rangle_{\Sigma} \tag{5.89}
\end{equation*}
$$

One can reinterpret this correlation function as a correlation function in the mother theory on the $n$-sheeted branched cover $\pi: \Sigma^{\prime} \rightarrow \Sigma$, with ramification index $k_{j}$ at $z_{j}$. We then have

$$
\begin{equation*}
\mathrm{Z}_{\Sigma}\left\langle\sigma_{i_{1}}^{k_{1}}\left(z_{1}, \bar{z}_{1}\right) \cdots \sigma_{i_{m}}^{k_{n}}\left(z_{m}, \bar{z}_{m}\right)\right\rangle_{\Sigma}=\mathrm{Z}_{\Sigma^{\prime}}\left\langle\phi_{i_{1}}\left(z_{1}, \bar{z}_{1}\right) \cdots \phi_{i_{m}}\left(z_{m}, \bar{z}_{m}\right)\right\rangle_{\Sigma^{\prime}}, \tag{5.90}
\end{equation*}
$$

where in the r.h.s. both the correlation function and the partition function involve the mother theory on the covering surface $\Sigma^{\prime}$, with the metric $g^{\prime}=\pi^{*} g$ being the pull-back of the metric $g$ on $\Sigma$. In practice, the picture above is slightly more complicated, as the pull-back metric $g^{\prime}$ has conical singularities at the ramification points, but these can be regularized [122].

Exploiting the holomorphic factorization property of the mother theory then yields

$$
\begin{equation*}
Z_{\Sigma}\left\langle\sigma_{i_{1}}^{k_{1}}\left(z_{1}, \bar{z}_{1}\right) \cdots \sigma_{i_{m}}^{k_{m}}\left(z_{m}, \bar{z}_{m}\right)\right\rangle_{\Sigma}=\sum_{I, J} F_{I}\left(\mathbf{z}, \mathbf{p}^{\prime}\right) \rho_{I J} \bar{F}_{J}\left(\overline{\mathbf{z}}, \overline{\mathbf{p}}^{\prime}\right) \tag{5.91}
\end{equation*}
$$

The factorization property of the l.h.s. then follows from the fact that the moduli $\mathbf{p}^{\prime}=\mathbf{p}^{\prime}(\mathbf{p}, \mathbf{z})$ of the branched covering $\Sigma^{\prime}$ depends holomorphically on the moduli $\mathbf{p}$ of $\Sigma$ and the positions $\mathbf{z}$ of the branched points. For instance, the 2 -sheeted cover of the sphere with four branch points at positions $z_{i}$ is a torus with moduli

$$
\tau(x)=i \frac{{ }_{2} \mathrm{~F}_{1}\left(\frac{1}{2}, \frac{1}{2}, 1 ; 1-x\right)}{{ }_{2} \mathrm{~F}_{1}\left(\frac{1}{2}, \frac{1}{2}, 1 ; x\right)}, \quad x=\frac{\left(z_{1}-z_{2}\right)\left(z_{3}-z_{4}\right)}{\left(z_{1}-z_{3}\right)\left(z_{2}-z_{4}\right)}
$$

The above argument is easily adapted to the generic case involving descendants of twist fields and/or untwisted fields. The last quantity to consider is the partition function itself, but this is simply obtained by summing all twisted partition functions of $n$ copies of the mother theory, each of which obeys the factorization property.

Furthermore, it is clear that if the mother theory is rational, then so is the orbifold. As a consequence, all fusion numbers in the cyclic orbifold are finite when the mother theory is rational.

### 5.3.4 (Extended) conformal blocks on the sphere

The computation of entanglement entropies in the case of a single interval embedded in an infinite line (or a circle) at zero temperature boils down to a two-point function of twist fields on the sphere [46, 87, 214]. The main simplification in that case is that such two-point functions are completely fixed by conformal invariance. In contrast, if the system has boundaries, or is at finite temperature with periodic boundary conditions, the CFT computation involves two point functions of twist fields on more complicated Riemann surfaces, namely, the upper half plane or the torus[110, 152, 173, 233, 234, 236-238, 246]. Likewise, if the region $A$ consists of several disjoint intervals, Rényi entropies involve higher-point correlation
functions of twist fields, or equivalently the partition function on higher genus Riemann surfaces [71, 84, 85, 88, 123, 127, 132, 153, 163, 187, 198-200, 239, 240]. In such cases, conformal invariance alone is no longer sufficient, and the full resources of two-dimensional CFT have to be brought to bear on the computation. One practical approach is to expand correlation functions using standard Virasoro conformal blocks, either to produce asymptotic expansions in some limiting cases (such as a small interval, for instance) [85, 212, 247-251] or to implement a numerical bootstrap approach[222]. However, by building on the present work, one can exploit the extended $A_{n}$ symmetry and use extended conformal blocks instead of a brute force expansion employing just Virasoro blocks.

As we shall now explain, the diagonal decomposition (5.68) of OPE coefficients is a key property for the analysis of correlation functions and allows for a systematic description of orbifold conformal blocks. Consider the four-point function

$$
\begin{equation*}
G(z, \bar{z})=\left\langle\Phi_{1}^{\dagger}(\infty) \Phi_{2}(1) \Phi_{3}(z, \bar{z}) \Phi_{4}(0)\right\rangle, \tag{5.92}
\end{equation*}
$$

where $\Phi_{1}, \ldots, \Phi_{4}$ are (twisted or untwisted) invariant primary operators in $\mathcal{M}_{n}$. Inserting a resolution of the identity, we get

$$
\begin{equation*}
G(z, \bar{z})=\sum_{\alpha, \mu, \bar{\mu}} z^{-h_{34}^{\alpha}+|\mu|} z^{-h_{34}^{\alpha}+|\bar{\mu}|}\left\langle\Phi_{1}^{\dagger} \Phi_{2}\left(\mu \cdot \bar{\mu} \cdot \Phi_{\alpha}\right)\right\rangle\left\langle\left(\mu \cdot \bar{\mu} \cdot \Phi_{\alpha}\right)^{\dagger} \Phi_{3} \Phi_{4}\right\rangle, \tag{5.93}
\end{equation*}
$$

where we have used the notation $h_{a b}^{c}=h_{a}+h_{b}-h_{c}$, and $|\mu|,|\bar{\mu}|$ denote the levels of $\mu, \bar{\mu}$ respectively. In this expansion, $\Phi_{\alpha}$ runs over all the invariant primary operators, and $\left\{\mu\left|\Phi_{\alpha}\right\rangle\right\}$ (resp. $\left\{\bar{\mu}\left|\Phi_{\alpha}\right\rangle\right\}$ ) is an orthonormal basis of $V_{\alpha}$ (resp. $\bar{V}_{\alpha}$ ). We now use the decomposition $(5.68)$ for the three-point functions, which gives

$$
\begin{align*}
& \left\langle\Phi_{1}^{\dagger} \Phi_{2}\left(\mu \cdot \bar{\mu} \cdot \Phi_{\alpha}\right)\right\rangle=\sum_{m=1}^{\mathcal{N}_{2 \alpha}^{1}}\left(\epsilon_{2 \alpha}^{1}\right)_{m}\left(X_{2 \alpha}^{1}\right)_{m}(\mu)\left(X_{2 \alpha}^{1}\right)_{m}(\bar{\mu}),  \tag{5.94}\\
& \left\langle\left(\mu \cdot \bar{\mu} \cdot \Phi_{\alpha}\right)^{\dagger} \Phi_{3} \Phi_{4}\right\rangle=\sum_{n=1}^{\mathcal{N}_{34}^{\alpha}}\left(\epsilon_{3^{\dagger}, \alpha}^{4}\right)_{n}\left(X_{3^{+}, \alpha}^{4}\right)_{n}^{*}(\mu)\left(X_{3^{+}, \alpha}^{4}\right)_{n}^{*}(\bar{\mu}) . \tag{5.95}
\end{align*}
$$

where we have used $\left\langle\left(\mu \cdot \bar{\mu} \cdot \Phi_{\alpha}\right)^{\dagger} \Phi_{3} \Phi_{4}\right\rangle=\left\langle\Phi_{4}^{\dagger} \Phi_{3}^{\dagger}\left(\mu \cdot \bar{\mu} \cdot \Phi_{\alpha}\right)\right\rangle^{*}$. We get the decomposition

$$
\begin{equation*}
G(z, \bar{z})=\sum_{\alpha} \sum_{m=1}^{\mathcal{N}_{2 \alpha}^{1}} \sum_{p=1}^{\mathcal{N}_{34}^{\alpha}}\left(\epsilon_{2 \alpha}^{1}\right)_{m}\left(\epsilon_{3^{+}, \alpha}^{4}\right)_{p} \mathcal{F}_{\alpha, m, p}(z) \overline{\mathcal{F}}_{\alpha, m, p}(\bar{z}), \tag{5.96}
\end{equation*}
$$

where the conformal blocks are defined by

$$
\begin{align*}
& \mathcal{F}_{\alpha, m, p}(z)=\sum_{\mu} z^{-h_{34}^{\alpha}+|\mu|}\left(X_{2 \alpha}^{1}\right)_{m}(\mu)\left(X_{3^{+}, \alpha}^{4}\right)_{n}^{*}(\mu),  \tag{5.97}\\
& \overline{\mathcal{F}}_{\alpha, m, p}(\bar{z})=\sum_{\bar{\mu}} \bar{z}^{-h_{34}^{\alpha}+|\bar{\mu}|}\left(X_{2 \alpha}^{1}\right)_{m}(\bar{\mu})\left(X_{3^{+}, \alpha}^{4}\right)_{n}^{*}(\bar{\mu}), \tag{5.98}
\end{align*}
$$

and the sums run over orthonormal bases $\left\{\mu\left|\Phi_{\alpha}\right\rangle\right\}$ and $\left\{\bar{\mu}\left|\Phi_{\alpha}\right\rangle\right\}$ of $V_{\alpha}$ and $\bar{V}_{\alpha^{*}}$, respectively.
note that each of the conformal blocks $\mathcal{F}_{\alpha, m, p}(z)$ has the form of an integer power series in $z$, multiplied by a factor $z^{-h_{34}^{\alpha}}$. The conformal block decomposition (5.96) is indexed by the invariant primary operators $\Phi_{\alpha}$ under the $A_{n} \oplus \bar{A}_{n}$ neutral algebra. Each internal primary state $\left|\Phi_{\alpha}\right\rangle$ contributes with a multiplicity (i.e. number of independent conformal blocks) given by the product of fusion numbers $\mathcal{N}_{2 \alpha}^{1} \times \mathcal{N}_{34}^{\alpha}$.

### 5.4 Modular properties and Verlinde's formula

In this section, we recall the modular properties of the cyclic orbifold and obtain the orbifold fusion rules from the Verlinde formula.

### 5.4.1 Torus partition function

Consider the torus of modular parameter $\tau$

$$
\begin{equation*}
\mathbb{T}_{\tau}=\mathbb{C} /(\mathbb{Z}+\tau \mathbb{Z}) \tag{5.99}
\end{equation*}
$$

with $\operatorname{Im} \tau>0$, and let us use the notations $q=e^{2 i \pi \tau}$ and $\bar{q}=e^{-2 i \pi \bar{\tau}}$. We denote by $Z_{m, p}(\tau)$ the partition function of $\mathcal{M}_{n}$, where the copy $a$ is connected to the copy $a+m$ (resp. $a+p$ ) along the cycle $z \rightarrow z+\tau$ (resp. $z \rightarrow z+1$ ). Since changing the orientation of both cycles yields the same torus, clearly $Z_{m, p}(\tau)=Z_{-m,-p}(\tau)$. Furthermore, the elementary modular transformations act as:

$$
\begin{equation*}
Z_{m p}(\tau+1)=Z_{m-p, p}(\tau), \quad Z_{m p}(-1 / \tau)=Z_{p,-m}(\tau) \tag{5.100}
\end{equation*}
$$

For a general modular transformation, we have:

$$
\begin{equation*}
Z_{m p}(\tau)=Z_{a m+b p, c m+d p}\left(\frac{a \tau+b}{c \tau+d}\right), \quad(a, b, c, d) \in \mathbb{Z}^{4}, \quad a d-b c=1 \tag{5.101}
\end{equation*}
$$

The full partition function of the orbifold CFT is defined as the sum over all possible defects:

$$
\begin{equation*}
\mathrm{Z}_{\mathrm{orb}}(\tau)=\frac{1}{n} \sum_{m, p=0}^{n-1} Z_{m p}(\tau) \tag{5.102}
\end{equation*}
$$

and it is manifestly modular invariant.
Denoting by $Z(\tau)$ the mother CFT partition function, we have the identities

$$
\begin{equation*}
Z_{m 0}(\tau)=Z(n \tau), \quad Z_{0 m}(\tau)=Z(\tau / n), \quad m \neq 0 \quad \bmod n \tag{5.103}
\end{equation*}
$$

Using these, together with the relations (5.101), we can express $Z_{\text {orb }}(\tau)$ as:

$$
\begin{align*}
Z_{\text {orb }}(\tau) & =\frac{1}{n}\left[Z_{00}(\tau)+\sum_{m=1}^{n-1} Z_{m 0}(\tau)+\sum_{m=0}^{n-1} \sum_{p=1}^{n-1} Z_{m p}(\tau)\right] \\
& =\frac{1}{n} Z(\tau)^{n}+\frac{n-1}{n}\left[Z(n \tau)+\sum_{k=0}^{n-1} Z\left(\frac{\tau+k}{n}\right)\right], \tag{5.104}
\end{align*}
$$

which is the standard result [229] for the partition function of the $\mathbb{Z}_{n}$ orbifold. Recall the definition (D.3) for the cyclic permutation of copies, and the family of projectors

$$
\begin{equation*}
\mathcal{P}_{r}=\frac{1}{n} \sum_{a=0}^{n-1} \omega^{-a r} \Pi^{a} \tag{5.105}
\end{equation*}
$$

on the eigenspaces of eigenvalue $\omega^{r}$ of $\Pi$. By construction, each individual twisted partition function $Z_{m p}(\tau)$ reads

$$
\begin{equation*}
Z_{m p}(\tau)=\operatorname{Tr}_{\left.\mathcal{H}^{[p]}\right]}\left[\Pi^{m} q^{L_{0}^{(0)}-n c / 24} \bar{q}^{-\bar{L}_{0}^{(0)}-n c / 24}\right] \tag{5.106}
\end{equation*}
$$

where $\mathcal{H}^{[n]}$ is the space of $\mathcal{M}_{n}$ states with twist charge $n$. Therefore, the orbifold partition function (5.102) can be rewritten as

$$
\begin{equation*}
\mathrm{Z}_{\mathrm{orb}}(\tau)=\sum_{p=0}^{n-1} \operatorname{Tr}_{\left.\mathcal{H}^{[p]}\right]}\left[\mathcal{P}_{0} q^{L_{0}^{(0)}-n c / 24} \bar{q}^{\bar{L}_{0}^{(0)}-n c / 24}\right] \tag{5.107}
\end{equation*}
$$

Hence we get the simple identity

$$
\begin{equation*}
\mathrm{Z}_{\text {orb }}(\tau)=\operatorname{Tr}_{\mathcal{H}_{0}}\left[q^{L_{0}^{(0)}-n c / 24} \bar{q}^{\bar{L}_{0}^{(0)}-n c / 24}\right] \tag{5.108}
\end{equation*}
$$

where $\mathcal{H}_{0}$ is the invariant Hilbert space defined in Sec. 5.3.2. We recover that local fields coincide with invariant fields.

### 5.4.2 Modular characters

Let us first fix the notations for the characters of the mother CFT, in the case when it is rational, i.e. with a finite set of primary operators $\left\{\phi_{1}, \ldots, \phi_{M}\right\}$. We denote by $\chi_{j}$ the Virasoro character of the module associated to $\phi_{j}$ in the mother CFT:

$$
\begin{equation*}
\chi_{j}(\tau)=\operatorname{Tr}_{v_{j}}\left(q^{L_{0}-c / 24}\right) \tag{5.109}
\end{equation*}
$$

The $\chi_{j}$ 's transform under the elementary modular maps as

$$
\begin{equation*}
\chi_{j}(\tau+1)=t_{j} \chi_{j}(\tau), \quad \chi_{i}(-1 / \tau)=\sum_{j=1}^{M} S_{i j} \chi_{j}(\tau) \tag{5.110}
\end{equation*}
$$

where $t_{j}=\exp \left[2 i \pi\left(h_{j}-c / 24\right)\right]$, and $S$ is a unitary matrix. Moreover, since we assume that the mother theory $\mathcal{M}$ is diagonal, the matrix $S$ is real symmetric, and satisfies $(S T)^{3}=\mathbf{1}$, where $T=\operatorname{diag}\left(t_{1}, \ldots, t_{M}\right)$.

In the orbifold CFT, the characters associated to the $A_{n}$-modules $V_{J}, V_{j}^{(r)}, V_{j}^{[k](r)}$ are, respectively:

$$
\begin{align*}
& \chi_{J}(\tau)=\chi_{j_{1}}(\tau) \ldots \chi_{j_{n}}(\tau),  \tag{5.111}\\
& \chi_{j}^{(r)}(\tau)=\frac{1}{n}\left[\chi_{j}(\tau)^{n}+\left(n \delta_{r 0}-1\right) \chi_{j}(n \tau)\right],  \tag{5.112}\\
& \chi_{j}^{[k](r)}(\tau)=\frac{1}{n} \sum_{m=0}^{n-1} t_{j}^{-m / n} \omega^{-k r m} \chi_{j}\left(\frac{\tau+m}{n}\right) . \tag{5.113}
\end{align*}
$$

The proof for these expressions is given in [119]. and they can be considered as a special case of [252, 253] (which are also employed in [254] and [230])

From the decomposition of the invariant Hilbert space $\mathcal{H}_{0}$, we can write the partition function (5.108) as

$$
\begin{equation*}
\mathrm{Z}_{\mathrm{orb}}(\tau)=\sum_{J=\left[j_{1} \ldots j_{n}\right]}\left|\chi_{j}\right|^{2}+\sum_{j} \sum_{r=0}^{n-1}\left|\chi_{j}^{(r)}\right|^{2}+\sum_{j} \sum_{k=1}^{n-1} \sum_{r=0}^{n-1}\left|\chi_{j}^{[k](r)}\right|^{2} \tag{5.114}
\end{equation*}
$$

where the notations for the sums are the same as in (5.56). The orbifold characters transform under the elementary modular maps as

$$
\begin{equation*}
\chi_{\alpha}(\tau+1)=\mathcal{T}_{\alpha} \chi_{\alpha}(\tau), \quad \chi_{\alpha}(-1 / \tau)=\sum_{\beta} \mathcal{S}_{\alpha \beta} \chi_{\beta}(\tau) \tag{5.115}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{T}_{J}=t_{j_{1}} \ldots t_{j_{n}}, \quad \mathcal{T}_{j}^{(r)}=t_{j}^{n}, \quad \mathcal{T}_{j}^{[k](r)}=\omega^{k r} t_{j}^{1 / n} \tag{5.116}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathcal{S}_{I, J}=\sum_{a=0}^{n-1} S_{i_{1}, j_{1+a}} \ldots S_{i_{n}, j_{n+a}}, \\
& \mathcal{S}_{I, j^{(r)}}=\mathcal{S}_{j^{(r)},\left[i_{1} \ldots i_{n}\right]}=S_{i_{1}, j} \ldots S_{i_{n}, j} \text {, } \\
& \mathcal{S}_{i^{(r)}, j^{(s)}}=\frac{S_{i j}^{n}}{n} \text {, }  \tag{5.117}\\
& \mathcal{S}_{i^{(r)}, j^{[k /(s)}}=\mathcal{S}_{j^{[k /(s)}, i^{(r)}}=\frac{\omega^{-k r} S_{i j}}{n}, \\
& \mathcal{S}_{i^{[k(r)}, j^{[\ell(\xi)}}=\frac{\omega^{-k s-\ell r}\left(P_{\ell . k^{-1}}\right)_{i j}}{n}, \\
& \mathcal{S}_{I, j \mid k(r)}=\mathcal{S}_{j \mid k(r), I}=0 .
\end{align*}
$$

The matrices $P_{m}$ appearing in this expression are defined as

$$
\begin{equation*}
P_{m}=T^{-m / n} \cdot Q_{m} \cdot T^{\left[\left[-m^{-1}\right]\right] / n}, \quad m \in \mathbb{Z}_{n}^{\times}, \tag{5.118}
\end{equation*}
$$

where $\left[\left[-m^{-1}\right]\right]$ denotes the inverse of $(-m)$ modulo $n$, with $0<\left[\left[-m^{-1}\right]\right]<n$, and $Q_{m}$ is the matrix representing the linear action of the modular map

$$
\begin{equation*}
\tau \mapsto q_{m}(\tau)=\frac{m \tau-\left(m\left[\left[-m^{-1}\right]\right]+1\right) / n}{n \tau-\left[\left[-m^{-1}\right]\right]} \tag{5.119}
\end{equation*}
$$

on the characters $\chi_{j}$ of the mother CFT. We introduce the conjugation matrix $C$, with matrix elements

$$
\begin{equation*}
C_{\alpha \beta}=\delta_{\alpha, \beta^{+}}, \tag{5.120}
\end{equation*}
$$

and the diagonal matrix $\mathcal{T}$ with matrix elements $\mathcal{T}_{\alpha}$. The orbifold modular matrices $\mathcal{S}$ and $\mathcal{T}$ satisfy the properties

$$
\begin{align*}
& \mathcal{S}^{t}=\mathcal{S},  \tag{5.121}\\
& \mathcal{S}^{2}=C,  \tag{5.122}\\
& \mathcal{S}^{\dagger} \mathcal{S}=1,  \tag{5.123}\\
& (\mathcal{S T})^{3}=C, \tag{5.124}
\end{align*}
$$

where $\mathcal{S}^{t}$ denotes the transpose of $\mathcal{S}$.
The main arguments for the proofs of these properties are given in the Appendix D.3. note that the relations (5.115) are not sufficient to determine completely the matrices $\mathcal{S}$ and $\mathcal{T}$, because some distinct $A_{n}$-modules have the same characters, namely

$$
\begin{align*}
& \chi_{\left[j_{1} \ldots j_{n}\right]}(\tau)=\chi_{\left[j_{p(1)} \ldots j_{p(n)}\right]}(\tau) \text { for any permutation } p \text { of }\{1, \ldots, n\},  \tag{5.125}\\
& \chi_{j}^{(r)}(\tau)=\chi_{j}^{(s)}(\tau) \quad \text { if } r, s \neq 0,  \tag{5.126}\\
& \chi_{j}^{[k](r)}(\tau)=\chi_{j}^{[\ell](s)}(\tau) \quad \text { if } r k=s \ell \quad \bmod n . \tag{5.127}
\end{align*}
$$

However, the expressions (5.116-5.117) define a simple and elegant solution to the constraints (5.121-5.124) in terms of the modular matrices of the mother CFT. Furthermore, it agrees with the $S$ matrix given in equation (10) of [253].

### 5.4.3 Fusion rules

Recall our notation for the fusion numbers:

$$
\begin{equation*}
\Phi_{\alpha} \times \Phi_{\beta} \rightarrow \sum_{\gamma} \mathcal{N}_{\alpha \beta}^{\gamma} \Phi_{\gamma} \tag{5.128}
\end{equation*}
$$

where $\Phi_{\alpha}, \Phi_{\beta}, \Phi_{\gamma}$ are invariant primary operators. The fusion numbers can be computed through the Verlinde formula

$$
\begin{equation*}
\mathcal{N}_{\alpha \beta}^{\gamma}=\sum_{\delta} \frac{\mathcal{S}_{\alpha \delta} \mathcal{S}_{\beta \delta} \mathcal{S}_{\gamma \delta}^{\dagger}}{\mathcal{S}_{1 \delta}} \tag{5.129}
\end{equation*}
$$

where the sum runs over all possible invariant primary operators $\Phi_{\delta}$ described in Section 5.3.1. This formula, together with (5.121-5.124), directly ensures that the properties are satisfied

$$
\begin{equation*}
\boldsymbol{N}_{\alpha \beta}^{\gamma}=\mathcal{N}_{\beta \alpha}^{\gamma}, \quad \mathcal{N}_{\alpha \beta}^{\gamma}=\mathcal{N}_{\alpha \gamma^{+}}^{\beta^{+}}, \tag{5.130}
\end{equation*}
$$

are satisfied. In the case of untwisted operators, we get

$$
\begin{align*}
& \mathcal{N}_{I, J}^{K}=\sum_{a, b=0}^{n-1} n_{i_{1+a}, j_{1+b}}^{k_{1}} \ldots n_{i_{n+a, j}, j_{n+b}}^{k_{n}},  \tag{5.131}\\
& \boldsymbol{N}_{I, J}^{k^{(r)}}=\sum_{a=0}^{n-1} n_{i_{1+a, j}}^{k} \ldots n_{i_{n+a}, j_{n}}^{k},  \tag{5.132}\\
& \boldsymbol{N}_{I, j^{(r)}}^{k^{(s)}}=n_{i_{1}, j}^{k} \ldots n_{i_{n, j}}^{k}  \tag{5.133}\\
& \boldsymbol{N}_{i^{(r)}, j^{(s)}}^{k^{(t)}}=\delta_{r+s, t} n_{i j}^{k}, \tag{5.134}
\end{align*}
$$

which confirms the hypothesis that the OPE coefficients constructed in Sec. 5.3.3 span the solution space of the linear system of equations which derive from the orbifold algebraic rules and Ward identities. The fusion numbers involving twist operators are given by

$$
\begin{align*}
& \mathcal{N}_{i|p|(\tau) j q(\xi)}^{K}=\delta_{p+q, 0} \sum_{\ell=1}^{M} \frac{S_{i \ell} S_{j \ell} \cdot S_{k_{1} \ell} \ldots S_{k_{n} \ell}}{S_{1 \ell}^{n}},  \tag{5.135}\\
& \mathcal{N}_{i[p](r) j[q](s)}^{k^{(t)}}=\frac{\delta_{p+q, 0}}{n} \sum_{\ell=1}^{M}\left[\frac{S_{i \ell} S_{j \ell} S_{k \ell}^{n}}{S_{1 \ell}^{n}}+\sum_{a=1}^{n-1} \omega^{a p(r+s-t)} \frac{\left(P_{-a}\right)_{i \ell}\left(P_{a}\right)_{j} S_{k \ell}}{S_{1 \ell}}\right] \text {, }  \tag{5.136}\\
& \mathcal{N}_{i[p|(\tau) j| q[\mid())}^{k^{[m](t)}}=\frac{\delta_{p+q, m}}{n} \sum_{\ell=1}^{M}\left[\frac{S_{i \ell} S_{j e} S_{k \ell}}{S_{1 \ell}^{n}}+\sum_{a=1}^{n-1} \omega^{a(r+s-t)} \frac{\left(P_{p a^{-1}}^{+}\right)_{i \ell}\left(P_{q a^{-1}}^{+}\right)_{j \ell}\left(P_{m a^{-1}}\right)_{k \ell}}{S_{1 \ell}}\right] \text {. } \tag{5.137}
\end{align*}
$$

The fusion numbers (5.136) depend on the Fourier indices $r, s, t$ only through the combination $(r+s-t)$, as expected from the discussion in Sec. 5.3.3. Using the unitarity of $S$, some of the terms can be expressed using the fusion numbers of the mother CFT:

$$
\begin{align*}
& \sum_{\ell=1}^{M} \frac{S_{i \ell} S_{j \ell} \cdot S_{k_{1} \ell} \ldots S_{k_{n} \ell}}{S_{1 \ell}^{n}}=\sum_{\ell_{1}, \ldots, \ell_{n-1}=1}^{M} n_{i j}^{\ell_{1}} \times n_{\ell_{1} k_{1}}^{\ell_{2}} n_{\ell_{2} k_{2}}^{\ell_{3}} \ldots n_{\ell_{n-2} k_{n-2}}^{\ell_{n-1}} \times n_{\ell_{n-1} k_{n-1}}^{k_{n}},  \tag{5.138}\\
& \sum_{\ell=1}^{M} \frac{S_{i \ell} S_{j} S_{k \ell}^{n}}{S_{1 \ell}^{n}}=\sum_{\ell_{1}, \ldots, \ell_{n-1}=1}^{M} n_{i j}^{\ell_{1}} \times n_{\ell_{1} k}^{\ell_{2}} n_{\ell_{2} k}^{\ell_{3}} \ldots n_{\ell_{n-2} k}^{\ell_{n-1}} \times n_{\ell_{n-1} k}^{k} . \tag{5.139}
\end{align*}
$$

This is also the case for the first term in (5.137). For instance, for $n=3$, we have

$$
\begin{equation*}
\sum_{\ell=1}^{M} \frac{S_{i \ell} S_{j \ell} S_{k \ell}}{S_{1 \ell}^{3}}=\sum_{\ell_{1}, \ell_{2}, \ell_{3}=1}^{M} n_{i i_{1}}^{\ell_{2}} n_{j \ell_{2}}^{\ell_{3}} n_{k \ell_{3}}^{\ell_{1}} \tag{5.140}
\end{equation*}
$$

and similar but more complicated expressions hold for $n>3$.

### 5.5 Example applications

In this section, we shall present some applications of our results on the $\mathbb{Z}_{3}$ orbifolds of minimal CFTs.

### 5.5.1 The $\mathbb{Z}_{3}$ orbifold of the Yang-Lee CFT

In this section, we shall present a simple application of our results for the operator algebra of the cyclic orbifold CFT. We choose as mother theory the Yang-Lee minimal model $\mathcal{M}(5,2)$ with central charge $c=-22 / 5$, and primary operator content $\{\mathbf{1}, \phi\}$ with conformal dimensions $h_{1}=0$ and $h_{\phi}=-1 / 5$. The modular $S$-matrix associated to this CFT is given by:

$$
S=\frac{2}{\sqrt{5}}\left(\begin{array}{cc}
-\sin (2 \pi / 5) & \sin (4 \pi / 5)  \tag{5.141}\\
\sin (4 \pi / 5) & \sin (2 \pi / 5)
\end{array}\right) .
$$

The non-trivial fusion rule in the Yang-Lee CFT is

$$
\begin{equation*}
\phi \times \phi \rightarrow \mathbf{1}+\phi \tag{5.142}
\end{equation*}
$$

We will consider the $\mathbb{Z}_{3}$ cyclic orbifold of the above CFT. Its primary operator content (with respect to the neutral algebra $A_{n} \oplus \bar{A}_{n}$ ) consists of:

- 2 non-diagonal untwisted operators: $[\mathbf{1}, \mathbf{1}, \phi]$ and $[\mathbf{1}, \phi, \phi]$,
- 6 diagonal untwisted operators: $\mathbf{1}^{(r)}, \Phi^{(r)}$ with $r \in \mathbb{Z}_{3}$,
- 12 twist operators: $\sigma_{1}^{(r)}, \sigma_{1}^{\dagger(r)}, \sigma_{\phi}^{(r)} \sigma_{\phi}^{\dagger(r)}$ with $r \in \mathbb{Z}_{3}$.

Recall the definition of non-diagonal untwisted operators, e.g.

$$
\begin{equation*}
[\mathbf{1}, \mathbf{1}, \phi]:=\frac{1}{\sqrt{3}}(\mathbf{1} \otimes \mathbf{1} \otimes \phi+\mathbf{1} \otimes \phi \otimes \mathbf{1}+\phi \otimes \mathbf{1} \otimes \mathbf{1}) \tag{5.143}
\end{equation*}
$$

Using the results of Sec. 5.4.3, we get the fusion rules between untwisted
operators:

$$
\begin{align*}
& {[\mathbf{1}, \mathbf{1}, \phi] \times[\mathbf{1}, \mathbf{1}, \phi] \rightarrow[\mathbf{1}, \mathbf{1}, \phi]+2[\mathbf{1}, \phi, \phi]+\sum_{r \in \mathbb{Z}_{3}} \mathbf{1}^{(r)},} \\
& {[\mathbf{1}, \mathbf{1}, \phi] \times[\mathbf{1}, \phi, \phi] \rightarrow[\mathbf{1}, \mathbf{1}, \phi]+2[\mathbf{1}, \phi, \phi]+\sum_{r \in \mathbb{Z}_{3}} \Phi^{(r)},} \\
& {[\mathbf{1}, \phi, \phi] \times[\mathbf{1}, \phi, \phi] \rightarrow 2[\mathbf{1}, \mathbf{1}, \phi]+3[\mathbf{1}, \phi, \phi]+\sum_{r \in \mathbb{Z}_{3}} \mathbf{1}^{(r)}+2 \sum_{r \in \mathbb{Z}_{3}} \Phi^{(r)},} \\
& {[\mathbf{1}, \mathbf{1}, \phi] \times \mathbf{1}^{(r)} \rightarrow[\mathbf{1}, \mathbf{1}, \phi]} \\
& {[\mathbf{1}, \phi, \phi] \times \mathbf{1}^{(r)} \rightarrow[\mathbf{1}, \phi, \phi],}  \tag{5.144}\\
& \mathbf{1}^{(r)} \times \mathbf{1}^{(s)} \rightarrow \mathbf{1}^{(r+s)}, \\
& \Phi^{(r)} \times \mathbf{1}^{(s)} \rightarrow \Phi^{(r+s)}, \\
& {[\mathbf{1}, \mathbf{1}, \phi] \times \Phi^{(r)} \rightarrow[\mathbf{1}, \phi, \phi]+\sum_{s \in \mathbb{Z}_{3}} \Phi^{(s)},} \\
& {[\mathbf{1}, \phi, \phi] \times \Phi^{(r)} \rightarrow[\mathbf{1}, \mathbf{1}, \phi]+2[\mathbf{1}, \phi, \phi]+\sum_{s \in \mathbb{Z}_{3}} \Phi^{(s)},} \\
& \phi^{(r)} \times \phi^{(s)} \rightarrow[\mathbf{1}, \mathbf{1}, \phi]+[\mathbf{1}, \phi, \phi]+2 \times \mathbf{1}^{(r+s)}+\Phi^{(r+s)} .
\end{align*}
$$

The fusion rules between untwisted and twisted operators read

$$
\begin{align*}
& {[\mathbf{1}, \mathbf{1}, \phi] \times \sigma_{1}^{(s)} \rightarrow \sum_{r} \sigma_{\phi}^{(r)},} \\
& {[\mathbf{1}, \phi, \phi] \times \sigma_{1}^{(s)} \rightarrow \sum_{r} \sigma_{1}^{(r)}+\sum_{r \in \mathbb{Z}_{3}} \sigma_{\phi}^{(r)}} \\
& {[\mathbf{1}, \mathbf{1}, \phi] \times \sigma_{\phi}^{(s)} \rightarrow \sum_{r} \sigma_{1}^{(r)}+\sum_{r \in \mathbb{Z}_{3}} \sigma_{\phi}^{(r)}} \\
& {[\mathbf{1}, \phi, \phi] \times \sigma_{\phi}^{(s)} \rightarrow \sum_{r} \sigma_{1}^{(r)}+2 \sum_{r \in \mathbb{Z}_{3}} \sigma_{\phi}^{(r)}}  \tag{5.145}\\
& \mathbf{1}^{(r)} \times \sigma_{1}^{(s)} \rightarrow \sigma_{1}^{(s+r)}, \\
& \Phi^{(r)} \times \sigma_{1}^{(s)} \rightarrow \sigma_{1}^{(s+r)}+\sigma_{\phi}^{(s+r)}+\sigma_{\phi}^{(s+r+1)} \\
& \mathbf{1}^{(r)} \times \sigma_{\phi}^{(s)} \rightarrow \sigma_{\phi}^{(s+r)}, \\
& \Phi^{(r)} \times \sigma_{\phi}^{(s)} \rightarrow \sigma_{1}^{(s+r-1)}+\sigma_{1}^{(s+r)}+\sum_{t \in \mathbb{Z}_{3}} \sigma_{\phi}^{(t)} .
\end{align*}
$$

Finally, the fusion rules between twist operators read

$$
\begin{align*}
& \sigma_{1}^{(r)} \times \sigma_{1}^{\dagger(s)} \rightarrow[\mathbf{1}, \phi, \phi]+\mathbf{1}^{(s+r)}+\Phi^{(s+r)}, \\
& \sigma_{\phi}^{(r)} \times \sigma_{1}^{\dagger(s)} \rightarrow[\mathbf{1}, \mathbf{1}, \phi]+[\mathbf{1}, \phi, \phi]+\Phi^{(s+r-1)}+\Phi^{(s+r)}, \\
& \sigma_{\phi}^{(r)} \times \sigma_{\phi}^{\dagger(s)} \rightarrow[\mathbf{1}, \mathbf{1}, \phi]+2[\mathbf{1}, \phi, \phi]+\mathbf{1}^{(s+r)}+\sum_{r \in \mathbb{Z}_{3}} \Phi^{(r)}, \\
& \sigma_{1}^{(r)} \times \sigma_{1}^{(s)} \rightarrow \sigma_{1}^{\dagger(r+s)}+\sigma_{1}^{\dagger(r+s+1)}+\sigma_{\phi}^{\dagger(r+s)},  \tag{5.146}\\
& \sigma_{\phi}^{(r)} \times \sigma_{1}^{(s)} \rightarrow \sigma_{1}^{\dagger(r+s)}+\sum_{t \in \mathbb{Z}_{3}} \sigma_{\phi}^{\dagger(t)}, \\
& \sigma_{\phi}^{(r)} \times \sigma_{\phi}^{(s)} \rightarrow \sum_{t \in \mathbb{Z}_{3}} \sigma_{1}^{\dagger(t)}+\sigma_{\phi}^{\dagger(r+s)}+\sigma_{\phi}^{\dagger(r+s+1)}+2 \sigma_{\phi}^{\dagger(r+s+2)} .
\end{align*}
$$

The other fusion rules are easily obtained by symmetry under conjugation. As pointed out in Sec. 5.3.3, one may treat the OPE of twist operators $\sigma_{i}^{(r)} \times \sigma_{j}^{\dagger(s)}$ or $\sigma_{i}^{(r)} \times \sigma_{j}^{(s)}$, by "unfolding" the three-point correlator corresponding to a particular orbifold fusion rule, as a mother CFT correlator. This is done in two steps: first, one translates the orbifold correlation function into an expectation value on the replicated surface $\Sigma_{n}$. Then, one conformally maps this quantity to a correlator defined on a Riemann surface that is more amenable to calculations (the Riemann sphere $\mathbb{C}$ in our first example). This approach is exemplified in Appendix D. 2 for the calculation of the orbifold structure constant

$$
\begin{equation*}
C_{\sigma_{\phi}^{(0)}, \sigma_{\phi}^{+(0)}}^{[1, \phi, \phi]}=\left\langle[\mathbf{1}, \phi, \phi] \cdot \sigma_{\phi}^{(0)} \cdot \sigma_{\phi}^{\dagger(0)}\right\rangle \neq 0 . \tag{5.147}
\end{equation*}
$$

Since the structure constant is non-vanishing, we can conclude that indeed the OPE $\sigma_{\phi}^{(0)} \times \sigma_{\phi}^{\dagger(0)}$ produces the module $[1, \phi, \phi]$. However, this unfolding does not allow us to extract the value of the associated multiplicity. From (5.146), we see that this multiplicity is two. Furthermore, using this technique to infer the fusion rules of the cyclic orbifold CFT from the mother CFT data is only feasible provided the resulting correlator can be calculated, and the unfolding map is known.

One encounters both of these difficulties in trying to find the fusion rules between twist operators in the same twist charge sector. Let us consider the following orbifold three-point function of twist operators:

$$
\begin{equation*}
C_{\sigma_{j} \sigma_{k}}^{\sigma_{\sigma^{\dagger}}^{+}}=\left\langle\sigma_{i} \cdot \sigma_{j} \cdot \sigma_{k}\right\rangle \tag{5.148}
\end{equation*}
$$

This translates into a three-point function on the three-sheeted cover of the Riemann sphere, with branch points at $(0,1, \infty)$, which we denote by $\Sigma_{3}$ :

$$
\begin{equation*}
\left\langle\phi_{i} \cdot \phi_{j} \cdot \phi_{k}\right\rangle_{\Sigma_{3}} . \tag{5.149}
\end{equation*}
$$

We can now calculate the genus of this surface $\Sigma_{3}$, using the Riemann-Hurwitz formula

$$
\begin{equation*}
2 g-2=n(2 h-2)+\sum_{i=1}^{p}\left(k_{i}-1\right) \tag{5.150}
\end{equation*}
$$

giving the genus $g$ of an $n$-sheeted cover of a surface of genus $h$, with $p$ branch points having ramification indices $k_{i}$. In our case, all the branch points have ramification indices $k_{i}=3$, so that we find $g=1$. Thus, there exists a conformal map $z \mapsto t(z)$ between the surface $\Sigma_{3}$ and a torus $\mathbb{T}_{\tau}$ which allow us to relate (5.149) to the following three-point function on the torus

$$
\begin{equation*}
\left\langle\phi_{i}\left(t_{1}, \bar{t}_{1}\right) \phi_{j}\left(t_{2}, \bar{t}_{2}\right) \phi_{k}\left(t_{3}, \bar{t}_{3}\right)\right\rangle_{\mathbb{T}_{\tau}} . \tag{5.151}
\end{equation*}
$$

To complete such a calculation, one would have two non-trivial problems to solve: finding the conformal map $z \mapsto t(z)$, and calculating the three-point correlator (5.151). Assuming the conformal map has been found, one needs to calculate the torus correlators on a case-by-case basis. For example, when $\left(\phi_{i}, \phi_{j}, \phi_{k}\right)=$ $(\mathbf{1}, \mathbf{1}, \mathbf{1})$ or $(\mathbf{1}, \mathbf{1}, \phi)$, results are already known - they correspond respectively to the partition function of the Yang-Lee CFT, and the torus one-point function $\langle\phi\rangle_{\mathbb{T}_{\tau}}$, which have been calculated in [255].

However, the issue of counting multiplicities remains, and as we go beyond this relatively simple example of the $\mathbb{Z}_{3}$ orbifold of the Yang-Lee CFT, to higher $\mathbb{Z}_{n}$ orbifolds, the formula (5.150) shows that unfolding would require the calculation of correlators on surfaces of genus $g \geq 2$, for which few exact results are available in the literature.

### 5.5.2 Counting conformal blocks of twist correlators

We will provide a few examples of conformal block counting for four-point correlators in $\mathbb{Z}_{3}$ cyclic orbifolds.

The $\mathbb{Z}_{3}$ cyclic orbifold of the Ising CFT. We will first illustrate this by using the minimal model $\mathcal{M}(4,3)$ (Ising CFT) as mother theory, with central charge $c=1 / 2$, and primary operator content $\{\mathbf{1}, s, \varepsilon\}$ with conformal dimensions $h_{1}=0, h_{s}=1 / 16$, $h_{\varepsilon}=1 / 2$. To avoid confusion with the twist operators, we d The modular S-matrix associated to this CFT is given by:

$$
S=\frac{1}{2}\left(\begin{array}{ccc}
1 & 1 & \sqrt{2}  \tag{5.152}\\
1 & 1 & -\sqrt{2} \\
\sqrt{2} & -\sqrt{2} & 0
\end{array}\right)
$$

and the fusion rules are

$$
\begin{equation*}
s \times s \rightarrow \mathbf{1}+\varepsilon, \quad s \times \varepsilon \rightarrow s, \quad \varepsilon \times \varepsilon \rightarrow \mathbf{1} . \tag{5.153}
\end{equation*}
$$

We remind that for a four-point function $\left\langle\Phi_{1} \Phi_{2} \Phi_{3} \Phi_{4}\right\rangle$, the dimension of its space of conformal blocks can be calculated from the fusion numbers of the theory [23]:

$$
\begin{equation*}
\mathcal{D}_{\Phi_{1}, \Phi_{2}}^{\Phi_{3}, \Phi_{4}}=\sum_{\alpha} \mathcal{N}_{\Phi_{1}, \Phi_{2}}^{\Phi_{2}} \mathcal{N}_{\Phi_{\alpha}, \Phi_{3}}^{\Phi_{4}} \tag{5.154}
\end{equation*}
$$

where the sum on $\alpha$ runs over all the primary fields in the CFT. Using the above, we will calculate the dimensions of the space of conformal blocks for a few correlators of physical interest in the $\mathbb{Z}_{3}$ orbifold of the Ising CFT.

Let us first consider the four-point functions of twist operators:

$$
\begin{equation*}
\left\langle\sigma_{j}\left(z_{1}, \bar{z}_{1}\right) \sigma_{k}^{\dagger}\left(z_{2}, \bar{z}_{2}\right) \sigma_{j}\left(z_{3}, \bar{z}_{3}\right) \sigma_{k}^{\dagger}\left(z_{4}, \bar{z}_{4}\right)\right\rangle, \tag{5.155}
\end{equation*}
$$

with $j, k \in\{\mathbf{1}, \varepsilon\}$. In this case, one finds:

$$
\begin{equation*}
\mathcal{D}_{\sigma_{j}, \sigma_{k}^{+}}^{\sigma_{j}, \sigma_{k}^{+}}=\sum_{\alpha}\left(\mathcal{N}_{\sigma_{j}, \sigma_{k}^{+}}^{\Phi_{a}}\right)^{2}=4, \tag{5.156}
\end{equation*}
$$

where the sum runs over the untwisted operators. The correlator with $j=k=\mathbf{1}$ gives the leading universal contribution in the calculation of the third Rényi entropy of two disjoint intervals in the ground state of a quantum spin chain with periodic boundary conditions, while the correlators with composite twist insertions (i.e. for which $j, k$ can be $\varepsilon$ ) provide expressions for the universal parts of the first two subleading terms, as per the reasoning of [118].

Also of physical relevance are correlators of the type:

$$
\begin{equation*}
\left\langle\sigma_{j}\left(z_{1}, \bar{z}_{1}\right) \sigma_{j}^{\dagger}\left(z_{2}, \bar{z}_{2}\right) \Phi_{i}^{(0)}\left(z_{3}, \bar{z}_{3}\right) \Phi_{i}^{(0)}\left(z_{4}, \bar{z}_{4}\right)\right\rangle, \tag{5.157}
\end{equation*}
$$

with $j \in\{\mathbf{1}, \varepsilon\}$ and $i \in\{s, \epsilon\}$. These allow for the calculation of leading and subleading contributions to the third Rényi entropy of a single interval in an excited state of the quantum Ising chain with periodic boundary conditions. We find:

$$
\begin{equation*}
\mathcal{D}_{\sigma_{1}, \sigma_{1}^{+}}^{\varepsilon^{(0)}, \varepsilon^{(0)}}=\mathcal{D}_{\sigma_{\varepsilon}, \sigma_{\varepsilon}^{+}}^{\varepsilon^{(0)}, \varepsilon^{(0)}}=\mathcal{D}_{\sigma_{1}, \sigma_{\varepsilon}^{+}}^{s^{(0)}, s^{(0)}}=1, \tag{5.158}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D}_{\sigma_{1}, \sigma_{1}^{+}}^{\left.s^{(0)}\right)}=\mathcal{D}_{\sigma_{\varepsilon} \sigma^{(0)}, \sigma_{\varepsilon}^{+}}^{s^{(0)}, s^{(0)}}=2 . \tag{5.159}
\end{equation*}
$$

The $\mathbb{Z}_{3}$ orbifold of a Virasoro minimal model $\mathcal{M}_{p, q \cdot}$. One can furthermore provide numerical checks ${ }^{2}$ for the claims of [118] at $n=3$.

Provided the mother CFT is a diagonal Virasoro minimal model $\mathcal{M}_{p, q}$ [23], the cyclic orbifold correlation function:

$$
\begin{equation*}
\left\langle\sigma_{1}\left(z_{1}, \bar{z}_{1}\right), \sigma_{1}^{\dagger}\left(z_{2}, \bar{z}_{2}\right), \Phi_{21}^{(0)}\left(z_{3}, \bar{z}_{3}\right), \Phi_{21}^{(0)}\left(z_{4}, \bar{z}_{4}\right)\right\rangle \tag{5.160}
\end{equation*}
$$

where $\phi_{21}$ is the primary field with Kac indices $(m, n)=(2,1)$ (see [23]). According to [118], this correlator should satisfy a third-order differential equation. We've found evidence for this claim by calculating the dimension of the space of conformal blocks of this correlator for a few minimal models. The results are given in Table 5.1. We see that indeed the space of conformal dimensions satisfies the

| $\mathcal{M}(p, q)$ | $\mathcal{M}(4,3)$ | $\mathcal{M}(5,4)$ | $\mathcal{M}(6,5)$ | $\mathcal{M}(7,5)$ | $\mathcal{M}(7,6)$ | $\mathcal{M}(8,7)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{D}_{\sigma_{1}, \sigma_{1}^{21}}^{\Phi_{21}^{(0)} \Phi_{1}^{(0)}}$ | 1 | 2 | 2 | 3 | 3 | 3 |

Table 5.1: Dimension of the space of conformal blocks for the correlator (5.160) in diverse minimal models $\mathcal{M}(p, q)$.
bound

$$
\begin{equation*}
\mathcal{D}_{\sigma_{1}, \sigma_{1}^{+1}}^{\Phi_{21}^{(0)} \Phi_{1}^{(0)}} \leq 3, \tag{5.161}
\end{equation*}
$$

conjectured in [118] for all the cases we've checked. We should mention, as well, that we've managed to derive the equation conjectured in [173], and it is part of the results presented in Chapter 5. Furthermore, the conformal blocks in the $z_{1} \rightarrow z_{2}$ channel were found in [173] to correspond to the following twist field fusion rules:

$$
\begin{equation*}
\sigma_{1} \times \sigma_{1}^{\dagger} \rightarrow \Phi_{1}+\Phi_{\left[1 \phi_{1,3} \phi_{1,3}\right]}+\Phi_{1,3} \tag{5.162}
\end{equation*}
$$

in agreement with the results of (5.4).
In general, knowing the dimension of the space of conformal blocks can be a useful guide in determining the BPZ-type differential equation that an orbifold correlator involving twist fields satisfies. This is because conformal blocks form bases of solutions around the singular points of these equations, so their order can be inferred from the dimensions $\mathcal{D}$. This, in turn, provides hints for finding which combination of orbifold null-vectors and Ward identities [118] one should manipulate to recover the BPZ-type equation.

### 5.6 Conclusion

In this chapter, we have provided a formal analysis of the $\mathcal{M}_{n}$ orbifold CFT, with prime $n$, of a diagonal and rational mother CFT $\mathcal{M}$. We have classified the operators of the theory under the neutral algebra of the full orbifold symmetry algebra. Analysing the spectrum of primary operators under $A_{n} \oplus \bar{A}_{n}$, we have found exact solutions for its modular data, as well as closed expressions for the fusion numbers of $\mathcal{M}_{n}$. Our results are consistent with the ones obtained for $n=2$ in $[119]^{3}$.

[^18]To showcase the use of our results, we have explicitly given all the fusion rules in the $\mathbb{Z}_{3}$-orbifold of the Yang-Lee CFT. We have also commented on the limitations of the unfolding approach, which requires, even in this relatively simple case, the computation of correlators on surfaces with genus $g \geq 1$. As a second example, we have shown how the fusion numbers can be used to count conformal blocks and commented on applications to the calculation of Rényi entropies. The block counting examples we have presented are consistent with previous results in the literature [118].
natural directions for investigations can be realized by considering more intricate mother CFTs as starting points. One could consider CFTs which are nondiagonal, non-rational or have extended symmetries as mother CFTs and generalize the results of this chapter. Alternatively, one could consider orbifolding by a generic $\mathbb{Z}_{n}$ group, i.e. removing the restriction of $n$ to prime values: this will cause each twist sector [ $k$ ] to depend on the greatest common divisor $\operatorname{gcd}(k, n)$.

Finally, it would be mathematically interesting to find an interpretation for the expressions of the fusion numbers (5.136) and (5.137) in terms of fusion processes in the mother CFT. For $n=2$, this has been done in [256], and the relevant surface is the crosscap. To our knowledge, generalizing this argument to generic $n$ remains an open problem.

## Chapter 6

## Epilogue

In this thesis, we have investigated the properties of entanglement for pure states in critical systems by using the methods of two-dimensional conformal field theory. While the calculation of entanglement through these methods commenced almost two decades ago [46], for models with open boundaries few exact results have been obtained for all but the simplest bipartitions. This is because the presence of the boundary introduces additional technical complications for the field theoretical description of the system, discussed in detail in Chapter 1.

Let us now recap the results we've obtained, despite these obstacles. In Chapter 2 , we've derived the leading contribution to the second Rényi entropy of an interval $A$ in the bulk of a critical 1D system with open BC. This was done by relating $S_{2}^{\alpha}(A)$ to the annulus partition function of the BCFT that describes this system in the scaling limit. In Chapter 3 we have restricted our interests to models whose scaling limit is given by the free massless scalar of compactified with radius $R$ with Neumann or Dirichlet BC. What we've gained by imposing this restriction, is that we've managed to obtain an exact result for the REE for all integer $n \geq 2$. As a by-product of this calculation, we've also obtained results in the $R \rightarrow \infty$ (decompactification limit) which are important for numerical studies of harmonic chains with open BC. These two projects were predominantly grounded in the replicated surface framework.

In Chapter 4, we've considered a different setup: an interval $A$ containing one of the boundaries of a 1D critical system with mixed BC. For this project, we've obtained results for the second and third Rényi entropy for a variety of mixed BC setups, by using bootstrap methods in the cyclic orbifold BCFT. While this method does not seem to conveniently extend to generic $n$, it does provide a good handle on finite-size corrections.

From a more formal point of view, it would be interesting to use the treatment of Chapter 5 and an extension of the methods of Chapter 4 to formally "solve" the cyclic orbifold BCFT, at least for rational seed BCFTs. In principle, after properly classifying the boundary states of the theory, one should be able to use the sewing constraints of [130] and unfolding methods as employed in Section 4.4.3, to fix the bulk and boundary structure constants.

As the previous chapters have shown, determining the REE rests on either the evaluation of the partition function of a BCFT $\mathcal{M}$ on a replicated Riemann surface $\Sigma_{n}$ or the calculation of a correlator in the $\mathbb{Z}_{n}$ orbifold of $\mathcal{M}$ on one copy of $\Sigma_{n}$. For the derivations of Chapters 2 and 3 we have benefited from the fact that the expressions for the annulus partition function (for generic BCFTs) and, respectively, the $\mathbb{D}_{n}$ partition function for the compact boson are relatively easy to
handle analytically. Furthermore, at least in the case of the compact boson, it seems that one could extend the results to address setups at finite temperatures and more general bipartitions (multiple disjoint intervals) with a reasonable amount of effort. However, even if one is to calculate the partition function through Riemann surface methods, finding the analytic continuation to $n \rightarrow 1$ might turn out to be a difficult task, as is already the case for the result [87] and our expressions for the REE of the compact boson of finite radius $R$ in Chapter 3.

While obtaining exact and explicit expressions for the EE is the ideal outcome for these types of investigations, one can still learn a great deal about the properties of entanglement in a system from other types of results. For example, the predictions of [121], given implicitly as solutions to an integral equation that needs to be solved numerically, are in agreement with our analytical results for the REE of a compact boson with Dirichlet BC.

There are also setups, in which the interesting information is already captured in some limiting regime of the model so that more approximate methods are sufficient for physical interests. For example, for $A d S_{3} / C F T_{2}$ investigations [97], the interest is mostly in the large central charge behaviour of the entanglement entropies so that one sets up a series expansion for them in $1 / c$ whose coefficients are fixed by the structure constants of the orbifold operator algebra. For these types of applications [110], extending the investigations of Chapters 4 and 5 to BCFTs with $c \geq 1$ could be useful.

To wrap up, we hope that this work has shown that there is still a lot of "juice" to squeeze from the methods of two-dimensional conformal field theory for the exploration of entanglement in critical quantum systems with open boundaries. We hope that the work presented in this thesis will foster further investigations on these topics, as well as clarify certain murky details of some well-established results.
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## Appendix A

## Appendix for chapter 2

## A. 1 Conventions and identities for elliptic functions

In this Appendix, we fix our notations and conventions for elliptic functions.

## A.1.1 Jacobi theta functions

We use the following conventions for the Jacobi theta functions $\theta_{i}(t \mid \tau)$ :

$$
\begin{array}{ll}
\theta_{1}(t \mid \tau)=-i \sum_{r \in \mathbb{Z}+1 / 2}(-1)^{r-1 / 2} y^{r} q^{r^{2} / 2}, & \theta_{2}(t \mid \tau)=\sum_{r \in \mathbb{Z}+1 / 2} y^{r} q^{r^{2} / 2} \\
\theta_{3}(t \mid \tau)=\sum_{n \in \mathbb{Z}} y^{n} q^{n^{2} / 2}, & \theta_{4}(t \mid \tau)=\sum_{n \in \mathbb{Z}}(-1)^{n} y^{n} q^{n^{2} / 2} \tag{A.1}
\end{array}
$$

where $q=e^{2 i \pi \tau}$ and $y=e^{2 i \pi t}$. Here, $t$ is a complex variable and $\tau$ is a complex parameter living in the upper half-plane. Theta functions have a single zero, located at $z=0,1 / 2,(1+\tau) / 2$ and $\tau / 2$, respectively. They have no pole. Using Jacobi's triple product identity one can rewrite them as

$$
\begin{align*}
& \theta_{1}(t \mid \tau)=-i y^{1 / 2} q^{1 / 8} \prod_{n=1}^{\infty}\left(1-q^{n}\right) \prod_{n=0}^{\infty}\left(1-y q^{n+1}\right)\left(1-y^{-1} q^{n}\right), \\
& \theta_{2}(t \mid \tau)=y^{1 / 2} q^{1 / 8} \prod_{n=1}^{\infty}\left(1-q^{n}\right) \prod_{n=0}^{\infty}\left(1+y q^{n+1}\right)\left(1+y^{-1} q^{n}\right), \\
& \theta_{3}(t \mid \tau)=\prod_{n=1}^{\infty}\left(1-q^{n}\right) \prod_{r \in \mathbb{N}+1 / 2}^{\infty}\left(1+y q^{r}\right)\left(1+y^{-1} q^{r}\right),  \tag{A.2}\\
& \theta_{4}(t \mid \tau)=\prod_{n=1}^{\infty}\left(1-q^{n}\right) \prod_{r \in \mathbb{N}+1 / 2}^{\infty}\left(1-y q^{r}\right)\left(1-y^{-1} q^{r}\right) .
\end{align*}
$$

They satisfy the following half-period relations

$$
\begin{align*}
& \theta_{1}(t \mid \tau)=-i e^{i \pi(t+\tau / 4)} \theta_{4}(t+\tau / 2 \mid \tau), \\
& \theta_{2}(t \mid \tau)=e^{i \pi(t+\tau / 4)} \theta_{3}(t+\tau / 2 \mid \tau), \\
& \theta_{3}(t \mid \tau)=e^{i \pi(t+\tau / 4)} \theta_{2}(t+\tau / 2 \mid \tau),  \tag{A.3}\\
& \theta_{4}(t \mid \tau)=-i e^{i \pi(t+\tau / 4)} \theta_{1}(t+\tau / 2 \mid \tau) .
\end{align*}
$$

The functions $\theta_{i}(0 \mid \tau) \equiv \theta_{i}(\tau)$ are

$$
\begin{align*}
& \theta_{2}(\tau)=\sum_{n \in \mathbb{Z}} q^{(n+1 / 2)^{2} / 2}=2 q^{1 / 8} \prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1+q^{n}\right)^{2} \\
& \theta_{3}(\tau)=\sum_{n \in \mathbb{Z}} q^{n^{2} / 2}=\prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1+q^{n-1 / 2}\right)^{2}  \tag{A.4}\\
& \theta_{4}(\tau)=\sum_{n \in \mathbb{Z}}(-1)^{n} q^{n^{2} / 2}=\prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1-q^{n-1 / 2}\right)^{2}
\end{align*}
$$

Finally, we note the following relations

$$
\begin{equation*}
\theta_{3}^{4}(\tau)=\theta_{2}^{4}(\tau)+\theta_{4}^{4}(\tau), \quad 2 \eta^{3}(\tau)=\theta_{2}(\tau) \theta_{3}(\tau) \theta_{4}(\tau) \tag{A.5}
\end{equation*}
$$

where $\eta(\tau)$ is the Dedekind eta function :

$$
\begin{equation*}
\eta(\tau)=q^{\frac{1}{24}} \prod_{n=1}^{\infty}\left(1-q^{n}\right) \tag{A.6}
\end{equation*}
$$

## A.1.2 Elliptic integral of the first kind

The elliptic integral of the first kind $K(x)$ is given by:

$$
\begin{equation*}
K(x)=\int_{0}^{\frac{\pi}{2}} \frac{\mathrm{~d} \theta}{\sqrt{1-x^{2} \sin ^{2} \theta}}=\frac{\pi}{2}{ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2}, 1 ; x^{2}\right)=\frac{\pi}{2} \theta_{3}^{2}(\tau) . \tag{A.7}
\end{equation*}
$$

This means

$$
\begin{equation*}
x=\frac{\theta_{2}^{2}(\tau)}{\theta_{3}^{2}(\tau)} . \tag{A.8}
\end{equation*}
$$

The parameter $x$ is called the elliptic modulus. The inverse relation is

$$
\begin{equation*}
q=e^{2 i \pi \tau}=\exp \left(-2 \pi \frac{K\left(x^{\prime}\right)}{K(x)}\right), \quad x^{\prime}=\sqrt{1-x^{2}} \tag{A.9}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\tau=i \frac{K\left(\sqrt{1-x^{2}}\right)}{K(x)} . \tag{A.10}
\end{equation*}
$$

In particular one can check that

$$
\begin{equation*}
x\left(1-x^{2}\right) \frac{d \tau}{d x}=\frac{2}{i \pi \theta_{3}^{4}(\tau)} \tag{A.11}
\end{equation*}
$$

## A.1.3 Weierstrass elliptic function

One possible way to derive the differential equation (2.36) is to express the function $g(t)$ defined in (2.21) in terms of the Weierstrass elliptic function $\wp(t)$. The function $\wp: \mathbb{T}_{\tau} \rightarrow \widehat{\mathbb{C}}$ is defined on the complex torus $\mathbb{T}_{\tau}=\mathbb{C} /(\mathbb{Z}+\tau \mathbb{Z})$ and takes values in the Riemann sphere $\widehat{\mathbb{C}}=\mathbb{C} \cup\{\infty\}$ :

$$
\begin{equation*}
\wp(t)=\frac{1}{t^{2}}+\sum_{(m, n) \in \mathbb{Z}^{2} \backslash(0,0)} \frac{1}{(t-m-n \tau)^{2}}-\frac{1}{(m+n \tau)^{2}} . \tag{A.12}
\end{equation*}
$$

This is a covering map of the two-sphere $\widehat{\mathbb{C}}$ with 4 ramification points :

$$
\begin{equation*}
e_{1}=\wp(1 / 2), \quad e_{2}=\wp\left(\frac{1+\tau}{2}\right), \quad e_{3}=\wp\left(\frac{\tau}{2}\right), \quad \infty=\wp(0) . \tag{A.13}
\end{equation*}
$$

The lattice roots $e_{i}$ can be expressed in terms of the theta functions as :

$$
\begin{equation*}
e_{1}=\frac{\pi^{2}}{3}\left(\theta_{2}^{4}(\tau)+2 \theta_{4}^{4}(\tau)\right), \quad e_{2}=\frac{\pi^{2}}{3}\left(\theta_{2}^{4}(\tau)-\theta_{4}^{4}(\tau)\right), \quad e_{3}=-\frac{\pi^{2}}{3}\left(2 \theta_{2}^{4}(\tau)+\theta_{4}^{4}(\tau)\right) \tag{A.14}
\end{equation*}
$$

The function $g(t)$ as defined in (2.21) is simply the composition of $\wp(t)$ with a particular Möbius transformation that sends the ramification points to $0,1 / x, x$ and $\infty$ :

$$
\begin{equation*}
g(t)=\frac{1}{x} \frac{\wp(t)-e_{3}}{e_{1}-e_{3}}, \quad x=\sqrt{\frac{e_{2}-e_{3}}{e_{1}-e_{3}}}=\left(\frac{\theta_{2}(\tau)}{\theta_{3}(\tau)}\right)^{2} \tag{A.15}
\end{equation*}
$$

as follows from the fact that $\left(\wp(t)-e_{3}\right) / g(t)$ is constant by virtue of being doubly periodic and holomorphic (i.e. with no pole). Now from the differential equation obeyed by $\wp(t)$, namely

$$
\begin{equation*}
\wp^{\prime 2}(t)=4\left(\wp(t)-e_{1}\right)\left(\wp(t)-e_{2}\right)\left(\wp(t)-e_{3}\right), \tag{A.16}
\end{equation*}
$$

we get

$$
\begin{equation*}
\left(\frac{d g}{d t}\right)^{2}=-4 \pi^{2} \theta_{3}^{4}(\tau) g(g-x)(1-x g) \tag{A.17}
\end{equation*}
$$

from which (2.36) follows.

## A. 2 Alternative derivation of the second Rényi entropy for $A_{n}$ minimal models

In this Appendix, we present an alternative computation of the two-twist correlation function (2.44) based on the mirror trick [30] and BCFT bootstrap methods [130]. The conformal blocks are obtained in terms of the modular characters (see also $[118,123]$ ). The other key ingredients are the bulk and bulk-boundary structure constants appearing in the conformal block expansion. We note that the correspondence between conformal blocks and characters has also been employed in the recent work of [222] for the evaluation of twist correlators on manifolds without boundaries.

To avoid some technicalities, we restrict our attention to Virasoro minimal models in the $A_{n}$ series, for which the torus partition function is a diagonal modular invariant. On the unit disk, the mirror trick amounts to replacing the disk by its Schottky double [115], namely a sphere, and bulk fields $\phi(z, \bar{z})$ by a pair of chiral fields, one at position $z$ and the other at its mirror image $1 / \bar{z}$ :

$$
\begin{equation*}
\phi(z, \bar{z}) \rightarrow \phi(z) \bar{z}^{-2 h} \phi(1 / \bar{z}) . \tag{A.18}
\end{equation*}
$$

Thus we can decompose $\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha, \alpha)}$ as a linear combination of conformal blocks on the sphere

$$
\begin{align*}
& \langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha, \alpha)}=\sum_{j} X_{j}^{\alpha} f_{j}(x, \bar{x}),  \tag{A.19}\\
& \left.f_{j}(x, \bar{x})=\bar{x}^{-2 h_{\sigma}} \begin{array}{c}
\sigma(0) \\
\sigma(x)
\end{array}\right\rangle_{j} \phi_{j} \otimes \phi_{j}  \tag{A.20}\\
& \sigma(\infty) \\
& \sigma(1 / \bar{x})
\end{align*} .
$$

Indeed, for the $\mathbb{Z}_{2}$ orbifold of a minimal model in the $A_{n}$ series, the fusion $\sigma \times \sigma$ is of the form [118]

$$
\begin{equation*}
\sigma \times \sigma=\sum_{\phi_{j} \text { primary }} \phi_{j} \otimes \phi_{j} \tag{A.21}
\end{equation*}
$$

where the sum runs over the primary operators of the mother CFT. We shall denote by $h_{j}$ the conformal dimension of $\phi_{j}$ (recall that for $A_{n}$ minimal models, all primary operators are scalar, so $\bar{h}_{j}=h_{j}$ ). The expansion coefficients $X_{j}^{\alpha}$ in (A.19) are obtained in terms of OPE structure constants as

$$
\begin{equation*}
X_{j}^{\alpha}=C_{\sigma \sigma}^{\phi_{j} \otimes \phi_{j}} A_{\phi_{j} \otimes \phi_{j}}^{(\alpha, \alpha)} \tag{A.22}
\end{equation*}
$$

which in turn can be expressed as [123]

$$
\begin{align*}
A_{\phi_{i} \phi \phi_{j}}^{(\alpha, \alpha)} & =\left\langle\left(\phi_{j} \otimes \phi_{j}\right)(0)\right\rangle_{\mathbb{D}}^{(\alpha, \alpha)}=\left(\left\langle\phi_{j}(0)\right\rangle_{\mathbb{D}}^{\alpha}\right)^{2}=\left(A_{j}^{\alpha}\right)^{2},  \tag{A.23}\\
C_{\sigma \sigma}^{\phi_{\otimes} \otimes \phi_{j}} & =\left\langle\sigma(\infty)\left(\phi_{j} \otimes \phi_{j}\right)(1) \sigma(0)\right\rangle_{\mathbb{C}}=2^{-4 h_{j}}\left\langle\phi_{j}(-1) \phi_{j}(1)\right\rangle_{\mathbb{C}}=2^{-8 h_{j}}, \tag{A.24}
\end{align*}
$$

so that

$$
\begin{equation*}
X_{j}^{\alpha}=2^{-8 h_{j}}\left(A_{j}^{\alpha}\right)^{2} \tag{A.25}
\end{equation*}
$$

The OPE coefficient $A_{j}^{\alpha}$ is very much related to coefficients $\Psi_{j}^{\alpha}$ appearing in the decomposition of the boundary state $|\alpha\rangle$ in terms of the Ishibashi states $|j\rangle\rangle$ :

$$
\begin{equation*}
\left.A_{j}^{\alpha}=\frac{\Psi_{j}^{\alpha}}{\Psi_{0}^{\alpha}}, \quad|\alpha\rangle=\sum_{j} \Psi_{j}^{\alpha}|j\rangle\right\rangle \tag{A.26}
\end{equation*}
$$

For minimal models in the $A_{n}$ series, these coefficients are given in terms of the modular S-matrix elements [257]:

$$
\begin{equation*}
\Psi_{j}^{\alpha}=\frac{S_{j \alpha}}{\sqrt{S_{0 j}}}, \quad A_{j}^{\alpha}=\frac{S_{j \alpha}}{S_{0 \alpha}} \sqrt{\frac{S_{00}}{S_{j 0}}}, \tag{A.27}
\end{equation*}
$$

where the index 0 corresponds to the identity operator.
Let us turn to the expression of the conformal blocks $f_{j}$ in terms of the characters of the mother CFT. By a simple rescaling, we have

$$
\begin{equation*}
f_{j}(x, \bar{x})=\mathcal{F}_{j}(\eta), \quad \eta=|x|^{2} \tag{A.28}
\end{equation*}
$$

where $\mathcal{F}_{j}(\eta)$ is the standard conformal block

$$
\left.\mathcal{F}_{j}(\eta)=\begin{array}{c}
\sigma(0)  \tag{A.29}\\
\sigma(\eta)
\end{array}\right\rangle \phi_{j} \otimes \phi_{j}<\begin{gathered}
\sigma(\infty) \\
\sigma(1)
\end{gathered}
$$

These conformal blocks are known [123] to be related to the characters $\chi_{j}(\tau)$ of the mother theory via

$$
\begin{equation*}
\mathcal{F}_{j}(\eta)=2^{8 h_{j}-c / 3}[\eta(1-\eta)]^{-c / 24} \chi_{j}(\tau), \quad \eta=\left[\theta_{2}(\tau) / \theta_{3}(\tau)\right]^{4} . \tag{A.30}
\end{equation*}
$$

Assembling the above results, we obtain the expression

$$
\begin{equation*}
\langle\sigma(0,0) \sigma(x, \bar{x})\rangle_{\mathbb{D}}^{(\alpha, \alpha)}=2^{-\frac{c}{3}}\left[|x|^{2}\left(1-|x|^{2}\right)\right]^{-\frac{c}{24}} \sum_{j}\left(A_{j}^{\alpha}\right)^{2} \chi_{j}(\tau) \tag{A.31}
\end{equation*}
$$

The last step is to relate the above linear combination of characters to the annulus partition function:

$$
\begin{equation*}
\left.Z_{\alpha \mid \alpha}(\tau)=\langle\alpha| e^{i \pi \tau\left(L_{0}+\bar{L}_{0}-c / 12\right)}|\alpha\rangle=\sum_{j}\left(\Psi_{j}^{\alpha}\right)^{2}\left\langle\langle j| e^{i \pi \tau\left(L_{0}+\bar{L}_{0}-c / 12\right)} \mid j\right\rangle\right\rangle=\sum_{j}\left(\Psi_{j}^{\alpha}\right)^{2} \chi_{j}(\tau), \tag{A.32}
\end{equation*}
$$

using (A.26), and $g_{\alpha}=\Psi_{0}^{\alpha}$.

## A. 3 Annulus partition function for the compact boson

For the following discussion, it is useful to have in mind a lattice model whose scaling limit is given by the free compact boson - we take for example the sixvertex (6V) model on the square lattice. It is well established (see [258] for instance) that the 6 V model with homogeneous Boltzmann weights

is critical in the regime

$$
\begin{equation*}
|\Delta|<1, \quad \Delta=\frac{a^{2}+b^{2}-c^{2}}{2 a b}, \tag{A.33}
\end{equation*}
$$

and is described in the scaling limit by a free compact boson with action

$$
\begin{equation*}
S[\phi]=\frac{1}{8 \pi} \int d^{2} r \partial_{\mu} \phi \partial^{\mu} \phi, \quad \phi \equiv \phi+2 \pi R, \tag{A.34}
\end{equation*}
$$

where the compactification radius is given by $R=\sqrt{(2 / \pi) \cos ^{-1} \Delta}$. We consider the 6 V model on a rectangle of $M \times N$ sites, with periodic boundary conditions in the horizontal direction, and reflecting boundary conditions at the top and bottom edges, for even $M, N$. Any 6 V configuration defines (up to a global shift) a height function on the dual lattice, with steps $\pm \pi R$ between neighbouring heights. Since the local arrow flux into each of the boundaries is zero, the height function is constant along each boundary, and it is periodic in the horizontal direction. However, there can be a flux of $2 m$ arrows (with $m \in \mathbb{Z}$ ) going between the two boundaries, and hence the height difference between the boundaries is of the form $2 \pi m R$. In the scaling limit $N, M \rightarrow \infty$ with $N / M=\operatorname{Im} \tau / 2$, the height function renormalizes to the free boson $\phi$, and we get

$$
\begin{equation*}
\mathrm{Z}_{6 \mathrm{~V}}(M / N) \rightarrow \sum_{m \in \mathbb{Z}} \mathrm{Z}_{\alpha \mid \alpha+m}(\tau), \tag{A.35}
\end{equation*}
$$

where $\alpha$ is an arbitrary integer, and $Z_{\alpha \mid \beta}(\tau)$ denotes the partition function of (A.34) on the annulus of Figure 2.4 with Dirichlet boundary conditions $\phi(x, 0)=2 \pi R \alpha$ and $\phi(x, \operatorname{Im} \tau / 2)=2 \pi R \beta$. A path integral computation gives

$$
\begin{equation*}
Z_{\alpha \mid \beta}(\tau)=\frac{e^{-i \pi R^{2}(\alpha-\beta)^{2} / \tau}}{\eta(-1 / \tau)} \tag{A.36}
\end{equation*}
$$

Hence, the scaling limit of the 6 V partition function is

$$
\begin{equation*}
Z_{6 \mathrm{~V}}(M / N) \rightarrow Z(\tau)=\frac{\sum_{m \in \mathbb{Z}} e^{-i \pi R^{2} m^{2} / \tau}}{\eta(-1 / \tau)}=\frac{\theta_{3}\left(-R^{2} / \tau\right)}{\eta(-1 / \tau)} \tag{A.37}
\end{equation*}
$$

In the geometry of the infinite strip of width $N$ sites, the 6 V transfer matrix generates the XXZ spin-chain Hamiltonian

$$
\begin{equation*}
H_{\mathrm{XXZ}}=-\sum_{j=1}^{N-1}\left(s_{j}^{x} s_{j+1}^{x}+s_{j}^{x} s_{j+1}^{x}+\Delta s_{j}^{z} s_{j+1}^{z}\right) \tag{A.38}
\end{equation*}
$$

where $s_{j}^{x, y, z}$ are Pauli matrices acting on site $j$. Reflecting boundary conditions for the 6 V model (and thus Dirichlet boundary conditions for the boson) correspond to free boundary conditions on the spins.

## Appendix B

## Appendix for Chapter 3

## B. 1 An insight from the six-vertex model

The Hamiltonian of the spin- $\frac{1}{2} \mathrm{XXZ}$ spin chain with open $B C$ is [217]

$$
\begin{equation*}
H_{x x z}=\sum_{j=1}^{N-1}\left(\sigma_{j}^{x} \sigma_{j+1}^{x}+\sigma_{j}^{y} \sigma_{j+1}^{y}+\Delta \sigma_{j}^{z} \sigma_{j+1}^{z}\right)-h_{1} \sigma_{1}^{x}-h_{N} \sigma_{N}^{x} \tag{B.1}
\end{equation*}
$$

where $\sigma_{j}^{x, y, z}$ denote the Pauli matrices acting on the $j$-th site, $\left\{h_{1}, h_{N}\right\}$ are boundary fields and the anisotropy parameter $\Delta$ lies in the critical regime $|\Delta|<1$. The model (B.1) is a gapless one-dimensional quantum system belonging to the Luttinger liquid universality class. The related discrete 2D classical model is the six-vertex model on the square lattice with Boltzmann weights

such that

$$
\begin{equation*}
\frac{a^{2}+b^{2}-c^{2}}{2 a b}=\Delta . \tag{B.2}
\end{equation*}
$$

The six-vertex model is mapped to a height model on the dual lattice, with height values $\varphi(p) \in \mathbb{Z}$, through the following simple rule. For any pair on neighbouring faces $p, p^{\prime}$, we set $\varphi\left(p^{\prime}\right)=\varphi(p)+1$ (resp. $\varphi\left(p^{\prime}\right)=\varphi(p)-1$ ) if $p^{\prime}$ is above or to the right of (resp. below or to the left of) $p$, following the reasoning of [258]. The arrow conservation around each vertex ensures that the height $\phi$ is well defined, up to an overall additive constant.

In the scaling limit, the height variable $\varphi(p)$ provides a real compact boson $\varphi(p) \rightarrow \phi(p) /(\pi R)$, with renormalised radius $R=\sqrt{(2 / \pi) \arccos (-\Delta)}$ [217]. Note also that setting free BC in the XXZ chain ( $h_{1}=h_{N}=0$ ) corresponds to Dirichlet BC in the compact boson [259], while turning on the boundary fields leads to Neumann BC [217].

From the above mapping, we see that in any partition function, the variation $\delta \phi$ along any trivial cycle is zero, whereas for non-trivial cycles or open paths joining two boundary points this variation $\delta \phi$ is a multiple of $2 \pi R$ (by convention, we only consider lattices for which these non-trivial cycles and open paths have even length so that the configuration with $\delta \phi=0$ along each of these cycles and paths is allowed). In the scaling limit, this corresponds to (3.38).

## B. 2 Period matrix

In this Appendix, we discuss the derivation of the period matrix (3.25). This is a standard computation (see for instance [71]) that we report here for the sake of completeness.

We are interested in the period matrix of the Riemann surface $\Sigma_{n}$ given by the $n$-sheeted covering surface over the Riemann sphere $\mathbb{C P}^{1}$ with four branch points at $0, x, 1 / \bar{x}, \infty$ and a branch cut connecting 0 to $x$ and another connecting $1 / \bar{x}$ to $\infty$. Without loss of generality, we could assume $x$ real positive. The Riemann surface $\Sigma_{n}$ can be defined as the algebraic curve $w^{n}=z(z-x)(z-1 / \bar{x})^{n-1}$ with $(z, w) \in \mathbb{C}^{2}$ (up to compactification and resolution of the singularity at the origin by a blowup). It is a compact Riemann surface with genus $n-1$. This can be obtained from the Riemann-Hurwitz theorem, which provides the Euler characteristics of the $n$-sheeted covering $\mathscr{P}_{n}$ of a generic Riemann surface $\mathscr{P}_{1}$ as follows

$$
\begin{equation*}
\chi\left(\mathscr{P}_{n}\right)=n \chi\left(\mathscr{P}_{1}\right)-4(n-1) \tag{B.3}
\end{equation*}
$$

where $\chi(\mathscr{P})=2-2 g$ is the Euler characteristic of a Riemann surface $\mathscr{P}$ without boundaries. In our case $\Sigma_{1}=\mathbb{C P}^{1}$; hence $\chi\left(\Sigma_{n}\right)=4-2 n$.

A compact Riemann surface of genus $g$ supports $g$ linearly independent holomorphic one-forms. The ones for $\Sigma_{n}$ have been constructed explicitly and read [70]

$$
\begin{equation*}
\omega_{k}=\frac{1}{z^{k / n}(z-x)^{(n-k) / n}(z-1 / \bar{x})^{k / n}} d z \quad k \in\{1, \cdots, n-1\} \tag{B.4}
\end{equation*}
$$

This is the basis of holomorphic one-forms diagonalising the holomorphic deck transformation $f$ that sends the $j$-th sheet to the $(j+1)$-th sheet; indeed, we have that $f^{*} \omega_{k}=e^{-2 \pi i k / n} \omega_{k}$, being $f^{*}$ defined as the pullback of the deck transformation.

We work with the cycles $\mathcal{A}_{j}, \mathcal{B}_{j}$ and $C_{j}$ described in section 3.2.1 and depicted in figure 3.4. The period matrix $\tau$ of $\Sigma_{n}$ is then

$$
\boldsymbol{\tau}=\boldsymbol{A}^{-1} \cdot \boldsymbol{B} \quad \boldsymbol{A}_{k, j}=\int_{\mathcal{A}_{j}} \omega_{k} \quad \boldsymbol{B}_{k, j}=\int_{\mathcal{B}_{j}} \omega_{k}
$$

The integrals

$$
\begin{equation*}
\oint_{C_{j}} \omega_{k} \quad \oint_{\mathcal{B}_{j}} \omega_{k} \tag{B.6}
\end{equation*}
$$

can be computed exactly [70]. Indeed, by using that $f^{*} \omega_{k}=e^{-2 \pi i k / n} \omega_{k}$, we have

$$
\begin{equation*}
\oint_{C_{j}} \omega_{k}=\mathrm{e}^{-2 \pi \mathrm{i} k(j-1) / n} \oint_{\mathcal{C}_{1}} \omega_{k} \quad \oint_{\mathcal{B}_{j}} \omega_{k}=\mathrm{e}^{-2 \pi \mathrm{i} k(j-1) / n} \oint_{\mathcal{B}_{1}} \omega_{k} \tag{B.7}
\end{equation*}
$$

which tells us that just two contour integrals in the r.h.s. must be computed. These integrals can be calculated by deforming the contours down to the branch cut and using the integral representation of the Gauss hypergeometric function. This gives

$$
\begin{equation*}
\oint_{C_{1}} \omega_{k}=2 \mathrm{i} \sin (\pi k / n) \int_{0}^{x} \omega_{k}=2 \pi \mathrm{i} \bar{x}^{k / n} F_{k / n}\left(|x|^{2}\right) \tag{B.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\oint_{\mathcal{B}_{1}} \omega_{k}=-2 \pi \mathrm{i} \bar{x}^{k / n} \mathrm{e}^{-\pi \mathrm{i} k / n} F_{k / n}\left(1-|x|^{2}\right) \tag{B.9}
\end{equation*}
$$

where we remind that $F_{a}(y) \equiv{ }_{2} F_{1}(a, 1-a ; 1 ; y)$. The final result for the generic element of the $(n-1) \times(n-1)$ period matrix reads

$$
\begin{equation*}
\tau_{i, j}\left(|x|^{2}\right)=\mathrm{i} \frac{2}{n} \sum_{k=1}^{n-1} \sin (\pi k / n) \frac{F_{k / n}\left(1-|x|^{2}\right)}{F_{k / n}\left(|x|^{2}\right)} \cos [2 \pi k(i-j) / n] \tag{B.10}
\end{equation*}
$$

which is the result obtained in [71]. The period matrix (B.10) satisfies the following relation

$$
\begin{equation*}
\boldsymbol{\tau}\left(1-|x|^{2}\right)=-\boldsymbol{T} \cdot \boldsymbol{\tau}\left(|x|^{2}\right)^{-1} \cdot \boldsymbol{T}^{\mathrm{t}} \tag{B.11}
\end{equation*}
$$

where the generic element of the matrix $\boldsymbol{T}$ is $\boldsymbol{T}_{j, k} \equiv \delta_{j, k}-\delta_{j, k+1}$. This is reminiscent of the relations found in Appendix C.3.3 of [88] in the special case of two disjoint intervals on the line.

## B. 3 Green function in the presence of twist fields

Consider a non-compact complex scalar field $\Phi$ on the unit disk $\mathbb{D}$ satisfying the following condition after a rotation of the complex coordinate $z$ around a branch point at $z=0[70]$ (see also (3.53))

$$
\begin{equation*}
\Phi\left(e^{2 i \pi} z, e^{-2 i \pi} \bar{z}\right)=\mathrm{e}^{2 \pi \mathrm{i} k / n} \Phi(z, \bar{z}) \tag{B.12}
\end{equation*}
$$

and a similar condition with opposite phase after a rotation around $z=x \in(0,1)$. To have a simpler notation and to prevent any potential confusion with the mirror image, we will use the notation $\Phi(z)$ instead of $\Phi(z, \bar{z})$. However, it is important to note that this does not imply that the field $\Phi(z)$ depends holomorphically on the position $z$.

These conditions define the occurrence of a twist field $\sigma_{k / n}$ at $z=0$ and of its conjugate field $\sigma_{k / n}^{\dagger}$ at $z=x$. The holomorphic part of the stress-energy tensor $T(z)$ for the complex boson we are considering is

$$
\begin{equation*}
T(z)=-\frac{1}{2}: \partial_{z} \Phi(z) \partial_{z} \bar{\Phi}(z):=-\lim _{w \rightarrow z}\left[\frac{\partial_{z} \Phi(z) \partial_{w} \bar{\Phi}(w)}{2}+\frac{1}{(z-w)^{2}}\right] \tag{B.13}
\end{equation*}
$$

By adapting the analysis of [70] to the case where a conformal boundary occurs, in the following, we show that

$$
\begin{equation*}
\frac{\left\langle T(z) \sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathrm{D}}}{\left\langle\sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathrm{D}}}=\frac{h_{k / n}\left[x(1 / \bar{x}-2 z)+z^{2}\right]^{2}}{z^{2}(z-x)^{2}(z-1 / \bar{x})^{2}}-\frac{x(x-1 / \bar{x})}{z(z-x)(z-1 / \bar{x})} \partial_{x} \log E_{k / n}^{(\alpha)}(x) \tag{B.14}
\end{equation*}
$$

where $h_{k / n}$ and $E_{k / n}^{(\alpha)}(x)$ have been defined in (3.57). Then, taking the residue of (B.14) at $z \rightarrow x$ leads to (3.56).

Let us consider the following Green functions on the unit disk $\mathbb{D}$

$$
\begin{align*}
& G_{k / n}(z, w)=\frac{\left\langle\partial_{z} \Phi(z) \partial_{w} \bar{\Phi}(w) \sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathbb{D}}}{\left\langle\sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathrm{D}}}  \tag{B.15}\\
& H_{k / n}(z, w)=\frac{\left\langle\partial_{\bar{z}} \Phi(z) \partial_{w} \bar{\Phi}(w) \sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathbb{D}}}{\left\langle\sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathrm{D}}} \tag{B.16}
\end{align*}
$$

where $|z| \leqslant 1,|w| \leqslant 1$ and the boundary condition on $\partial \mathbb{D}$ reads

$$
\begin{equation*}
z \partial_{z} \Phi= \pm \bar{z} \partial_{\bar{z}} \Phi \tag{B.17}
\end{equation*}
$$

with + and - corresponding respectively to Dirichlet BC and Neumann BC. As remarked above, the notation $H_{k / n}(z, w)$ does not mean that $H_{k / n}$ is holomorphic in $z$ (as a matter of fact it is antiholomorphic in $z$ ). On the other hand, the function $G_{k / n}$ is holomorphic in $z$ and $w$; hence the Schwarz reflection principle can be employed to obtain its analytic continuation to the whole Riemann sphere, via

$$
G_{k / n}(z, w)= \begin{cases} \pm \frac{1}{z^{2}} \frac{\left\langle\partial_{\bar{z}} \Phi(1 / \bar{z}) \partial_{w} \bar{\Phi}(w) \sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathrm{D}}}{\left\langle\sigma_{k / n}(0) \sigma_{k / n}^{+}(x)\right\rangle_{\mathrm{D}}} & |z| \geqslant 1,|w| \leqslant 1  \tag{B.18}\\ \pm \frac{1}{w^{2}} \frac{\left\langle\partial_{z} \Phi(z) \partial_{\bar{w}} \bar{\Phi}(1 / \bar{w}) \sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathrm{D}}}{\left\langle\sigma_{k / n}(0) \sigma_{k / n}^{+}(x)\right\rangle_{\mathrm{D}}} & |z| \leqslant 1,|w| \geqslant 1 \\ \pm \frac{1}{w^{2} z^{2}} \frac{\left\langle\partial_{\bar{z}} \Phi(1 / \bar{z}) \partial_{\bar{w}} \bar{\Phi}(1 / \bar{w}) \sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathrm{D}}}{\left\langle\sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathrm{D}}} & |z| \geqslant 1,|w| \geqslant 1\end{cases}
$$

The Green function $H_{k / n}$, which is anti-holomorphic in $z$ and holomorphic in $w$, can be analytically continued similarly. Moreover, these two Green functions are related through a mirror relation as follows

$$
\begin{equation*}
G_{k / n}(z, w)= \pm \frac{1}{z^{2}} H_{k / n}(1 / \bar{z}, w) \tag{B.19}
\end{equation*}
$$

whenever they are well defined functions, namely for $z \neq w$ and $z, w \notin\{0, x, 1 / \bar{x}, \infty\}$. The r.h.s. of (B.19) is indeed holomorphic in $z$ as $H_{k / n}(1 / \bar{z}, w)$ is the composition of two anti-holomorphic functions, namely $H_{k / n}(z, w)$ and $\zeta(z)=1 / \bar{z}$.

Now one observes that $z^{k / n}(z-x)^{1-k / n}(z-1 / \bar{x})^{k / n} G_{k / n}(z, w)$ is holomorphic on the whole Riemann sphere except for $z=w$, where a second-order pole occurs. Hence, for $G_{k / n}(z, w)$ we must have

$$
\begin{equation*}
G_{k / n}(z, w)=f_{k / n}(z)\left(\frac{\alpha_{k / n}}{(z-w)^{2}}+\frac{\beta_{k / n}}{(z-w)}+\gamma_{k / n}\right) \tag{B.20}
\end{equation*}
$$

where $\alpha_{k / n}, \beta_{k / n}$ and $\gamma_{k / n}$ are independent of $z$, while

$$
\begin{equation*}
f_{k / n}(z)=\frac{1}{z^{k / n}(z-x)^{(1-k / n)}(z-1 / \bar{x})^{k / n}} \tag{B.21}
\end{equation*}
$$

From the OPE of $\partial_{z} \Phi(z) \partial_{w} \bar{\Phi}(w)$ as $z \rightarrow w$, we have that $G_{k}(z, w)=-2 /(z-w)^{2}+$ $O(1)$. This condition gives $\alpha_{k / n}$ and $\beta_{k / n}$, which can be plugged into (B.20), finding

$$
\begin{equation*}
G_{k / n}(z, w)=-\frac{2 f_{k / n}(z)}{f_{k / n}(w)}\left(\frac{1}{(z-w)^{2}}-\frac{f_{k / n}^{\prime}(w) / f_{k / n}(w)}{z-w}+f_{k / n}(w) f_{1-k / n}(w) \mu_{k / n}(w)\right) \tag{B.22}
\end{equation*}
$$

for some unknown function $\mu_{k / n}$. The same argument for the complex variable $w$ leads to

$$
\begin{equation*}
G_{k / n}(z, w)=-\frac{2 f_{1-k / n}(w)}{f_{1-k / n}(z)}\left(\frac{1}{(z-w)^{2}}-\frac{f_{1-k / n}^{\prime}(z) / f_{1-k / n}(z)}{w-z}+f_{1-k / n}(z) f_{k / n}(z) \mu_{1-k / n}(z)\right) \tag{B.23}
\end{equation*}
$$

Comparing (B.22) and (B.23), one obtains

$$
\begin{equation*}
\mu_{k / n}(z)=\frac{k}{n}(z-x)+A_{k / n}(x) \quad A_{k / n}=A_{1-k / n} \tag{B.24}
\end{equation*}
$$

Finally, combining (B.21)-(B.24), we arrive to

$$
\begin{align*}
& G_{k / n}(z, w)=  \tag{B.25}\\
& \quad=-2 f_{k / n}(z) f_{1-k / n}(w)\left[\frac{k}{n} \frac{z(z-1 / \bar{x})(w-x)}{(z-w)^{2}}+\left(1-\frac{k}{n}\right) \frac{w(w-1 / \bar{x})(z-x)}{(z-w)^{2}}+A_{k / n}(x)\right]
\end{align*}
$$

Then, it follows from (B.13) that

$$
\begin{equation*}
\frac{\left\langle T(z) \sigma_{k / n}(0) \sigma_{k / n}^{+}(x)\right\rangle_{\mathbb{D}}}{\left\langle\sigma_{k / n}(0) \sigma_{k / n}^{+}(x)\right\rangle_{\mathbb{D}}}=\frac{h_{k / n}\left[x(1 / \bar{x}-2 z)+z^{2}\right]^{2}}{z^{2}(z-x)^{2}(z-1 / \bar{x})^{2}}+\frac{A_{k / n}(x)}{z(z-x)(z-1 / \bar{x})} \tag{B.26}
\end{equation*}
$$

where the dependence on the boundary condition is encoded only in $A_{k / n}(x)$.
In the case of Neumann BC, we can determine $A_{k / n}(x)$ by exploiting the fact that the field $\Phi(z)$ has no windings. In particular, $\left\langle\Phi(z) \partial_{w} \bar{\Phi}(w) \sigma_{k / n}(0) \sigma_{k / n}^{\dagger}(x)\right\rangle_{\mathbb{D}}$ must be a single-valued function of $z$. By using that $d \Phi=\partial_{z} \Phi d z+\partial_{\bar{z}} \Phi(z) d \bar{z}$ and comparing with (B.15) and (B.16), we find that the above condition implies

$$
\begin{equation*}
\oint_{C_{1}}\left[G_{k / n}(z, w) d z+H_{k / n}(z, w) d \bar{z}\right]=0 \tag{B.27}
\end{equation*}
$$

To evaluate the l.h.s., one can first change variable to $\xi \equiv \zeta(z)=1 / \bar{z}$ and using (B.19), finding

$$
\begin{equation*}
\oint_{C_{1}} H_{k / n}(z, w) d \bar{z}=\oint_{C_{1}} H_{k / n}(1 / \bar{\xi}, w) d(1 / \xi)=\oint_{C_{1}} G_{k / n}(\xi, w) d \xi \quad \text { Neumann } B C \tag{B.28}
\end{equation*}
$$

where we used that $\zeta\left(C_{1}\right)=\mathcal{C}_{1}$. Thus, the constraint (B.27) boils down to

$$
\begin{equation*}
\oint_{C_{1}} G_{k / n}(z, w) d z=0 \quad \text { Neumann BC } \tag{B.29}
\end{equation*}
$$

In the case of Dirichlet BC, the constraint (B.27) is automatically satisfied; indeed the above change of variable leads to

$$
\begin{equation*}
\oint_{C_{1}} H_{k / n}(z, w) d \bar{z}=-\oint_{C_{1}} G_{k / n}(\xi, w) d \xi \tag{B.30}
\end{equation*}
$$

Now, since $\Phi(z)$ vanishes on all boundary components, we have that

$$
\begin{equation*}
\int_{\mathcal{B}_{1}^{+}}\left[G_{k / n}(z, w) d z+H_{k / n}(z, w) d \bar{z}\right]=0 \quad \text { Dirichlet BC } \tag{B.31}
\end{equation*}
$$

where $\mathcal{B}_{1}^{+}$is the part of $\mathcal{B}_{1}$ located inside the white region in Fig. 3.4, which connects the two red points located on two different components of the boundary.

Using the above change of variable, the condition (B.31) becomes

$$
\begin{equation*}
\oint_{\mathcal{B}_{1}} G_{k / n}(z, w) d z=0 \quad \text { Dirichlet BC } \tag{B.32}
\end{equation*}
$$

where we used the fact that mirror image of $\mathcal{B}_{1}^{+}$is the remaining part of $\mathcal{B}_{1}$ with the opposite orientation.

By using (B.25), the constraints (B.29) and (B.32) become

$$
\begin{equation*}
\oint_{C} f_{k / n}(z)\left[\frac{k}{n} \frac{z(z-1 / \bar{x})(w-x)}{(z-w)^{2}}+\left(1-\frac{k}{n}\right) \frac{w(w-1 / \bar{x})(z-x)}{(z-w)^{2}}+A_{k / n}(x)\right] d z=0 \tag{B.33}
\end{equation*}
$$

where the contour is either $C=\mathcal{C}_{1}$ for Neumann BC or $\mathcal{C}=\mathcal{B}_{1}$ for Dirichlet BC; hence

$$
\begin{aligned}
A_{k / n}(x) \oint_{C} f_{k / n}(z) d z & = \\
= & -\oint_{C} f_{k / n}(z)\left[\frac{k}{n} \frac{z(z-1 / \bar{x})(w-x)}{(z-w)^{2}}+\left(1-\frac{k}{n}\right) \frac{w(w-1 / \bar{x})(z-x)}{(z-w)^{2}}\right] d z
\end{aligned}
$$

The analysis of this equation has been already carried out in [70]. However, in the following, we report a detailed derivation for the sake of completeness.

The first important feature to highlight is the fact that the r.h.s. of (B.34) does not depend on $w$. This follows from the relation

$$
\begin{array}{r}
\frac{\partial}{\partial w}\left[f_{k / n}(z)\left(\frac{k}{n} \frac{z(z-1 / \bar{x})(w-x)}{(z-w)^{2}}+\left(1-\frac{k}{n}\right) \frac{w(w-1 / \bar{x})(z-x)}{(z-w)^{2}}\right)\right]=  \tag{B.35}\\
=-\frac{\partial}{\partial z}\left[\frac{z(z-x)(z-1 / \bar{x}) f_{k / n}(z)}{(z-w)^{2}}\right]
\end{array}
$$

Since (B.34) is independent of $w$, we can choose convenient points for $w$ on the Riemann sphere. In particular, considering $w=x$, we obtain

$$
\begin{equation*}
A_{k / n}(x) \oint_{C} f_{k / n}(z) d z=-\left(1-\frac{k}{n}\right) x(x-1 / \bar{x}) \oint_{C} \frac{f_{k / n}(z)}{z-x} d z \tag{B.36}
\end{equation*}
$$

Now one observes that the definition of $f_{k / n}(z)$ in (B.21) straightforwardly leads to

$$
\begin{equation*}
\partial_{x} f_{k / n}(z)=\left(1-\frac{k}{n}\right) \frac{f_{k / n}(z)}{z-x} \tag{B.37}
\end{equation*}
$$

which can be employed in (B.36), finding that

$$
\begin{equation*}
A_{k / n}(x)=-(x-1 / \bar{x}) x \partial_{x} \log \oint_{C} f_{k / n}(z) d z \tag{B.38}
\end{equation*}
$$

Since the integrals $\oint_{C} f_{k / n}(z) d z$ have already been evaluated in (B.8) and (B.9), we arrive to

$$
\begin{equation*}
A_{k}(x)=-(x-1 / \bar{x}) x \partial_{x} \log E_{k / n}^{(\alpha)}(x) \tag{B.39}
\end{equation*}
$$

where $E_{k / \eta \mid}^{(\alpha)}(x)$ has been defined in (3.57). This concludes the derivation of (B.14), whose residue at $z \rightarrow x$ leads to (3.56).

## B. 4 Interval adjacent to the boundary

The entanglement entropies of the interval $A=[0, v]$ for a BCFT with central charge $c$ defined on the segment $[0, L]$ are [46] (see also (B.40))

$$
\begin{equation*}
S_{n}(\ell)=\frac{c}{12}\left(1+\frac{1}{n}\right) \log \left[\frac{2 L}{\pi \epsilon} \sin \left(\frac{\pi v}{L}\right)\right]+\log (g) \tag{B.40}
\end{equation*}
$$

up to subleading terms, where $g$ is the boundary entropy of [32]. Focussing on the case of the massless boson, which has $c=1$, in the following we recover (B.40) for this model by taking the limit $u \rightarrow 0$ of $\left\langle\sigma_{n}(u) \sigma_{n}^{\dagger}(v)\right\rangle_{s_{L}}^{(\alpha)}$ for a finite value of $R$. This provides an important consistency check of our BCFT results (3.23).

By employing (3.65), the expressions in (3.23) can be written respectively as follows

$$
\begin{equation*}
\mathcal{F}_{n}^{(\mathrm{D})}(r)=R^{n-1} \frac{\Theta\left(-R^{2} \tau(r)^{-1}\right)}{\Theta\left(-\tau(r)^{-1}\right)} \quad \mathcal{F}_{n}^{(N)}(r)=\left(\frac{2}{R}\right)^{n-1} \frac{\Theta\left(-4 \tau(r)^{-1} / R^{2}\right)}{\Theta\left(-\tau(r)^{-1}\right)} \tag{B.41}
\end{equation*}
$$

whose prefactors can be written in terms of the ground state degeneracies [32] for this model, which are [142, 217]

$$
\begin{equation*}
g_{\mathrm{D}} \equiv \sqrt{\frac{1}{R}} \quad g_{\mathrm{N}} \equiv \sqrt{\frac{R}{2}} \tag{B.42}
\end{equation*}
$$

for Dirichlet and Neumann BC respectively,
From (3.10), we have that $r \rightarrow 1^{-}$when $u \rightarrow 0^{+}$. Taking this limit in (B.41), one finds

$$
\begin{equation*}
\mathcal{F}_{n}^{(\mathrm{D})}(r) \rightarrow g_{\mathrm{D}}^{2(1-n)} \quad \mathcal{F}_{n}^{(N)}(r) \rightarrow g_{\mathrm{N}}^{2(1-n)} \tag{B.43}
\end{equation*}
$$

(in the numerical checks of the Dirichlet BC case, $R$ should not be too small).
The bulk-boundary Operator Product Expansion (OPE) of the twist field $\sigma(u)$ reads [110]

$$
\begin{equation*}
\sigma(u) \sim \mathcal{A}_{n ; \alpha}(2 u)^{-\Delta_{n}} \mathbb{I}+\ldots \quad u \rightarrow 0^{+} \tag{B.44}
\end{equation*}
$$

where $\mathbb{I}$ denotes the identity operator on the boundary, the dots indicate subleading contributions that have been neglected and $\mathcal{A}_{n ; \alpha}$ is the one-point structure constant, which can be expressed in terms of the ground state degeneracy $g_{\alpha}$ as $\mathcal{A}_{n ; \alpha}=g_{\alpha}^{1-n}[46,110]$. In our case, combining this observation with (B.43), one concludes that $\mathcal{F}_{n}^{(\alpha)}(r) \rightarrow \mathcal{A}_{n ; \alpha}^{2}$ as $r \rightarrow 1$, for $\alpha \in\{\mathrm{D}, \mathrm{N}\}$. This observation and (3.9) lead to

$$
\begin{equation*}
\left\langle\sigma_{n}(u) \sigma_{n}^{\dagger}(v)\right\rangle_{s_{L}}^{(\alpha)} \sim(2 u)^{-\Delta_{n}} \mathcal{A}_{n ; \alpha}^{2}[s(2 v)]^{-\Delta_{n}}+\ldots \tag{B.45}
\end{equation*}
$$

From the bulk-boundary OPE (B.44), it is straightforward to find that

$$
\begin{equation*}
\left\langle\sigma_{n}(u) \sigma_{n}^{\dagger}(v)\right\rangle_{\mathrm{s}}^{(\alpha)} \sim \mathcal{A}_{n ; \alpha}(2 u)^{-\Delta_{n}}\left\langle\sigma_{n}^{\dagger}(v)\right\rangle_{s_{L}}^{(\alpha)}+\ldots \tag{B.46}
\end{equation*}
$$

Finally, (B.45) and (B.46) are consistent when $\left\langle\sigma_{n}^{\dagger}(v)\right\rangle_{s_{L}}^{(\alpha)}=g_{\alpha}^{(1-n)} / s(2 v)^{\Delta_{n}}$, in agreement with (1.52).

## B. 5 Limits in the decompactified case

## B.5.1 Normalization of twist 2-point function

In this section, we determine the overall normalization of the two-point functions of twist fields in the decompactified regime. In the finite $R$ case, we have used the $x \rightarrow 0$ behaviour of the twist correlator to fix such constants, and we shall pursue the same strategy here, with a few modifications.

The extra difficulty arises due to the continuous primary operator spectrum of the non-compact boson CFT, which is formed by vertex operators $V_{\gamma}=$ : $\exp i \gamma \Phi(z, \bar{z}):$, with scaling dimensions $\Delta_{\gamma}=\gamma^{2}$ and $\gamma \in \mathbb{R}$. Thus, in the $\mathbb{Z}_{N}$ orbifold of this theory [118, 211, 235], the untwisted sector is built from operators ${ }^{1}$ :

$$
\begin{equation*}
\mathcal{V}_{\gamma}=V_{\gamma_{1}} \otimes \cdots \otimes V_{\gamma_{n}} \tag{B.47}
\end{equation*}
$$

with $\gamma=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$ and the identity field given by $\mathbb{I}=\mathcal{V}_{0}$.
The leading $x \rightarrow 0$ behaviour in (3.71) will then be obtained by considering the OPE of the twist fields, which, by twist charge conservation can only contain fields of type (B.47) ${ }^{2}$. Since the spectrum of untwisted primary fields is continuous, the OPE should be given by a weighted integral over the $\mathcal{V}_{\gamma}$ operators. We conjecture, then, encouraged by previous works [235], that the contribution of untwisted primary operators to the OPE of conjugate twist fields is :

$$
\begin{equation*}
\sigma(0,0) \sigma_{n}^{\dagger}(x) \sim x^{-2 \Delta_{n}} \int_{\mathbb{R}^{n}} \prod_{i=1}^{n} d \gamma_{i} \delta\left(\sum_{i} \gamma_{i}\right) x^{\gamma^{2}} C_{\sigma, \sigma_{n}^{+}}^{v_{\gamma}} \mathcal{V}_{\gamma}(0,0) \tag{B.48}
\end{equation*}
$$

where the $\delta$ function appears as a consequence of $U(1)$ charge conservation in the non-compact boson CFT, and we work with the usual conventions that the structure constant $C_{\sigma, \sigma_{n}^{+}}^{\mathrm{I}}=1$.

Now we plug (B.48) in the twist field two-point functions (3.71) to find the primary field contribution to the limit $x \rightarrow 0$ for Neumann and Dirichlet BC:

$$
\begin{equation*}
\left\langle\sigma(0,0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathbb{D}}^{(\alpha)} \underset{x \rightarrow 0}{\sim} x^{-2 \Delta_{n}} \int_{\mathbb{R}^{n}} \prod_{i=1}^{n} d \gamma_{i} \delta\left(\sum_{i} \gamma_{i}\right) x^{\gamma^{2}} C_{\sigma, \sigma_{n}^{+}}^{\mathcal{V}_{\gamma}}\left\langle\mathcal{V}_{\gamma}(0,0)\right\rangle_{\mathbb{D}}^{\alpha} \tag{B.49}
\end{equation*}
$$

Conveniently, the correlators in (B.49) factorize into one-point functions of the non-compact boson BCFT:

$$
\begin{equation*}
\left\langle\mathcal{V}_{\gamma}(0,0)\right\rangle_{\mathbb{D}}^{\alpha}=\prod_{i=1}^{n}\left\langle V_{\gamma_{i}}(0,0)\right\rangle_{\mathbb{D}}^{\alpha} \tag{B.50}
\end{equation*}
$$

which are given by [24]:

$$
\begin{equation*}
\left\langle V_{\gamma}(0,0)\right\rangle_{\mathbb{D}}^{(\mathbb{N})}=\delta(\gamma) \quad\left\langle V_{\gamma}(0,0)\right\rangle_{\mathbb{D}}^{\left(D, \phi_{0}\right)}=e^{i \gamma \phi_{0}} \tag{B.51}
\end{equation*}
$$

for Neumann BC and Dirichlet BC with $\phi_{0}=$ constant. Thus, we find:

$$
\begin{equation*}
\left\langle\mathcal{V}_{\gamma}(0,0)\right\rangle_{\mathbb{D}}^{(\mathbb{N})}=\prod_{i=1}^{n} \delta\left(\gamma_{i}\right) \quad\left\langle\mathcal{V}_{\gamma}(0,0)\right\rangle_{\mathbb{D}}^{\left(D, \phi_{0}\right)}=\exp \left(i \sum_{i=1}^{n} \gamma_{i} \phi_{0}\right)=1 \tag{B.52}
\end{equation*}
$$

and the dependence on $\phi_{0}$ drops, as it should. Thus, we find for Neumann BC:

$$
\begin{equation*}
\left\langle\sigma(0,0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathbb{D}}^{(\mathbb{N})} \underset{x \rightarrow 0}{\sim} x^{-2 \Delta_{n}}+\ldots \tag{B.53}
\end{equation*}
$$

and comparing with the straightforward $x \rightarrow 0$ limit of (3.64), we find $c_{n}^{(\mathbb{N})}=1$.

[^20]For Dirichlet BC, we arrive at:

$$
\begin{equation*}
\left\langle\sigma(0,0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathbb{D}}^{(\mathbb{D})} \underset{x \rightarrow 0}{\sim} x^{-2 \Delta_{n}} \int_{\mathbb{R}^{n}} \prod_{i=1}^{n} d \gamma_{i} \delta\left(\sum_{i} \gamma_{i}\right) x^{\gamma^{2}} C_{\sigma, \sigma_{n}^{+}}^{v_{\gamma}} \tag{B.54}
\end{equation*}
$$

The structure constant $C_{\sigma, \sigma_{n}^{+}}^{V_{\gamma}}$ depends smoothly on $\gamma$. Indeed it can be unfolded to an $n$-point correlator of vertex operators on the Riemann sphere in the noncompact boson CFT:

$$
\begin{equation*}
C_{\sigma, \sigma_{n}^{+}}^{V_{\gamma}}=n^{-\sum_{i}^{2} \gamma_{i}^{2} / 2}\left\langle V_{\gamma_{1}}\left(e^{2 \pi i / n}\right) V_{\gamma_{2}}\left(e^{4 \pi i / n}\right) \cdots V_{\gamma_{n}}(1)\right\rangle_{\mathbb{C}} \tag{B.55}
\end{equation*}
$$

Now, using the classical CFT result [23]:

$$
\begin{equation*}
\left\langle V_{\gamma_{1}}\left(z_{1}\right) \cdots V_{\gamma_{n}} z_{n}\right\rangle_{\mathbb{C}}=\prod_{i<j}\left|z_{i}-z_{j}\right|^{2 \gamma_{i} \gamma_{j}} \tag{B.56}
\end{equation*}
$$

we find the behaviour of the structure constants close to $\gamma_{i}=0$ :

$$
\begin{equation*}
C_{\sigma, \sigma_{n}^{+}}^{\mathcal{V}_{\gamma_{i} \rightarrow 0}} \underset{\sim}{\sim} 1 \tag{B.57}
\end{equation*}
$$

which is all we need, since we are interested in the leading $x \rightarrow 0$ behaviour of (B.54). Now, we integrate over the Dirac- $\delta$ function to arrive at:

$$
\begin{equation*}
\left\langle\sigma(0,0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathbb{D}}^{(\mathbb{D})} \underset{x \rightarrow 0}{\sim} x^{-2 \Delta_{n}} \int_{\mathbb{R}^{n-1}} \prod_{i=1}^{n-1} d \gamma_{i} \exp \left\{-1 / 2\left|\log x^{2}\right| \sum_{i, j=1}^{n-1} \gamma_{i} A_{i j} \gamma_{j}\right\} \tag{B.58}
\end{equation*}
$$

where the matrix $A_{i j}=1+\delta_{i j}$ has $\operatorname{det} A=n$. The leading asymptotic behaviour of such an integral as $x \rightarrow 0$ follows from Laplace's method

$$
\begin{equation*}
\left\langle\sigma(0,0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathbb{D}}^{(\mathbb{D})} \underset{x \rightarrow 0}{\sim} x^{-2 \Delta_{n}} \frac{1}{\sqrt{n}}\left(\frac{2 \pi}{\left|\log x^{2}\right|}\right)^{(n-1) / 2} \tag{B.59}
\end{equation*}
$$

Now, we need to compare (B.59) with the $x \rightarrow 0$ limit of (3.63). We have:

$$
\begin{equation*}
\left\langle\sigma(0,0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathbb{D}}^{(\mathbb{D})} \underset{x \rightarrow 0}{\sim} x^{-2 \Delta_{n}} \frac{1}{\sqrt{\operatorname{det}(-i \tau)}}\left(c_{n}^{(\mathbb{D})}+\ldots\right) \tag{B.60}
\end{equation*}
$$

From the relations (3.60), we have that:

$$
\begin{equation*}
\frac{1}{\sqrt{\operatorname{det}(-i \tau(x))}}=\prod_{k=1}^{n-1} \sqrt{\frac{F_{k / n}\left(x^{2}\right)}{F_{k / n}\left(1-x^{2}\right)}} \underset{x \rightarrow 0}{\sim} \frac{1}{\sqrt{n}}\left(\frac{2 \pi}{\left|\log x^{2}\right|}\right)^{(n-1) / 2} \tag{B.61}
\end{equation*}
$$

where we have used the $\operatorname{det}(-i \tau(x))$ identities of sections 4.5. in[71]. Thus, by comparing (B.60) with (B.59) we fix $c_{n}^{(\mathrm{D})}=1$.

## B.5.2 The $x \rightarrow 1$ behaviour

The $x \rightarrow 1$ behaviour of (3.71) is also of interest, as it provides information about the one-point structure constants of the twist fields. Using the normalized twopoint functions in (3.72), we find, for Dirichlet BC:

$$
\begin{equation*}
\left\langle\sigma(0,0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathbb{D}}^{(\mathbb{D})} \underset{x \rightarrow 1}{\sim}\left(1-x^{2}\right)^{-\Delta_{n}} \tag{B.62}
\end{equation*}
$$

since $\Theta\left(-\tau^{-1}(x)\right) \rightarrow 1$ as $x \rightarrow 1$.
Then, for Neumann BC, by using the property (3.65) in the second equation of (3.72) we arrive at:

$$
\begin{equation*}
\left\langle\sigma(0,0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathbb{D}}^{(\mathbb{N})} \underset{x \rightarrow 1}{\sim}\left(1-x^{2}\right)^{-\Delta_{n}} \sqrt{\operatorname{det}(-i \tau(x))} \tag{B.63}
\end{equation*}
$$

with

$$
\begin{equation*}
\operatorname{det}(-i \tau(x))=\prod_{k=1}^{n-1} \frac{F_{k / n}\left(1-x^{2}\right)}{F_{k / n}\left(x^{2}\right)} \underset{x \rightarrow 1}{\sim} \frac{1}{n}\left(\frac{2 \pi}{\left|\log \left(1-x^{2}\right)\right|}\right)^{(n-1)} \tag{B.64}
\end{equation*}
$$

easily found from (B.61)
We now want to see how the above expressions fare against the $x \rightarrow 1$ behaviour implied by the bulk-boundary OPE of $\sigma_{n}^{\dagger}(x)$ fields, which has contributions from untwisted boundary fields exclusively.

To proceed, we need to present a few facts on the boundary field spectrum of the non-compact boson BCFT which we dn $\psi^{(\alpha)}\left(e^{i \theta}\right)$, with $\theta \in(0,2 \pi)$ a coordinate parametrizing the boundary of the unit disk $\mathbb{D}$. We use as reference [24], where these concepts are explained in detail.

For Dirichlet BC, the spectrum of boundary operators only contains the boundary identity operator $\psi_{0}^{(\mathrm{D})}$ and its descendants, since we have $\Phi_{0}=$ const. along the boundary. On the other hand, for Neumann BC, any boundary vertex operator $\psi_{\gamma}^{(N)}=: \exp i \gamma \Phi\left(e^{i \theta}\right)$ :, with scaling dimension $\Delta_{\gamma}=\gamma^{2} / 2$ is allowed. Then, in the $\mathbb{Z}_{n}$ orbifold of this BCFT, the untwisted sector of primary boundary fields consists of the identity operator $\Psi_{0}^{(\text {D) }}$ for Dirichlet b.c, while for Neumann BC we have :

$$
\begin{equation*}
\Psi_{\gamma}^{(\mathbb{N})}=\psi_{\gamma_{1}}^{\alpha} \otimes \ldots \psi_{\gamma_{n}}^{\alpha} \tag{B.65}
\end{equation*}
$$

For Dirichlet BC , the leading contribution to the bulk-boundary OPE of $\sigma_{n}^{\dagger}$ is given by:

$$
\begin{equation*}
\sigma_{n}^{\dagger}(x) \sim\left(1-x^{2}\right)^{-\Delta_{n}} \mathcal{A}_{n, \mathbb{I}}^{(\mathbb{D})} \mathbb{I}(1) \tag{B.66}
\end{equation*}
$$

In the Neumann BC setup, there are issues with the continuous spectrum of boundary operators analogous to the ones outlined in Appendix B.5.1. To bypass them, we conjecture the following continuum version of the bulk-boundary OPE :

$$
\begin{equation*}
\sigma^{\dagger}(x) \sim\left(1-x^{2}\right)^{-\Delta_{n}} \int_{-\infty}^{+\infty}\left(\prod_{i=1}^{n} d \gamma_{i}\right) \delta\left(\sum_{i} \gamma_{i}\right)\left(1-x^{2}\right)^{\gamma^{2} / 2} \mathcal{A}_{n, \Psi_{\gamma}}^{(N)} \Psi_{\gamma}^{(N)}(1) \tag{B.67}
\end{equation*}
$$

where $\mathcal{A}_{n, \Psi_{\gamma}}^{(N)}$ are bulk-boundary structure constants, and we have used that $U(1)$ charge neutrality holds on the boundary.

Now, we plug the OPEs (B.66) and (B.67) into their respective correlators and find for the Dirichlet case:

$$
\begin{equation*}
\left\langle\sigma(0,0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathbb{D}}^{(\mathbb{D})} \underset{x \rightarrow 1}{\sim}\left(1-x^{2}\right)^{-\Delta_{n}}\left(\mathcal{A}_{n, \mathbb{I}}^{(\mathbb{D})}\right)^{2} \tag{B.68}
\end{equation*}
$$

and we have used [173]

$$
\begin{equation*}
\langle\sigma(0,0)\rangle_{\mathrm{D}}^{\alpha}=\mathcal{A}_{n, \mathrm{I}}^{(\alpha)} \tag{B.69}
\end{equation*}
$$

which, upon comparison with (B.62) fixes $\left(\mathcal{A}_{n, \mathbb{I}}^{(\mathbb{D})}\right)^{2}=1$.
For Neumann BC, the result is slightly more involved:

$$
\begin{equation*}
\left\langle\sigma(0,0) \sigma_{n}^{+}(x)\right\rangle_{\mathbb{D}}^{(\mathbb{N})} \underset{x \rightarrow 1}{\sim}\left(1-x^{2}\right)^{-\Delta_{n}} \int_{-\infty}^{+\infty}\left(\prod_{i=1}^{n} d \gamma_{i}\right) \delta\left(\sum_{i} \gamma_{i}\right)\left(1-x^{2}\right)^{\gamma^{2} / 2}\left(\mathcal{A}_{n, \Psi_{\gamma}}^{(N)}\right)^{2} \tag{B.70}
\end{equation*}
$$

where we have used that[173]:

$$
\begin{equation*}
\left\langle\sigma(0,0) \Psi_{\gamma}^{(\alpha)}(1)\right\rangle_{\mathbb{D}}^{\alpha}=\mathcal{A}_{n, \Psi_{\gamma}}^{(\alpha)} \tag{B.71}
\end{equation*}
$$

The rest of this derivation is analogous to the one of Appendix B.5.1. The correlator in (B.71) unfolds to a $n$-point function of boundary vertex operators on the unit disk [173] which should be smooth in $\gamma_{i}$. Thus, we can approximate $\mathcal{A}_{n, \Psi_{\gamma}}^{(\mathbb{N})} \approx \mathcal{A}_{n, \mathbb{I}}^{(\mathbb{N})}$ for $\gamma_{i} \rightarrow 0$ small, since we are only interested in the leading $x \rightarrow 1$ behaviour. Then, we calculate the Gaussian integral as in Appendix B.5.1 to arrive at:

$$
\begin{equation*}
\left\langle\sigma(0,0) \sigma_{n}^{\dagger}(x)\right\rangle_{\mathbb{D}}^{(N)} \underset{x \rightarrow 1}{\sim}\left(\mathcal{A}_{n, \mathbb{I}}^{(N)}\right)^{2}\left(1-x^{2}\right)^{-\Delta_{n}}\left(\frac{2 \pi}{\left|\log \left(1-x^{2}\right)\right|}\right)^{(n-1) / 2} \tag{B.72}
\end{equation*}
$$

and by comparing with (B.63) we conclude that $\left(\mathcal{A}_{n, \mathbb{I}}^{(N)}\right)^{2}=1$.
Finally, since the one-point structure constants of twist fields are related to the ground state degeneracies $g_{\alpha}$ as $\mathcal{F}_{n, \mathbb{I}}^{(\alpha)}=g_{\alpha}^{1-n}$ we obtain:

$$
\begin{equation*}
g_{D}=1 \quad g_{N}=1 \tag{B.73}
\end{equation*}
$$

which is compatible with well-established results in the literature [24].

## Appendix C

## Appendix for chapter 4

## C. 1 Mother BCFT conventions

We will define here our mother BCFT conventions on the upper-half plane $\mathbb{H}$ parametrized by the coordinate $z=x+i y$. The boundary is aligned with the real axis.

Bulk operators in the mother CFT are denoted by $\phi_{i}(z, \bar{z})$ while boundary operators are written as $\psi_{j}^{(a b)}(x)$. The operator algebra consists of three types of OPE, which we explicitate, to fix the notations for the corresponding structure constants.

First, we have the bulk-bulk OPEs:

$$
\begin{equation*}
\phi_{i}(z, \bar{z}) \phi_{j}(0,0)=\sum_{\phi_{k} \text { scaling op. }} C_{i j}^{k} z^{-h_{i}-h_{j}+h_{k} \bar{z}^{-\bar{h}_{i}-\bar{h}_{j}+\bar{h}_{k}}} \phi_{k}(0,0) \tag{C.1}
\end{equation*}
$$

where $C_{i j}^{k}$ are the bulk structure constants.
The second type of OPE are boundary-boundary OPEs between BCCOs interpolating different boundary conditions:

$$
\begin{equation*}
\psi_{i}^{(a b)}(x) \psi_{j}^{(d c)}(y)=\delta_{b d} \sum_{k} B_{\psi_{i} \psi_{j}}^{(a b c) \psi_{k}}(x-y)^{h_{k}-h_{i}-h_{j}} \psi_{k}^{(a c)}(y) \tag{C.2}
\end{equation*}
$$

for $x>y$. The $B_{\psi_{i} \psi_{j}}^{(a b c) \psi_{k}}$ are the boundary-boundary structure constants. The Kronecker delta formally expresses the fact that it only makes sense to consider correlations of boundary operators ordered such that their BCs change consistently with their labelling.

Finally, we consider the third kind of OPE, between the bulk and the boundary:

$$
\begin{equation*}
\phi_{i}(z)=\sum_{k} A_{\phi_{i}, \psi_{k}}^{(a)}(2 y)^{h_{k}-\Delta_{i}} \cdot \psi_{k}^{(a a)}(x) \tag{C.3}
\end{equation*}
$$

with $A_{\phi_{i}, \psi_{k}}^{(a)}$ the bulk-boundary structure constants.
In [257],[213] all the structure constants $A_{\phi_{i} \psi_{k}}^{(a)}$ and $B_{\psi_{i} \psi_{j}}^{(a b c) \psi_{k}}$ have been determined for A-series and D-series BCFTs, in terms of fusion matrix elements of bulk CFT four-point functions, and the entries of the modular $S$ matrix. Relevant to this paper are the results:

$$
B_{\psi_{i} \psi_{j}}^{(a b c) \psi_{k}}=\mathbf{F}_{b k}\left[\begin{array}{cc}
a & c  \tag{C.4}\\
i & j
\end{array}\right]
$$

where the fusion matrix relates bases of conformal blocks around $z=0$ and $z=1$

$$
I_{i a, c j}^{r}(z)=\sum_{r s} \mathbf{F}_{r s}\left[\begin{array}{ll}
a & c  \tag{C.5}\\
i & j
\end{array}\right] \mathcal{J}_{i j, a c}^{s}(1-z)
$$

defined in the bulk.
We also give the expressions for the 1-point structure constants of the BCFT in terms of $S$-matrix elements of the mother CFT

$$
\begin{equation*}
A_{\phi_{i}}^{(a)} \equiv A_{\phi_{i}, \psi_{\mathrm{I}}}^{(a)}=\frac{S_{a i}}{S_{a 1}} \sqrt{\frac{S_{11}}{S_{i 1}}} \tag{C.6}
\end{equation*}
$$

## C. 2 Computation of orbifold structure constants

## C.2.1 Composite twist one-point structure constant in the $\mathbb{Z}_{N}$ orbifold BCFT

Assuming the one-point structure constant $\mathcal{A}_{\sigma_{1}, \psi_{1}}^{(\alpha)}$ is known, let's consider the correlator:

$$
\begin{equation*}
\left\langle\sigma_{j}(0,0)\right\rangle_{\mathbb{D}}^{\alpha}=\mathcal{A}_{\sigma_{j}, \psi_{1}}^{(\alpha)} \tag{C.7}
\end{equation*}
$$

We now use (4.49) to write the LHS of (C.7) as:

$$
\begin{equation*}
\left\langle\sigma_{j}(0,0)\right\rangle_{\mathbb{D}}^{\alpha}=\mathcal{A}_{j} \lim _{\epsilon \rightarrow 0} \epsilon^{2\left(1-N^{-1}\right) h_{j}}\left\langle\Phi_{[j, 1, \ldots, 1]}(\epsilon, \bar{\epsilon}) \sigma^{[k]}(0,0)\right\rangle_{\mathbb{D}}^{\alpha} \tag{C.8}
\end{equation*}
$$

Substituting the definition (4.45) of non-diagonal fields, we find:

$$
\begin{equation*}
\left\langle\sigma_{j}(0,0)\right\rangle_{\mathbb{D}}^{\alpha}=N^{-2\left(1-N^{-1}\right) h_{j}-1} \lim _{\epsilon \rightarrow 0} \epsilon^{2\left(1-N^{-1}\right) h_{j}} \sum_{a=0}^{N-1}\left\langle\left(\phi_{j+a} \otimes \phi_{1+a} \otimes \ldots \phi_{1+a}\right)(\epsilon, \bar{\epsilon}) \sigma^{[k]}(0,0)\right\rangle_{\mathbb{D}}^{\alpha} \tag{C.9}
\end{equation*}
$$

Each correlator in the sum above can be written as:

$$
\begin{equation*}
\left\langle\left(\phi_{j+a} \otimes \phi_{1+a} \otimes \ldots \phi_{1+a}\right)(\epsilon, \bar{\epsilon}) \sigma^{[k]}(0,0)\right\rangle_{\mathbb{D}}^{\alpha}=\frac{Z_{N, a}}{Z_{1, a}^{N}}\left\langle\phi_{j}(\epsilon, \bar{\epsilon})\right\rangle_{\mathbb{D}_{N}}=\mathcal{F}_{\sigma_{1}, \psi_{1}}^{(\alpha)}\left\langle\phi_{j}(\epsilon, \bar{\epsilon})\right\rangle_{\mathbb{D}_{N}}^{a} \tag{C.10}
\end{equation*}
$$

where $Z_{N, a}$ denotes the partition function on the $N$-sheeted disk with conformal BC $a$, and branch point at 0 . Now, we can unfold the disk correlator through the conformal map $w \rightarrow w^{1 / N}$ and substitute back in (C.9) to find:

$$
\begin{equation*}
\left\langle\sigma_{j}(0,0)\right\rangle_{\mathbb{D}}^{\alpha}=\mathcal{A}_{\sigma_{1}, \psi_{1}}^{(\alpha)}\left\langle\phi_{j}(0,0)\right\rangle_{\mathbb{D}}^{a} \tag{C.11}
\end{equation*}
$$

so that we finally find:

$$
\begin{equation*}
\mathcal{A}_{\sigma_{j}, \psi_{1}}^{(\alpha)}=\mathcal{A}_{\sigma_{1}, \psi_{1}}^{(\alpha)} A_{\phi_{j}}^{a} \tag{C.12}
\end{equation*}
$$

## C.2.2 Bulk-boundary structure constant in the $\mathbb{Z}_{2}$ orbifold CFT

In this section we compute the structure constant $\mathcal{A}_{\sigma_{1}, \Psi_{k}}^{(\alpha)}$ which is given by the UHP correlator:

$$
\begin{equation*}
\left\langle\sigma_{\mathbf{1}}(i / 2,-i / 2) \Psi_{k}^{(\alpha \alpha)}(1)\right\rangle_{\mathbb{H}}^{\alpha}=\mathcal{A}_{\sigma_{1}, \Psi_{k}}^{(\alpha)} \tag{С.13}
\end{equation*}
$$

where we have implicitly assumed that the boundary field $\Psi_{k}$ of scaling dimension $2 h_{k}$ can leave on $\alpha$ - otherwise the structure $\mathcal{A}_{\sigma_{1}, \Psi_{k}}^{(\alpha)}$ constant is trivially zero.

We can now map the LHS of (C.13) to the unit disk through:

$$
\begin{equation*}
z \rightarrow \frac{z-i / 2}{z+i / 2} \tag{C.14}
\end{equation*}
$$

and then use the partition function expression of the correlator (as in the previous section) to find (after a global rotation):

$$
\begin{equation*}
\left\langle\sigma_{1}(0,0) \Psi_{13}^{\alpha}(-i)\right\rangle_{\mathbb{D}}=\left\langle\sigma_{1}(0,0)\right\rangle_{\mathbb{D}}^{\alpha}\left\langle\psi_{13}^{\alpha}(-i) \psi_{13}^{\alpha}\left(-i e^{2 i \pi}\right)\right\rangle_{\mathbb{D}_{2, a}} \tag{С.15}
\end{equation*}
$$

where $D_{2, a}$ is a 2-sheeted disk with branch point at 0 . We unfold the correlator of boundary fields through the map $w \rightarrow w^{1 / 2}$ to find:

$$
\begin{equation*}
\left\langle\psi_{13}^{\alpha}(-i) \psi_{13}^{\alpha}\left(-i e^{2 i \pi}\right)\right\rangle_{\mathbb{D}_{2, a}}=\left(2 i^{-1 / 2}\right)^{-2 h_{13}}\left\langle\psi_{13}^{(a a)}\left(i^{1 / 2}\right) \psi_{13}^{(a a)}\left(-i^{1 / 2}\right)\right\rangle_{\mathbb{D}} \tag{C.16}
\end{equation*}
$$

The 2-point function of boundary fields on the disk can then be mapped to the UHP, through:

$$
\begin{equation*}
w \rightarrow z=\frac{i(w+1)}{2(1-w)} \tag{С.17}
\end{equation*}
$$

and calculated to be:

$$
\begin{equation*}
\left\langle\psi_{13}^{(a a)}\left(i^{1 / 2}\right) \psi_{13}^{(a a)}\left(-i^{1 / 2}\right)\right\rangle_{\mathbb{D}}=2^{-2 h_{13}} \tag{С.18}
\end{equation*}
$$

so that, by putting everything together, we arrive at:

$$
\begin{equation*}
\mathcal{A}_{\sigma_{1}, \Psi_{13}}^{(\alpha)}=\mathcal{A}_{\sigma_{1}, \Psi_{1}}^{(\alpha)} 2^{-4 h_{13}} \tag{C.19}
\end{equation*}
$$

We note that (C.19) can be obtained from the result of [120] for the twist 2-point function on the strip $\mathbb{S}_{L}$ of width $L$ with conformal BC $\alpha$. In the limit $L \rightarrow \infty$, one obtains the right half plane (RHP) correlator

$$
\begin{equation*}
\langle\sigma(u, \bar{u}) \sigma(v, \bar{v})\rangle_{R H P}=(u+v)^{-4 h_{\sigma}} g_{\alpha}^{-2} 2^{-c / 3}\left[|x|^{2}\left(1-|x|^{2}\right)\right]^{-2 h_{\sigma}} \mathcal{Z}_{\alpha \mid \alpha}(-1 / \tau) \tag{C.20}
\end{equation*}
$$

with $0<u \leq v$ and

$$
\begin{equation*}
x=\frac{v-u}{v+u} \quad \tau(|x|)=i \frac{{ }^{2} \mathrm{~F}_{1}\left(\frac{1}{2}, \frac{1}{2}, 1 ; 1-|x|^{2}\right)}{{ }_{2} \mathrm{~F}_{1}\left(\frac{1}{2}, \frac{1}{2}, 1 ;|x|^{2}\right)} \tag{C.21}
\end{equation*}
$$

One can then compare the limit $u \rightarrow 0$ in the above expression with the expression obtained by employing the bulk-boundary OPEs of the twist fields in the LHS of (C.20) to recover the result (C.19).

For generic $n$, expressing the bulk-boundary structure constant $\mathcal{A}_{\sigma_{1}, \Psi_{13}}^{(\alpha)}$ in terms of mother BCFT quantities depends on our ability to calculate $n$-point functions of boundary operators. For $n \geq 5$, this becomes difficult to solve for generic mother BCFTs.

## C. 3 Orbifold Ward identities for bulk fields

Following [118], we give here the orbifold Ward identities for 4-point bulk correlators:

$$
\begin{align*}
\sum_{p=0}^{\infty} a_{p}\left\langle O_{1}\right| L_{-m_{1}-p}^{(r)} O_{2}(1) O_{3}(x, \bar{x})\left|O_{4}\right\rangle & =\sum_{p=0}^{\infty} b_{p}\left\langle O_{1}\right|\left[L_{m_{2}+p}^{(r)} O_{2}\right](1) O_{3}(x, \bar{x})\left|O_{4}\right\rangle \\
& +\sum_{p=0}^{\infty} c_{p}\left\langle O_{1}\right| O_{2}(1)\left[L_{m_{3}+p}^{(r)} O_{3}\right](x, \bar{x})\left|O_{4}\right\rangle  \tag{C.22}\\
& +\sum_{p=0}^{\infty} d_{p}\left\langle O_{1}\right| O_{2}(1) O_{3}(x, \bar{x}) L_{m_{4}+p}^{(r)}\left|O_{4}\right\rangle
\end{align*}
$$

where the levels $m_{i} \in \mathbb{Z}+r k_{i} / N$ satisfy:

$$
\begin{equation*}
m_{1}+m_{2}+m_{3}+m_{4}=-2 \tag{C.23}
\end{equation*}
$$

and the coefficients $a_{p}, b_{p}, c_{p}$ and $d_{p}$ are defined from the Taylor series:

$$
\begin{align*}
(1-z)^{m_{2}+1}(1-x z)^{m_{3}+1} & =\sum_{p=0}^{\infty} a_{p} z^{p}  \tag{C.24}\\
(z-x)^{m_{3}+1} z^{m_{4}+1} & =\sum_{p=0}^{\infty} b_{p}(z-1)^{p}  \tag{C.25}\\
(z-1)^{m_{2}+1} z^{m_{4}+1} & =\sum_{p=0}^{\infty} c_{p}(z-x)^{p}  \tag{C.26}\\
(z-1)^{m_{2}+1}(z-x)^{m_{3}+1} & =\sum_{p=0}^{\infty} d_{p} z^{p} \tag{C.27}
\end{align*}
$$

## A useful identity

We give here the following commutation identity [118]:

$$
\begin{align*}
& \left\langle O_{1}\right| O_{2}(1) O_{3}(x, \bar{x}) L_{n}\left|O_{4}\right\rangle-\left\langle O_{1}\right| L_{n} O_{2}(1) O_{3}(x, \bar{x})\left|O_{4}\right\rangle \\
& \quad=\left\{\left(1-x^{n}\right)\left[x \partial_{x}+(n+1) h_{3}\right]+\left(h_{4}-h_{1}\right)-n\left(h_{2}+h_{3}\right)\right\}\left\langle O_{1}\right| O_{2}(1) O_{3}(x, \bar{x})\left|O_{4}\right\rangle \tag{C.28}
\end{align*}
$$

where $O_{2}$ and $O_{3}$ are primary fields and $\left|O_{2}\right\rangle,\left|O_{4}\right\rangle$ are generic states. This commutator identity allows one to express insertions of Virasoro modes $L_{n}$ inside a correlation function in terms of differential operators acting on them.

## C. 4 Rényi entropies for the critical Ising chain with mixed fixed BC

In this section, we will derive the bare and excited twist contributions to the second and third Rényi entropy in the critical Ising chain with fixed mixed BC $a=+, b=-$. In the Ising BCFT, the boundary field that interpolates between the corresponding conformal $\mathrm{BC}| \pm\rangle$ is the operator $\psi_{2,1}^{(+-)}$, with conformal dimension
$h_{2,1}=1 / 2$. In the $\mathbb{Z}_{N}$ orbifold of this theory, the change in boundary conditions is implemented by the diagonal operator $\Psi_{2,1}^{(\alpha \beta)}$ defined as in (4.63).

The essential observation for the derivation of this section is that the space of conformal blocks is one-dimensional for the chiral correlators

$$
\begin{equation*}
\left\langle\Phi_{1,3}\right| \sigma_{j}^{[-k]}(1) \sigma_{j}^{[k]}(\eta)\left|\Phi_{1,3}\right\rangle \tag{C.29}
\end{equation*}
$$

with $j \in\left\{\mathbf{1}, \phi_{1,3}\right\}$ in the $\mathbb{Z}_{2}$ and $\mathbb{Z}_{3}$ Ising orbifold CFTs. The result is obtained, as in the discussion of Section 3, from the fusion rules of these theories, found in [119] and [211]. These fusion rules also imply the leading singular behaviour of the conformal block around the points $\eta \in\{0,1, \infty\}$. The corresponding exponents are given in Table C.1.

|  | 0 | 1 | $\infty$ |
| :---: | :---: | :---: | :---: |
| $N=2, j=\mathbf{1}$ | -1 | $-\frac{1}{16}$ | $-\frac{15}{16}$ |
| $N=2, j=\phi_{1,3}$ | -1 | $-\frac{9}{16}$ | $-\frac{7}{16}$ |
| $N=3, j=\mathbf{1}$ | -1 | $-\frac{1}{9}$ | $-\frac{8}{9}$ |
| $N=3, j=\phi_{1,3}$ | -1 | $-\frac{4}{9}$ | $-\frac{5}{9}$ |

Table C.1: Singular behaviour of the conformal block of (C.29) for different $N$ and twist field insertions $\sigma_{j}^{[k]}(\eta)$

In the $\eta \rightarrow 1$ channel, the exponent corresponds to the fusion

$$
\begin{equation*}
\sigma_{j}^{[k]} \times \sigma_{j}^{[-k]} \rightarrow \Phi_{1} \tag{C.30}
\end{equation*}
$$

for all the chiral correlators we are considering in this section. The diagonal operator $\Phi_{1}$ is defined as in (4.46).

From the exponents around $\eta \rightarrow 0$ and $\eta \rightarrow 1$ we can determine the generic form of the conformal blocks for the four cases enumerated above to be:

$$
\begin{equation*}
f_{j}^{(N)}(\eta)=\eta^{-1}(1-\eta)^{-2 h_{\sigma_{j}}} P(\eta) \tag{C.31}
\end{equation*}
$$

where $P(\eta)$ is a generic polynomial in $\eta$. Furthermore, taking into account the singular behaviour of $f_{j}^{(N)}(\eta)$ around $\eta \rightarrow \infty$, one can constrain its degree in all four cases to be $\leq 2$, so that we have:

$$
\begin{equation*}
f_{j}^{(N)}(\eta)=\eta^{-1}(1-\eta)^{-2 h_{\sigma_{j}}}\left(a_{2} \eta^{2}+a_{1} \eta+a_{0}\right) \tag{C.32}
\end{equation*}
$$

Around $\eta \rightarrow 1$, this function behaves as:

$$
\begin{equation*}
f_{j}^{(N)}(\eta) \sim(1-\eta)^{-2 h_{\sigma_{j}}}\left[\left(a_{2}+a_{1}+a_{0}\right)+\left(a_{2}-a_{0}\right)(1-\eta)+a_{2}(1-\eta)^{2}+\ldots\right] \tag{C.33}
\end{equation*}
$$

To find $a_{i}$, we will need to consider the first few results in the module of $\Phi_{1}$ from the OPE of twist fields in the $\mathbb{Z}_{N}$ orbifold:

$$
\begin{equation*}
\sigma_{j}^{[k]}(\eta) \sigma_{j}^{[-k]}(1)=\Phi_{1}(1)+\frac{2 h_{\sigma_{j}}}{N c}(1-\eta)^{2} T^{(0)}(1)+\ldots \tag{C.34}
\end{equation*}
$$

where $T^{(0)}(z)=L_{-2}^{(0)} \Phi_{1}(z)$ is the SET of the chiral $\mathbb{Z}_{N}$ orbifold CFT. The corresponding structure constant has been determined by applying a $L_{2}^{(0)}$ from the left on both sides of the OPE, and power matching in $(1-\eta)$. Finally, the term at level

1 has vanished because the null vector $L_{-1} \mathbf{1} \equiv 0$ in the mother CFT induces the null-vectors $L_{-1}^{(r)} \Phi_{1} \equiv 0$ in the orbifold.

Inserting (C.34) into (C.29) one finds, the coefficients

$$
\begin{equation*}
a_{0}=a_{2}=\frac{2 h_{\sigma_{j}}}{N c} \quad a_{1}=1-2 a_{0} \tag{С.35}
\end{equation*}
$$

with which we fix the conformal blocks for all the cases presented in Table C.1. We then use the block expansions for the mixed BC correlators to find:

$$
\begin{equation*}
\left\langle\sigma_{j}^{[k]}(z, \bar{z})\right\rangle_{N}^{\alpha \beta}=g_{+}^{1-N} f_{j}^{N}(\eta) \tag{C.36}
\end{equation*}
$$

where we have also used, notably, the results of (4.78) for the 1-point structure constant of twist fields. After mapping to the strip through (4.3), we find for $N=2$ :

$$
\begin{align*}
& \left\langle\sigma_{1}(\ell, \ell)\right\rangle_{S_{L}}^{+-}=2^{-5 / 2}\left(\frac{2 L}{\pi}\right)^{-1 / 16} \frac{7+\cos \frac{2 \pi \ell}{L}}{\left(\sin \frac{\pi \ell}{L}\right)^{1 / 16}}  \tag{С.37}\\
& \left\langle\sigma_{\varepsilon}(\ell, \ell)\right\rangle_{S_{L}}^{+-}=2^{-5 / 2}\left(\frac{2 L}{\pi}\right)^{-9 / 16} \frac{1-9 \cos \frac{2 \pi \ell}{L}}{\left(\sin \frac{\pi \ell}{L}\right)^{9 / 16}} \tag{С.38}
\end{align*}
$$

and $N=3$ :

$$
\begin{align*}
& \left\langle\sigma_{1}(\ell, \ell)\right\rangle_{S_{L}}^{+-}=3^{-2}\left(\frac{2 L}{\pi}\right)^{-1 / 9} \frac{7+2 \cos \frac{2 \pi \ell}{L}}{\left(\sin \frac{\pi \ell}{L}\right)^{1 / 9}}  \tag{C.39}\\
& \left\langle\sigma_{\varepsilon}(\ell, \ell)\right\rangle_{S_{L}}^{+-}=3^{-2}\left(\frac{2 L}{\pi}\right)^{-4 / 9} \frac{1+8 \cos \frac{2 \pi \ell}{L}}{\left(\sin \frac{\pi \ell}{L}\right)^{4 / 9}} \tag{C.40}
\end{align*}
$$

## C. 5 Hypergeometric differential equation

The hypergeometric differential equation is canonically defined as:

$$
\begin{equation*}
\eta(\eta-1) f^{\prime \prime}(\eta)+[(a+b+1) \eta-c] f^{\prime}(\eta)+a b f(\eta)=0 \tag{C.41}
\end{equation*}
$$

with the Riemann scheme:

| 0 | 1 | $\infty$ |
| :---: | :---: | :---: |
| 0 | 0 | $a$ |
| $1-c$ | $c-a-b$ | $b$ |

The solutions are constructed using the Gauss hypergeometric function ${ }_{2} \mathrm{~F}_{1}(a, b ; c \mid$ $\eta$ ). Following the conventions of [224], we give a standard basis of fundamental solutions to (C.41) around the singular point $\eta=0$ :

$$
\begin{align*}
& I_{1}(\eta)={ }_{2} \mathrm{~F}_{1}(a, b ; c \mid \eta) \\
& I_{2}(\eta)=\eta^{1-c}{ }_{2} \mathrm{~F}_{1}(b-c+1, a-c+1 ; 2-c \mid \eta) \tag{C.42}
\end{align*}
$$

and around $\eta=1$ :

$$
\begin{align*}
& J_{1}(\eta)={ }_{2} \mathrm{~F}_{1}(a, b ; a+b-c+1 \mid 1-\eta) \\
& J_{2}(\eta)=(1-\eta)^{c-a-b}{ }_{2} \mathrm{~F}_{1}(c-b, c-a ; c-a-b+1 \mid 1-\eta) \tag{C.43}
\end{align*}
$$

The two bases of solutions are linearly related as

$$
\begin{equation*}
I_{i}(\eta)=\sum_{j=1}^{2} P_{i j} J_{j}(\eta) \tag{C.44}
\end{equation*}
$$

with the fusing matrix $P$

$$
P=\left[\begin{array}{cc}
\frac{\Gamma(c) \Gamma(d)}{\Gamma(c-a) \Gamma(c-b)} & \frac{\Gamma(c) \Gamma(-d)}{\Gamma(a) \Gamma(b)}  \tag{C.45}\\
\frac{\Gamma(2-c) \Gamma(d)}{\Gamma(1-a) \Gamma(1-b)} & \frac{\Gamma(2-c) \Gamma(1)}{\Gamma(1-c+a) \Gamma(1-c+b)}
\end{array}\right]
$$

and its inverse:

$$
\mathrm{P}^{-1}=\left[\begin{array}{cc}
\frac{\Gamma(1-c) \Gamma(1-d)}{\Gamma(1-c a a) \Gamma(1-c+b)} & \frac{\Gamma(c-1) \Gamma(1-d)}{\Gamma(a) \Gamma(b)}  \tag{C.46}\\
\frac{\Gamma(1-c) \Gamma(1+d)}{\Gamma(1-a) \Gamma(1-b)} & \frac{\Gamma(-c) \Gamma(1+d)}{\Gamma(c-a) \Gamma(c-b)}
\end{array}\right]
$$

expressed in terms of Euler's Gamma function $\Gamma$, with $d=c-a-b$.

## C. 6 Derivation of differential equation in the $Z_{3}$ orbifold BCFT

We present in this section all the orbifold Ward identities and null-vector conditions necessary to derive the third-order differential equation (4.134).

## The Ward identities

Ward 1 The correlator to integrate over is:

$$
\begin{equation*}
\left\langle\Phi_{12}\right| L_{1}^{(1)} \sigma_{1}(1) T^{(1)}(z) \tilde{\sigma}_{1}(\eta) L_{-1}^{(1)}\left|\Phi_{12}\right\rangle \tag{C.47}
\end{equation*}
$$

with $\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=(-1,1 / 3,-1 / 3,-1)$, to find:

$$
\begin{gather*}
a_{0 \mid 1}\left\langle\Phi_{12}\right|\left(L_{1}^{(1)}\right)^{2} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{-1}^{(1)}\left|\Phi_{12}\right\rangle+a_{1 \mid 1}\left\langle\Phi_{12}\right| L_{1}^{(1)} L_{0}^{(1)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{-1}^{(1)}\left|\Phi_{12}\right\rangle= \\
d_{0 \mid 1}\left\langle\Phi_{12}\right| L_{1}^{(1)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{-1}^{(1)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle+d_{1 \mid 1}\left\langle\Phi_{12}\right| L_{1}^{(1)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{0}^{(1)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle \tag{C.48}
\end{gather*}
$$

Ward 2 The correlator to integrate over is:

$$
\begin{equation*}
\left\langle\Phi_{12}\right| \sigma_{1}(1) T^{(1)}(z) \tilde{\sigma}_{1}(\eta) L_{-1}^{(1)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle \tag{C.49}
\end{equation*}
$$

with $\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=(-1,1 / 3,-1 / 3,-1)$ to find:

$$
\begin{align*}
a_{0 \mid 2}\left\langle\Phi_{12}\right| L_{1}^{(1)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta)\left(L_{-1}^{(1)}\right)^{2}\left|\Phi_{12}\right\rangle & =d_{0 \mid 2}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta)\left(L_{-1}^{(1)}\right)^{3}\left|\Phi_{12}\right\rangle \\
+d_{1 \mid 2}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{0}^{(1)}\left(L_{-1}^{(1)}\right)^{2}\left|\Phi_{12}\right\rangle & +d_{2 \mid 2}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{1}^{(1)}\left(L_{-1}^{(1)}\right)^{2}\left|\Phi_{12}\right\rangle \\
& +d_{3 \mid 2}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{2}^{(1)}\left(L_{-1}^{(1)}\right)^{2}\left|\Phi_{12}\right\rangle \tag{C.50}
\end{align*}
$$

Ward 3 The correlator to integrate over is

$$
\begin{equation*}
\left\langle\Phi_{12}\right| L_{1}^{(1)} L_{1}^{(1)} \sigma_{1}(1) T^{(1)}(z) \tilde{\sigma}_{1}(\eta)\left|\Phi_{12}\right\rangle \tag{C.51}
\end{equation*}
$$

with $\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=(-1,1 / 3,-1 / 3,-1)$ to find:

$$
\begin{align*}
d_{0 \mid 3}\left\langle\Phi_{12}\right|\left(L_{1}^{(1)}\right)^{2} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{-1}^{(1)}\left|\Phi_{12}\right\rangle & =a_{0 \mid 3}\left\langle\Phi_{12}\right|\left(L_{1}^{(1)}\right)^{3} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta)\left|\Phi_{12}\right\rangle \\
+a_{1 \mid 3}\left\langle\Phi_{12}\right|\left(L_{1}^{(1)}\right)^{2} L_{0}^{(1)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta)\left|\Phi_{12}\right\rangle & +a_{2 \mid 3}\left\langle\Phi_{12}\right|\left(L_{1}^{(1)}\right)^{2} L_{-1}^{(1)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta)\left|\Phi_{12}\right\rangle \\
& +a_{3 \mid 3}\left\langle\Phi_{12}\right|\left(L_{1}^{(1)}\right)^{2} L_{-2}^{(1)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta)\left|\Phi_{12}\right\rangle \tag{C.52}
\end{align*}
$$

Ward 4 The correlator to integrate over is:

$$
\begin{equation*}
\left\langle\Phi_{12}\right| \sigma_{1}(1) T^{(2)}(z) \tilde{\sigma}_{1}(\eta) L_{-1}^{(1)}\left|\Phi_{12}\right\rangle \tag{C.53}
\end{equation*}
$$

with $\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=(0,-1 / 3,1 / 3,-2)$ so we find:

$$
\begin{align*}
& d_{0 \mid 4}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{-2}^{(2)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle+d_{1 \mid 4}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{-1}^{(2)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle+ \\
& d_{2 \mid 4}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{0}^{(2)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle+d_{3 \mid 4}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{1}^{(2)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle=0 \tag{C.54}
\end{align*}
$$

Ward 5 The correlator to integrate over is:

$$
\begin{equation*}
\left\langle\Phi_{12}\right| L_{1}^{(1)} T^{(2)}(z) \sigma_{1}(1) \tilde{\sigma}_{1}(\eta)\left|\Phi_{12}\right\rangle \tag{C.55}
\end{equation*}
$$

with $\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=(-2,-1 / 3,1 / 3,0)$ so we find:

$$
\begin{align*}
& a_{0 \mid 5}\left\langle\Phi_{12}\right| L_{1}^{(1)} L_{2}^{(2)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta)\left|\Phi_{12}\right\rangle+a_{1 \mid 5}\left\langle\Phi_{12}\right| L_{1}^{(1)} L_{1}^{(2)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta)\left|\Phi_{12}\right\rangle+ \\
& a_{2 \mid 5}\left\langle\Phi_{12}\right| L_{1}^{(1)} L_{0}^{(2)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta)\left|\Phi_{12}\right\rangle+a_{3 \mid 5}\left\langle\Phi_{12}\right| L_{1}^{(1)} L_{-1}^{(2)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta)\left|\Phi_{12}\right\rangle=0 \tag{C.56}
\end{align*}
$$

Ward 6 The correlator to integrate over is:

$$
\begin{equation*}
\left\langle\Phi_{12}\right| \sigma_{1}(1) T^{(2)}(z) \tilde{\sigma}_{1}(\eta) L_{-1}^{(1)}\left|\Phi_{12}\right\rangle \tag{C.57}
\end{equation*}
$$

with $\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=(-1,-1 / 3,1 / 3,-1)$ to find:

$$
\begin{align*}
a_{0 \mid 6}\left\langle\Phi_{12}\right| L_{1}^{(2)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{-1}^{(1)}\left|\Phi_{12}\right\rangle=d_{0 \mid 6}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{-1}^{(2)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle  \tag{C.58}\\
+d_{1 \mid 6}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{0}^{(2)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle+d_{2 \mid 6}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{1}^{(2)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle
\end{align*}
$$

Ward 7 The correlator to integrate over is:

$$
\begin{equation*}
\left\langle\Phi_{12}\right| \sigma_{1}(1) T^{(1)}(z) \tilde{\sigma}_{1}(\eta) L_{-1}^{(2)}\left|\Phi_{12}\right\rangle \tag{C.59}
\end{equation*}
$$

with $\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=(-1,1 / 3,-1 / 3,-1)$ to find:

$$
\begin{align*}
& a_{0 \mid 7}\left\langle\Phi_{12}\right| L_{1}^{(1)} \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{-1}^{(2)}\left|\Phi_{12}\right\rangle=d_{0 \mid 7}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{-1}^{(1)} L_{-1}^{(2)}\left|\Phi_{12}\right\rangle  \tag{C.60}\\
+ & d_{1 \mid 7}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{0}^{(1)} L_{-1}^{(2)}\left|\Phi_{12}\right\rangle+d_{2 \mid 7}\left\langle\Phi_{12}\right| \sigma_{1}(1) \tilde{\sigma}_{1}(\eta) L_{1}^{(1)} L_{-1}^{(2)}\left|\Phi_{12}\right\rangle
\end{align*}
$$

## The null-vector conditions

$$
\begin{align*}
L_{-1}^{(1)} L_{-1}^{(2)}\left|\Phi_{12}\right\rangle & =\frac{1}{2}\left[3 g L_{-2}^{(0)}-\left(L_{-1}^{(0)}\right)^{2}\right]\left|\Phi_{12}\right\rangle  \tag{C.61}\\
\left\langle\Phi_{12}\right| L_{1}^{(1)} L_{1}^{(2)} & =\left\langle\Phi_{12}\right| \frac{1}{2}\left[3 g L_{2}^{(0)}-\left(L_{1}^{(0)}\right)^{2}\right]  \tag{C.62}\\
2 L_{-1}^{(0)} L_{-1}^{(2)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle & =\left[3 g L_{-1}^{(0)} L_{-2}^{(0)}-\left(L_{-1}^{(0)}\right)^{3}\right]\left|\Phi_{12}\right\rangle  \tag{C.63}\\
2 L_{-1}^{(0)} L_{-1}^{(2)} L_{-1}^{(1)}\left|\Phi_{12}\right\rangle & =\left[3 g L_{-1}^{(1)} L_{-2}^{(2)}-\left(L_{-1}^{(1)}\right)^{3}\right]\left|\Phi_{12}\right\rangle  \tag{C.64}\\
2\left\langle\Phi_{12}\right| L_{1}^{(0)} L_{1}^{(2)} L_{1}^{(1)} & =\left\langle\Phi_{12}\right|\left[3 g L_{2}^{(0)} L_{1}^{(0)}-\left(L_{1}^{(0)}\right)^{3}\right]  \tag{C.65}\\
2\left\langle\Phi_{12}\right| L_{1}^{(0)} L_{1}^{(2)} L_{1}^{(1)} & =\left\langle\Phi_{12}\right|\left[3 g L_{2}^{(2)} L_{1}^{(1)}-\left(L_{1}^{(1)}\right)^{3}\right] \tag{C.66}
\end{align*}
$$

By removing from this linear system of 13 equations all terms containing modes $L_{n}^{(r)}$ with $r \neq 0$, one indeed obtains (4.134).

## C. 7 Numerical implementation of the Frobenius method

We want to find a basis of solutions to the differential equation (4.114) that converge on the entire range of interest - the unit circle $|\eta|=1$.

The Fuchsian ODE (4.114) has singular points $0,1, \infty$. The solutions around $\eta=0$ and $\eta=1$ converge on the disks $|\eta|<1$ and $|\eta-1|<1$ respectively. Thus, only a portion of the unit semicircle, namely $0<\operatorname{Arg}(\eta)<\pi / 3$, is contained in the convergence disk around $\eta=1$. We can circumvent this problem by observing that the solutions around $\eta=\infty$ can be convergent on the whole unit circle $|\eta|=1$. Even better, we can implement the change of variable

$$
\begin{equation*}
\eta \mapsto \frac{1+u}{2 u}, \quad \partial_{\eta} \mapsto-2 u^{2} \partial_{u} . \tag{С.67}
\end{equation*}
$$

so that the new ODE, in the variable $u$ has singular points at $u=0,1,-1$. The original unit circle $|\eta|=1$ is mapped to $|u-1 / 3|=2 / 3$, which is contained in the convergence disk $|u|<1$. Hence, applying the Froebenius method, and expressing the solutions around $u=1$ in terms of those around $u=0$ will give the appropriate numerical evaluation of the desired values of $\eta$.

Now, as explained in [118], a convenient way of finding power series solutions around a point $u=u_{0}$ is to rewrite the differential equation (4.114) in terms of the operator $\theta=\left(u-u_{0}\right) \partial_{u}$, which satisfies:

$$
\begin{equation*}
\left(u-u_{0}\right)^{n} \partial_{u}^{n}=\prod_{k=0}^{n-1}(\theta-k) \tag{C.68}
\end{equation*}
$$

Most importantly, we have that any polynomial $P(\theta)$ satisfies:

$$
\begin{equation*}
P(\theta)\left(u-u_{0}\right)^{r}=P(r)\left(u-u_{0}\right)^{r} \tag{C.69}
\end{equation*}
$$

For $u_{0}=0$, we can then rewrite the equation as:

$$
\begin{equation*}
\left[\sum_{i=0}^{8} u^{i} P_{i}(\theta)\right]=0 \tag{C.70}
\end{equation*}
$$

where:
$P_{0}(\theta)=250 \theta^{4}-125 \theta^{3}-130 \theta^{2}-\theta+6$
$P_{1}(\theta)=-\theta\left(-2125 \theta^{2}+450 \theta+997\right)-174$
$P_{2}(\theta)=-250 \theta^{4}+125 \theta^{3}+130 \theta^{2}-\left(750 \theta^{3}+1250 \theta^{2}-2415 \theta+4264\right) \theta+\theta-3123$
$P_{3}(\theta)=-\theta\left(4250 \theta^{2}+5925 \theta+6016\right)+\theta\left(-2125 \theta^{2}+450 \theta+997\right)-8511$
$P_{4}(\theta)=5 \theta\left(150 \theta^{3}+575 \theta^{2}+93 \theta-332\right)+\theta\left(750 \theta^{3}+1250 \theta^{2}-2415 \theta+4264\right)-6000$
$P_{5}(\theta)=2125 \theta\left(\theta^{2}+3 \theta+2\right)+\theta\left(4250 \theta^{2}+5925 \theta+6016\right)$
$P_{6}(\theta)=-250 \theta\left(\theta^{3}+6 \theta^{2}+11 \theta+6\right)-5 \theta\left(150 \theta^{3}+575 \theta^{2}+93 \theta-332\right)$
$P_{7}(\theta)=-2125 \theta\left(\theta^{2}+3 \theta+2\right)$
$P_{8}(\theta)=250 \theta\left(\theta^{3}+6 \theta^{2}+11 \theta+6\right)$

We now seek power series solutions around $u=0$ of the form:

$$
\begin{equation*}
I_{i}(u)=u^{r_{i}} \sum_{n=0}^{\infty} a_{n} u^{n} \quad \text { with } \quad a_{0}=1 \tag{C.72}
\end{equation*}
$$

where the $r_{i}$ are the roots of the characteristic polynomial $P_{0}(r)$ :

$$
\begin{equation*}
r_{1}=-3 / 10 \quad r_{2}=1 \quad r_{3}=1 / 5 \quad r_{4}=-2 / 5 \tag{С.73}
\end{equation*}
$$

and are the same as the exponents around $\infty$ in Table 4.3.
By substituting the ansatz (C.72) in the differential equation and employing the identity (C.69) we find the following recursion relations for the coefficients $a_{n}$ of the solution $I_{i}(u)$ :

$$
\begin{equation*}
P_{0}\left(r_{i}+n\right) a_{n}=-\sum_{i=1}^{\min \{n, 8\}} a_{n-i} P_{i}\left(r_{i}+n-i\right) \quad a_{0}=1 \tag{C.74}
\end{equation*}
$$

The four series found in this way converge for $|u|<1$ and can be evaluated numerically to arbitrary precision.

We note, at this point, that the solution corresponding to $r_{4}$ is unphysical, since it corresponds, according to Table 4.3, to the presence in the operator algebra of the theory of a composite twist field formed with a primary operator that is outside the Kac table, i.e. not present in the $\mathcal{M}(6,5)$ CFT. This suggests that the physical space of conformal blocks is actually three-dimensional, and thus, that there should be a third-order differential equation satisfied by the excited twist correlator in this setup.

One should now repeat the above computation for the solutions $J_{j}(u)$ around $u=1$, since these are the ones that appear in the block expansion (4.81) of BCFT correlators. The recursion relation takes the same form as in (C.74), with different roots:

$$
\begin{equation*}
\lambda_{1}=-1 / 2 \quad \lambda_{2}=9 / 10 \quad \lambda_{3}=23 / 10 \quad \lambda_{4}=23 / 10+2 \tag{C.75}
\end{equation*}
$$

A slight complication appears in this case because two of the roots of the corresponding characteristic polynomial differ by an integer, that is, $r_{4}=r_{3}+2$. This will lead to the truncation of the corresponding recursion relations (C.74) for $r_{3}$ because at $n=2$, the coefficient $P_{0}\left(r_{3}+2\right)=0$. A good basis of solutions in this case is $\left\{J_{1}(u), J_{2}(u), J_{3}^{(k)}(u), J_{4}(u)\right\}$, where:

$$
\begin{align*}
J_{i}(u) & =(1-u)^{r_{i}} \sum_{i=0}^{\infty} a_{n}(1-u)^{n}  \tag{C.76}\\
J_{3}^{(k)}(u) & =(1-u)^{r_{3}}\left[a_{0}+a_{1}(1-u)\right]+k J_{4}(u)
\end{align*}
$$

where $k$ is a free parameter and the value we choose for it should not change the final result for the physical correlator. We have chosen to set it to $k_{0}=$ 0.04428171795178596 and define $J_{3}(u)=J^{\left(k_{0}\right)}(u)$.

The reason for this choice becomes apparent when one looks at our solution for the fusing matrix $\mathbf{M}$ :

$$
\mathbf{M}=\left(\begin{array}{cccc}
0.207411 & 0.393808 & 0.152178 & 0  \tag{C.77}\\
1.356 & -2.30281 & -0.444933 & 0 \\
7.70383 & 71.6374 & -22.7841 & 0 \\
-8986.23 & -19156.8 & 7211.61 & 5800.8
\end{array}\right)
$$

which relates the bases of conformal blocks around $u=1$ and $u=0$ as:

$$
\begin{equation*}
J_{i}(u)=\sum_{j} M_{i j} I_{j}(u) \tag{C.78}
\end{equation*}
$$

To obtain this solution, we have generated a linear system of equations for the unknown $M_{i j}$ from the evaluation of the above relations at different points $\left\{u_{i}\right\}$ in the interval $0<u<1$ (where both sets of solutions converge). In this context, the parameter $k_{0}$ was tuned so that the block $J_{3}(u)$ does not depend on the unphysical solution $I_{3}(u)$ around $u=0$. Furthermore, since the matrix elements $\left(M^{-1}\right)_{i 4}=0$ can be readily checked to vanish for $i \in\{1,2,3\}$, we can conclude that $\left\{J_{1}(u), J_{2}(u), J_{3}(u)\right\}$ form the physical three-dimensional basis of conformal blocks around $u=1$.

## Appendix D

## Appendix for Chapter 5

## D. 1 Proofs of the properties of invariant operators

In this part of the Appendix, we give the proofs for the non-trivial statements made in Sec. 5.3.1, about the properties of the operators of the form $\Phi_{\left[j_{1}, \ldots, j_{n}\right]}, \Phi_{j}^{(r)}$ and $\sigma_{j}^{[k](r)}$ under the neutral algebra $A_{n} \oplus \bar{A}_{n}$. In particular, we say that an operator $\Phi$ is primary under $A_{n} \oplus \bar{A}_{n}$ if and only if

$$
\begin{equation*}
L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \cdot \Phi=\bar{L}_{m_{1}}^{\left(r_{1}\right)} \ldots \bar{L}_{m_{p}}^{\left(r_{p}\right)} \cdot \Phi=0 \tag{D.1}
\end{equation*}
$$

for any $\left(m_{1}, \ldots, m_{p}\right)$ such that $m_{1} \leq \cdots \leq m_{p}$ and $m_{1}+\cdots+m_{p}>0$, and $r_{1}+\cdots+r_{p}=0$ $\bmod n$.

## D.1.1 Untwisted sector

The untwisted sector contains local fields in $\mathcal{M}^{\otimes n}$ that are invariant under cyclic permutations, therefore it is spanned by fields of the form

$$
\Psi=\mathcal{P}_{0}\left[L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \cdot \bar{L}_{\bar{m}_{1}}^{\left(\bar{r}_{1}\right)} \ldots \bar{L}_{\bar{m}_{\bar{p}}}^{\left(\bar{F}_{\bar{p}}\right)} \cdot\left(\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}\right)\right], \quad \text { with }\left\{\begin{array}{l}
m_{1} \leq \cdots \leq m_{p} \leq 0,  \tag{D.2}\\
\bar{m}_{1} \leq \cdots \leq \bar{m}_{\bar{p}} \leq 0 .
\end{array}\right.
$$

where $\mathcal{P}_{0}$ is the projector onto the invariant subspace, all $m_{i}, \bar{m}_{i}$ are integers, and $\phi_{j_{i}}$ are primary fields in the mother theory. Let $\Pi$ be the elementary cyclic permutation of the copies, which acts on untwisted operators as

$$
\begin{equation*}
\Pi \cdot\left(\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n-1}} \otimes \phi_{j_{n}}\right) \cdot \Pi^{-1}=\left(\phi_{j_{2}} \otimes \cdots \otimes \phi_{j_{n}} \otimes \phi_{j_{1}}\right) . \tag{D.3}
\end{equation*}
$$

and let $\mathcal{P}_{s}$ be the projectors

$$
\begin{equation*}
\mathcal{P}_{s}[\Phi]=\frac{1}{n} \sum_{a=0}^{n-1} \omega^{-s a} \Pi^{a} \cdot \Phi \cdot \Pi^{-a} . \tag{D.4}
\end{equation*}
$$

Since $\Pi \cdot T^{(r)}(z) \cdot \Pi^{-1}=\omega^{r} T^{(r)}(z)$, where $\omega=\exp (2 i \pi / n)$, it follows that

$$
\begin{equation*}
\Pi \cdot L_{m}^{(r)} \cdot \Pi^{-1}=\omega^{r} L_{m}^{(r)} \tag{D.5}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
L_{m}^{(r)} \mathcal{P}_{s}=\mathcal{P}_{r+S} L_{m}^{(r)} \tag{D.6}
\end{equation*}
$$

So the field $\Psi$ from (D.2) can be recast as

$$
\begin{equation*}
\Psi=L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \cdot \bar{L}_{\bar{m}_{1}}^{\left(\bar{r}_{1}\right)} \cdots \bar{L}_{\bar{m}_{\bar{p}}}^{\left(\bar{r}_{\bar{p}}\right)} \cdot \mathcal{P}_{-r-\bar{r}}\left[\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}\right] \tag{D.7}
\end{equation*}
$$

where $r=r_{1}+\cdots+r_{p}$ and $\bar{r}=r_{1}+\cdots+\bar{r}_{\bar{p}}$. We now have to distinguish two cases, depending on whether $\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}$ is invariant or not.

Non-diagonal untwisted operators. When $\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}$ is not invariant under cyclic permutations, states of the form (D.2) are said to be non-diagonal. In particular, the most relevant field in that sector is

$$
\begin{equation*}
\Phi_{\left[j_{1} \ldots j_{n}\right]} \propto \mathcal{P}_{0}\left(\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}\right) . \tag{D.8}
\end{equation*}
$$

and therefore it is necessarily primary. We now prove that any operator in the untwisted, non-diagonal sector is an $\left(A_{n} \oplus \bar{A}_{n}\right)$-descendant of some primary operator of the form $\Phi_{\left[j_{1} \ldots j_{n}\right]}$.

Let's start from a generic state of the form (D.7), that is

$$
\begin{equation*}
\Psi=L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \cdot \bar{L}_{\bar{m}_{1}}^{\left(\bar{r}_{1}\right)} \cdots \bar{L}_{\bar{m}_{\bar{p}}}^{\left(\bar{F}_{\bar{p}}\right)} \cdot \mathcal{P}_{-r-\bar{r}}\left[\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}\right] \tag{D.9}
\end{equation*}
$$

where $r=r_{1}+\cdots+r_{p}$ and $\bar{r}=r_{1}+\cdots+\bar{r}_{\bar{p}}$. now we simply observe that

$$
\begin{equation*}
L_{0}^{(r)} \cdot \mathcal{P}_{s}\left[\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}\right]=\bar{L}_{0}^{(r)} \cdot \mathcal{P}_{s}\left[\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}\right]=\widehat{h}_{j_{1} \ldots j_{n}}^{(r)} \mathcal{P}_{s+r}\left[\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}\right] \tag{D.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{h}_{j_{1} \ldots j_{n}}^{(r)}=\sum_{a=1}^{n} \omega^{a r} h_{j_{a}} . \tag{D.11}
\end{equation*}
$$

The point is that in the non-diagonal sector there exists $a, b$ such that $h_{j_{a}} \neq h_{j_{b}}$, and therefore there exists an index $q \neq 0$ such that $\widehat{h}_{j_{1} \ldots j_{n}}^{(q)} \neq 0$. Hence, for any $s$ we have

$$
\begin{equation*}
\mathcal{P}_{s}\left[\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}\right] \propto L_{0}^{(q)} \cdot \mathcal{P}_{s-q}\left[\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}\right] \tag{D.12}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\mathcal{P}_{-r-\bar{r}}\left[\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}\right] \propto\left(L_{0}^{(q)}\right)^{\left[\left[-r q^{-1}\right]\right]}\left(\bar{L}_{0}^{(q)}\right)^{\left[\left[-\bar{r} q^{-1}\right]\right]} \mathcal{P}_{0}\left(\phi_{j_{1}} \otimes \cdots \otimes \phi_{j_{n}}\right) \tag{D.13}
\end{equation*}
$$

Thus, we can write $\Psi$ as $A_{n} \oplus \bar{A}_{n}$ descendant of $\Phi_{\left[j_{1} \ldots j_{n}\right]}$, namely :

$$
\begin{equation*}
\Psi \propto \underbrace{L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)}\left(L_{0}^{(q)}\right)^{\left[\left[-r q^{-1}\right]\right]}}_{\in A_{n}} \cdot \underbrace{\bar{L}_{\bar{m}_{1}}^{\left(\bar{r}_{1}\right)} \ldots \bar{L}_{\bar{m}_{\bar{p}}}^{\left(\bar{r}_{\bar{p}}\right)}\left(\bar{L}_{0}^{(q)}\right)^{\left[\left[-\bar{r}^{-1}\right]\right]}}_{\in \bar{A}_{n}} \Phi_{\left[j_{1} \ldots j_{n}\right]} \tag{D.14}
\end{equation*}
$$

It follows that any invariant operator in the untwisted, non-diagonal sector is an $\left(A_{n} \oplus \bar{A}_{n}\right)$-descendant of some primary operator of the form $\Phi_{\left[j_{1} \ldots j_{n}\right]}$.

Diagonal untwisted operators. Let us first prove that the operators $\Phi_{j}^{(r)}$ are $A_{n}$ primary. When $r=0$, this follows from the fact that $\Phi_{j}^{(0)}$ is a highest weight-state of the full orbifold algebra. When $r \neq 0$ and $j \neq 1$, we consider

$$
\Psi=L_{m_{1}}^{\left(s_{1}\right)} \ldots L_{m_{p}}^{\left(s_{p}\right)} \cdot L_{-1}^{(r)} \bar{L}_{-1}^{(-r)} \cdot \Phi_{j}^{(0)}, \quad \text { with }\left\{\begin{array}{l}
m_{1} \leq \cdots \leq m_{p}  \tag{D.15}\\
m=m_{1}+\cdots+m_{p}>0 \\
s_{1}+\cdots+s_{p}=0 \bmod n
\end{array}\right.
$$

Furthermore $m_{1}, \ldots, m_{p} \in \mathbb{Z}$ because $\Phi_{j}^{(0)}$ is untwisted. But since $\Phi_{j}^{(0)}$ is a highest weight-state of the full orbifold algebra, $\Psi$ trivially vanishes unless $m_{i}+\cdots+m_{p} \leq 1$ for all $i$. But since $m_{1} \leq \cdots \leq m_{p}$ and $m \geq 1$, the only case to be considered is $m_{p}=1$ and $m_{1}=\cdots=m_{p-1}=0$. So all we need to prove is that

$$
\begin{equation*}
L_{0}^{\left(s_{1}\right)} \ldots L_{0}^{\left(s_{p-1}\right)} \cdot L_{1}^{\left(s_{p}\right)} L_{-1}^{(r)} \bar{L}_{-1}^{(-r)} \cdot \Phi_{j}^{(0)}=0 \tag{D.16}
\end{equation*}
$$

We first rewrite the r.h.s. using the orbifold Virasoro commutation rule

$$
\begin{equation*}
\left[L_{1}^{(r)}, L_{-1}^{(s)}\right]=2 L_{0}^{(r+s)} \tag{D.17}
\end{equation*}
$$

yielding

$$
\begin{equation*}
L_{0}^{\left(s_{1}\right)} \ldots L_{0}^{\left(s_{p-1}\right)} \cdot L_{1}^{\left(s_{p}\right)} L_{-1}^{(r)} \bar{L}_{-1}^{(-r)} \cdot \Phi_{j}^{(0)}=2 \bar{L}_{-1}^{(-r)} \cdot L_{0}^{\left(s_{1}\right)} \ldots L_{0}^{\left(s_{p-1}\right)} \cdot L_{0}^{\left(s_{p}+r\right)} \cdot \Phi_{j}^{(0)} \tag{D.18}
\end{equation*}
$$

Using $L_{0}^{(s)} \cdot \Phi_{j}^{(0)}=n h_{j} \delta_{s 0}$, we get

$$
\begin{equation*}
L_{0}^{\left(s_{1}\right)} \ldots L_{0}^{\left(s_{p-1}\right)} \cdot L_{1}^{\left(s_{p}\right)} L_{-1}^{(r)} \bar{L}_{-1}^{(-r)} \cdot \Phi_{j}^{(0)}=2\left(n h_{j}\right)^{p} \delta_{s_{1}, 0} \ldots \delta_{s_{p-1}, 0} \cdot \delta_{s_{p}+r, 0} \bar{L}_{-1}^{(-r)} \cdot \Phi_{j}^{(0)}=0 \tag{D.19}
\end{equation*}
$$

since $s_{1}+\cdots+s_{n}=0$ and $r \neq 0$. This shows that (D.15) must vanish, and hence $\Phi_{j}^{(r)}$ is primary under $A_{n}$. The case $r \neq 0$ and $j=1$ can be treated similarly: the condition on indices becomes $m_{1}=\cdots=m_{p-1}=0$ and $m_{p}=2$, and then the relation $L_{2}^{(s)} L_{-2}^{(r)} \cdot \mathbf{1}=\frac{1}{2} n c \delta_{r+s, 0}$ can be used.

Let's now consider a generic state of the form (D.7) in the diagonal sector, namely

$$
\Psi=\delta_{r+\bar{r}, 0} L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \cdot \bar{L}_{\bar{m}_{1}}^{\left(\bar{r}_{1}\right)} \ldots \bar{L}_{\bar{m}_{\bar{p}}}^{\left(\bar{p}_{\bar{p}}\right)} \cdot\left(\phi_{j} \otimes \cdots \otimes \phi_{j}\right), \quad \text { with }\left\{\begin{array}{l}
m_{1} \leq \cdots \leq m_{p} \leq-1,  \tag{D.20}\\
\bar{m}_{1} \leq \cdots \leq \bar{m}_{\bar{p}} \leq-1 .
\end{array}\right.
$$

where as above $r=r_{1}+\cdots+r_{p}$ and $\bar{r}=r_{1}+\cdots+\bar{r}_{\bar{p}}$. If $r=\bar{r}=0$, then $\Psi$ is immediately an $\left(A_{n} \oplus \bar{A}_{n}\right)$-descendant of $\Phi_{j}^{(0)}$. If $r=-\bar{r} \neq 0$ and $j \neq 1$, we use

$$
\begin{equation*}
L_{1}^{(-r)} L_{-1}^{(r)} \cdot\left(\phi_{j} \otimes \cdots \otimes \phi_{j}\right)=\bar{L}_{1}^{(-r)} \bar{L}_{-1}^{(r)} \cdot\left(\phi_{j} \otimes \cdots \otimes \phi_{j}\right)=2 n h_{j}\left(\phi_{j} \otimes \cdots \otimes \phi_{j}\right) \tag{D.21}
\end{equation*}
$$

and rewrite $\Psi$ as

$$
\begin{equation*}
\Psi=\left(2 n h_{j}\right)^{-2}(\underbrace{L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} L_{1}^{(-r)}}_{\epsilon A_{n}} \cdot \underbrace{\bar{L}_{\bar{m}_{1}}^{\left(\bar{r}_{1}\right)} \ldots \bar{L}_{\bar{m}_{\bar{p}}}^{\left(\bar{F}_{\bar{p}}\right)} \bar{L}_{1}^{(r)}}_{\in \bar{A}_{n}}) \cdot L_{-1}^{(r)} \bar{L}_{-1}^{(-r)} \cdot\left(\phi_{j} \otimes \cdots \otimes \phi_{j}\right) . \tag{D.22}
\end{equation*}
$$

In the case $r=-\bar{r} \neq 0$ and $j=1$, we can proceed similarly and write

$$
\begin{equation*}
\Psi=(n c / 2)^{-2}\left(L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \cdot \bar{L}_{\bar{m}_{1}}^{\left(\bar{r}_{1}\right)} \ldots \bar{L}_{\bar{m}_{\bar{p}}}^{\left(\bar{r}_{\bar{p}}\right)} \cdot L_{2}^{(-r)} \bar{L}_{2}^{(r)}\right) \cdot L_{-2}^{(r)} \bar{L}_{-2}^{(-r)} \cdot \mathbf{1} . \tag{D.23}
\end{equation*}
$$

This shows that $\Psi$ is an $\left(A_{n} \oplus \bar{A}_{n}\right)$-descendant of $\Phi_{j}^{(r)}$ or $\mathbf{1}^{(r)}$, respectively.

Twist operators. Let us prove that the operator $\sigma_{j}^{[k](r)}$ is primary under $A_{n}$. For $r=$ 0 , this is straightforward, because, by construction, the composite twist operator $\sigma_{j}^{[k]}$ is an $\operatorname{OVir}_{n}$ primary operator of conformal dimension $h_{\sigma_{j}}$. For $r \neq 0$, if $j \neq 1$ or $k r \neq 1 \bmod n$, we consider

$$
L_{m_{1}}^{\left(s_{1}\right)} \ldots L_{m_{p}}^{\left(s_{p}\right)} \cdot L_{-\llbracket k r \rrbracket / n}^{(r)} \bar{L}_{-\llbracket k r \rrbracket / n}^{(-r)} \cdot \sigma_{j}^{[k]}, \quad \text { with }\left\{\begin{array}{l}
m_{1} \leq \cdots \leq m_{p}  \tag{D.24}\\
m=m_{1}+\cdots+m_{p}>0 \\
s_{1}+\cdots+s_{p}=0 \bmod n
\end{array}\right.
$$

If this quantity is non-zero, it is an $L_{0}^{(0)}$ eigenvector of eigenvalue $\left(h_{\sigma_{j}}+\llbracket k r \rrbracket / n-m\right)$. Because of the condition $m_{i} \in-k s_{i} / n+\mathbb{Z}$, we have $m \in \mathbb{Z}$, and hence $m \geq 1$, so the eigenvalue is strictly smaller than $h_{\sigma_{j}}$, which is not possible within the module of $\sigma_{j}^{[k]}$. For $r=k^{-1}$ and $j=1$, we consider

$$
L_{m_{1}}^{\left(s_{1}\right)} \ldots L_{m_{p}}^{\left(s_{p}\right)} \cdot L_{-(n+1) / n}^{\left(k^{-1}\right)} \bar{L}_{-(n+1) / n}^{\left(-k^{-1}\right)} \cdot \sigma_{1}^{[k]}, \quad \text { with }\left\{\begin{array}{l}
m_{1} \leq \cdots \leq m_{p},  \tag{D.25}\\
m=m_{1}+\cdots+m_{p}>0 \\
s_{1}+\cdots+s_{p}=0 \bmod n
\end{array}\right.
$$

If this quantity is non-zero, it is an $L_{0}^{(0)}$ eigenvector of eigenvalue $\left(h_{\sigma_{j}}-m+1+1 / n\right)$. Using a similar argument to the one in the previous case, we find that $m$ is again a strictly positive integer: this gives a non-admissible eigenvalue, due to the nullvector relation $L_{-1 / n}^{\left(k^{-1}\right)} \cdot \sigma_{1}^{[k]}=0$. Hence, (D.24) and (D.25) must vanish, and thus $\sigma_{j}^{[k](r)}$ and $\sigma_{1}^{[k](r)}$ are primary under $A_{n}$. Similar proofs hold for $\bar{A}_{n}$.

Let us consider a generic invariant descendant operator in the twisted sector

$$
\begin{equation*}
\Psi=\mathcal{P}_{0}\left[L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \cdot \bar{L}_{\bar{m}_{1}}^{\left(\bar{p}_{1}\right)} \ldots \bar{L}_{\bar{m}_{\bar{p}}}^{\left(\bar{r}_{\bar{p}}\right)} \cdot \sigma_{j}^{[k]}\right] \tag{D.26}
\end{equation*}
$$

where $\sigma_{j}^{[k]}$ is a composite twist operator associated to the primary operator $\phi_{j}$ of the mother CFT. By the commutation rules of $\Pi$ with the orbifold Virasoro modes, we have

$$
\begin{equation*}
\Psi=\delta_{r+\bar{r}, 0} \cdot L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \cdot \bar{L}_{\bar{m}_{1}}^{\left(\bar{r}_{1}\right)} \ldots \bar{L}_{\bar{m}_{\bar{p}}}^{\left(\bar{r}_{\bar{p}}\right)} \cdot \sigma_{j}^{[k]}, \tag{D.27}
\end{equation*}
$$

where $r=r_{1}+\cdots+r_{p}$ and $\bar{r}=\bar{r}_{1}+\cdots+\bar{r}_{\bar{p}}$. If $r=\bar{r}=0$, then $\Psi$ is immediately an $\left(A_{n} \oplus \bar{A}_{n}\right)$-descendant of $\sigma_{j}^{[k](0)}=\sigma_{j}^{[k]}$. For $r=-\bar{r} \neq 0$, if $j \neq 1$ or $r \neq k^{-1}$, we use

$$
\begin{equation*}
L_{\llbracket k r \rrbracket / n}^{(-r)} L_{-\llbracket k r \rrbracket / n}^{(r)} \cdot \sigma_{j}^{[k]}=\bar{L}_{\llbracket k r \rrbracket / n}^{(r)} \bar{L}_{-\llbracket k r \rrbracket / n}^{(-r)} \cdot \sigma_{j}^{[k]}=\frac{2 \llbracket k r \rrbracket h_{\sigma_{j}}}{n} \sigma_{j}^{[k]}, \tag{D.28}
\end{equation*}
$$

and rewrite $\Psi$ as

$$
\begin{equation*}
\Psi=\left(\frac{n}{2 \llbracket k r \rrbracket h_{\sigma_{j}}}\right)^{2}\left(L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \cdot \bar{L}_{\bar{m}_{1}}^{\left(\bar{r}_{1}\right)} \ldots \bar{L}_{\bar{m}_{\bar{p}}}^{\left(\bar{r}_{p}\right)} \cdot L_{\llbracket k r \rrbracket / n}^{(-r)} \bar{L}_{\llbracket k r \rrbracket / n}^{(r)}\right) \cdot L_{-\llbracket k r \rrbracket / n}^{(r)} \bar{L}_{-\llbracket k \rrbracket / n}^{(-r)} \cdot \sigma_{j}^{[k]} . \tag{D.29}
\end{equation*}
$$

Similarly, if $j=1$ and $r=k^{-1}$, we have

$$
\begin{equation*}
\Psi \propto\left(L_{m_{1}}^{\left(r_{1}\right)} \ldots L_{m_{p}}^{\left(r_{p}\right)} \cdot \bar{L}_{\bar{m}_{1}}^{\left(\bar{r}_{1}\right)} \ldots \bar{L}_{\bar{m}_{\bar{p}}}^{\left(\bar{r}_{\bar{p}}\right)} \cdot L_{(n+1) / n}^{\left(-k^{-1}\right)} \bar{L}_{(n+1) / n}^{\left(k^{-1}\right)}\right) \cdot L_{-(n+1) / n}^{\left(k^{-1}\right)} \bar{L}_{-(n+1) / n}^{\left(-k^{-1}\right)} \cdot \sigma_{1}^{[k]} . \tag{D.30}
\end{equation*}
$$

This shows that $\Psi$ is an $\left(A_{n} \oplus \bar{A}_{n}\right)$-descendant of $\sigma_{j}^{[k](r)}$ or $\sigma_{1}^{[k](r)}$, respectively.

We turn to the two-point function of twist operators,

$$
\begin{equation*}
\left\langle\sigma_{i}^{[k](r)}(z, \bar{z}) \sigma_{j}^{[\ell](s)}(w, \bar{w})\right\rangle=\left\langle\sigma_{i}^{[k](r)} \mid \sigma_{j}^{[\ell](s)}\right\rangle \times|z-w|^{-2 h_{\sigma_{i}[k(r)}-2 h_{\sigma_{j}}{ }_{j}[(s)} . \tag{D.31}
\end{equation*}
$$

This vanishes if $i \neq j$, because the modules of $\phi_{i}$ and $\phi_{j}$ are decoupled in the mother CFT. This function also vanishes if $k+\ell \neq 0 \bmod n$, by symmetry, under the cyclic permutation of the copies. For $i=j$ and $k+\ell=0$, the scalar product $\left\langle\sigma_{j}^{[k](r)} \mid \sigma_{j}^{[-k](s)}\right\rangle$ is easily computed using the orbifold Virasoro commutation rules, which gives

$$
\begin{equation*}
\left\langle\sigma_{j}^{[k](r)} \mid \sigma_{j}^{[-k](s)}\right\rangle=\delta_{r+s, 0} \tag{D.32}
\end{equation*}
$$

## D. 2 Three-point functions

## D.2.1 Three-point functions of twist operators

Let us first state a useful property of correlation functions, which actually derives from the orbifold Ward identity (5.64).

Property. Let $O_{1}, O_{2}, O_{3}$ be three operators of the orbifold CFT, with twist charges $k_{1}, k_{2}, k_{3}$, respectively, such that $k_{1}=k_{2}+k_{3} \bmod n$. For any $r \in \mathbb{Z}_{n}$ and $q_{1}, q_{2}, q_{3}$ such that $q_{i} \in-k_{i} r / n+\mathbb{Z}$, and $q_{1}=q_{2}+q_{3}+1$, we have

$$
\begin{equation*}
\sum_{m=0}^{\infty}\left[b_{m}\left\langle\left(L_{-q_{1}+m}^{(r)} O_{1}^{\dagger}\right) O_{2} O_{3}\right\rangle-a_{m}\left\langle O_{1}^{\dagger}\left(L_{q_{2}+m}^{(r)} O_{2}\right) O_{3}\right\rangle+e^{i \pi q_{2}} b_{m}\left\langle O_{1}^{\dagger} O_{2}\left(L_{q_{3}+m}^{(r)} O_{3}\right)\right\rangle\right]=0, \tag{D.33}
\end{equation*}
$$

where the coefficients $a_{n}, b_{n}$ are given by

$$
\begin{equation*}
a_{m}=\frac{\left(q_{3}+1\right) q_{3} \ldots\left(q_{3}-m+2\right)}{m!}, \quad b_{m}=(-1)^{m} \frac{\left(q_{2}+1\right) q_{2} \ldots\left(q_{2}-m+2\right)}{m!} \tag{D.34}
\end{equation*}
$$

note that, if $q_{3}=-1\left(\right.$ resp. $\left.q_{2}=-1\right)$ then $a_{m}=\delta_{m 0}\left(\right.$ resp. $\left.b_{m}=\delta_{m 0}\right)$. For any value of $q_{1}, q_{2}, q_{3}$, the sum in (D.33) is finite, because, for any $O_{i}$, there exists an integer $m_{0}$ such that $L_{ \pm q_{i}+m} \cdot O_{i}=0$ when $m \geq m_{0}$.
Proof. Consider the integral,

$$
\begin{equation*}
\oint d z(z-1)^{q_{2}+1} z^{q_{3}+1}\left\langle O_{1}^{\dagger}(\infty) T^{(r)}(z) O_{2}(1) O_{3}(0)\right\rangle \tag{D.35}
\end{equation*}
$$

where the contour encloses the points $z=0$ and $z=1$. Since the prefactor $(z-1)^{q_{2}+1} z^{q_{3}+1}$ exactly compensates the monodromy of $T^{(r)}(z)$ around each of the $O_{i}$ 's, the integrand is single-valued, and hence the contour integral is closed. Using the Cauchy theorem, we can split the latter into a contour enclosing only $z=0$, and a contour enclosing only $z=1$. The Taylor expansions

$$
\begin{equation*}
(1+u)^{q_{3}+1}=\sum_{m=0}^{\infty} a_{m} u^{m}, \quad(1-u)^{q_{2}+1}=\sum_{m=0}^{\infty} b_{m} u^{m}, \quad \text { for }|u|<1 \tag{D.36}
\end{equation*}
$$

allow us to write the integrand for each contour as a power series in $z$ or $(z-1)$, which in turn yields (D.33).

The goal of this section is to describe a recursive algorithm for the computation of OPE coefficients of the form

$$
\begin{equation*}
\left\langle\sigma_{k}^{\dagger(-t)} \sigma_{i}^{(r)}\left(L_{-m_{1}}^{\left(r_{1}\right)} \ldots L_{-m_{p}}^{\left(r_{p}\right)} \cdot \Phi_{j}^{(s)}\right)\right\rangle \tag{D.37}
\end{equation*}
$$

where $p \geq 1$, and $m_{1}, \ldots, m_{p}$ are integers, with $m_{1} \geq \cdots \geq m_{p} \geq 1$, and $r_{1}+\cdots+r_{p}=0$ $\bmod n$, in terms of the quantities

$$
\begin{equation*}
\left\langle\sigma_{k} \sigma_{i}\left(L_{-1}^{\left(u_{1}\right)} \ldots L_{-1}^{\left(u_{q}\right)} \cdot \bar{L}_{-1}^{\left(\bar{u}_{1}\right)} \ldots \bar{L}_{-1}^{\left(\bar{u}_{\bar{q}}\right)} \cdot \Phi_{j}\right)\right\rangle, \tag{D.38}
\end{equation*}
$$

where $u_{1}+\cdots+u_{q}=-\left(\bar{u}_{1}+\cdots+\bar{u}_{\bar{q}}\right)=r+s-t \bmod n$.
We start with the case $r=s=t=0$, namely

$$
\begin{equation*}
\left\langle\sigma_{k}^{\dagger} \sigma_{i}\left(L_{-m_{1}}^{\left(r_{1}\right)} \ldots L_{-m_{p}}^{\left(r_{p}\right)} \cdot \Phi_{j}\right)\right\rangle, \tag{D.39}
\end{equation*}
$$

Let us discuss the various cases, depending on the generator $L_{-m_{1}}^{\left(r_{1}\right)}$.

1. If $m_{1}=1$, then we have $m_{1}=\cdots=m_{p}=1$, and the correlator (D.39) is already of the form (D.38).
2. If $r_{1}=0$, then the action of $L_{-m_{1}}^{(0)}$ inside a correlation function is easily expressed. Using the commutator between $L_{-m_{1}}^{(0)}$ and a primary operator, we get

$$
\begin{equation*}
\left\langle\Phi_{1} \Phi_{2}\left(L_{-m_{1}}^{(0)} \cdot O_{3}\right)\right\rangle=\left(m_{1} h_{2}-h_{1}+h_{3}\right)\left\langle\Phi_{1} \Phi_{2} O_{3}\right\rangle \tag{D.40}
\end{equation*}
$$

where $\Phi_{1}, \Phi_{2}$ are primary, and $O_{3}$ is any scaling operator. Here, $h_{1}, h_{2}, h_{3}$ are the conformal dimensions of $\Phi_{1}, \Phi_{2}, O_{3}$, respectively. Hence, we have

$$
\begin{align*}
& \left\langle\sigma_{k}^{\dagger} \sigma_{i}\left(L_{-m_{1}}^{(0)} \cdot L_{-m_{2}}^{\left(r_{2}\right)} \ldots L_{-m_{p}}^{\left(r_{p}\right)} \cdot \Phi_{j}\right)\right\rangle \\
& \quad=\left(m_{1} h_{\sigma_{i}}-h_{\sigma_{k}}+h_{\Phi_{j}}+m^{\prime}\right)\left\langle\sigma_{k}^{\dagger} \sigma_{i}\left(L_{-m_{2}}^{\left(r_{2}\right)} \ldots L_{-m_{p}}^{\left(r_{p}\right)} \cdot \Phi_{j}\right)\right\rangle, \tag{D.41}
\end{align*}
$$

where $m^{\prime}=m_{2}+\cdots+m_{p}$. Thus, the problem of computing (D.39) with the insertion of a chain of $p$ orbifold Virasoro generators, where the first one is of the form $L_{-m_{1}}^{(0)}$, has been reduced to the one with $(p-1)$ generators.
3. If $m_{1}>1$ and $r_{1} \neq 0$, we shall use the linear relations (D.33) as follows.

First, we introduce a useful definition: for any operator $O$, and $p \in \mathbb{N}$, let $A_{p}(O)$ be the space of descendants defined as

$$
\begin{equation*}
\left.A_{p}(O)=\operatorname{span}\left[L_{-l_{1}}^{\left(u_{1}\right)} \ldots L_{-l_{q}}^{\left(u_{q}\right)} \cdot O, \quad q \leq p, \quad l_{1} \geq \cdots \geq l_{q} \geq 1\right\}\right] . \tag{D.42}
\end{equation*}
$$

For instance, the operator $L_{-m_{1}}^{\left(r_{1}\right)} \ldots L_{-m_{p}}^{\left(r_{p}\right)} \cdot \Phi_{j}$ in (D.39) belongs to $A_{p}\left(\Phi_{j}\right)$.
By convention, we take $1 \leq r \leq n-1$. For any integer $m_{1}^{\prime} \in\left\{2,3, \ldots, m_{1}\right\}$, if we set $q_{1}=2-r_{1} / n-m_{1}^{\prime}, q_{2}=1-r_{1} / n, q_{3}=-m_{1}^{\prime}$ in (D.33), we get a linear relation of the form

$$
\begin{equation*}
\sum_{l=0}^{m_{1}^{\prime}+\left(m_{2}+\cdots+m_{p}\right)} b_{l}\left\langle\sigma_{k}^{\dagger} \sigma_{i}\left(L_{-m_{1}^{\prime}+l}^{\left(r_{1}\right)} \cdot L_{-m_{2}}^{\left(r_{2}\right)} \ldots L_{-m_{p}}^{\left(r_{p}\right)} \cdot \Phi_{j}\right)\right\rangle=0 \tag{D.43}
\end{equation*}
$$

We rewrite this as

$$
\begin{equation*}
\sum_{l=2}^{m_{1}^{\prime}} b_{m_{1}^{\prime}-n}\left\langle\sigma_{k}^{\dagger} \sigma_{i}\left(L_{-l}^{\left(r_{1}\right)} \cdot L_{-m_{2}}^{\left(r_{2}\right)} \ldots L_{-m_{p}}^{\left(r_{p}\right)} \cdot \Phi_{j}\right)\right\rangle=B_{m_{1}^{\prime}} \tag{D.44}
\end{equation*}
$$

where the right-hand side

$$
\begin{equation*}
B_{m_{1}^{\prime}}=-\sum_{l=-1}^{m_{2}+\cdots+m_{p}} b_{m_{1}^{\prime}+l}\left\langle\sigma_{k}^{\dagger} \sigma_{i}\left(L_{n}^{\left(r_{1}\right)} \cdot L_{-m_{2}}^{\left(r_{2}\right)} \ldots L_{-m_{p}}^{\left(r_{p}\right)} \cdot \Phi_{k}\right)\right\rangle, \tag{D.45}
\end{equation*}
$$

can be treated with the $\mathrm{OVir}_{n}$ commutation relations, to give a linear combination of the form

$$
\begin{equation*}
B_{m_{1}^{\prime}} \in-b_{m_{1}^{\prime}-1}\left\langle\sigma_{k}^{\dagger} \sigma_{i}\left(L_{-m_{2}}^{\left(r_{2}\right)} \ldots L_{-m_{p}}^{\left(r_{p}\right)} \cdot L_{-1}^{\left(r_{1}\right)} \cdot \Phi_{j}\right)\right\rangle+\left\langle\sigma_{k}^{\dagger} \sigma_{i} A_{p-1}\left(\Phi_{j}\right)\right\rangle . \tag{D.46}
\end{equation*}
$$

The relations (D.44) for $m_{1}^{\prime}=2, \ldots, m_{1}$ form an invertible triangular $\left(m_{1}-1\right) \times$ $\left(m_{1}-1\right)$ linear system for the coefficients $\left\langle\sigma_{k}^{\dagger} \sigma_{i}\left(L_{-l}^{\left(r_{1}\right)} \cdot L_{-m_{2}}^{\left(r_{2}\right)} \ldots L_{-m_{p}}^{\left(r_{p}\right)} \cdot \Phi_{j}\right)\right\rangle$ with $l=2, \ldots, m_{1}$. By solving this system, on gets (D.39) in terms of the $B_{m_{1}^{\prime}}$ 's. Thus, we have reduced the computation of (D.39) to that of OPE coefficients of the form

$$
\begin{equation*}
\left\langle\sigma_{k}^{\dagger} \sigma_{i}\left(L_{-l_{1}}^{\left(u_{1}\right)} \ldots L_{-l_{q}}^{\left(u_{q}\right)} \cdot \Phi_{j}\right)\right\rangle \quad \text { and } \quad\left\langle\sigma_{k}^{\dagger} \sigma_{i}\left(L_{-l_{1}}^{\left(u_{1}\right)} \ldots L_{-l_{q}}^{\left(u_{q}\right)} \cdot L_{-1}^{\left(r_{1}\right)} \cdot \Phi_{j}\right)\right\rangle \text {, } \tag{D.47}
\end{equation*}
$$

with $0 \leq q \leq p-1$.
Hence, in the three cases, the above steps define an algorithm to compute (D.39) in terms of (D.38), by recursion on $p$.

We now turn to OPE coefficients of the form

$$
\begin{equation*}
\left\langle\sigma_{k}^{\dagger(-t)} \sigma_{i}^{(r)} \Phi_{j}^{(s)}\right\rangle, \tag{D.48}
\end{equation*}
$$

with generic values of the Fourier indices $r, s, t \in \mathbb{Z}_{n}$. By convention, we take $0 \leq r, s, t \leq n-1$, and we introduce the notations $(\bar{r}, \bar{s}, \bar{t})=(n-r, n-s, n-t)$. Recall the definitions

$$
\begin{align*}
& \sigma_{i}^{(r)}:=\text { const } \times L_{-r / n}^{(r)} \bar{L}_{-r / n}^{(T)} \cdot \sigma_{i}, \\
& \Phi_{j}^{(s)}:=\mathrm{const} \times L_{-1}^{(s)} \bar{L}_{-1}^{(\bar{s})} \cdot \Phi_{j},  \tag{D.49}\\
& \sigma_{k}^{\dagger(-t)}:=\mathrm{const} \times L_{-t / n}^{(t)} \bar{L}_{-t / n}^{(t)} \cdot \sigma_{k}^{\dagger},
\end{align*}
$$

for non-zero $r, s, t$. Here, we have assumed that $\phi_{i}, \phi_{j}, \phi_{k}$ is different from 1, but the argument is easily adapted otherwise.

Using the Ward identity (D.33) with $q_{1}=q_{2}=t / n, q_{3}=-1$, for the insertion of $T^{(t)}(z)$ in the function $\left\langle\left(\bar{L}_{-t / n}^{(t)} \sigma_{k}^{+}\right) \sigma_{i}^{(r)} \Phi_{j}^{(s)}\right\rangle$, we get

$$
\begin{align*}
& \text { const } \times\left\langle\sigma_{k}^{((-t)} \sigma_{i}^{(r)} \Phi_{j}^{(s)}\right\rangle \\
& =\left\langle\left(\bar{L}_{-t / n}^{(t)} \sigma_{k}^{\dagger}\right)\left(L_{t / n}^{(()} \sigma_{i}^{(r)}\right) \Phi_{j}^{(s)}\right\rangle-e^{i \pi \bar{r} / n} \sum_{l=0}^{2} b_{l}\left\langle\left(\bar{L}_{-t / n}^{(t)} \sigma_{k}^{+}\right) \sigma_{i}^{(r)}\left(L_{l-1}^{(())} \Phi_{j}^{(s)}\right)\right\rangle . \tag{D.50}
\end{align*}
$$

If $t>r$, then $L_{t / g}^{(t)} \sigma_{i}^{(r)}=0$, and the first term on the right-hand side vanishes. If $t \leq r$, using the commutation relations, we write this first term as

$$
\begin{equation*}
\text { const } \times \frac{t+r}{n}\left\langle\left(\bar{L}_{-t / n}^{(t)} \sigma_{k}^{+}\right)\left(L_{(t-r) / n}^{(r-t)} \bar{L}_{-r / n}^{(-r)} \sigma_{i}\right) \Phi_{j}^{(s)}\right\rangle, \tag{D.51}
\end{equation*}
$$

and then we use again the identity (D.33) with $q_{1}=q_{2}=(t-r) / n, q_{3}=-1$ for the insertion of $T^{(r-t)}(z)$ in $\left\langle\left(\bar{L}_{-t / n}^{(t)} \sigma_{k}^{\dagger}\right)\left(\bar{L}_{-r / n}^{(-r)} \sigma_{i}\right) \Phi_{j}^{(s)}\right\rangle$, which yields

$$
\begin{gather*}
\left\langle\left(\bar{L}_{-t / n}^{(t)} \sigma_{k}^{\dagger}\right)\left(L_{(t-r) / n}^{(r-t)} \bar{L}_{-r / n}^{(-r)} \sigma_{i}\right) \Phi_{j}^{(s)}\right\rangle=\delta_{r t} h_{\sigma_{k}}\left\langle\left(\bar{L}_{-t / n}^{(t)} \sigma_{k}^{\dagger}\right)\left(\bar{L}_{-r / n}^{(-r)} \sigma_{i}\right) \Phi_{j}^{(s)}\right\rangle \\
\quad-e^{i \pi(t-r) / n} \sum_{l=0}^{2} b_{n}^{\prime}\left\langle\left(\bar{L}_{-t / n}^{(t)} \sigma_{k}^{\dagger}\right)\left(\bar{L}_{-r / n}^{(-r)} \sigma_{i}\right)\left(L_{l-1}^{(r-t)} \Phi_{j}^{(s)}\right)\right\rangle . \tag{D.52}
\end{gather*}
$$

For the second term in (D.50), if $r \neq 0$, we have

$$
\begin{equation*}
\left\langle\left(\bar{L}_{-t / n}^{(t)} \sigma_{k}^{\dagger}\right) \sigma_{i}^{(r)}\left(L_{l-1}^{(t)} \Phi_{j}^{(s)}\right)\right\rangle=\mathrm{const} \times\left\langle\left(\bar{L}_{-t / n}^{(t)} \sigma_{k}^{\dagger}\right)\left(L_{-r / n}^{(r)} \bar{L}_{-r / n}^{(\bar{r})} \sigma_{i}\right)\left(L_{l-1}^{(t)} \Phi_{j}^{(s)}\right)\right\rangle, \tag{D.53}
\end{equation*}
$$

which, upon applying (D.33), yields

$$
\begin{equation*}
\text { const } \times \sum_{p=0}^{2-n} b_{p}^{\prime \prime}\left\langle\left(\bar{L}_{-t / n}^{(t)} \sigma_{k}^{\dagger}\right)\left(\bar{L}_{-r / n}^{(\overrightarrow{)}} \sigma_{i}\right)\left(L_{p-1}^{(r)} L_{l-1}^{(t)} \Phi_{j}^{(s)}\right)\right\rangle \tag{D.54}
\end{equation*}
$$

Hence, we have shown how to express (D.48) in the form

$$
\begin{equation*}
\left\langle\sigma_{k}^{\dagger(-t)} \sigma_{i}^{(r)} \Phi_{j}^{(s)}\right\rangle=\left\langle\left(\bar{L}_{-t / n}^{(t)} \sigma_{k}^{\dagger}\right)\left(\bar{L}_{-r / n}^{(F)} \sigma_{i}\right)\left(\lambda \cdot \Phi_{j}\right)\right\rangle, \tag{D.55}
\end{equation*}
$$

where $\lambda$ is a linear combination of generators of the form $L_{-m_{1}}^{\left(r_{1}\right)} \ldots L_{-m_{p}}^{\left(r_{p}\right)}$ with $r_{1}+$ $\cdots+r_{p}=r+s-t \bmod n$. In other words, we have "pushed" the orbifold Virasoro generators entering the definition of $\sigma_{k}^{\dagger(-t)}$ and $\sigma_{i}^{(r)}$, to translate them into an action of $\mathrm{OVir}_{n}$ on $\Phi_{j}^{(s)}$. Proceeding similarly with the $\overline{\mathrm{OVir}}_{n}$ modes, we express (D.48) as

$$
\begin{equation*}
\left\langle\sigma_{k}^{\dagger(-t)} \sigma_{i}^{(r)} \Phi_{j}^{(s)}\right\rangle=\left\langle\sigma_{k}^{\dagger} \sigma_{i}\left(\lambda \cdot \bar{\lambda} \cdot \Phi_{j}\right)\right\rangle, \tag{D.56}
\end{equation*}
$$

where $\lambda$ is the same as above, and $\bar{\lambda}$ is obtained from $\mu$ by the change $L_{-m_{j}}^{\left(r_{j}\right)} \rightarrow \bar{L}_{-m_{j}}^{\left(-r_{j}\right)}$. We can then use the algorithm described above in the case $r=s=t=0$, to express $\left\langle\sigma_{k}^{\dagger(-t)} \sigma_{i}^{(r)} \Phi_{j}^{(s)}\right\rangle$ in terms of (D.38). Finally, extending this line of argument for $\left\langle\sigma_{k}^{\dagger(-t)} \sigma_{i}^{(r)} \Phi_{j}^{(s)}\right\rangle$ to the general case of (D.39) is straightforward.

## D.2.2 Calculation of a three-point function in the $\mathbb{Z}_{3}$ orbifold of the Yang-Lee CFT

A useful technique, which is often employed in the literature [46, 87, 109] is to unfold the three-point function to a mother CFT correlator defined on $\mathbb{C}$. Let us consider, as a simple example, the three-point function:

$$
\begin{equation*}
C_{\sigma_{\phi, \sigma_{\phi}^{+}}^{[1, \phi, \phi]}}^{[1,}=\left\langle\sigma_{\phi} \cdot[\mathbf{1}, \phi, \phi] \cdot \sigma_{\phi}^{\dagger}\right\rangle, \tag{D.57}
\end{equation*}
$$

in the $\mathbb{Z}_{3}$ orbifold. This can be expressed as a correlator on the replicated Riemann surface $\Sigma_{3}$ (with $\Sigma_{3}$ conformally equivalent to the Riemann sphere $\mathbb{C}$ ):

$$
\begin{equation*}
C_{\sigma_{\phi},_{\phi}^{\sigma_{\phi}^{+}}}^{[1, \phi, \phi]}=\sqrt{3}\left\langle\phi(\infty, \infty) \phi(1,1) \phi\left(e^{2 \pi i}, e^{2 \pi i}\right) \phi(0,0)\right\rangle_{\Sigma_{3}} \tag{D.58}
\end{equation*}
$$

which we map to $\mathbb{C}$, through $z \mapsto w=z^{1 / 3}$, to find:

$$
\begin{equation*}
C_{\sigma_{\phi}, \sigma_{\phi}^{+}}^{[1, \phi, \phi]}=\frac{\sqrt{3}}{3^{4 h_{\phi}}}\left\langle\phi(\infty, \infty) \phi(1,1) \phi\left(e^{2 \pi i / 3}, e^{-2 \pi i / 3}\right) \phi(0,0)\right\rangle_{\mathbb{C}} . \tag{D.59}
\end{equation*}
$$

now, we use the result of [220] to express the four-point function $\langle\phi| \phi(1,1) \phi(w, w \bar{w})|\phi\rangle$ in terms of hypergeometric functions:

$$
\begin{align*}
& \langle\phi| \phi(1,1) \phi(w, \bar{w})|\phi\rangle \\
& \quad=|w|^{4 / 5}|1-w|^{4 / 5}\left[\left|{ }_{2} \mathrm{~F}_{1}\left(\frac{3}{5}, \frac{4}{5}, \left.\frac{6}{5} \right\rvert\, w\right)\right|^{2}+\left(C_{\phi \phi}^{\phi}\right)^{2}\left|w^{-1 / 5}{ }_{2} \mathrm{~F}_{1}\left(\frac{3}{5}, \frac{2}{5}, \left.\frac{4}{5} \right\rvert\, w\right)\right|^{2}\right], \tag{D.60}
\end{align*}
$$

with the Yang-Lee CFT structure constant given by:

$$
\begin{equation*}
C_{\phi \phi}^{\phi}=\frac{i \sqrt{\frac{1}{2}(3 \sqrt{5}-5)} \Gamma\left(\frac{1}{5}\right)^{3}}{10 \pi \Gamma\left(\frac{3}{5}\right)} . \tag{D.61}
\end{equation*}
$$

Thus, we find:

$$
\begin{equation*}
C_{\sigma_{\phi^{\prime}, \sigma_{\phi}^{+}}^{\left[1, \phi^{+}\right.}}^{[1]}=-11.054494 \neq 0 . \tag{D.62}
\end{equation*}
$$

## D. 3 Proofs for modular matrices

## D.3.1 The modular matrices $P_{n}$

Let us prove some useful properties of the matrices $P_{n}$ 's defined in (5.118-5.119):

$$
\begin{align*}
& P_{m+n}=P_{m},  \tag{D.63}\\
& P_{m} \cdot P_{-m^{-1}}=\mathbf{1},  \tag{D.64}\\
& P_{m}^{t}=P_{m^{-1}},  \tag{D.65}\\
& \bar{P}_{m}=P_{-m},  \tag{D.66}\\
& P_{m}^{\dagger} P_{m}=\mathbf{1},  \tag{D.67}\\
& T^{1 / n} P_{m} T^{1 / n} P_{1-m^{-1}} T^{1 / n}=P_{m-1}, \quad \text { for } n \neq 1 \bmod n . \tag{D.68}
\end{align*}
$$

The notations $P_{-m^{-1}}, P_{m^{-1}}, P_{1-m^{-1}}$, where $m^{-1}$ is the inverse of $m$ in $\mathbb{Z}_{n}^{\times}$, are justified by the property (D.63), which means that $P_{m}$ is actually defined for $m \in \mathbb{Z}_{n}^{\times}$.

- To prove (D.63), we remark that the integer $\left[\left[-m^{-1}\right]\right]$ is unchanged under $m \rightarrow m+n$, so we have

$$
\begin{equation*}
P_{m+n}=T^{-m / n-1} \cdot Q_{m+n} \cdot T^{\left[\left[-m^{-1}\right]\right] / n} . \tag{D.69}
\end{equation*}
$$

On the other hand, from (5.119) we have $q_{m+n}(\tau)=q_{m}(\tau)+1$, and hence $Q_{m+n}=T \cdot Q_{n}$. As a result, we get $P_{m+n}=P_{m}$.

- For (D.64), we use the identity $q_{m}\left[q_{\left[\left[-m^{-1}\right]\right]}(\tau)\right]=\tau$, which yields, for $0<m<n$ :

$$
\begin{equation*}
P_{m} \cdot P_{-m^{-1}}=T^{-m / n} \cdot Q_{m} \cdot Q_{\left[\left[-m^{-1}\right]\right]} \cdot T^{m / n}=\mathbf{1} . \tag{D.70}
\end{equation*}
$$

- To study the transpose $P_{m}^{t}$ and the conjugate $\bar{P}_{m}$, we use the following properties of the modular group. Since $S^{2}=\mathbf{1}$, any element of the group can be written in the form

$$
\begin{equation*}
T^{p_{1}} \cdot S \cdot T^{p_{2}} \ldots S \cdot T^{p_{k}}, \tag{D.71}
\end{equation*}
$$

where $p_{1}, \ldots, p_{k} \in \mathbb{Z}$. Let $t(\tau)=\tau+1$ and $s(\tau)=-1 / \tau$. Let us show, by induction on $k$, that the following three equations are equivalent:

$$
\begin{align*}
& \left(t^{p_{1}} \circ s \circ t^{p_{2}} \ldots s \circ t^{p_{k}}\right)(\tau)=\frac{a \tau+b}{c \tau+d},  \tag{D.72}\\
& \left(t^{p_{k}} \circ s \circ t^{p_{k-1}} \ldots s \circ t^{p_{1}}\right)(\tau)=\frac{d \tau+b}{c \tau+a},  \tag{D.73}\\
& \left(t^{-p_{1}} \circ s \circ t^{-p_{2}} \ldots s \circ t^{-p_{k}}\right)(\tau)=\frac{-a \tau+b}{c \tau-d} . \tag{D.74}
\end{align*}
$$

The proof goes as follows. For $k=2$, we have

$$
\begin{equation*}
t^{p} \circ s \circ t^{q}=\frac{p \tau+(p q-1)}{\tau+q} \tag{D.75}
\end{equation*}
$$

and hence the equivalence is straightforward. now suppose that the above equivalence holds for some $k \geq 2$. We can write

$$
\begin{align*}
& \left(t^{p_{1}} \circ s \circ \ldots s \circ t^{p_{k+1}}\right)(\tau)=\frac{a\left(s \circ t^{p_{k+1}}\right)(\tau)+b}{c\left(s \circ t^{p_{k+1}}\right)(\tau)+d}=\frac{b \tau+\left(b p_{k+1}-a\right)}{d \tau+\left(d p_{k+1}-c\right)},  \tag{D.76}\\
& \left(t^{p_{k+1}} \circ s \ldots s \circ t^{p_{1}}\right)(\tau)=\left(t^{p_{k+1}} \circ s\right)\left(\frac{d \tau+b}{c \tau+a}\right)=\frac{\left(d p_{k+1}-c\right) \tau+\left(b p_{k+1}-a\right)}{d \tau+b},  \tag{D.77}\\
& \left(t^{-p_{1}} \circ s \circ t^{-p_{2}} \ldots s \circ t^{-p_{k+1}}\right)(\tau)=\frac{-a\left(s \circ t^{-p_{k+1}}\right)(\tau)+b}{c\left(s \circ t^{-p_{k+1}}\right)(\tau)-d}=\frac{-b \tau+\left(b p_{k+1}-a\right)}{d \tau-\left(d p_{k+1}-c\right)}, \tag{D.78}
\end{align*}
$$

and thus the equivalence holds also for $k+1$. An important consequence is that, if the matrix for (D.72) is $M$, then the matrices for (D.73) and (D.74) are given by $M^{t}$ and $\bar{M}$ respectively.
We apply the equivalence to the matrices $Q_{n}$. Let us take $0<m<n$ for convenience, and denote $a_{m}=\left[\left[-m^{-1}\right]\right]$ and $b_{m}=\left(m\left[\left[-m^{-1}\right]\right]+1\right) / n$, so that

$$
\begin{equation*}
n b_{m}-m a_{m}=1, \quad q_{m}(\tau)=\frac{m \tau-b_{m}}{n \tau-a_{m}} . \tag{D.79}
\end{equation*}
$$

Changing $m \mapsto-a_{m}$ gives $\left(a_{m}, b_{m}\right) \mapsto\left(n-m, b_{m}-a_{m}\right)$, whereas $m \mapsto-m$ gives $\left(a_{m}, b_{m}\right) \mapsto\left(n-a_{m}, b_{m}-m\right)$. Hence, we have

$$
\begin{equation*}
q_{-a_{m}}(\tau)=\frac{-a_{m}(\tau-1)-b_{m}}{n(\tau-1)+m}, \quad q_{-m}(\tau)=\frac{-m(\tau-1)-b_{m}}{n(\tau-1)+a_{m}}, \tag{D.80}
\end{equation*}
$$

which yields $Q_{-a_{m}}=Q_{m}^{t} \cdot T^{-1}$ and $Q_{-m}=\bar{Q}_{m} \cdot T^{-1}$, and finally

$$
\begin{equation*}
P_{-a_{m}}=T^{a_{m} / n} \cdot Q_{m}^{t} T^{-m / n}=P_{m}^{t}, \quad P_{-m}=T^{m / n} \cdot \bar{Q}_{m} T^{-a_{m} / n}=\bar{P}_{m} . \tag{D.81}
\end{equation*}
$$

- The combination of (D.64-D.66) yields the unitarity of $P_{m}$ (D.67).
- For $m \neq 1 \bmod n$, we define $a_{m}=\left[\left[-m^{-1}\right]\right]$ and $a_{m}^{\prime}=\left[\left[-\left(1+a_{m}\right)^{-1}\right]\right]$. There exist two integers $b_{m}, b_{m}^{\prime}$ such that

$$
\begin{equation*}
n b_{m}-m a_{m}=1, \quad n b_{m}^{\prime}-\left(1+a_{m}\right) a_{m}^{\prime}=1 \tag{D.82}
\end{equation*}
$$

A simple calculation gives

$$
\begin{equation*}
q_{m}\left[q_{1+a_{m}}(\tau)\right]=\frac{(m-1) \tau-b_{m}^{\prime \prime}}{n \tau-a_{m}^{\prime \prime}} \tag{D.83}
\end{equation*}
$$

where $a_{m}^{\prime \prime}=n b_{m}^{\prime}-a_{m} a_{m}^{\prime}$ and $b_{m}^{\prime \prime}=m b_{m}^{\prime}-b_{m} a_{m}^{\prime}$, and hence $n b_{m}^{\prime \prime}-(m-1) a_{m}^{\prime \prime}=1$. Hence, if $0<a_{m}^{\prime \prime}<n$ we have $Q_{m} Q_{1+a_{m}}=Q_{m-1}$ (otherwise we can always shift $a_{m}^{\prime \prime}$ by a multiple of $n$ ). This yields the identity (D.68).

For $m=1$, we have $[[-1]]=n-1$, and

$$
\begin{equation*}
q_{1}(\tau)=\frac{\tau-1}{n(\tau-1)+1}=\left(s \circ t^{-n} \circ s \circ t^{-1}\right)(\tau), \tag{D.84}
\end{equation*}
$$

which yields

$$
\begin{equation*}
P_{1}=T^{-1 / n} S T^{-n} S T^{-1 / n}, \quad P_{-1}=T^{1 / n} S T^{n} S T^{1 / n} . \tag{D.85}
\end{equation*}
$$

## A recursion relation for the matrices $P_{m}$

In this section, we shall reproduce and prove a recursion relation for the $P_{m}$ matrices found in [253], which provides their decomposition into $S$ and $T$ matrices after a relatively small number of recursive steps.

The key idea is to relate $P_{m}$ matrices defined at different $n$. We will first make the dependence on $n$ of the $P_{m}$ and $Q_{m}$ matrices explicit through the notation:

$$
\begin{equation*}
P_{m} \rightarrow P_{m \mid n} \quad Q_{m} \rightarrow Q_{m \mid n} \tag{D.86}
\end{equation*}
$$

We now consider the product of matrices

$$
\begin{equation*}
T^{n / m} S T^{m / n} P_{m \mid n} T^{1 /(m n)} \tag{D.87}
\end{equation*}
$$

We substitute in the above the definition of (5.118) in the above to find:

$$
\begin{equation*}
T^{n / m} S T^{m / n} P_{m \mid n} T^{1 /(m n)}=T^{n / m} S Q_{m \mid n} T^{b_{m} / m} \tag{D.88}
\end{equation*}
$$

now the $S$ matrix is given by:

$$
S=\left(\begin{array}{cc}
0 & 1  \tag{D.89}\\
-1 & 0
\end{array}\right)
$$

while the $Q_{m \mid n}$ matrix is given by:

$$
Q_{m \mid n}=\left(\begin{array}{ll}
m & -b_{m}  \tag{D.90}\\
n & -a_{m}
\end{array}\right)
$$

with $n b_{m}-m a_{m}=1$. Acting from the left on the above with the $S$ matrix, one finds:

$$
S Q_{m \mid n}=\left(\begin{array}{cc}
n & -a_{m}  \tag{D.91}\\
-m & b_{m}
\end{array}\right)=Q_{n \mid-m}
$$

since $n b_{m}-m a_{m}=1$ is equivalent to $(-m) a_{m}-b_{m} n=1$. next, we have by the definition in (5.118) that:

$$
\begin{equation*}
P_{n \mid-m}=T^{n / m} Q_{m \mid n} T^{a_{m} / m} \tag{D.92}
\end{equation*}
$$

so that we have effectively established a recursive relation:

$$
\begin{equation*}
P_{m \mid n}=T^{-m / n} S T^{-n / m} P_{n \mid-m} T^{-1 /(m n)} \tag{D.93}
\end{equation*}
$$

for which the recursion ends with a term $P_{0 \mid n}=P_{0 \mid 1} \equiv S$.

## Example for $n=5$

Suppose we want to calculate the $P_{2 \mid 5}$ matrix. We use the recursion relation to find:

$$
\begin{equation*}
P_{2 \mid 5}=T^{-2 / 5} S T^{-5 / 2} P_{5 \mid-2} T^{-1 / 10} \tag{D.94}
\end{equation*}
$$

noting that $P_{5 \mid-2}=P_{1 \mid-2}$, and using once more the recursion relation, we find:

$$
\begin{equation*}
P_{1 \mid-2}=T^{1 / 2} S T^{2} P_{-2 \mid 1} T^{1 / 2} \tag{D.95}
\end{equation*}
$$

But $P_{-2 \mid 1}=P_{0 \mid 1}=S$, so, one can put everything together to find:

$$
\begin{equation*}
P_{2 \mid 5}=T^{-2 / 5} S T^{-2} S T^{2} S T^{2 / 5} \tag{D.96}
\end{equation*}
$$

## D.3.2 The orbifold modular $\mathcal{S}$-matrix

In this section, we will show that the solution for the orbifold $\mathcal{S}$-matrix we have found satisfies the properties (5.121)-(5.124). In our calculations, the $\mathcal{S}$ and $\mathcal{T}$ matrices (and any products made with them), are evaluated "block-by-block", in the sense that for each proof we provide here, the external indices are restricted to correspond to only one type of operator - non-diagonal (ND), diagonal(D), twisted (T). For example, checking unitarity in the D-D block means proving that:

$$
\begin{equation*}
\left(\mathcal{S S}^{\dagger}\right)_{i^{(\eta)}, j^{(s)}}=\delta_{i^{(l)}, j^{(s)}}, \tag{D.97}
\end{equation*}
$$

for generic diagonal operator labels $i^{(r)}, j^{(s)}$.
We will only present in this section some of the more technical demonstrations since the rest can be quickly reproduced by the interested reader through similar or simpler arguments.

## Symmetry of $\mathcal{S}$

As a warm-up, let's prove the symmetry of the $\mathcal{S}$ matrix. The check is straightforward everywhere but in the TT block, where we need to employ the property (D.65) to find:

$$
\begin{equation*}
\mathcal{S}_{i[k[(r), j \ell(\xi)}^{t}=\frac{\omega^{-k s-\ell r}\left(P_{k . \ell^{-1}}\right)_{j i}}{n}=\frac{\omega^{-k s-\ell r}\left(P_{\ell . k^{-1}}\right)_{i j}}{n}=\mathcal{S}_{i[k l(r), j \ell(\xi)} . \tag{D.98}
\end{equation*}
$$

## Unitarity of $\mathcal{S}$

We present in this section the more involved proofs for the unitarity of $\mathcal{S}$ in the DD and TT blocks.

In the DD block. We want to check the property:

$$
\begin{equation*}
\sum_{\alpha} \mathcal{S}_{i^{(r)}, \alpha} \mathcal{S}_{i^{\prime}\left(r^{\prime}\right), \alpha}^{*}=\delta_{(i, r),\left(i^{\prime}, r^{\prime}\right)} \tag{D.99}
\end{equation*}
$$

where the sum in $\alpha$ runs over all the invariant primary operators in the orbifold. We first consider the sum over ND operators :

$$
\begin{equation*}
\sum_{J=\left[j_{1}, \ldots, j_{n}\right]} \mathcal{S}_{(i, r), J} \mathcal{S}_{J,\left(i^{\prime}, r^{\prime}\right)}^{*}, \tag{D.100}
\end{equation*}
$$

which, using the known form of the S-matrix elements in this sector, is:

$$
\begin{equation*}
\sum_{J} S_{i, j_{1}} \ldots S_{i, j_{n}} \cdot S_{i^{\prime}, j_{1}} \ldots S_{i^{\prime}, j_{n}} \tag{D.101}
\end{equation*}
$$

where the sum is over equivalence classes $J$ of the $n$-tuples $\left(j_{1}, \cdots, j_{n}\right)$ under $\mathbb{Z}_{n}$, with the exception of $n$-tuples for which the indices are equal. This can be expressed as:

$$
\begin{equation*}
\sum_{J=\left[j_{1}, \cdots, j_{n}\right]}=\frac{1}{n}\left(\sum_{\left(j_{1}, \cdots, j_{n}\right)}-\sum_{(j, \cdots, j)}\right) \tag{D.102}
\end{equation*}
$$

where the first sum on the RHS is over all $n$-tuples $\left(j_{1}, \ldots j_{n}\right)$. This means each $j_{i}$ runs over the whole mother CFT spectrum so that the sum over the ND indices can be conveniently expressed as:

$$
\begin{equation*}
\sum_{J} \mathcal{S}_{i^{(r)}, J} \mathcal{S}_{\left.J, i^{\prime} r^{\prime} r^{\prime}\right)}^{*}=\frac{\delta_{i, i^{\prime}}}{n}-\frac{\sum_{(j, r)} S_{i, j}^{n} S_{i^{\prime}, j}^{n}}{n^{2}} \tag{D.103}
\end{equation*}
$$

On the other hand, the sum over D operators is given by:

$$
\begin{equation*}
\sum_{j, s} \mathcal{S}_{i^{(r)}, j^{(s)}} \mathcal{S}_{j^{(s)}, i^{\prime}\left(r^{\prime}\right)}^{*}=\frac{\sum_{j, r} S_{i j}^{n} S_{i^{\prime} j}^{n}}{n^{2}} \tag{D.104}
\end{equation*}
$$

so that we are just left with checking that the sum over T operators satisfies

$$
\begin{equation*}
\sum_{j, s, k} \mathcal{S}_{i^{(r)}, j[k(s)} \mathcal{S}_{j\left[k \mid(s), i^{\prime}\left(^{\prime}\right)\right.}^{*}=\frac{n \delta_{r, r^{\prime}}-1}{n} \delta_{i, i^{\prime}} \tag{D.105}
\end{equation*}
$$

which is indeed the case.

In the TT block. We want to prove in this section that:

$$
\begin{equation*}
\sum_{\alpha} \mathcal{S}_{i k l(r), \alpha} \mathcal{S}_{\alpha, i^{\prime} k^{\prime}\left(r^{\prime}\right)}^{*}=\delta_{i, i^{\prime}} \delta_{r, r^{\prime}} \delta_{k, k^{\prime}} \tag{D.106}
\end{equation*}
$$

where $\alpha$ runs once again over all invariant primary operators of the orbifold.
To start, the sum over non-diagonal entries vanishes, since the $\mathcal{S}$-matrix entries indexed by a twisted operator and a non-diagonal operator vanish. On the other hand, the sum over diagonal field entries is easily calculated to be:

$$
\begin{equation*}
\sum_{(j, s)} \mathcal{S}_{i k[(\bar{r}),(j, s)} \mathcal{S}_{(j, s), i^{\prime} k^{\prime}\left(k^{\prime}\right)}^{*}=\frac{1}{n^{2}} \sum_{(j, s)} w^{s\left(k-k^{\prime}\right)} S_{i j} S_{j i^{\prime}}=\frac{\delta_{i, i^{\prime}} \delta_{k, k^{\prime}}}{n} \tag{D.107}
\end{equation*}
$$

Finally, we now consider the sum over T entries:

$$
\begin{equation*}
\sum_{j^{[t \mid(s)}} \mathcal{S}_{i^{[k](r)}, j^{[t(s)}} \mathcal{S}_{j\left[t \mid(s), i k^{\prime}\right]\left(r^{\prime}\right)}^{*} \tag{D.108}
\end{equation*}
$$

We substitute our results and find:

$$
\begin{equation*}
\sum_{j, s, t} \mathcal{S}_{i\left[k(l), j j^{[t]}\right.} \mathcal{S}_{i^{\prime} k^{\prime}\left(\mid r^{\prime}\right), j \mid t(k)}^{*}=\frac{1}{n^{2}} \sum_{j, s, t} \omega^{-s\left(k-k^{\prime}\right)-t\left(r-r^{\prime}\right)}\left(\mathbf{P}_{t k^{-1}}\right)_{i j}\left(\mathbf{P}_{t k^{\prime-1}}^{+}\right)_{j i^{\prime}} . \tag{D.109}
\end{equation*}
$$

We now sum over $s$, to obtain a factor $\delta_{k^{-1}, k^{\prime-1}}=\delta_{k, k^{\prime}}$. Then, we perform the sum over $j$, and use the unitarity of the $P_{n}$ matrices (D.67) to arrive at:

$$
\begin{equation*}
\sum_{j, s, t} \mathcal{S}_{i\left[k\left[(t), j^{[t]}\right]\right.} \mathcal{S}_{i^{\prime} k^{\prime}\left(r^{\left(r^{\prime}\right)}, j^{[t[(s)}\right.}^{*}=\frac{1}{n} \sum_{t} \omega^{-t\left(r-r^{\prime}\right)} \delta_{i, i^{\prime}} \delta_{k, k^{\prime}} \tag{D.110}
\end{equation*}
$$

Finally, we sum over $t$ and find:

$$
\begin{equation*}
\sum_{j, s, t} \mathcal{S}_{i|k| r \mid r, j[t]} \mathcal{S}_{i^{\prime k k^{\prime}\left(r^{\prime}\right), j^{|t| s)}}}^{*}=\delta_{i, i^{\prime}} \delta_{k, k^{\prime}} \delta_{r, r^{\prime}}-\frac{1}{n} \delta_{i, i^{\prime}} \delta_{k, k^{\prime}}, \tag{D.111}
\end{equation*}
$$

which, added to (D.107) gives the sought after result.
The relation $(\mathcal{S T})^{3}=C$
The constraint (5.124) on the modular data of the CFT is equivalent to:

$$
\begin{equation*}
\mathcal{S T} \mathcal{S}=\mathcal{T}^{+} \mathcal{S} \mathcal{T}^{+} \tag{D.112}
\end{equation*}
$$

As in the previous section, we will show that the relation above holds in the DD and TT blocks.

In the DD block. We want to check the constraint:

$$
\begin{equation*}
\sum_{\alpha} \mathcal{S}_{i^{(r)}, \alpha} \mathcal{T}_{\alpha} \mathcal{S}_{\alpha, i^{\prime}\left(r^{\prime}\right)}=\mathcal{T}_{i^{(r)}}^{+} \mathcal{S}_{i^{(r)}, i^{\prime}\left(r^{\prime}\right)} \mathcal{T}_{i^{\prime}\left(r^{\prime}\right)}^{+} \tag{D.113}
\end{equation*}
$$

where the sum $\alpha$ runs over all the invariant primary operator labels.
Substituting our expressions for the $\mathcal{S}$ and $\mathcal{T}$ matrices, we find that the sum over entries labelled by untwisted operators gives:

$$
\begin{equation*}
\sum_{\text {untwisted } \alpha} \mathcal{S}_{i^{(r)}, \alpha} \mathcal{T}_{\alpha} \mathcal{S}_{\alpha, i^{\prime}\left(r^{\prime}\right)}=\frac{1}{n}(S T S)_{i i^{\prime}}^{n} \tag{D.114}
\end{equation*}
$$

while the sum over twisted operators vanishes. The RHS of (D.113) can also be conveniently written as:

$$
\begin{equation*}
\mathcal{T}_{i^{(r)}}^{+} \mathcal{S}_{i^{(r)}, i^{\prime}\left(r^{\prime}\right)} \mathcal{T}_{i^{\left(r^{\prime}\right)}}^{+}=\frac{1}{n}(T S T)_{i, i^{\prime}}^{n} \tag{D.115}
\end{equation*}
$$

Since in the mother CFT the modular matrices are constrained by

$$
\begin{equation*}
S T S=T^{\dagger} S T^{\dagger} \tag{D.116}
\end{equation*}
$$

we find that the relation (5.124) is indeed satisfied in this block.
In the TT block. We want to check the constraint:
where we only need to consider the sum $\alpha$ running over the diagonal and twisted primary labels, since $\mathcal{S}_{i k\left[(\Gamma),\left[j_{1} \ldots j_{n}\right]\right.}=0$. The sum over diagonal operator labels on the LHS is swiftly calculated to be:

$$
\begin{equation*}
\sum_{j, s} \mathcal{S}_{i\left[k(l), j\left(j^{(s)}\right.\right.} \mathcal{T}_{j^{(s)}} \mathcal{S}_{\left.j^{(s)}, i^{\prime} k^{\prime} \mid l^{\prime}\right)}=\frac{1}{n}\left(S T^{n} S\right)_{i i^{\prime}} \delta_{k+k^{\prime}, 0} \tag{D.118}
\end{equation*}
$$

and we use (D.85) to rewrite the above as:

$$
\begin{equation*}
\sum_{j, s} \mathcal{S}_{i[k(r), j(\mathrm{~s})} \mathcal{T}_{j^{(s)}} \mathcal{S}_{\left.j^{(s)}, i^{\prime k^{\prime}} \mid l^{\prime}\right)}=\frac{1}{n}\left(T^{-1 / n} P_{-1} T^{-1 / n}\right)_{i i^{\prime}} \delta_{k+k^{\prime}, 0} \tag{D.119}
\end{equation*}
$$

next, we want to evaluate the sum over twisted operator labels:

$$
\begin{equation*}
\sum_{j, s, t} \mathcal{S}_{i|k|(t) ; j^{[t(s)}\left(\mathcal{T}^{t!t(s)}\right.} \mathcal{S}_{j\left|t(s), i^{\prime}\right| k^{\prime} \mid\left(r^{\prime}\right)}=\frac{1}{n^{2}} \sum_{s, t} \omega^{-t\left(r+r^{\prime}\right)-s\left(k+k^{\prime}-t\right)}\left(P_{t k^{-1}} T^{1 / n} P_{k^{\prime} t^{-1}}\right)_{i i^{\prime}} \tag{D.120}
\end{equation*}
$$

We sum over $s$, to obtain a $\delta_{k+k^{\prime}, t}$ factor in the sum. If $k+k^{\prime}=0$, the expression vanishes since $t$ runs from 1 to $n-1$. So, we obtain:

Using the relation (D.68), the sum over twist fields becomes:

$$
\begin{equation*}
\sum_{j, s, t} \mathcal{S}_{i k \mid l(r), j^{[t \mid s)}} \mathcal{T}_{j|t|(s)} \mathcal{S}_{j^{t \mid[(s)}, i^{\prime\left[k^{\prime} \mid\left(r^{\prime}\right)\right.}}=\frac{\left(1-\delta_{k+k^{\prime}, 0}\right)}{n} \omega^{-\left(k+k^{\prime}\right)\left(r+r^{\prime}\right)}\left(T^{-1 / n} P_{k^{\prime} k^{-1}} T^{-1 / n}\right)_{i i^{\prime}} \tag{D.122}
\end{equation*}
$$

so that the LHS of (D.117) is just:

$$
\begin{equation*}
\sum_{\alpha \in\{D, T\}} \mathcal{S}_{i k(k), \alpha} \mathcal{T}_{\alpha} \mathcal{S}_{\alpha, i^{\prime} k^{\prime}\left(k^{\prime}\right)}=\frac{1}{n} \omega^{-\left(k+k^{\prime}\right)\left(r+r^{\prime}\right)}\left(T^{-1 / n} P_{k^{\prime} k-1} T^{-1 / n}\right)_{i i^{\prime}} \tag{D.123}
\end{equation*}
$$

Substitution of our expressions for the modular data on the RHS of (D.117) completes the proof.
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[^0]:    ${ }^{1}$ The term "Verschränkung"(entanglement) has first been used by Schrödinger in a reply to the EPR paper
    ${ }^{2}$ Einstein, private communication with Bohr
    ${ }^{3}$ Complimented with a Nobel Prize in 2022

[^1]:    ${ }^{4}$ These include reflection positivity, invariance under isometries of the spacetime, and others. See [17] for a detailed discussion
    ${ }^{5}$ For a partial interdisciplinary summary of this material, we recommend the presentation [22]
    ${ }^{6}$ The meaning of common-sense will be explored in the next chapter
    ${ }^{7}$ Depending on one's definition, it can be considered the unique measure of entanglement for pure bipartite states as we explain in Section 1.2

[^2]:    ${ }^{1}$ In lattice gauge theories, for example, the Hilbert space of physical (gauge-invariant) states does not admit such a tensor product decomposition with respect to the Hilbert spaces of each subsystem and the quantification of entanglement becomes more subtle. Several proposals have been put forward to address this issue [54-56]

[^3]:    ${ }^{2}$ in the sense that there exists a smooth (and in fact holomorphic) coordinate chart about any branch point.

[^4]:    ${ }^{3}$ At zero temperature $\Sigma \equiv \mathbb{C}_{L}$ while at finite $T>0$, the surface $\Sigma$ is a torus

[^5]:    ${ }^{1}$ There are cases in which the asymptotic behaviour of $\mathcal{F}_{2}^{(\alpha)}(x)$ is more subtle, see Appendix B.5.1

[^6]:    ${ }^{2}$ Here, even though $u$ and $v$ are real, and hence $u=\bar{u}$ and $v=\bar{v}$, we use the standard notations

[^7]:    ${ }^{3}$ While the most interesting distance is $D_{1}$, it can be extremely difficult to evaluate directly. One can instead exploit a replica trick developed in [134, 135]: one first computes the distance $D_{n}$ for all even $n$, followed by an analytic continuation to $n=1$.

[^8]:    ${ }^{4}$ This statement is strictly true if the bulk CFT is diagonal, see [141] for a detailed discussion.

[^9]:    ${ }^{1}$ See Section 1.1.1

[^10]:    ${ }^{2}$ We are grateful to Alvise Bastianello for having shared with us his notebook for the numerical evaluation of the expression obtained in [166].

[^11]:    ${ }^{1}$ meaning $L, \ell \gg 1$, keeping $0<\ell / L<1$.

[^12]:    ${ }^{2}$ obtained by fusing the bare twist operator with an untwisted operator $\phi$.

[^13]:    ${ }^{3}$ up to the usual non-universal additive constant

[^14]:    ${ }^{4}$ This statement is strictly true if the bulk CFT is diagonal, see [213] for a detailed discussion.

[^15]:    ${ }^{5}$ Alternately, one could have used the exact result of [215] for $c_{n}$ in the periodic Ising chain, to fit only for the non-universal constant $c_{n}^{\varepsilon}$

[^16]:    ${ }^{6}$ In [108] they are referred to as "mixed" BC.

[^17]:    ${ }^{1}$ Such fields are not really removed: they are downgraded to semilocal fields in the cyclic orbifold. At the level of states, while they do not contribute to the torus partition function, they do contribute to twisted partition functions [36].

[^18]:    ${ }^{2}$ if the number of primary fields of the mother CFT has a reasonable value
    ${ }^{3}$ note that since at $n=2$ there is only one twist charge sector, there are no fusion rules involving three twist fields.

[^19]:    ${ }^{1}$ i.e. the opposite of Friends(1994-2002)

[^20]:    ${ }^{1}$ strictly speaking only $\mathbb{Z}_{N}$ invariant linear combinations of such fields are local in the orbifold but this subtlety can be ignored at this level.
    ${ }^{2}$ and their descendants, but their contribution in the $x \rightarrow 0$ limit is subldeading

