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Notations

In this section, most of the notations used in the manuscript are indexed. Throughout the reading
of the manuscript, the reader is invited to refer to this section if a notation is not clear for him.

Let 3 ∈ N∗ be the dimension of the problem considered. For the applications targeted
3 = 2 or 3. The domain of interest is a phase space constituted of a spatial domain, a velocity
domain and a time domain. Let the spatial domain be the 3-dimensional periodic unit interval
ΩG = (R/Z)3 , also denoted Ω in the sequel, the velocity domain be ΩE = R3 and the time
domain be R+ or [0, )], where ) ∈ R∗+ is the final time.

Let us introduce some notations for multi-variate functions and functional spaces. For a
multi-index " = (U1, ..., U3) ∈ N3 , a function D defined on Ω, we denote by mU8

8
D the partial

derivative of D order U8 with respect to G8 for 8 ∈ {1, ..., 3} and let �"D = m
U1
1 ... m

U3
3
D. We

introduce the following functional spaces:

CU (Ω) :=
{
D : Ω→ R | �#D ∈ C(Ω), ∀|#|1 ≤ U

}
, (1)

-U (Ω) :=
{
D : Ω→ R | �#D ∈ C(Ω), ∀|#|∞ ≤ U

}
, (2)

where C(Ω) denotes the space of continuous functions on Ω, CU0 (Ω) and -
U
0 (Ω) the spaces

of functions vanishing on the boundary. Let us consider the supremum norm for a function D
belonging to one of the previous spaces and the extension for a vector function u : Ω → R?,
? ∈ N:

‖D‖∞ := sup
x∈Ω
|D(x) |, ‖u‖∞ = max

1≤8≤?
‖D8‖∞ (3)

The following operators are introduced:

∇ : CU (Ω) →
(
CU−1(Ω)

)3
D ↦→ (m8D)8=1,...,3

, for U ≥ 1, (4)

∇· : (CU (Ω))3 → CU−1(Ω)
u ↦→ ∑3

8=1 m8D8
, for U ≥ 1, (5)

Δ : CU (Ω) → CU−2(Ω)
D ↦→ ∑3

8=1 m
2
8
D
, for U ≥ 2. (6)

Let us define the following order relations on multi-indexes k, l ∈ N3 by:

k ≤ l ⇔ ∀8 ∈ {1, ...3} :8 ≤ ;8, (7)
k < l ⇔ k ≤ l and ∃ 8 ∈ {1, ..., 3} B.C. :8 < ;8, (8)

12
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and , the l1 norm, l∞ norm for a multi-index " ∈ N3:

|" |1 :=
3∑
8=1
|U8 |, |" |A,B1 :=

B∑
8=A

|U8 |, |" |∞ := max
1≤8≤3

|U8 |, (9)

where 1 ≤ A ≤ B ≤ 3 are integers.
Let us now describe the different domains (i.e. ΩG ,ΩE,R+) discretizations. Let ΔC ∈ R+,∗ be

the step of the time discretization such that C: = :ΔC, for : ∈ N. The role of the space domain
discretization is fundamental in this manuscript. Specifically, different meshes, called grids, are
considered in the sequel.

Definition 0.0.1 (Component indices) Let L= be a set of indices, called the component indices,
with respect to the discretization parameter = ∈ N and defined by:

L= :=
⋃

8∈J0,3−1K

L=,8, L=,8 := {l ∈ N3 | |l|1 = = + 3 − 1 − 8, l ≥ 1}, (10)

Let us consider the family of d-dimensional anisotropic grids on the space domain ΩG called
component grids, or sub-grids:

Definition 0.0.2 (Component grids) The component grids are defined for l ∈ L= by:

Ωℎl :=
{
jℎl | j ∈ �ℎl

}
, �ℎl := J0, ℎ−1

;1
− 1K × ... × J0, ℎ−1

;3
− 1K ⊂ N3 , (11)

where:

ℎl := (ℎ;1 , ..., ℎ;3 ) ∈ R3 , ℎ;8 = 2−;8 for ;8 ∈ N (12)

is called the grid discretization and corresponds to the cell grid width.

The number of component grids is given by:

|L= | := Card(L=) =
3−1∑
8=0

(
= + 3 − 2 − 8

3 − 1

)
= $

(
| log ℎ= |3−1

)
, (13)

where
( 8
9

)
, for 8 ≥ 9 integers, is the binomial coefficient defined as:(

8

9

)
:=

8!
9!(8 − 9)! . (14)

Let us also consider a regular isotropic grid, named Cartesian grid or full grid, corresponding
to a component grid of level n = = · 1 with uniform discretization ℎ= for any direction:

Definition 0.0.3 (Cartesian grid) The Cartesian grid, denoted Ω(∞)
ℎ=

, is defined by:

Ω
(∞)
ℎ=

:=
{
jℎ= | j ∈ �ℎ=

}
⊂ Ω, �ℎ= := J0, ℎ−1

= − 1K3 ⊂ N3 , (15)

where ℎ= = 2−= is the Cartesian grid discretization.

The terminology sparse grid refers to the grid constituted of all the component grid nodes and
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is defined by:

Ω
(1)
ℎ=

:=
⋃
l∈L=

Ωℎl (16)

An illustration of the different grids is provided in figure 1.

Cartesian grid Component grid of level Set of all component grid nodes:
Sparse grid

Figure 1. Representation of the Cartesian grid, a component grid and the sparse grid related
to = = 5.

Let us now define discrete operators on the grids introduced in the previous section. Let ∇ℎl
and Δℎl be the discrete second order finite difference operators defined on the component grid
Ωℎl by:

ΔℎlD :=
3∑
8=1
X+8,ℎ;8

X−8,ℎ;8
D, ∇ℎlD :=

(
X0
8,ℎ;:

D

)
8=1,...,3

, (17)

X−
8,ℎ;:

, X+
8,ℎ;8

are left-sided, right-sided differences and X0
8,ℎ;8

is the centered difference:

X+8,ℎ;8
D(jℎl) :=

D((j + e8)ℎl) − D(jℎl)
ℎ;8

, X−8,ℎ;8
D(jℎl) :=

D(jℎl) − D((j − e8)ℎl)
ℎ;8

, (18)

X0
8,ℎ;8
D(jℎl) :=

D((j + e8)ℎl) − D((j − e8)ℎl)
2ℎ;8

, (19)

for j ∈ �ℎl and where e8 ∈ N3 is the index whose value is 1 along the 8Cℎ coordinate and 0
elsewhere. The definition may be extended to the Cartesian grid by setting ℎl = (ℎ=, ..., ℎ=).

Let D be a function, Dℎl an approximation of the function of the component grid Ωℎl , and
(Dℎl;j)j∈�ℎl the sequence of the approximations on the component grid nodes. The Discrete
Fourier Transform (DFT) of this sequence is defined for m ∈ �ℎl by:

Fm(Dℎl) =
∑
j∈�ℎl

Dℎl;j4
−2c8mjℎl , (20)
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where the notation mjℎl stands for:

mjℎl =
3∑
8=1

<8 98ℎ;8 .

Nomenclature
Symbols and conventions

3 ∈ N∗: dimension of the problem.
l ∈ N3 (sometimes k): index level referring to the grid discretization ℎl.
j ∈ N3 (sometimes i): spatial index associated to a grid (e.g. index of a grid node).
ΩG ⊂ R3: 3-dimensional spatial domain, ΩE ⊂ R3: 3-dimensional velocity domain.
= ∈ N∗: integer related to the maximum discretization of ΩG in each direction.
# ∈ N∗: number of numerical particles.
ℎ= = 2−= ∈ R∗+: grid discretization, note that | log ℎ= | = = log 2.

Table 1. Meaning and definition of math symbols.
symbol designation definition
L= set of component indices (10)
Ωℎl ,Ω

(∞)
ℎ=

component grid of level l, full grid (11),(15)
�ℎl , �ℎ= set of component grid indices, full grid indices (11),(15)
ℎl grid discretization of level l (width of grid cells) (12)
Sℎl shape function used for charge density accumulation (2.22)
d̂ℎl statistical estimator of charge density (2.30)
V(D̂ℎ) particle sampling error of the estimator D̂ℎ (2.32)
Bias(D̂ℎ) grid-based error of the estimator D̂ℎ (2.32)
,ℎl basis function used for interpolation (2.1)
d̂2
ℎ=
, Ê2ℎ= ,... sparse grid reconstruction of d,E,... (2.11)

I+ℎl ,I+ (∞)ℎ=

,... linear interpolation onto the space +ℎl , +
(∞)
ℎ=

,... (2.10)
Fm(Dℎ; ) discrete Fourier transform of Dℎ; (20)
Δℎl volume of the component grid (Ωℎl) cells (5.24)
%2 mean number of particles per cell (6.1),(6.2)

Physical quantity

5B : ΩG ×ΩE × R+ → R+: distribution of particles of species B.
d : ΩG × R+ → R+: charge density.
E : ΩG × R+ → R3: electric field.
B : ΩG × R+ → R3: magnetic field.
Φ : ΩG × R+ → R: electric potential.
J : ΩG × R+ → R3: charge current.
n0 ∈ R∗+: vacuum permittivity.
<B, )B ∈ R∗+: mass and temperature of particle species B.
@B, =B: charge, and density of particle species B.
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Table 2. PIC scheme abbreviations and significations.

Abbreviations Time
discretization Grid for... Sorting

of particles
Basis for

combination
Field

resolution
Density/ current
accumulation

PIC-Std,
Ex-PIC-Std explicit Ω

(∞)
ℎ=

Ω
(∞)
ℎ=

PIC-SStd explicit Ω
(∞)
ℎ=

Ω
(∞)
ℎ=

yes
PIC-UStd explicit Ω

(∞)
ℎ=

Ω
(∞)
ℎ=

no
PIC-Sg,PIC-NSg
Ex-PIC-Sg explicit

(
Ωℎl

)
l∈L=

(
Ωℎl

)
l∈L= no nodal

PIC-Hg explicit Ω
(∞)
ℎ=

(
Ωℎl

)
l∈L= no nodal

PIC-HSg explicit
(
Ωℎl

)
l∈L=

(
Ωℎl

)
l∈L= no hierachical

PIC-OHg explicit Ω
ℎ
(∞)
=

(
Ωℎl

)
l∈L=+X= no nodal

PIC-ESg explicit Ωℎl+X=
(
Ωℎl

)
l∈L= no nodal

Imp-PIC-Std implicit Ω
(∞)
ℎ=

Ω
(∞)
ℎ=

no nodal
Imp-PIC-Sg implicit

(
Ωℎl

)
l∈L=

(
Ωℎl

)
l∈L= no nodal

Imp-PIC-Hg implicit
(
Ωℎl

)
l∈L= Ω

(∞)
ℎ=

no nodal

_� =
√
Y0)4/@4=4 ∈ R+: Debye length.

l? =
√
@4=4/<4Y0 ∈ R+: plasma period.

Acronyms and abbreviations

PIC: Particle-In-Cell
B: Bytes
HPC: High performance Computing
CPU: Central Processing Unit
GPU: Graphics Processing Unit
GPGPU: General-Purpose computing on Graphics Processing Units
ECSIM: Energy-Conserving Semi-Implicit Method
(Push): Evolution of particle (step of PIC scheme)
(F.Inter): Field interpolation (step of PIC scheme)
(Proj): Charge density accumulation (step of PIC scheme)
(Pois): Resolution of Poisson equation (step of PIC scheme)
(Comb): Sparse grid combination to reconstruct the solution (step of PIC scheme)
(Diff): Differentiation of the electric potential (step of PIC scheme)



Chapter 1

Introduction

"Recently, a powerful new method for both types of
investigation a has become possible through the advent of
modern high-speed computers. This is the method of computer
simulation or computer modeling."

a[the experimental techniques in which one disturbs the system in
some controlled manner and observes its behavior, and the theoreti-
cal approach in which one uses analytical mathematical techniques
to determine the behavior consistent with well-established physical
laws]

John M. Dawson, Particle simulation of plasmas, 1983.

Traditionally, physical complex systems have been studied with two well-known techniques:
experimental techniques and mathematical analysis techniques. Most of the major advances in
physics have been achieved thanks to the combination of both techniques. Nonetheless, there
exists a large number of problems that cannot be overcomewith any of thesemethods. Indeed, for
various physical problems, experiments are difficult or even impossible to carry out and the large
number of degrees of freedom of the problem makes analytical techniques impractical. In that
scope, the emergence of computer simulations has made possible the study and understanding
of a large variety of problems.

Computer simulations can be used to achieve results of practical interest, such as determining
the performance of a fusion reactor, predicting theweather or study the strength of amanufactured
material. It can also be used to better understand the physical laws of nature and some of its
behaviors. The first step of a computer simulation method is to construct a numerical model of
the system of interest. From this model, numerical experiments, in which the initial conditions
are evolved according to the laws of the model, are conducted on a computer. Finally, the results
of the numerical experiments can be compared to theoretical predictions based on simplified
models, to experimental results or to observations of natural phenomena.

At the beginning of computer simulations, the experiments were restricted to problems of
small sizes and performed on a few range of high performance computers. But with the massive
increase of developments in the computer engineering area during the last decades, more and
more complex problems have become achievable on high performance computers, as well as
regular computers.

Particle models are among the most successful models for the simulation of plasmas at
the core of this work. These models are based on the evolution of a large number of charged
particles, which can be electrons, ions or others, in a self-consistent electromagnetic field. The
main limitation of particle methods comes from the large number of particles to be considered.

17
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Indeed, for most range of applications, the number of particles in plasmas largely exceeds the
computational resources, even for world class supercomputers. Taking the example of plasma
fusion application, the plasmas density considered is about 1020 particles per cubic meter for
a tokamak of about 102 cubic meters, corresponding to a total of 1022 particles. The current∗
most powerful supercomputer has a storage of about 1000PB, that is to say it can store the
three-dimensional positions of roughly 1016 particles. For this reason, less detailed descriptions
of the plasma are favored for computer simulations and alternative numerical model had to be
conceived.

Contents
1.1 Plasma physics background . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2 Mathematical model: Vlasov-Maxwell/Poisson systems . . . . . . . . . . 20
1.3 Particle-In-Cell method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.3.1 Numerical approximation of the particle distribution . . . . . . . . . 23
1.3.2 Depiction of the explicit scheme . . . . . . . . . . . . . . . . . . . . 24
1.3.3 Update of the particles: method of characteristics . . . . . . . . . . . 24
1.3.4 Charge density accumulation . . . . . . . . . . . . . . . . . . . . . . 26
1.3.5 Computation of the electric field and interpolation . . . . . . . . . . 27

1.4 Computer science and High-Performance-Computing (HPC) background 28
1.4.1 Parallelization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

1.5 State of the art, motivation and main contributions . . . . . . . . . . . . . 30
1.5.1 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.5.2 Objectives and plan . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.5.3 Main contributions: answers to the questions . . . . . . . . . . . . . 35

1.1 Plasma physics background

"It has often been said that 99% of the matter in the universe
is in the plasma state; that is, in the form of an electrified gas
with the atoms dissociated into positive ions and negative
electrons. On the other hand, in our everyday lives encounters
with plasmas are limited to a few examples: the flash of a
lightning bolt, the soft glow of the Aurora Borealis, the
conducting gas inside a fluorescent tube or neon sign, and the
slight amount of ionization in a rocket exhaust. It would seem
that we live in the 1% of the universe in which plasmas do not
occur naturally."

F.F. Chen, Introduction to plasma physics and controlled
fusion, 1984.

When an atom or a molecule looses or gains an electron, it acquires a negative or positive
charge and becomes an ion. This process is called ionization and is at the origin of the creation
of a plasma. Nonetheless, any ionized gas is not necessarily called a plasma since there is always

∗from the Top500 ranking in November 2022. https://www.top500.org/
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a small degree of ionization in every gases. A plasma is different from regular ionized gas in
that the particles should have collective behaviors. Let us consider the definition of a plasma
introduced in [28].

Definition 1.1.1 (plasma) A plasma is a quasineutral gas of charged (ions, electrons, etc.) and
neutral particles which exhibits collective behavior.

In a plasma, the distribution of charged particles and their motion create local concentrations
of positive of negative charges, as well as currents. These local concentrations of charges and
currents give rise to electric andmagnetic fields which affect the motion of the particles in a large
range of action. It results that the effects of charged particles on other particles are not restricted
to local Coulomb interactions, but can occur for particles at large distances from each others.
This long-ranged Coulomb force is the cause of the particle motion complexity in plasmas
and make the understanding of their behaviors difficult. It is particularly true for the so-called
collisionless plasmas in which long-range electromagnetic forces are so much larger than the
forces due to ordinary local collisions that the latter can be neglected. In this manuscript, we
have concentrated our efforts on collisionless plasma.

"Fusion energy could one day be a transformative energy
source, because it will be clean, cheap, and nearly unlimited,
with sea water supplying its basic fuel. A whole-device
computer model can offer insights about the plasma processes
that go on in the fusion device and predictions regarding the
performance and optimizations of next-step experimental
facilities."

A. Bhattacharjee, 2019.

The interest in plasma physics has significantly increased since the early 50’s, when it was
first propose to control the hydrogen bomb fusion reaction to create a reactor and produce energy.
The process of fusing atomic nuclei by using high temperatures to bring them closer is called
thermonuclear fusion. There exists two kind of thermonuclear fusion: uncontrolled fusion in
which the energy released by the reaction is uncontrolled (e.g. thermonuclear weapons such as
hydrogen bombs or the fusion in most stars); and controlled fusion in which the reaction takes
place in a regulated environment and the energy released is controlled and can be harnessed (e.g.
thermonuclear reactor). The principal and most accessible reaction is to fuse deuterium (D) and
tritium (T) atoms, which are isotopes of hydrogen, to produce a helium atom and a neutron as
follow:

� + ) → 4�4 + = + 17.6 "4+. (1.1)
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1.2 Mathematical model: Vlasov-Maxwell/Poisson systems

"The sciences do not try to explain, they hardly even try to
interpret, they mainly make models. By a model is meant a
mathematical construct which, with the addition of certain
verbal interpretations, describes observed phenomena. The
justification of such a mathematical construct is solely and
precisely that it is expected to work."

J. Von Neumann, Method in the Physical Sciences, 1955.

As mentioned in the preceding lines, the description of a plasma based on the individual
representations of each particle is in most applications impractical for computer simulations.
Therefore, a different representation of the plasma shall be used to construct a numerical
model on which numerical experiments can be performed. Usually, this is done by considering
approximations leading to a less detailed descriptions of the plasma. Among the several plasma
models existing, two are mostly used: the fluid description and the kinetic description.

The kinetic description is the second most fundamental way of representing a plasma, after
the individual particle representation. It consists in considering a particle distribution function
which takes its arguments in the phase space (made of positions and velocities of particles) and in
time. The kinetic model is obtained by considering the Vlasov equation for the evolution of the
particle distribution coupled to Maxwell’s equations driving the changes in the electromagnetic
field created by charge and current densities produced by the particles.

In fluid models, the description of the plasma is rather based on equations driving the
evolution of macroscopic quantities (velocity moments of the distribution such as density, mean
velocity, and mean energy) which are obtained from the moments of the Vlasov equation. The
motivation is to reduce the complexity compared to the kinetic approach, macroscopic quantities
being functions of only space and time variables.

The set of equation being of our concern in kinetic models is the Vlasov-Maxwell system.
Let 5B be a function attached to the distribution of the species B. These species could be for
examples ions, electrons, negative ions, etc. The distribution of particles takes its arguments in
the phase space and the time domain. It maps towards the real domain: 5B : ΩG ×ΩE ×R+ → R+.
The phase space consists of a 3-dimensional spatial domain ΩG ⊂ R3 for the positions of the
particles and a 3-dimenisonal velocity domain ΩE ⊂ R3 for the velocity of the particles. The
Vlasov equation describes the evolution of charged particles in an electromagnetic field which
can either be self-consistent, that is to say, generated by the particles themselves, externally
applied, or both. Assuming non-relativistic, non-collisional particles, the Vlasov equation falls
to:

m 5B

mC
+ v · ∇x 5B +

@B

<B

(E + v × B) · ∇vm 5B = 0, (1.2)

where we introduce the notation (∇x 5 )8 = m 5

mG8
, (∇v 5 )8 = m 5

mE8
, for 8 ∈ {1, ..., 3}. In the above

relation @B, <B respectively states for the charge, mass of the particle of species B, E the electric
field, B the magnetic field. The latters are decomposed into self-consistents fields, i.e. generated
by the particles and external fields:

E := EB4; 5 + E4GC , (1.3)
B := BB4; 5 + B4GC . (1.4)

From the particle distribution function 5B, one can define the particle density =B related to the



1.2. MATHEMATICAL MODEL: VLASOV-MAXWELL/POISSON SYSTEMS 21

species, the electrical charge and current densities d, J:

=B =

∫
ΩE

5 (x, v, C)3v, (1.5)

d =
∑
B

@B=B, (1.6)

J =
∑
B

@B

∫
ΩE

5 (x, v, C)v3v (1.7)

The self consistent electric and magnetic fields are generated by the particles from the electrical
charge and current density according to Maxwell’s equations:

1
22
mEB4; 5
mC

− ∇ × BB4; 5 = −`0J, (1.8)

mBB4; 5
mC

+ ∇ × EB4; 5 = 0, (1.9)

∇ · EB4; 5 =
d

Y0
, (1.10)

∇ · BB4; 5 = 0, (1.11)

where 2 is the speed of light, `0 the vacuum permeability and Y0 the vacuum permittivity with
`0Y02

2 = 1. TheMaxwell system consists of theMaxwell-Ampère (1.8),Maxwell-Faraday (1.9),
Maxwell-Gauss (1.10), Maxwell-Thompson (1.11) equations. Initial and boundary conditions
are needed in addition to fully determine the solution of the system.

The electrostatic regime is recovered from the Maxwell system when the magnetic field
vanishes. The equations reduce then to:

1
22
mEB4; 5
mC

= `0J, (1.12)

∇ × EB4; 5 = 0, (1.13)

∇ · EB4; 5 =
d

Y0
. (1.14)

Equation (1.12) and (1.14) are equivalent as soon as the continuity equation is satisfied. This
equation writes:

md

mC
+ ∇ · J = 0. (1.15)

The continuity equation is actually an outcome of the Vlasov equation. It is indeed obtained as
the moment of zero order of the Vlasov equation:

md

mC
+ ∇ · J =

∫
ΩE

(∑
B

m 5B

mC
+ v · ∇x 5B +

@B

<B

(E + v × B) · ∇vm 5B

)
3v. (1.16)

Finally it is immediate to verify that if E derives from the gradient of a potential, equation (1.13)
holds true. Therefore, in the electrostatic regime the electric field can equally be computed
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thanks to: 
−
mEB4; 5
mC

=
1
Y0
∇ · J, ∇ × EB4; 5 = 0,

or
−ΔΦB4; 5 =

d

Y0
, EB4; 5 = −∇ΦB4; 5 ,

(1.17)

The last equation is the so-called Poisson equation. Note that the electrostatic regime may also
prevail for non vanishing magnetic fields [46]. The system of Vlasov-Poisson is then:

m 5B

mC
+ v · ∇x 5B +

@B

<B

(E + v × B4GC) · ∇v 5B = 0,

−ΔΦB4; 5 =
d

Y0
, EB4; 5 = −∇ΦB4; 5 ,

(1.18)

with adequate boundary conditions. Note that for this system, the electrical charge current J is
no longer necessary to be computed. In the following of the manuscript the subscripts for the
self-consistent and exterior fields are omitted.

Proposition 1.2.1 (Conservation properties) TheVlasov-Poisson system (1.18) verifies the fol-
lowing conservation properties:

• Conservation of momentum:

3

3C

(∑
B

∫∫
ΩG×ΩE

v 5B (x, v, C)3x3v
)
= 0. (1.19)

• Conservation of !? norms, ? ∈ J1,∞K:

3

3C

(∑
B

∫∫
ΩG×ΩE

5B (x, v, C)?3x3v
)
= 0. (1.20)

• Conservation of energy:

3

3C

(∑
B

1
2

∫∫
ΩG×ΩE

< |v|2 5B (x, v, C)3x3v + Y0
2

∫
ΩG

|E|23x
)
= 0. (1.21)

1.3 Particle-In-Cell method
Particle-In-Cell (PIC) discretizations have been for years among the most used numerical meth-
ods in the simulation of kinetic plasmas [42, 15, 70, 102] and are still topical [47, 59, 55, 94].
The method consists in a coupling between a Lagrangian method for the Vlasov equation, based
on the integration of numerical particle trajectories, and a mesh-based discretization of Poisson’s
equation (or Maxwell’s system) for the computation of the self-consistent field. It results in a
tightly coupled non-linear system whose solutions are proven to be challenging to determine.
The specificity of PIC methods is the mixed discretization, made of both an Eulerian grid for
the moments of the particle distribution and fields, in conjunction with individual Lagrangian
particles discretizing the continuous phase space.

The principle of the methods is to represent the particle distribution function by a collection
of numerical particles (macro-particles). The method is different from the individual particle
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description of a plasma in that here a macro-particle represents a heap of physical particles. The
numerical particles are advanced in time by solving the equations of motion, obtained from the
Vlasov equation, with the electromagnetic field provided by Maxwell’s equations.

Originally, and still in a large range of applications, PIC implementations are based on an
explicit discretization (in time) of the Vlasov equation. In explicit formulations, the non-linear
coupling between the particles and the self-consistent fields (generated by the particles) is broken
downwithin a time step. Explicit time integrating benefits from simplicity of implementation, as
well as a poor computational cost for one iteration. Nonetheless, explicit approaches suffer from
temporal stability constraints imposing a limit on the time-step discretization, forcing the user to
resolve the fastest wave described by the set of equations. The stability constraint in explicit PIC
schemes is a well-known problem and has been extensively studied [70, 18]. In addition, these
approaches usually feature spatial stability constraints, manifested by numerical instabilities
called aliasing or finite grid instability [82, 72] occurring when the grid discretization (grid cell
size) is equal or superior to the local Debye length of the plasma. Therefore, the application of
explicit approaches to multidimensional problems, especially for three dimensional geometries,
can be very computationally demanding and cumbersome.

In response to these issues, implicit formulations of PIC schemes have emerged and received
a lot of attention, particularly thanks to their stability properties. A more detailed introduction
of implicit methods is presented in chapter 5 of this manuscript.

An extensive literature on the PIC methods is available, including the fundamental, physics
oriented works from Birdsall, Langdon [18] and Hockney, Eastwood [71]. The mathematics
community has also been interested for years in the study of the PIC methods with, among
others, the works from Cottet, Raviard [38, 39].

1.3.1 Numerical approximation of the particle distribution
The distribution of particles is represented by a collection of macro-particles. A macro-particle,
also called numerical particle, refers to a heap of physical particles of the same species (electrons,
ions, etc.). Let #B denotes the number of macro-particles attached to the species B. The positions
and velocities of a particle are denoted (x?, v?), ? = 1, ..., #B being the index of the particles.
We assume that all the numerical particles of one species have the same weight, defined by the
ratio of physical particles (=B) per numerical particle (#B):

l? =

∫
ΩG
=B3x
#B

, ∀? = 1, ..., #B, (1.22)

and the same charge and mass:

@? = @Bl?, <? = <Bl?, ∀? = 1, ..., #B . (1.23)

The principle of the numerical approximation is to discretize the distribution of particles
function with a sum of Dirac distribution centered at the positions and velocities of the macro-
particles, according to the relation:

5#B (x, v, C) =
#B∑
?=1
l?X(x − x? (C))X(v − v? (C)), (1.24)

In the remaining of the chapter, we assume one specific type of particle, and omit the subscript
B.
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1.3.2 Depiction of the explicit scheme
Traditionally, the explicit Particle-In-Cell scheme consists of four steps repeated at each time
iteration: charge density accumulation, computation of the electric field, interpolation of the
electric field and update of particle positions and velocities.

First, the particle population is initialized according to the initial distribution function
5 (x, v, C = 0). Then, at each time iteration, the charge density is approximated onto a grid
Ωℎ (usually the full grid defined in equation (15)); an approximation of the electric field is
computed on the grid from the charge density with mesh-based numerical methods; the electric
field is interpolated at the particle positions; and the particle population is updated by integrating
Newton’s laws. The scheme is summarized in algorithm 1 and illustrated on figure 1.1. The
steps introduced here will be detailed in the following.

Algorithm 1 PIC scheme

Require: Particle positions and velocities (x?, v?), time step ΔC, external magnetic field B, grid
Ωℎ.
for each time step :ΔC do

Accumulate the charge density onto the grid.
Compute the electric field from the charge density on the grid according to:

E = −∇ℎΦ, −Y0ΔℎΦ = d. (1.25)

Interpolate the electric field from the grid to the phase space at the particle positions.
Update the particle velocities and positions according to:

3x?
3C

= v?,
3v?
3C

=
@B

<B

(E + v? × B) |x=x? . (1.26)

end for

1.3.3 Update of the particles: method of characteristics
The principle is to transform the Vlasov equation, which is a partial differential equation with
respect to variables x, v, C ∈ ΩG×ΩE×R+, into an ordinary differential equation. Let us introduce
the functions X : R→ R3 , V : R→ R3 so that the Vlasov equation can be recovered according
to the relation:

3

3C
5 (X(C),V(C), C) = 3

3C
X(C) · ∇x 5 (X(C),V(C), C) +

3

3C
V(C) · ∇v 5 (X(C),V(C), C)

+ m
mC
5 (X(C),V(C), C),

where the notations ∇x and ∇v stand for the gradients with derivatives related to the space or the
velocity domain. Therefore, the solutions of the Vlasov equation can be obtained by resolving
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2) charge density accumulation

3) computation of electric field4) interpolation of electric field

1) advance of particles

Figure 1.1. Schematic depiction of a uni-dimensional explicit PIC scheme: time C − ΔC to C.

the following system of ordinary differential equations:

3

3B
X(B) = V(B) (1.27)

3

3B
V(B) = @

<
(E(X(B), B) + V(B) × B(X(B), B). (1.28)

Vlasov equation yields the crucial result that if a distribution function 5 is a solution of the
Vlasov–Poisson system, then 5 is constant along the characteristics of the Vlasov equation
because 3

3C
5 (X(C),V(C), C) = 0. Then in order to follow the evolution of the particle, i.e. the

distribution function 5 in time, one has to follow the characteristics and resolve the system
(1.27)-(1.28), which can be discretized, for a vanishing magnetic field in an electrostatic regime,
e.g. with a Euler explicit scheme:{

X:+1 = X: + ΔCV: ,

V:+1 = V: + @

<
ΔCE: (X: ), (1.29)

or a leap frog scheme: 
V:+ 1

2 = V: + @

<
ΔC
2 E

: (X: ),
X:+1 = X: + ΔCV:+ 1

2 ,

V:+1 = V:+ 1
2 + @

<
ΔC
2 E

:+1(X:+1),
(1.30)

or Runge-Kutta schemes, etc. The Euler explicit scheme is a first order method, that is to say the
error scales with $ (ΔC) whereas the leap frog scheme is a second order method and the error
scales with $

(
ΔC2

)
. In the following of this manuscript the leap frog scheme is considered for

explicit schemes. The stability of the scheme is studied with the Von Neumann analysis, i.e. by
linearizing the equation and using Fourier analysis. The linear dispersion relation of the leap
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frog for a cold plasma with no drift [71, 18] leads to:(
ΔC

2

)2
l2
? = sin2

(
l
ΔC

2

)
, (1.31)

where l? =
√
@4=0/<4Y0 is the plasma period. For l?ΔC > 2, the dispersion relation of the

leap frog algorithm cannot be satisfied in the real axis, as the sin function amplitude cannot
exceed 1. The resulting solutions for l are complex conjugate, with one giving rise to an
unphysical growth of the solution amplitude, characteristic of numerical instabilities. The
stability constraint associated to the leap frog scheme is therefore:

ΔC <
2
l?
. (1.32)

1.3.4 Charge density accumulation
In this manuscript, this step is equivalently referred to as the charge density accumulation or
projection. Themethod is introduced here for the Cartesian grid of level = ∈ N∗ (with an uniform
discretization ℎ= = 2−=). It will be extended to the more general framework of the component
grids in the sequel.

Considering only one type of particle, the approximation of the distribution function defined
in equation (1.24) yields the following approximation of the charge density:

d# (x, C) = @
∫
ΩE

5# (x, v, C)3v = @
#∑
?=1
l?X(x − x? (C))

∫
ΩE

X(v − v? (C))3v

=

#∑
?=1
@?X(x − x? (C)). (1.33)

As a sum of Dirac distributions, the charge density is a positive distribution and thus it can
be identified as a Radon measure, i.e. a linear form on the space of continuous functions with
compact support �0

2 (ΩG × R∗+). The idea to approximate the density is to substitute the Dirac
distribution, which is numerically impractical, by a continuous function with compact support.

Let us consider, as an ersatz of the Dirac distribution, a 3-dimensional shape function based
on the Cartesian grid discretization, denoted Sℎ= , which is constructed by tensor products of
one dimensional hat functions:

Sℎ= (x) :=

(
3⊗
8=1
Sℎ=

)
(x), Sℎ= (G) := ℎ−1

= ,

(
ℎ−1
= G

)
, , (G) = max (1 − |G | , 0) . (1.34)

Let S̄ℎ= : ΩG ×ΩG → R be defined by:

S̄ℎ= (x, y) = Sℎ= (x − y). (1.35)

Then, for all x ∈ ΩG , S̄ℎ= (x, ·) is a continuous function with compact support so that we can
define an approximation of the electrical charge density, denoted dℎ=,# , by the relation:

dℎ=,# (x) := 〈d# , S̄ℎ= (x, ·)〉 =
#∑
?=1
@?Sℎ= (x − x? (C)). (1.36)
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Following a Monte-Carlo approach like in [99], the charge density approximation can al-
ternatively be derived as a statistical estimator of the density. This Monte-Carlo approach is
investigated for the accumulation on the component grids later in the manuscript. The local error
between the density and its approximation can be recast into a grid-based error and a particle
sampling error:

dℎ=,# − d = (dℎ=,# − E(dℎ=,# ))︸                  ︷︷                  ︸
V(dℎ=,# )

+ (E(dℎ=,# ) − d)︸             ︷︷             ︸
Bias(dℎ=,# )

, (1.37)

where the square root variance of the particle sampling error and the grid-based error are given
by:

V(dℎ=,# )
1
2 =

(
2
3

) 3
2
(
Qd
#ℎ3=

) 1
2

+$
(
#−

1
2

)
, Bias(dℎ=,# ) =

ℎ2
=

12

(
3∑
8=1

m2
8 d

)
+$

(
ℎ4
=

)
, (1.38)

Q =
∫
ΩG
@=(x)3x being the total charge of the system. The convergence of the estimator, i.e.

the bias and the variance, requires respectively:

lim
=→+∞

ℎ= = 0, lim
=,#→+∞

#ℎ3= = +∞. (1.39)

Therefore an extremely large number of particles # is necessary in order to achieve a low
statistical error when refining the mesh size. In practice, the statistical noise is generally the
most detrimental component of the error to the precision of the numerical approximation. In
order to control the amount of statistical noise in the simulation, we refer to %2, the average
number of particles per cell. The number of numerical particles is provided by:

# = %2ℎ
−3
= , (1.40)

setting a mean number of particle per cell in the simulation.

1.3.5 Computation of the electric field and interpolation
From the approximation of the charge density on the mesh introduced in the previous section, the
electric field can be computed using mesh based methods such as finite differences (FD), finite
element methods (FEM), or fast Fourier transform (FFT). In this manuscript, a finite difference
approach is considered. Discretizing the Poisson equation with the finite difference discrete
operators (introduced in equation (17)):

−Y0Δℎ=Φℎ= = dℎ=,# , (1.41)

an approximation of the electric potential, denotedΦℎ= is obtained by solving a linear system of
size 2=3 × 2=3 . The electric field is obtained by applying the gradient finite difference operator
to the electric potential:

Eℎ= = −∇ℎ=Φℎ= . (1.42)

Finally, the electric field is interpolated at the particle positions according to:

E(x? (C)) = Iℎ=Eℎ= (x? (C)), (1.43)
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where Iℎ= is an interpolation operator based on the Cartesian grid discretization, ℎ=; an example
of interpolation operator is given later in the manuscript.

1.4 Computer science andHigh-Performance-Computing (HPC)
background

"A computing system is a (usually highly composite) device,
which can carry out instructions to perform calculations of a
considerable order of complexity—e.g. to solve a non-linear
partial differential equation in 2 or 3 independent variables
numerically."

J. Von Neumann, First Draft of a Report on the EDVAC, 1945.

Traditionally, computer science consists in the elaboration of algorithms executed in a serial
stream of instructions, meaning that only one instruction is executed at a time. Since the early
days of computer science, computing systems have been specifically designed to perform these
kind of computations, following the well-known von Neumann model. In 1945, von Neumann
[111] prescribed the architecture of one of the first stored-program computers, EDVAC. Since
that time, most of the computers developed have followed its structure, which include:

• a Central Arithmetical (CA) part performing the elementary operations and a Central
Control (CC) organizing the proper sequencing of the operations. These two components
are nowadays more commonly known as Central Processing Unit (CPU).

• a Memory (M) that store the data and instructions.
• an outside recording medium (R), which is an external storage of the device.
• an organ that transfer information from R to its specific parts (CA,CC,M), which is called
Input (I), and reciprocally one for transfers from CA,CC,M to R, called Output(O).

At the beginning of computing systems, the performance of the applications used to be most
of the time dependent of the CPU speed (i.e. compute-bound). This is mostly due to the simple
path between data and the low frequency of the processors. The frequency of a processor, or
clock rate, is the frequency at which the clock generator of a process can generate pulses. It is
often use to measure the speed of a processing unit.

Definition 1.4.1 (Compute-bound, memory-bound) A program is said to be compute-bound
when the performance, with respect to the runtime, is limited by the calculations and the speed
of the central processor. On the opposite, a program is said to be memory-bound when the
performance is limited by the number and the nature of memory accesses, that is when the
runtime is dominated by the time required to move data.

For years, computer performances have been enhanced by increasing the processors’ fre-
quency. An increase in frequency decreases runtime for all compute-bound programs. For
instance, the first generation of computers has processor’s frequency in range of hertz or kilo-
hertz while nowadays it is measured in gigahertz. The increase of processors’ frequency has
ceased in May 2004, when Intel has canceled the development of their last microprocessor Tejas
who was expected to achieve a clock rate range of 7-10 GHz. The project was abandoned due
to power consumption and overheating issues. This event marks the end of the paradigm of
frequency scaling and the emergence of multi-core processors, which are processor containing
multiple cores that are independent and can access the same memory concurrently. With the
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appearance of such architectures and, to fully profit from their potential, parallel computing has
emerged and has quickly become predominant in computer science.

As a result of the huge developments made for years on the efficiency of processors (e.g.
by increasing their frequency or their number of instructions per clock) and the emergence of
supercomputers, modern computers are most of the time limited by the memory bandwidth
(data availability). Therefore, limiting the number of memory accesses and optimizing each
of them is the key to achieve high performance on modern computers. In order to limit the
number of memory accesses, a lot of strategies have been conceived, based on data buffering,
memory pre-fetching, branch predictors, etc. All modern computers are conceived to apply
these strategies and include different levels of cache memory (L1, L2, L3, etc.) to increase the
data availability.

Definition 1.4.2 (Cache-memory) A cache is a hardware memory component associated to a
computer CPU that reduces the average cost to access data from the main memory. Specifically,
a cache stores data that can be required at future requests of the CPU so that it can access to
it faster. The data stored results either from an earlier computation or from a copy of data. A
cache memory is smaller, faster and closer to a processor core than the main memory.

1.4.1 Parallelization
"Parallel computing is a type of computation in which many
calculations or the execution of processes are carried out
simultaneously."

A. Gottlieb, G.S.Almasi, Highly Parallel Computing, 1989.

The idea of parallel computing has emerged to overcome the limitations of classical computer
science and has followed the development of multi-core processor architectures.

"I do not think people have a good understanding yet of
parallelism and what it is going to buy us. We have to develop
ways of thinking about parallelism and languages for
expressing parallel algorithms. There will be major activity in
that area for 5 or 10 years to develop the science base that’s
needed to exploit it."

J. Hopcroft, An interview with the 1986 A.M. Turing Award
recipients, 1987.

There exist multiple types of these architectures whose differences are based on the man-
agement of data and more specifically the organization of the mass (global) memory, the main
classes being distributed memory architectures and shared memory architectures. Distributed
memory systems are multiprocessor computer systems in which the processors have different
private global memories. Shared memory systems are multiprocessor computer system in which
all the processors can access the same (global) memory concurrently. With multi-core proces-
sors, the management of the data become more critical and nowadays a lot of applications are
memory-bound. Therefore, a particular attention shall be paid to the efficiency of the memory
transfers. The two most important notions to estimate the efficiency of a memory transfer are the
bandwidth and latency. Though they are often confused with each other, they do not measure
the same quantity.



1.5. STATE OF THE ART, MOTIVATION AND MAIN CONTRIBUTIONS 30

Definition 1.4.3 (Bandwidth) Bandwidth is the maximum amount of data you can manage in
one memory transfer. It is measured in bytes per second [B/s].

Definition 1.4.4 (Latency) Latency is the amount of time it takes for data to reach a remote
location and return to you. It measures the delay of memory transfers and is measured in second
[s].

Shared memory architectures are multiprocessors sharing a global memory: all processors
have access to the same memory. The communications between the tasks executed on different
processors are made by writing to and reading from the global memory. The coordinations and
synchronizations between the processors is also performed via the global memory. The main
advantage of shared memory architectures is the fast access to the data for all the processes,
the latency is significantly reduced for these architectures in comparison to distributed memory
architectures. Shared memory systems are various and many types exist such as:

• Uniform Memory Access (UMA) in which all the processors share the physical memory
uniformly. That is to say each processor access memory with the same time, i.e. the
latency is equal for all the processors.

• Non-Uniform Memory Access (NUMA) in which the memory access time depends on
the memory location relative to a processor. For NUMA architectures the notion of data
locality is crucial: a processor can access its own local memory faster than non-local
memory (memory local to another processor or memory shared between processors), i.e.
the latency is different between the processors.

1.5 State of the art, motivation and main contributions
1.5.1 State of the art
PIC method is one of the most broadly used numerical methods in the simulation of plasmas.
A lot of efficient implementations in various plasma areas have been developed to perform
numerical experiments. Some examples of popular implementations are provided:

• PICSAR (PArticle-In-Cell Scalable Application Ressource) [110].
website: https://picsar.net/

• PIC-Vert: a Particle-in-Cell implementation for multi-core architectures [8].
• SMILEI (Simulating Matter Irradiated by Light at Extreme Intensities) [81, 52].
website: https://smileipic.github.io/Smilei/

• TRISTAN (TRIdimensional STANford code) [86], par-T (PARallel Tristan).
website: https://ntoles.github.io/tristan-mp-pitp/

• etc.

The popularity of PIC methods is explained by their simplicity, ease of parallelization and
robustness. Nonetheless, PIC schemes still contain a significant weakness: the statistical error
originating from the sampling of the distribution function by a limited number of numerical
particles. This numerical noise decreases slowly with the increase of the average number
of particles per cell. Therefore, a large number of particles may be required, necessitating
tremendous computational resources, specifically for three dimensional simulations for which
the desired precision may impose a number of cells as large as 109, the number of particles
exceeding 1011. This substantial number of particles is required to ensure a good statistical
resolution in the simulation and achieve a fair representation of the particle distribution function.
The storage requirements for two-dimensional and three-dimensional simulations up to a number
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of 210 (1024) grid cells in each direction and a mean number of particles per cell between 75 and
500 is provided in figure 1.2. The substantial memory requirements for three-dimensional PIC
simulations (in GB or TB) clearly show the challenge of performing computer simulations for
complex physical problems with these methods. In table 1.3, estimations of the grid-based error
and the particle sampling error are provided for simulations corresponding to a perturbation of
an equilibrium state with different mesh and particle configurations. In the examples provided
here, as well as in the vast majority of simulations, the error is dominated by the particle sampling
error. This is caused by the slow convergence of the statistical estimator (in $

(
1/
√
%2

)
, where

%2 is the mean number of particles per cell) compared to the convergence of the grid-based
error (in$

(
ℎ2
=

)
, where ℎ= = 2−= is the grid discretization). Indeed, an equivalent grid-based and

particle sampling error would require an absurdly large number of particles. Consequently, PIC
simulations are practically restricted to configurations with a dominant non negligible statistical
error deteriorating the accuracy of the simulation [102].
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Figure 1.2. Memory storage footprint (in
bytes) of the particle data for two dimensional
and three dimensional PIC simulations, with
a statistical error corresponding to 75 ≤ %2 ≤
500.

Table 1.3. Estimation of grid-based and
particle sampling (noise) errors of the charge
density in standard PIC simulations for a per-
turbation of an equilibrium state.

3 = %2 # noise grid error
2 6 75 3.07E+5 5.1320E−2 2.0345E−5
2 6 500 2.04E+6 1.988E−2 2.0345E−5
2 8 500 3.28E+7 1.988E−2 1.2715E−6
2 8 5000 3.28E+8 6.285E−3 1.2715E−6

3 6 500 1.31E+8 2.434E−2 2.0345E−5
3 8 500 8.39E+9 2.434E−2 1.2715E−6
3 8 5000 8.39E+10 7.698E−3 1.2715E−6

Noise reduction strategies aim at maintaining the accuracy of computations with a reduced
set of particles. They have therefore received a lot of attention with, for instance, variance
reduction methods such as the X 5 method [51] or the quiet start initialization procedure [102]
as well as filtering methods in either Fourier domain [18], wavelet domain [60], micro-macro
decomposition [40] or variants [109].

In [97], the sparse grid techniques have been applied for the first time to a PIC scheme. Yet,
the use of sparse grids for plasma applications is not exclusive to this work and has already
been investigated many times in the literature [2, 66, 68, 79]. The motivation of the authors
in [97] was to conceive a method whose complexity is nearly independent of the dimension
of the problem. The method proposed is based on the sparse grid combination technique, an
alternative characterization of the traditional and mostly used hierarchical-basis representation
of sparse grids. Specifically, the combination technique provides an accurate representation of a
function approximated on a variety of grids with coarse discretizations, and different resolutions
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in each dimension. The grids considered in the combination technique are called component
grids, and have been defined by equation (11). The accurate reconstruction is obtained with
a specific linear combination of each coarse approximation. With an intelligent choice of the
combination coefficients, one can achieve accuracy close to that of a well-resolved regular grid,
that is the Cartesian grid defined by equation (15), but at a dramatically reduced cost. One
crucial feature of the method is the large size of the component grid cells in comparison to those
of the Cartesian grid, resulting in a significant increase of the number of particle per cell. This
entails an improvement of the statistical resolution, without increasing the overall number of
particles.

In this initial study, we have presented the use of the sparse
grid combination technique in concert with PIC methodology.
Although the method is still early in the development stage,
initial results presented here demonstrate the method’s
potential to accelerate large scale kinetic plasma simulations.

L.F. Ricketson, A.J. Cerfon, Sparse grid techniques for
particle-in-cell schemes, 2016.

The authors in [97] conclude on the memory requirement benefits of the method, which is
manifest especially for three dimensional geometries. The conclusion on the computational time
gain provided by themethod is less evident, partly caused by the relatively simple implementation
used. The authors also point the need to better understand the interplay between the statistical
error and the field solve in the sparse grid context.

Following thework of [97], the sparse grid combination technique application to PICmethod,
which shall be named sparse-PIC method in the following of this manuscript, has been studied
in the context of two-dimensional low temperature plasmas in [57, 58]. The simulation of
plasmas in such conditions with explicit PIC methods is very challenging due to computational
time constrains related to resolving both the electron Debye length in space and a fraction
of the inverse plasma frequency in time. The authors have observed, for two-dimensional
computations, that the sparse-PIC approach accurately reproduces the plasma profiles as well as
the energy distribution functions compared to the standard PIC method.

For the work of this thesis, no existing implementations of PIC nor sparse grids methods
have been used. All the developments and results presented in this manuscript were provided by
implementations conceived and designed specifically for thiswork. All external implementations
used, such as libraries, are listed in the numerical chapter 6.

1.5.2 Objectives and plan
The content of the previous section summarizes the context and the state of the art that could be
drawn at the beginning of this thesis. The recent introduction of sparse grid techniques to PIC
methods appeared promising. However, as pointed out in the seminal work [97], the method
was still at its early stage of development and, as a result, the novelty of the method naturally
raised numerous questions that were not answered. The motivation of the work presented in this
manuscript is therefore to answer some of these issues. The rest of the manuscript is divided
into five chapters: the first four ones (chapters 2, 3, 4, 5) correspond to the investigations of
different kind of issues and the last one (chapter 6) gathers all the numerical results related to
these issues.
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I. Properties of sparse grid reconstructions (chapter 2)

The first questions raised were related to the accuracy and the faithfulness of the method:
QI.1. What is the error made on the electric field carried out with sparse grid reconstruc-

tions embedded in PIC methods ? How is it close to the electric field computed with
standard PIC methods ?

Since the motion of particles is prescribed by the electric field, this is a fundamental question
that must be answered in order to trust simulations embedding sparse-PIC reconstructions. It
is well-known that explicit formulations of PIC methods conserve exactly the total momentum
of the system. On the other hand, the total energy of the system is not exactly conserved, but
depends on the grid discretization. If the grid discretization is smaller than the Debye length, the
error of the energy conservation has small effects on the simulation in standard PIC methods.
QI.2. Does the sparse-PIC methods conserves exactly the total momentum of the system

? Is the loss of total energy conservation controlled by the grid discretization as for
standard explicit PIC schemes ?

In [97], the authors observed that for some applications, the sparse-PICmethods fail to reproduce
a precise approximation of the solution.
QI.3. Is it possible to design alternative sparse-PIC methods or corrections of the existing

methods to provide a better approximation ?
First, as a prelude to the answers of these questions, we thought that a thorough description,

as well as a summary, of the different sparse-PIC methods should be profitable to the commu-
nity. In addition to this presentation, the questions QI.1., QI.2. and QI.3. are answered in
the chapter 2 of themanuscript and some of the results obtained lead to the following publication:

[48] Fabrice Deluzet, Gwenael Fubiani, Laurent Garrigues, Clément Guillet and Jacek Narski,
Sparse grid reconstructions for Particle-In-Cell methods, ESAIM: M2AN, 56(5):1809–1841,
September 2022.

In this article, the main motivation is to provide error estimates for sparse grid reconstruction
methods. The error is separated into two contributions: a deterministic error (grid-based error)
and a statistical error (particle sampling error). The first contribution to the error is thoroughly
investigated, separated into several components depending on the solution derivatives, and
bounds are provided for the grid-based error. On the other hand, the bounds provided for
the particle sampling error are not optimal (especially for the electric potential and field), but
sufficient to give an idea of the gain provided by sparse grid reconstructions.

QI.4. Could we refine the particle sampling error estimations derived in [48] to better
understand the benefit of sparse grid reconstruction methods ?

The gain provided by the sparse grid reconstructions is characterized by the reduction of the
number of particles required to achieve a given statistical resolution. Nonetheless, the number
of particles used in sparse-PIC simulations is set by an heuristic relation, first introduced in [97]
and derived from the average number of particles per cell used in tradition PIC simulations (see
equation (1.40)).
QI.5. Is it possible to provide an analytical justification for the heuristic relation prescribing

the number of particles required in simulations ? If not, can we find another relation
for that purpose ?

The answers of theses questions are recent results, expected to be published in a future work
and can be found at the end of chapter 2.
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II. CPU and shared memory implementation (chapter 3)

Many issues concerning the efficiency of the method remain unanswered. Specifically, this
aspect raises several questions. The optimization of the standard PIC schemes has been studied
extensively for years [10, 11, 12] and a lot of efficient strategies have been conceived. According
to [97], the benefits of the sparse-PIC method in term of memory requirements is manifest, but
the benefit in term of computational time has not been clearly evidenced.

QII.1. Are the optimizations developed for PIC methods also efficient for sparse-PIC meth-
ods, and are there novel strategies, more efficient, that may be designed specifically
for sparse-PIC schemes ? Are sparse-PIC methods more efficient than the standard
PIC methods regarding the computational time?

As already discussed, the desire to understand more and more complex physical problems,
together with the significant development of computer sciences during the last decades have
massively increased the interest in developing numerical applications suited for supercomputers.
In this thesis, we restricted ourselves to strategies designed for a single node of a supercomputer.
Beyond this objective, an efficient implementation on shared memory architectures provides a
building block for porting these methods on modern distributed memory architectures, where
each node is a shared memory system with tens of cores. It is widely known that parallelization
of PIC methods for shared memory architectures represents a considerable difficulty because of
the numerous (random) memory accesses resulting from the large number of particles as well
as the memory bound nature of PIC algorithm [9]. To address this issue, a lot of strategies has
been developed [12, 9, 106, 52, 100, 110]. It naturally arises the questions of the portability of
the sparse-PIC methods on shared memory platforms and its efficiency on such architectures.
Since no application of the sparse-PIC method for shared-memory platforms was proposed at
the beginning of this thesis, this aspect has raised the following questions:

QII.2. To what extent the strategies proposed for standard PIC are efficient and relevant
for sparse-PIC method ? Is it possible to conceive efficient parallelization strategies
tailored for shared-memory architectures and specific to sparse-PIC methods that
can tackle the memory-bound issue of PIC implementations ?

Previous questions (Q.II.1,Q.II.2) are answered in chapter 3. The results obtained lead to
the following publication:

[49] Fabrice Deluzet, Gwenael Fubiani, Laurent Garrigues, Clément Guillet and Jacek Narski,
Efficient parallelization for 3D-3V sparse grid Particle-In-Cell: shared memory systems archi-
tectures

III. GPGPU implementation (chapter 4)

The last decades have seen the emergence of GPGPU applications and the appearance of
accelerators with thousands of compute cores achieving substantial performance (in the range of
several TFLOP/s). The interest in such architectures has therefore significantly increased as most
of supercomputers now employ a lot of accelerators. One of the main difficulty with GPGPU
programming is the management of the data between the host (CPU) and the device (GPU).
The significant benefits of sparse-PIC methods observed on the memory footprint naturally
motivate the use of accelerators. GPU parallelization is not new for PIC methods. A lot of
implementations and different strategies have been conceived.
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QIII.1. Are the strategies proposed for PICmethods efficient for sparse-PIC applications on
GPUs ? Are the strategies developed for sparse-PIC methods on shared memory ar-
chitectures relevant for GPUs architectures ? If not, is it possible to design strategies
specifically tailored for accelerators ?

These questions (Q.III.1) are answered in chapter 4. The results obtained lead to the follow-
ing publication:

[50] Fabrice Deluzet, Gwenael Fubiani, Laurent Garrigues, Clément Guillet and Jacek Narski,
Efficient parallelization for 3D-3V sparse grid Particle-In-Cell: single GPU architectures.

IV. Stability issues (chapter 5)

The fourth point of interest during this thesis concerns the stability of the method. It is well
known that standard explicit PICmethods are stable under constraints on the time stepΔC, and the
grid discretization ℎ= (relative to the plasma periodl−1

? and theDebye length_� =
√
Y0)4/@4=4).

Furthermore, explicit schemes do not conserve the total energy of the system and the stability
is only linear (derived from a linearization of the equations). On the other hand, numerous
implicit PIC methods alleviating these numerical constraints have emerged in the last decades
[83, 30, 27].

QIV.1. Are the numerical constraints for linear stability (time step, grid discretization)
similar between the explicit sparse-PIC method and the standard PIC method ?

A semi-implicit PIC scheme conserving exactly the total energy of the system (ECSIM) has
been introduced in [83]. The non-linearity of the equations are linearized thanks to a specific
time discretization. In the method, a mass matrix has to be computed, and the related linear
system to be solved. The computational complexity is thus reduced in comparison to full
implicit (non-linear) methods. The method is derived from Maxwell’s equations in the context
of electromagnetic fields.

QIV.2. Is it possible to derive an electrostatic version of the ECSIM method?

QIV.3. Is it possible to merge the sparse grid reconstructions to the electrostatic/ electro-
magnetic ECSIM method and benefit from the advantages of both ?

Theses questions are answered mostly in chapter 5 (QIV.1 is answered in the chapters 2 and
6) but are still ongoing works.

1.5.3 Main contributions: answers to the questions
Let us now give a short answer for each of the question raised in the previous section. These
answers define the main contribution of this thesis.

I. Properties of sparse grid reconstructions (chapter 2)

AI.1. What is the error made on the electric field carried out with sparse grid reconstruc-
tion embedded in PIC method ? How is it close to the electric field computed with
standard PIC methods ?
Two main different sparse-PIC methods to reconstruct the electric field within Particle-
In-Cell methods (PIC-Sg, PIC-Hg) have been first identified. They mainly differ in the
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computation of the electric field. For both of them, the error and smoothness requirements
of the solution have been explicited. The electric field error has been recast into two
components: the grid-based error (Bias(Eℎ)) and the particle sampling error (V(Eℎ)),
where Eℎ is a shortcut notation for the approximation of the electric field. The results,
detailed in the theorems 2.2.7 and 2.2.6, are summarized here. Even though, the grid-
based and the particle sampling (square root of variance) error estimates provided are
similar for the two schemes and scale as:

Bias(Eℎ) = $
(
ℎ2
= | log ℎ= |3−1

)
, (1.44)

V (V(Eℎ))
1
2 ≤ $

(
(#ℎ=)−

1
2 | log ℎ= |3−1

)
, (1.45)

some differences between the schemes have been unraveled, especially for the dependen-
cies on the cross derivatives of the solution:

• For the PIC-Hg scheme, the higher order term of the grid-based error depends only
on the cross derivatives of the density:

Bias(E�6
ℎ
) ∝ ∇m2

1 ...m
2
3 d. (1.46)

• For the PIC-Sg scheme, the higher order term of the grid-based error depends on the
cross derivatives of the charge density and the electric potential:

Bias(E(6
ℎ
) ∝ m4

1 ...m
4
3E,∇m

4
1 ...m

4
3−1m

2
3 d, ... (1.47)

Note that the derivatives are of higher order than for the PIC-Hg scheme.

These estimates shall be compared to the ones obtained for the standard PIC method:

Bias(E(C3ℎ ) = $
(
ℎ2
=

)
, (1.48)

V
(
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2
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)
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as well as the dependencies on derivatives of the solutions of the grid-based error higher
order term:

Bias(E(C3ℎ ) ∝ m
4
1E, ..., m

4
3E, (1.50)

These estimates ascertain the gain brought by sparse grid reconstructions with respect to
the statistical noise compared to standard methods. They also outline that the grid-based
error is marginally less favorable with a dependence to cross derivatives for any of the
sparse grid reconstructions.

AI.2. Does the sparse-PIC methods conserves exactly the total momentum of the system
? Is the loss of total energy conservation controlled by the grid discretization as for
standard explicit PIC schemes ?
The conservation properties of the schemes have been investigated:

• The PIC-Sg scheme conserves exactly the total momentum of the system (see propo-
sition 2.2.8) whereas the PIC-HG scheme does not.

• Both of the PIC-Hg and PIC-Sg schemes conserve exactly the total charge of the
system (see proposition 2.2.3).
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• None of the schemes conserve exactly the total energy of the system, but the increase
has been observed to be similar to the standard PIC scheme on numerical examples.

• None of the schemes ensure the preservation of the positiveness of the solution,
e.g. the reconstructed charge density is not nonnegative (see remark 2.2.4), but each
component grid contribution is.

AI.3. Is it possible to design alternative sparse-PIC methods or corrections of the existing
methods to provide a better approximation ?
Based on the analysis conducted on the different sparse-PIC methods, some techniques
and corrections have been proposed to mitigate the major weaknesses of the method:

• The offset combination technique, which is a generalization of the truncated com-
bination technique [88] and consists in both reducing the number of component
grids considered within the combination and using component grids with increased
minimum levels has been introduced. The motivation is to decrease the dominant
component of the grid based error (related to the mixed derivatives) in sparse grid
PIC methods. This framework permits to tune the balance between the different
components of the error and improve the quality of PIC sparse grid approximations.
This method has proven to achieve an improved numerical accuracy compared to
existing sparse grid reconstructions on challenging configurations (see figure 1.4).

• Corrections for both the PIC-Hg and PIC-Sg methods, based on the analysis con-
ducted for the different methods and consisting in oversampling the reconstructed
charge density or enhancing the electric field on each component grid have been
proposed in order to mitigate the major weakness of each method.

PIC-Std PIC-Sg PIC-OHg (offset)

Figure 1.4. Representation of the electron density for a 3D-3V diocotron simulation, ℎ= = 2−7,
%2 = 20, corresponding, from left to right, to # = 4.19E+7, # = 5.4E+5, # = 1.09E+7.

AI.4. Could we refine the particle sampling error estimations derived in [48] to better
understand the benefit of sparse grid reconstruction methods ?
The particle sampling error estimation of the recombined charge density has been refined
(see theorem 2.2.15):

V (V(dℎ))
1
2 ≤
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(#ℎ=)−

1
2 | log ℎ= |3−1

)
(old estimate)
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(#ℎ=)−
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2

)
(new estimate)

(1.51)
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where dℎ is a shortcut notation for the recombined charge density. Using Discrete Fourier
Transform analysis to estimate the statistical noise in the simulation, a more accurate
bound has been provided for the electric potential (see theorem 2.2.17), specifically:

V (V(Φℎ))
1
2 ≤


$

(
(#ℎ=)−

1
2 | log ℎ= |3−1

)
(old estimate)

$

(
#−

1
2 | log ℎ= |3−1

)
(new estimate)

(1.52)

AI.5. Is it possible to provide an analytical justification for the heuristic relation prescribing
the number of particles required in simulations ? If not, can we find another relation
for that purpose ?
Let %2 ∈ N being an integer representing the mean number of particles per cell, and
considering the total number of particles # defined by the following equations for the
sparse-PIC and standard schemes:

#BC3 = %2ℎ
−3
= , #B?0AB4 = %2

(∑
l∈L=
|2l |ℎ;1 ...ℎ;3

)−1

. (1.53)

Then the particle sampling error on the charge density is proven to be comparable for both
methods (see corollary 2.2.16).

II. CPU and shared memory implementation (chapter 3)

AII.1. Are the optimizations developed for PIC methods also efficient for sparse-PIC meth-
ods, and are there novel strategies, more efficient, that may be designed specifically
for sparse-PIC schemes ? Are sparse-PIC methods more efficient than the standard
PIC methods regarding the computational time?
First, a three dimensional parallel implementation of PIC method embedding sparse grid
reconstruction has been designed. The efficiency of the implementation relies on novel
developments and optimizations specific to sparse-PIC methods, including:

• A novel procedure for the sparse grid reconstruction, based on hierarchical subspace
decomposition has been introduced. Themethod uses hierarchical basis functions for
the combination and is different from the classical reconstruction using nodal basis
functions. The reconstruction in hierarchical basis provides algebraically the same
approximation than the reconstruction in nodal basis but it results from this procedure
significant gains on computational time (for the interpolation of the electric field),
the number of operations being reduced from $

(
=3−123=

)
to $

(
23=

)
. The gains are

particularly significant for three dimensional computations.
• A good memory management consisting in maximizing L1-cache reuse. It is well
known that PIC methods suffer from irregular non-contiguous memory accesses
when performing operations between the particles and the grid (i.e. charge density
accumulation and field interpolation). Traditionally, the impact on efficiency is
mitigated by converting a large number of these irregular memory accesses into
contiguous accesses thanks to particle sorting. The particle array is periodically
sorted so that contiguous cases of the array correspond to particles close to each
other in the grid array. Nonetheless, sorting may be expensive for rapid particles
dynamic. Thanks to the reduced size of the component grids ($

(
2=+3−1) nodes) in

comparison to the full grid ($
(
23=

)
), one can benefit from the L1-cache memory
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to mitigate the latency resulting from the irregular memory accesses. Indeed, for
configurations up to ℎ= = 2−9 (equivalent to a Cartesian grid with 5123 cells),
the array containing any component grid entirely fits in the CPU L1-cache. This
observation led us to develop an efficient implementation with an optimal L1-cache
reuse and without any sorting of the particles.

The efficiency and performance of the novel implementation has been compared to a
standard PIC implementation with traditional optimizations (e.g. sorting of particles) on
several numerical configurations (test cases, hardware). Gains in terms of computational
time have been demonstrated (see figure 1.5). We have observed that, for the sparse-
PIC methods, the computational time is dominated by the cost of the charge density
projection, which counts for roughly 90% of the total execution time (between 85% and
95% depending on the configuration). Indeed, thanks to hierarchization, the interpolation
computational time is negligible, and the reduced number of particles is reflected in the
small amount of computational time dedicated to the particle pusher .

Figure 1.5. Computational time of one iteration for a three dimensional sequential execution
of the PIC-UStd (without sorting of particles), PIC-SStd (with pre-sorting of particles, the time
of sorting is not taken into account) and PIC-HSg scheme with comparable L2-norm errors on
the electric field (Landau damping configuration).

AII.2. To what extent the strategies proposed for standard PIC are efficient and relevant
for sparse-PIC method ? Is it possible to conceive efficient parallelization strategies
tailored for shared-memory architectures and specific to sparse-PIC methods that
can tackle the memory-bound issue of PIC implementations ?
The effort for the porting to shared memory architectures has been almost exclusively
dedicated to the projection.

• Two strategies tailored to uniform (UMA) and non-uniform (NUMA)memory archi-
tectures have been conceived and mixed together to derive a two-levels paraleliza-
tion strategy including coarse-grain and fine-grain parallelisms, achieving scalability
close to optimal.
i) The particle sample work sharing (coarse-grain) strategy: the particle popu-

lation is divided into independent samples (one for each NUMA domain) and
distributed onto the NUMA domains. Each core of a NUMA domain executes
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operations related to the sample stored in the RAM local to the NUMA domain.
This strategy takes full advantage of the (RAM) memory bandwidth increasing
with the number of NUMA domains.

ii) The component grid work sharing (fine-grain) strategy: the component grids are
distributed onto the cores within a NUMA domain. The operations (i.e. charge
accumulation, resolution of Poisson equation,etc.) on different component grids
are independent and executed concurrently by the cores of a NUMA domain.
This strategy takes full benefit of the tiny memory footprint of the component
grids. These arrays are stored in the L1-cache of the cores.

Eventually, a reduction operation, specific to NUMA domains and samples, is con-
sidered on the grid array (containing the value of the density on the grids). The
overhead related to this operation is observed to be negligible because of the small
number of grid nodes ($

(
=3−12=

)
) in comparison with the number of particles. An

important characteristic of the mixed strategy is that all the data written to memory
(i.e. at the component grid nodes) are stored in the L1-cache, private to each core.
Since these data accesses are usually non contiguous, the method benefits from the
large bandwidth and low latency of the L1-cache memory. The only data that is
accessed through the L2/L3 caches and RAM memory is the particle data which are
read contiguously from the particle array and shared by all the cores within a NUMA
domain. An illustration of the strategy is provided in figure 1.6.
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RAM memory (READ)

L1 cache (WRITE)
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Figure 1.6. Charge accumulation parallelization strategy for NUMA architectures. The
strategy is based on a decomposition of the data according to the type of access (read or write)
and the memory hierarchy. All the data written to memory are in the L1-cache, increasing the
bandwidth and decreasing the latency of the transfers. Bandwidth and latency are relative to the
AMD EPYC™ 9004 (Genoa) architecture.

• A load balance strategy has been developed for UMA architectures to preserve the
high scalability for general hardware configurations. Inside each NUMA domain,
the particle sample associated to the domain is subdivided into as many clusters as
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cores within the domain. The number of tasks, defined as the product of the number
of component grids and number of clusters, is a multiple of the number of cores
in the domain. The work load is therefore equally distributed onto the cores of the
NUMA domain.

The efficiency of the parallelization is close to optimal (126/128) for the most costly
step of the method (i.e. charge accumulation), and the global implementation achieves a
speed-up of 100 on 128 cores (see figure 1.7).

Figure 1.7. Strong scaling of different steps of the PIC-HSg scheme and the PIC-Std projection
(ℎ= = 2−7, %2 = 500) up to 128 cores. Different configurations of groups of grids and samples
of particles (#B, #6) are represented. Computations carried out on either two AMD EPYC™

7713 (Milan) CPUs.

III. GPGPU implementation (chapter 4)

AIII.1. Are the strategies proposed for PICmethods efficient for sparse-PIC applications on
GPUs ? Are the strategies developed for sparse-PIC methods on shared memory ar-
chitectures relevant for GPUs architectures ? If not, is it possible to design strategies
specifically tailored for accelerators ?
Traditionally, the efficient parallelization strategies for the standard PIC methods consist
in particle sorting (on CPUs) and the use of shared memory (on GPGPUs). This is
not a feature we enjoyed when porting sparse-PIC methods in GPGPU architectures.
To benefit fully from the peak bandwidth of the GPU, the memory accesses shall be
coalesced: consecutive threads shall access consecutive memory addresses. In order to
achieve coalesced memory accesses with particle sorting, one sorting is required for each
component grid at each iteration. This rules out the use of such strategies for sparse-PIC
algorithms. The objective of this work was to unravel the genuine efficiency of sparse-
PIC methods on generic GPUs rather than extract the maximal performance of a specific
architecture. We therefore discarded CUDA implementation and choose on purpose a
higher level API, namely OpenACC. This entails that a fine tuning of the GPU shared
memory is not accessible for our implementation.
The NUMA parallelization implementation, referred to as CPU-inherited, offers poor
performances on GPGPU architectures. This is explained by the fundamental differences
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in the organization of the compute units in CPUs versus GPGPUs. Specifically, the CPU-
inherited implementation is designed to optimize the L1-cache memory, private to each
core. On GPUs, a large amount of compute units share the same L1-cache. Second, the
NUMA implementation relies on a decomposition of the particle population into samples
distributed onto the NUMA domains. This strategy reveals to be inefficient to organize
a worksharing within the pool of Streaming Multiprocessors (SM) of the GPGPUs. This
stems from the non coalesced memory accesses genuine to PIC algorithms. To mitigate
the drops in performance, the SMs should be fed with a massive number of streams (inde-
pendent tasks) to hide the memory latency. Porting the sampling worksharing strategies
to GPGPUs would require reduction operation over thousand of arrays, penalizing the
performance.
An implementation tailored to GPGPU architectures and parallelization strategies specific
to sparse-PIC method has been developed. The key points of the charge accumulation
implementation are the following:

• The implementation takes advantage of the significant reduction of memory footprint
achieved by the sparse-PIC methods. All the data required during the simulation
are stored on the GPU so that the only memory transfers between the host and the
device are performed at the initialization and at the end of the computations. It is a
crucial feature of the implementation since a lot of GPGPU applications are limited
by the memory transfers between the host and the device (because of the limited
bandwidth).

• The parallelization strategy is constituted of two levels of parallelism (coarse-grain
parallelism and fine grain parallelism with a Single Instruction Multiple Thread
(SIMT) execution model, see figure 1.8):
i) particle work sharing (coarse-grain) strategy: the particle population is divided

into clusters. Amassive number of clusters (larger than the number of Streaming
Multiprocessors (SM)), which can be as large 60k, is created. The clusters are
distributed onto the SMs in a Single Program Multiple Data (SPMD) execution
model, but are not bound to the SMs. The randomness of the memory accesses
is mitigated thanks to the massive number of clusters that mask the latency of
the non-coalescedmemory accesses with computations: when a thread is stalled
due to the unavailability of data (component grid nodes), a switch of context is
operated to execute a different instruction stream with loaded data (interleave
stream strategy).

ii) Component grid work sharing (fine-grain) strategy inside the SMs: the com-
ponent grids are processed at the same time by the different threads of a SM
(SIMT execution model). The randomness of the memory accesses is also mit-
igated by reducing the memory accesses latency thanks to an optimization of
the L2-cache of the GPU. Contrary to the CPU implementation, the interaction
of one particle is computed with all the component grids at once, and repeated
for all the particles. The data structure used to store all the component grids is
small enough to be nursed into the L2-cache which contributes to extract good
performances from the platform.

The GPGPU-specific implementation achieves speed-ups of 100 on a Tesla V100 (see
table 1.10) compared to the CPU of the host.
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Coarse-grain parallelism (SPMD) Fine-grain parallelism (SIMT)

depth in parallelism level

particle population

• large number of clusters (gang)
• clusters not bound to SMs (clusters and distribution

different from one iteration to another

SM#0
L1-cache

...

number of SMs

• if SM#i does not have data of cluster #j, it switches to
cluster #k (interleave stream strategy)

• particle data stored in GPU memory (DRAM, L2-cache)

SM#i
L1-cache

...

#j order of

...

operations

...

SM#1

L1-cache

...

• simultaneous operations between the threads (grids)

• grid data (nodes) has to be loaded from L2-cache
• number of threads number of component grids

clusters SMs

compute cores

simultaneously

simultaneously

simultaneously

Figure 1.8. Parallelization strategy for charge accumulation on GPU. The strategy is based on
two levels of parallelism: a coarse-grain level (SPMD execution model by means of the large
number of clusters distributed onto the pool of SMs) and a fine-grain level (SIMT execution
model within each SM).

Figure 1.9. Relative amount of L1-cache and L2-cache hits for kernels running on the Tesla
V100: The GPU parallel implementation is designed to maximize the L2-cache reuse.

IV. Stability issues (chapter 6)

AIV.1. Are the numerical constraints for linear stability (time step, grid discretization)
similar between the explicit sparse-PIC method and the standard PIC method ?
The numerical constraints on the time step to guarantee the linear stability are the same
for standard and sparse PIC methods, because the time step used to update the particles is
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Table 1.10. Charge accumulation algorithm characteristics and performance on a Tesla V100,
with ℎ= = 2−7 and %2 = 500.

Kernel Effective performance [GFLOP/s] Execution time [s] Speed-up
CPU-inherited 58.6 1.4 11.7
GPU-specific 213 (×4) 0.1540 (÷10) 106

similar for the two methods. On the other hand, the role played by the grid discretization
on the stability is more intricate to analyze for the sparse grid methods. The stability has
been investigated numerically and the same constraint as the standard scheme has been
evidenced, i.e. the grid discretization must resolve the Debye length.

AIV.2. Is it possible to derive an electrostatic version of the ECSIM method, which shall be
cheaper than the original (electromagnetic) scheme? Based on the divergence of the
Ampere equation, an electrostatic ECSIM scheme has been derived. This method offers
a genuine consistency with the constraint ∇ × E = 0 characteristic of the electrostatic
regime. To the best of our knowledge this is the first numerical method embedding this
property.

AIV.3. Is it possible to merge the sparse grid reconstructions to the electrostatic/ electro-
magnetic ECSIM method and benefit from the advantages of both ?
A sparse grid ECSIM scheme has been derived in an electrostatic regime, benefiting
from the traditional ECSIM properties. Indeed, the scheme is implicit, i.e. no constraint
on the time step is required for linear stability; the total energy is conserved exactly; the
complexity of the scheme is reduced in comparison to fully implicit schemes (no non-linear
system to solve). In addition, the scheme benefits from the sparse grid reconstructions:
the particle sampling error is significantly reduced thanks to the projection of the current
density on the component grids (with larger cells), resulting in a reduction of the number of
particles for comparable statistical noise. The size of the linear system to solve is reduced
because its size is based on the number of component grids nodes ($

(
ℎ−1
= | log(ℎ=) |3−1))

instead of the number of Cartesian grid for the original method ($
(
ℎ−3=

)
). Nonetheless,

like for the explicit sparse PIC method, the current density has to be accumulated onto
$

(
| log(ℎ=) |3−1) component grids, instead of one unique grid (note that the strategies

based on L1 cache reuse introduced before hold for this scheme) and the fill-in of the
resulting linear system is increased (the matrix has more non-zero entries). We have
observed numerical instabilities manifested by the loss of the field energy positivity. The
understanding and correction of this instability is still an ongoing work.



Chapter 2

Sparse grid reconstructions for
Particle-In-Cell methods

"The curse of dimensionality refers to various phenomena that
arise when analyzing and organizing data in high-dimensional
spaces that do not occur in low-dimensional settings such as
the three-dimensional physical space of everyday experience."

Richard E. Bellman, Adaptive Control Processes, 1961

Sparse grid methods [24, 56] have been originally developed for the interpolation of high
dimensional functions and extended to the approximation of partial differential equations [61, 23,
64, 62] with the aim of breaking the curse of dimensionality. The term, introduced by Bellman
in [13], refers to the exponential dependence on the dimensionality 3 of the problem for the cost
of computing and representing an approximation of a function with a certain accuracy. Indeed
for classic approximation methods, the complexity of the scheme scales as $

(
Y−U3

)
, where Y

is the prescribed accuracy, U > 0 is a parameter depending on the approximation approach and
the smoothness of the solution, and 3 the dimension of the problem considered. For example,
if we consider uniform grids with piecewise d-polynomial functions in a finite element or finite
difference approach, the number of grid cells is $

(
#3

)
, with a number of operations per cell

scaling as $ (#−U), where U depends on the smoothness of the solutions and the degree of the
polynomial functions chosen. Hence the complexity of this procedure scales as $

(
#−U3

)
.

Recently sparse grids have been applied, in the framework of the so-called sparse grid
combination technique [65, 63, 22], to PIC schemes [97, 88, 26, 58, 57]. The aim is to improve
the properties of PIC methods with respect to the statistical error resulting from the particle
sampling. In the sparse grid reconstructions, the numerical approximations are recomposed
from partial representations carried out on a hierarchy of sparse grids with coarse resolutions.
Compared to a regular Cartesian grid, the mean number of particles per cell is larger for any
of the sparse grids. This crucial feature offers either a mitigation of the statistical noise or
a decrease of the total number of numerical particles for a precision comparable to standard
PIC discretizations. Besides, considering the thorough studies conducted during recent years
to apply the combination technique to the resolution of PDEs, promising improvements in the
computational efficiency are expected for the resolution of Poisson’s equation (see [95, 22, 93])
providing the electric field in the PIC framework. Early implementations of sparse grids
PIC schemes [97, 57, 58] show computational gains which are forecast substantial for three
dimensional applications.

The objective of the chapter is to introduce PIC discretizations implementing the sparse grid
combination technique, to conduct a formal analysis to explain their merits and weaknesses and
support the development of new methods with improved efficiency.

45
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The analyses of standard as well as sparse-PIC discretizations reveal that, for both methods,
the approximation error may be decomposed into three contributions. The precision of the
methods is characterized by the accuracy of the most probable value of the statistics associated
to the particle sampling, this component being referred to as the bias. This is a grid-based
error related to both the mesh size (ℎ) and the smoothness of the solution with a component
depending on the mixed derivatives of the solution and another contribution depending on non-
mixed derivatives. The last error component is the so-called numerical noise or particle sampling
error, providing the magnitude of the dispersion of the values attached to a sample of particles.
The introduction of sparse grid reconstructions within PIC discretizations entails an increase
of the grid error together with a significant mitigation of the statistical noise. This outlines the
potential of these approaches: sparse grid reconstructions may be tailored to define different
trades-off between the components of the error and finally mitigate the most detrimental one for
the precision of PIC numerical approximations (the statistical noise). This leads to the derivation
of the new sparse-grid methods introduced herein, with an improved numerical efficiency.

A specific attention is payed to the approximation of the electric field which can be computed
thanks to two different approaches. The first one consists in computing the electric field on a
refined Cartesian mesh thanks to the sparse interpolant of the charge density obtained by the
combination technique. The second relies on a computation on each subgrid using the projected
density. The electric field interpolant is then obtained by recombining the local approximants
of the component grids. The analyses conducted in this section are aimed at providing error
bounds for the electric field sparse grid interpolant and highlight the differences between these
two approaches. The main results regarding the electric field, given by the propositions 2.2.7
and 2.2.6, point the strong dependance of the error on the mixed derivatives of the solution,
especially for the second approach, which has proven to be more dependant of the smoothness
of the solution. This is a major contribution since no convergence properties have already been
proposed so far for the electric field, which is the critical quantity when determining the overall
accuracy of PIC discretizations [104].
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2.1 Sparse grid techniques
2.1.1 Nodal basis and hierarchical basis representations
As a preliminary step to sparse grid techniques, one shall introduce some interpolation tools.
Let l ∈ N3 , j ∈ �ℎl be multi-indexes and consider basis functions defined by tensor products of
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one-dimensional hat functions as follows:

,ℎl;j(x) :=

(
3⊗
8=1

,ℎ;8 ; 98

)
(x), ,ℎ; 9 ; 98 (G) := ,

(
ℎ−1
;8
(G8 − 98ℎ;8 )

)
, , (G) = max (1 − |G | , 0) ,

(2.1)

where ℎl is the grid discretization of the component grids defined in the notation section. These
functions verify a partition of unity property:∑

j∈�ℎl

,ℎl;j(x) = 1. (2.2)

The space of 3-dimensional hat functions with respect to the component grid Ωℎl , denoted +ℎl ,
is defined by:

+ℎl := span{,ℎl;j | j ∈ �ℎl}, (2.3)

where {,ℎl;j | j ∈ �ℎl} is called the nodal basis of the space +ℎl and �ℎl the nodal basis index set.
Additionally, we introduce hierarchical increments of +ℎl [24, 56], denoted by *ℎl and defined
by:

*ℎl := +ℎl\
3⊕
8=1
+ℎl−e8 , where +ℎl := 0 if ∃8 ∈ {1, ..., 3} B.C. ;8 = −1, (2.4)

and e8 ∈ N3 is the unit vector with the 8Cℎ coordinate equal to one. The hierarchical increment
contains all,ℎl;j ∈ +ℎl that are not included in smaller +ℎk , with k < l. It can also be expressed
in the following form:

*ℎl = span{,ℎl;j | j ∈ Bℎl}, Bℎl :=
{
j ∈ N3 | 0 ≤ j ≤ ℎ−1

l , j odd
}
, (2.5)

where {,ℎl;j | j ∈ Bℎl} is called the hierarchical basis of the space +ℎl and Bℎl the hierarchical
basis index set. The space of piecewise d-linear functions of level l with respect to Ωℎl can be
represented with its hierarchical basis:

+ℎl =
⊕
:1≤;1

...
⊕
:3≤;3

*ℎk =
⊕
k≤l

*ℎk , (2.6)

Thus, each function Eℎl ∈ +ℎl can be represented identically in the hierarchical basis of +ℎl:

Eℎl =
∑
k≤l
Êℎk =

∑
k≤l

∑
j∈Bℎk

Uk,j,ℎk;j, (2.7)

or in the nodal basis of +ℎl:

Eℎl =
∑
j∈�ℎl

Vl,j,ℎl;j, (2.8)

where Uk,j are the coefficients of Eℎl in the hierarchical basis, called hierarchical surplus, that
shall be defined more precisely later; and Vl,j are the coefficients of Eℎl in the nodal basis which
are the nodal values of the function Eℎl . We introduce the space of 3-dimensional piecewise
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linear functions with respect to Ω(∞)
ℎ=

, denoted + (∞)
ℎ=

.

+
(∞)
ℎ=

=
⊕
|l|∞≤=

,l = span{,ℎn;j | j ∈ N3 | 0 ≤ j ≤ ℎ−1
n }. (2.9)

Eventually, for D a smooth function, we introduce the linear interpolation operators in nodal and
hierarchical basis defined by:

IN+ℎlD =
∑
j∈�ℎl

D(jℎl),ℎl;i, IH+ℎlD =
∑
k≤l

∑
j∈Bℎl

Uk,j,ℎk;j, (2.10)

Remark 2.1.1 The linear interpolation in nodal and hierarchical basis provide the same ap-
proximation of a function D and are equivalent, i.e. IN

+ℎl
D = IH

+ℎl
D. If not specified in the rest of

the manuscript, the interpolation is assumed to be in nodal basis.

2.1.2 Sparse grid combination technique
The sparse grid combination technique [65, 63, 22] is amethod of interpolation using evaluations
of the function on the nodes of component grids. The sparse grid interpolant is obtained by
a linear combination of partial representations of the function on the component grids. Let us
define the reconstruction of a given function D.

"The combination technique [...] uses the solutions of
$

(
log( |ℎ|−3)

)
different, on regular standard grids discretized

problems with $
(
ℎ−1) grid points and e.g. different mesh sizes

in the x- and y-direction to produce a sparse grid solution. "

M. Griebel, M. Schneider, C. Zenger, A combination
technique for the solution of sparse grid problems, 1992.

Definition 2.1.2 (Reconstruction with the combination technique) Let D be a function and
Dℎl an approximation of this function in the space+ℎl (e.g. I+ℎl

D), then a sparse grid reconstruc-
tion, denoted D2

ℎ=
, is defined by linear combination of the contributions Dℎl of each component

grid:

D2ℎ= :=
∑
l∈L=

2lDℎl , where 2l = (−1)8
(
3 − 1
8

)
if l ∈ L=,8, (2.11)

and
(
3 − 1
8

)
:=

(3 − 1)!
8!(3 − 1 − 8)! is the notation for the binomial coefficient.

For two-dimensional and three dimensional spatial domains, the combination formula falls down
to:

D2ℎ= =
∑
|l|1==+1

Dℎl −
∑
|l|1==

Dℎl if 3 = 2, (2.12)
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and:

D2ℎ= =
∑
|l|1==+2

Dℎl − 2
∑
|l|1==+1

Dℎl +
∑
|l|1==

Dℎl if 3 = 3. (2.13)

An illustration of the two-dimensional combination and the component grids involved is pro-
vided on figure 2.1. The following theorem shows that the sparse grid reconstruction is a fair
representation of the function.

Figure 2.1. Illustration of the two-dimensional combination technique and the component
grids used in the sparse grid approximation.

Theorem 2.1.3 (Error of the combination technique) Let D be a function and Dℎl ∈ +ℎl be an
approximation of D such that the following pointwise error expression holds for l ∈ L=:

Dℎl (x) − D(x) =
3∑
<=1

∑
{81,...,8<}
⊂{1,...,3}
8:≠8:

081,...,8< (x; ℎ;81 , ..., ℎ;8< )ℎ
2
;81
...ℎ2

;8<
(2.14)

where the 081,...,8< (·; ℎ;81 , ..., ℎ;8< ) are bounded functions such that:

081,...,8< (x; ℎ;81 , ..., ℎ;8< ) = 0̃81,...,8< (x) +$
(
ℎ;81 , ..., ℎ;8<

)
, ‖0̃81,...,8< ‖∞ ≤ ^. (2.15)

Then the combination defined by equation (2.11) verifies the following local error:

D2ℎ= − D = 0̃1,...,3ℎ
2
=

3−1∑
A=0

2−2(3−1−A) (−1)A
(
3 − 1
A

) (
= + 3 − 2 − A

3 − 1

)
+$

(
ℎ2
=

(
= + 3 − 3
3 − 2

))
, (2.16)

i.e.

D2ℎ= − D = $
(
ℎ2
= | log ℎ= |3−1

)
. (2.17)
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The combination technique is remarkable for the reduction of the number of interpolation nodes,
explicited by the relations:

|Ω(∞)
ℎ=
| = $

(
ℎ−3=

)
,

∑
l∈L=
|Ωℎl | = $

(
ℎ−1
= | log ℎ= |3−1

)
, (2.18)

while achieving nearly the same precision than the standard interpolation (with a negligible
multiplicative term | log ℎ= |3−1). Indeed, for standard interpolation on the Cartesian grid with
basis functions of degree one, i.e. hat functions, the interpolation error scales as $

(
ℎ2
=

)
.

Remark 2.1.4 The sparse grid reconstruction of a nonnegative function is not nonnegative.

2.2 Application to PIC discretizations

"Crucially for PIC, the combination technique grids have very
large cells relative to a comparable regular grid. This
improves statistical resolution by increasing the number of
particles per cell without increasing the overall particle
number"

L.F. Ricketson, A.J. Cerfon, Sparse grid techniques for
particle-in-cell schemes, 2016.

In this section, the application of the sparse grid combination technique to PIC methods is
presented. In the regular PIC approximation, themain drawback is the statistical error decreasing
with the number of particles per cell. Indeed, the particle sampling and the grid-based errors
scale as:

Bias(dℎ=,# ) (x) = $
(
ℎ2
=

)
, V(V(dℎ=,# (x)))

1
2 = $

(
1/

√
#ℎ3=

)
, (2.19)

ℎ= being the mesh size of the Cartesian grid, denoted Ω(∞)
ℎ=

, and # the total number of particles.
These two error estimates together lead to the following onerous conditions for convergence of the
scheme ℎ2

= � 1, #ℎ3= � 1 which can require an extremely large number of particles, specifically
for three dimensional simulations. The combination technique achieves a representation of a
function using a sequence of sparse grids, coarser than the standard full mesh. This ends up in a
reduced number of interpolation nodes and, accordingly, an increased mean number of particles
per cell. This feature motivates the application of sparse grid techniques to PIC methods.

2.2.1 Introduction to sparse PIC: charge accumulation onto the compo-
nent grids

Let us now introduce in more details the motivation above mentioned for merging sparse grid
techniques into PIC schemes. In order to do so, we investigate the error resulting from the charge
density accumulation onto the component grids. Starting from the definition stated by equation
(1.6), the density can be recast into the following integral:

d(x) = Q
∫∫
ΩG×ΩE

X(/ − x) 5 (/, v)3v3/, (2.20)
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where Q =
∫
ΩG
@=(x)3x is the total charge of the system. As already seen, an approximation

based on the sampling of numerical particles can be constructed:

d# (x, C) =
#∑
?=1
@?X(x − x? (C)). (2.21)

Let us consider a component grid with discretization ℎl (corresponding to the cell width) and, as
an ersatz of the convolution kernel (Dirac distribution), a 3-dimensional shape function, denoted
Sℎl and represented in figure 2.2, which is constructed by tensor products of one dimensional
hat functions:

Sℎl (x) :=

(
3⊗
8=1
Sℎ;8

)
(x), Sℎ;8 (G) := ℎ−1

;8
,

(
ℎ−1
;8
G

)
, , (G) = max (1 − |G | , 0) . (2.22)

Let S̄ℎl (x) : ΩG ×ΩG → R be a function defined by:

S̄ℎl (x, y) = Sℎl (x − y). (2.23)

Then for all x ∈ ΩG , S̄ℎl (x, ·) is a continuous function with compact support and we define an
approximation of the charge density, denoted dℎl,# , by the relation:

dℎl,# (x) := 〈d# , S̄ℎl (x, ·)〉 =
#∑
?=1
@?Sℎl (x − x? (C)). (2.24)

Figure 2.2. Example of two-dimensional hierarchical shape functions Sℎl (jℎl − x?).
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Error estimation with Monte-Carlo method

"To calculate the probability of a successful outcome of a
game of solitaire is a completely intractable task. On the other
hand, the laws of large numbers and the asymptotic theorems
of the theory of probabilities will not throw much light even on
qualitative questions concerning such probabilities. Obviously
the practical procedure is to produce a large number of
examples of any given game and then to examine the relative
proportion of successes. We can see at once that the estimate
will never be confined within given limits with certainty, but
only if the number of trials is great with great probability."

N. Metropolis and S.Ulam, The Monte Carlo method, 1949.

Let us now estimate the error made by this approximation by considering a Monte Carlo
approach. Let us recall the total charge of the systemQ =

∫
ΩG
@=(x)3x and let 5̃ = 5 /

∫
ΩG
=(x)3x

be the probability density function associated to the phase-space distribution of the particles,
where = is the physical particle density, defined in equation (1.6). It verifies an unit mean
relation: ∫∫

ΩG×ΩE
5̃ (x, v, C)3x3v = 1. (2.25)

Substituting the convolution kernel with the shape function in (2.20), we define an approxi-
mation of the density by:

dℎl (x) := Q
∫∫
ΩG×ΩE

Sℎl (x − /) 5 (/, v)3v3/ . (2.26)

In order to approximate thismultidimensional integral, aMonte Carlo framework using statistical
sampling techniques is considered. Let X be a random variable with the following probability
density function, expected value and variance:

x ↦→
∫
ΩE

5 (x, v)3v, E(X) :=
∫∫
ΩG×ΩE

/ 5 (/, v)3v3/, V(X) := E
(
(X − E(X))2

)
. (2.27)

The quantity Sℎl (x − X) being a random variable and the function defined by / ↦→ Sℎl (x − /)
being a mesurable function of ΩG , owing to Transfer theorem [99], the integral in (2.26) can be
recast into an expected value:

dℎl (x) = QE
(
Sℎl (x − X)

)
. (2.28)

Using an independent random sample (X1, ...,X") from the random variable X, one can define
an estimator of the integral by:

d̂ℎl (x) =
Q
"

"∑
8=1
Sℎl (x − X8) , (2.29)

where" is the number of random variables in the sample. To be able to make use of this result in
particle simulations, we note that we can associate the values of the random sample (X1, ...,X")



2.2. APPLICATION TO PIC DISCRETIZATIONS 53

with the particle positions [4] (x1, ..., x"), yielding the following statistical estimator:

d̂ℎl (x) :=
Q
#

#∑
?=1
Sℎl

(
x − x?

)
= dℎl,# . (2.30)

This estimator is equal to the first approximation of the charge density, defined in equation
(2.24). The expected value and variance of this estimator are defined from the independant
random sample (X1, ...,X# ) by:

E( d̂ℎl (x)) := E ©«Q#
#∑
?=1
Sℎl

(
x − X?

)ª®¬ , V( d̂ℎl (x)) := V ©«Q#
#∑
?=1
Sℎl

(
x − X?

)ª®¬ . (2.31)

Definition 2.2.1 (Grid-based and particle sampling errors) Let ? ∈ N and let D̂ℎ be a statis-
tical estimator of a function D : ΩG → R?, defined on a grid Ωℎ, i.e. a quantity that depends
on the sampling of the particles (the number of particles #) and the grid discretization ℎ. The
local error between the function and its statistical estimator is recast into two components:

D̂ℎ − D = (D̂ℎ − E(D̂ℎ))︸          ︷︷          ︸
V(D̂ℎ)

+ (E(D̂ℎ) − D)︸        ︷︷        ︸
Bias(D̂ℎ)

. (2.32)

The first, refered to as the particle sampling error and denoted V(D̂ℎ), is a centered random
variable corresponding to the error stemming from the variance of the sampling with a finite
number of particles. The second is the bias of the estimator, denoted Bias(D̂ℎ) also referred
to as the grid-based error. It depends on both the mesh size and the solution smoothness and
measures how close to the function D the most probable value of the estimator is.

The local error between the density and its statistical estimator is recast into a grid-based error
and a particle sampling error:

d̂ℎl − d = ( d̂ℎl − E( d̂ℎl))︸            ︷︷            ︸
V( d̂ℎl )

+ (E( d̂ℎl) − d)︸         ︷︷         ︸
Bias( d̂ℎl )

. (2.33)

Proposition 2.2.2 Let 5 (·, v) ∈ -2(Ω), then the particle sampling error is an unbiased random
variable:

E
(
V( d̂ℎl)

)
= 0. (2.34)

In addition, the variance of the particle sampling error and the grid-based error are given by:

V(V( d̂ℎl)) =
E0(·; ℎ;1 , ..., ℎ;3 )
#ℎ;1 ...ℎ;3

+
3∑
<=1

∑
{81,...,8<}
⊂{1,...,3}
8 9≠8:

E81,...,8< (·; ℎ;81 , ..., ℎ;8< )
ℎ2
;81
...ℎ2

;8<

#ℎ;1 ...ℎ;3
, (2.35)
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Bias( d̂ℎl) =
3∑
<=1

∑
{81,...,8<}
⊂{1,...,3}
8 9≠8:

181,...,8< (·; ℎ;81 , ..., ℎ;8< )ℎ
2
;81
...ℎ2

;8<
, (2.36)

with:

E0(·; ℎ;1 , ..., ℎ;3 ) =
(
2
3

)3
Qd +$

(
ℎ;1 ...ℎ;3

)
, (2.37)

E81,...,8< (·; ℎ;81 , ..., ℎ;8< ) =
(
2
3

)3−< (
1

15

)<
Qm2

81
...m2

8<
d +$

(
ℎ2
;81
, ..., ℎ2

;8<

)
, (2.38)

181,...,8< (·; ℎ;81 , ..., ℎ;8< ) =
(

1
12

)<
m2
81
...m2

8<
d +$

(
ℎ2
;81
, ..., ℎ2

;8<

)
. (2.39)

The magnitude of the particle sampling error is given by square root of the variance which
scale with:

V(V( d̂ℎl))
1
2 = $

( (
#ℎ;1 ...ℎ;3

)− 1
2
)
. (2.40)

Note that the bias of the charge density estimator on a component grid verifies the assumption
of equation (2.14). Therefore, the combination of these projections onto the component grids
according to equation (2.11) shall lead to cancellations for the grid-based error. This feature,
resulting from the tensor product form of the shape function, is the motivation for the application
of sparse grid combination to PIC methods.

2.2.2 Discretization on hybrid grids: PIC-Hg scheme, properties and er-
ror estimations

In this section, a first sparse grid application to PIC methods is presented. In order to take
advantage of the cancellations exposed in the precedent section, a sparse grid interpolant of the
density is constructed.

The density is accumulated onto each component grid, achieving a reduction of the statistical
error thanks to the large cells of the component grids, then evaluated onto the Cartesian grid
with the combination technique. The electric field is obtained by resolving the Poisson equation
on the Cartesian grid. Let us introduce the sparse grid reconstruction of the density, denoted
d̂2
ℎ=
, and the resulting electric field, denoted Êℎ= , as:

d̂2ℎ= =
∑
l∈L=

2lI+ℎl d̂ℎl , Êℎ= = −∇ℎ=Φ̂ℎ= , −Y0Δℎ=Φ̂ℎ= = d̂
2
ℎ=
, (2.41)

where ∇ℎ= and Δℎ= are the discrete gradient and discrete laplacian finite differences operators,
defined in equations (17). The corresponding scheme, named Hybrid grid PIC (PIC-Hg) scheme
(owing to the Cartesian grid and component grids considered within the scheme) is detailed in
algorithm 2. An illustration of the scheme is provided on figure 2.3. The following propositions
hold true for the scheme.

Proposition 2.2.3 The sparse grid reconstruction of the density preserves the total charge:∫
Ω

d̂2ℎ= (x)3x = Q. (2.42)
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Algorithm 2 PIC-Hg scheme

Require: Particle positions and velocities (x?, v?), time step ΔC, external fixed magnetic field
B, component grids Ωℎl and Cartesian grid Ω

(∞)
ℎ=

.
for each time step :ΔC do

for each component grid of level l ∈ L= do
Accumulate the charge density onto the component grid (2.30).
Interpolate the charge density onto +ℎl (2.10).

end for
Combinate the charge density onto the Cartesian grid (2.41).
Compute the electric field from the combined charge density on the Cartesian grid with
finite differences (2.41).
Evaluate I

+
(∞)
ℎ=

Êℎ= at the particle positions.
Update the particle velocities and positions according to the leap frog scheme (1.30).

end for

Remark 2.2.4 The positivity of the charge density is not preserved by the sparse grid interpo-
lation (see remark 2.1.4).

Proposition 2.2.5 The local error between the charge density sparse grid reconstruction and
the solution is recast into:

d̂2ℎ= − d = Bias( d̂2ℎ=)︸     ︷︷     ︸
grid-based error

+ V( d̂2ℎ=)︸   ︷︷   ︸
particle sampling error

. (2.43)

Assuming d ∈ -2(Ω), then the grid-based error and the particle sampling error verify:Bias( d̂2ℎ=)∞ ≤  ‖m2
1 ...m

2
3 d‖∞ℎ

2
= | log ℎ= |3−1 +$

(
ℎ2
= | log ℎ= |3−2

)
, (2.44)V (

V( d̂2ℎ=)
) 1

2

∞
≤ �‖d‖

1
2
∞(#ℎ=)−

1
2 | log ℎ= |3−1 +$

((
| log ℎ= |3−1

#ℎ=

) 1
2
)

(2.45)

where  and � are constants depending on the dimension of the problem. For two-dimensional
computations, it holds: Bias( d̂2ℎ=)∞ ≤  1ℎ

2
= | log ℎ= | +  2ℎ

2
=, (2.46)V (

V( d̂2ℎ=)
) 1

2

∞
≤ � | log ℎ= | (#ℎ=)−

1
2 , (2.47)

 1 =
3125

46656
‖m2

1 m
2
2 d‖∞,  2 =

25
108
(‖m2

1 d‖∞ + ‖m
2
2 d‖∞), � =

2
√

8
3 log(2) (Q‖d‖∞)

1
2

The benefit of the sparse grid combination technique as a noise reduction strategy is pointed
out by this proposition. Indeed, owing to the projection of the density onto the component grids,
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the particle sampling error is significantly reduced:V (
V( d̂2ℎ=)

) 1
2

∞
≤ $

(
(#ℎ=)−

1
2 | log ℎ= |3−1

)
≤ $

(
(#ℎ3=)−

1
2

)
=

V(V( d̂ℎ=)) 1
2


∞
,

where V( d̂ℎ=) (respectively V( d̂2ℎ=)) is the particle sampling error of the density projection
onto the Cartesian grid (respectively the sparse grid reconstruction). The profit is significant
for refined grids as well as three dimensional problems. Conversely, an increase of the grid-
based error results from the combination; the grid-based error is increased from $

(
ℎ2
=

)
to

$
(
ℎ2
= | log ℎ= |3−1) . Though ℎ2

= ≈ ℎ2
= | log ℎ= |3−1, the loss may appear negligible, however the

dominant component of the density error depends on derivatives of order 23. As a comparison,
the grid-based error of regular PIC methods is dominated by component with dependencies on
derivatives of order 2. This feature indicates a drawback of the combination technique and may
limit the efficiency of the method when the solution develops strong gradients not aligned with
the Cartesian grid. A similar estimation can be stated for the electric field.

Theorem 2.2.6 The local error between the electric field approximation and the solution is
recast into:

I
+
(∞)
ℎ=

Êℎ= − E = Bias
(
I
+
(∞)
ℎ=

Êℎ=
)

︸              ︷︷              ︸
grid-based error

+ V
(
I
+
(∞)
ℎ=

Êℎ=

)
︸           ︷︷           ︸

particle sampling error

, (2.48)

Assuming enough smoothness on the solutions, i.e. Φ ∈ �5
0 (Ω),E ∈ �

4(Ω) d ∈ -2(Ω)∩�3(Ω),
then the grid-based error and the particle sampling error verify:Bias (

I
+
(∞)
ℎ=

Êℎ=
)
∞
≤  ‖m2

1 ...m
2
3∇d‖∞ℎ

2
= | log ℎ= |3−1 +$

(
ℎ2
= | log ℎ= |3−2

)
, (2.49)V (

V
(
I
+
(∞)
ℎ=

Êℎ=

)) 1
2

∞
≤ �‖∇d‖

1
2
∞(#ℎ=)−

1
2 | log ℎ= |3−1 +$

((
| log ℎ= |3−1

#ℎ=

) 1
2
)
, (2.50)

where  and � are constants depending on the dimension of the problem. For two-dimensional
computations, the following estimations hold true:Bias (

I
+
(∞)
ℎ=

Êℎ=
)
∞
≤  1ℎ

2
= | log ℎ= | +  2ℎ

2
=,

V (
V

(
I
+
(∞)
ℎ=

Êℎ=

)) 1
2

∞
≤ � (#ℎ=)−

1
2 | log ℎ= |,

(2.51)

with

 1 =
3125

373248
‖m2

1 m
2
2∇d‖∞, � =

2
√

8
3 log(2) (Q‖∇d‖∞)

1
2 ,

 2 =
1

96

(
‖m4

1 E‖∞ + ‖m4
2 E‖∞

)
+ 1

3
max(‖m3

1Φ‖∞, ‖m
3
2Φ‖∞)

+ 4
27
(‖m2

1 E‖∞ + ‖m2
2 E‖∞) +

25
864
(‖m2

1∇d‖∞ + ‖m
2
2∇d‖∞).
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2.2.3 Discretization on component grids: PIC-Sg, PIC-NSg schemes, prop-
erties and error estimations

In this section, a second application of the sparse grid combination technique to PIC methods
[97] is presented. This implementation does not use a reconstruction of the density onto the
Cartesian grid. The idea is to deposit the charge density, solve the Poisson equation, differentiate
the electric potential on each component grid and eventually interpolate the electric field from the
component grids at particle positions by means of the combination technique. Let us introduce
the sparse grid reconstruction of the electric field, denoted E2ℎ= , defined by the relation:

Ê2ℎ= =
∑
l∈L=

2lI+ℎl Êℎl , (2.52)

where Êℎl is the approximation of the electrid field on a component grid with finite differences.
Solving the Poisson problem on each component grid rather than on the Cartesian grid, is likely
to speed-up the computations. Indeed, the gain may be coarsely estimated by the reduced
number of cells in all the component grids compared to the Cartesian mesh (see equation 2.18),
the result being a linear system with reduced size to solve for this scheme. Let us introduce the
scheme in algorithm 3, named Sub-grid PIC (PIC-Sg) scheme in the following. An illustration
of the scheme is provided on figure 2.3. The following propositions hold true for the scheme.

Algorithm 3 PIC-Sg scheme

Require: Particle positions and velocities (x?, v?), time step ΔC, external fixed magnetic field
B, component grids Ωℎl and Cartesian grid Ω

(∞)
ℎ=

.
for each time step :ΔC do

for each component grid of level index l ∈ L= do
Accumulate the charge density onto the component grid (2.30).
Compute the electric field from the charge density on the component grid with finite
differences.
Evaluate I+ℎl Êℎl at the particle positions (2.10).

end for
Combinate the electric field defined at the particle positions (2.52).
Update the particle velocities and positions according to the leap frog scheme (1.30).

end for

Theorem 2.2.7 The local error between the electric field sparse grid reconstruction and the
solution is recast into:

Ê2ℎ= − E = Bias(Ê2ℎ=)︸      ︷︷      ︸
grid-based error

+ V(Ê2ℎ=)︸   ︷︷   ︸
particle sampling error

, (2.53)

Assuming enough smoothness on the solutions, i.e. Φ ∈ -4
0 (Ω) ∩ �

5
0 (Ω), E ∈ -4(Ω), d ∈
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...

1) Combination of charge density 2) Resolution of electric field 3) Interpolation of electric field

interpolation of electric field
1) Resolution of electric field

Charge density on
each component grid

...

PIC
-H

g

PIC-Sg

2) Combination and

...

Figure 2.3. Schematic depiction of the differences between the PIC-Hg and the PIC-Sg
schemes.

-4(Ω) ∩ �5(Ω), then the grid-based error and the particle sampling error verify:Bias(Ê2ℎ=)∞ ≤ (
 1,1‖m4

1 ...m
4
3E‖∞ +  1,2‖m4

1 ...m
4
3−1m

2
3∇d‖∞ + ...

)
ℎ2
= | log ℎ= |3−1

+$
(
ℎ2
= | log ℎ= |3−2

)
, (2.54)V (

V(Ê2ℎ=)
) 1

2

∞
≤ �‖∇d‖

1
2
∞(#ℎ=)−

1
2 | log ℎ= |3−1 +$

((
| log ℎ= |3−1

#ℎ=

) 1
2
)
, (2.55)

and where  1,1,  1,2,..., � are constants depending on the dimension of the problem. For
two-dimensional computations, the following estimations hold true:Bias(Ê2ℎ=)∞ ≤  1ℎ

2
= | log ℎ= | +  2ℎ

2
=,

V (
V(Ê2ℎ=)

) 1
2

∞
≤ � (#ℎ=)−

1
2 | log ℎ= |, (2.56)
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with

 1 =
20

729
‖m2

1 m
2
2 E‖∞ +

5
36864

(
‖m4

1 m
2
2∇d‖∞ + 2‖m4

1 m
4
2 E‖∞ + ‖m2

1 m
4
2∇d‖∞

)
+ 5

1152
max

(
‖m3

1 m
2
2 d‖∞ + ‖m

3
1 m

4
2Φ‖∞, ‖m

2
1 m

3
2 d‖∞ + ‖m

4
1 m

3
2Φ‖∞

)
+ 5

2592

(
‖m4

1 m
2
2 E‖∞ + 2‖m2

1 m
2
2∇d‖∞ + ‖m

2
1 m

4
2 E‖∞

)
+ 5

81
max(‖m2

1 m
3
2Φ‖∞, ‖m

3
1 m

2
2Φ‖∞),

 2 =
4

27

(
‖m2

1 E‖∞ + ‖m2
2 E‖∞

)
+ 1

96

(
‖m2

1∇d‖∞ + ‖∇m
2
2 d‖∞

)
+ 1

96

(
‖m4

1 E‖∞ + ‖m4
2 E‖∞

)
+ 2

3
max(‖m3

1Φ‖∞, ‖m
3
2Φ‖∞),

� =
2

3
√

8
(Q‖∇d‖∞)

1
2 .

Proposition 2.2.8 Assuming a periodic domain, the scheme does preserve the total momentum
of the system, i.e

3

3C

(
<

∫∫
Ω×ΩE

v 5# (x, v, C)3x3v
)
= 0, (2.57)

where:

5# (x, v, C) =
#∑
?=1

=

#
X(x − x? (C))X(v − v? (C)). (2.58)

The estimation of the error requires stronger assumptions on the smoothness of the electric
potential Φ ∈ -4

0 (Ω) ∩ �
5
0 (Ω), electric field E ∈ -4(Ω) and density d ∈ -4(Ω) ∩ �5(Ω)

than for the PIC-Hg scheme Φ ∈ �5
0 (Ω), E ∈ �

4(Ω), d ∈ -2(Ω) ∩ �3(Ω), especially on
mixed derivatives. The significant differences with the PIC-Hg scheme are the additional
dominant terms depending on higher mixed derivatives of the solution: ‖m4

1 ...m
4
3−1m

2
3
∇d‖∞, ...,

‖m4
1 ...m

4
3
E‖∞ which are density derivatives of order 43 − 1 and electric field derivatives of order

43. In comparison, the dominant terms in the PIC-Hg scheme estimation in equation (2.49) are
of order 23 + 1 for the density, and the negligible terms are of order 4 for the electric field.

Remark 2.2.9 An alternative scheme, named PIC-NSg, in which the component grid contribu-
tions of the electric potential are combined on the full grid is also considered. The electric field
is then computed on the full grid with differentiation and interpolated at the particle positions.
The scheme is summarized in algorithm 4.

Proposition 2.2.10 For all the sparse grid schemes (PIC-Hg,PIC-Sg,PIC-NSg), the linear dis-
persion relation for a cold plasma with no drift is similar to the standard PIC scheme (PIC-Std).
The linear stability constraint associated to the schemes is then:

ΔC <
2
l?
. (2.59)
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Algorithm 4 PIC-NSg scheme

Require: Particle positions and velocities (x?, v?), time step ΔC, external magnetic field B,
component grids Ωℎl and Cartesian grid Ω

(∞)
ℎ=

.
for each time step :ΔC do

for each component grid of index l ∈ L= do
Accumulate the charge density onto the component grid (2.30)
Compute the electric potential from the charge density on the component grid.
Interpolate the electric potential onto +ℎl (2.10).

end for
Combine the electric potential onto the full grid (2.11) in nodal basis.
Differentiate the electric potential on the full grid.
Interpolate the electric field at the particle positions.
Update the particle positions and velocities (1.30).

end for

2.2.4 Improvements of the schemes
Offset combination technique

From the analysis conducted in the precedent sections, the following conclusions may be stated.
Sparse grid reconstructions define a different trade off between the two components of the errors
(grid-based and particle sampling errors) as compared to standard PIC approximations. The
particle sampling error is significantly mitigated thanks to sparse grid approximations. This
is an important feature since this component of the error is generally the most detrimental for
the computations and ultimately limits the precision of the approximation. Contrariwise, the
grid-based error is less favorable for the sparse grid approximations: the dominant term depends
on mixed derivatives of the solutions (see tables 2.1, 2.1 for a comparison of the methods). In

Table 2.1. Grid-based error: dominant and marginal terms with dependances on d or E
derivatives.

i) Density grid-based error (‖ d̂2
ℎ=
− d‖∞), dependance on d derivatives.

Scheme Dominant term Negligible term

PIC-Std ℎ2
=

(∑3
8=1 ‖m2

8
d‖∞

)
ℎ23
= ‖m2

1 ...m
2
3
d‖∞

PIC-Hg / PIC-Sg ℎ2
= | log ℎ= |3−1‖m2

1 ...m
2
3
d‖∞ ℎ2

=

(∑3
8=1 ‖m2

8
d‖∞

)
ii) Electric field grid-based error (‖Ê2ℎ= − E‖∞), dependance on E derivatives.

Scheme Dominant term Negligible term

PIC-Std / PIC-Hg ℎ2
=

(∑3
8=1 ‖m4

8
E‖∞

)
ℎ23
= ‖m4

1 ...m
4
3
E‖∞

PIC-Sg ℎ2
= | log ℎ= |3−1‖m4

1 ...m
4
3
E‖∞ ℎ2

=

(∑3
8=1 ‖m4

8
E‖∞

)
this section, a general framework, that we shall referred to as offset combination technique, is
introduced in order to reduce the grid-based error of sparse grid reconstructions. The offset
combination technique ismotivated by the property of the dominant term error to be an increasing



2.2. APPLICATION TO PIC DISCRETIZATIONS 61

function of the number of sub-grids involved in the combination ($
(
| log ℎ= |3−1)) as well as the

combined sum of the errors of the partial estimators. The offset combination consists therefore
in both reducing the number of sub-grids considered within the combination and using sub-grids
with increased minimum levels. In this respect, the offset combination borrows some ideas to
the so-called truncated combination [14, 88]. However, a more subtle strategy is implemented
within the offset combination in order to select efficiently the subset of sub-grids.

The main drawback of the truncated method is the additional statistical error introduced
in the simulation, because of the smaller cells of the grids considered in the combination, the
mean number of particles per cell is reduced. The offset combination is aimed at mitigating the
increase of the statistical noise as well as the dominant component of the grid-based error in
return of a deterioration of the error component depending on the non-mixed derivatives of the
solution. The tuning of the balance between the different components of the error is implemented
thanks to the two parameters g0, g1 ∈ N. The index g0, which is the truncation parameter, is used
to parametrize the minimum discretization level for the sub-grids, with the aim of discarding
the most anisotropic sub-grids from the combination. The parameter g1, which is the offset
parameter, sets the loss of discretization in the directions aligned with an axis (contributing to
the negligible terms of the grid-based error with non-mixed derivatives) as illustrated on figure
2.4. For g1 = (3 − 1)g0 the offset method boils down to the truncated combination technique
introduced in [14, 88]. The set of sub-grids for the offset combination is defined by:

Definition 2.2.11 (Offset combination index) Let g0, g1 ∈ N, the offset combination indexes
are defined by:

L= (g0, g1) :=
⋃

8∈J0,3−1K

L=,8 (g0, g1), g0 ∈ J1, =K, g1 ∈ J3 − 1, (3 − 1)g0K (2.60)

L=,8 (g0, g1) :=
{
l ∈ N3 | l ≥ g0, |l|1 = = + g1 − 8

}
. (2.61)

Figure 2.4. Schematic depiction of the two-dimensional classical combination (left), truncated
combination with g0 = 3 (middle) and offset combination with g0 = 3, g1 = 2 (right).

Proposition 2.2.12 The local error between the charge density sparse grid reconstruction with
the offset combination technique and the solution is recast into:

d̂2ℎ= − d = Bias( d̂2ℎ=)︸     ︷︷     ︸
grid-based error

+ V( d̂2ℎ=)︸   ︷︷   ︸
particle sampling error

, (2.62)
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Assuming d ∈ -2(Ω), then the grid-based error and the particle sampling error verify:Bias( d̂2ℎ=)∞ ≤  ‖m2
1 ...m

2
3 d‖∞ℎ

2
=2 | log ℎ=1 |3−1 +$

(
ℎ2
=2 | log ℎ=1 |3−2

)
, (2.63)V (

V( d̂2ℎ=)
) 1

2

∞
≤ �‖d‖

1
2
∞(#ℎ=2)−

1
2 | log ℎ=1 |3−1 (2.64)

where the constants are the same constants as in proposition 2.2.5 and:

=1 = = − 2g0 +
g1
3 − 1

, =2 = = + g1 − (3 − 1). (2.65)

The proof of the above proposition is a simple extension of the proof of proposition 2.2.5.
Similar results on the electric field can be demonstrated by following the proofs of theorems
2.2.7 and 2.2.6.

Compared to the estimation of the PIC-Hg scheme both the grid-based component and the
particle sampling component of the error are mitigated in the offset method. This is obtained
thanks to the reduced number of sub-grids in the combination which scales with$

(
| log ℎ=1 |3−1)

instead of $
(
| log ℎ= |3−1) , =1 ≤ =. Besides, the use of sub-grids with higher levels, i.e.

parametrized by indices l with larger |l|1, entails an offset for both the particle sampling error
and the grid-based error, if =2 ≥ =. Conversely, the negligible components in the grid-based
error are increased by the elimination of the more anisotropic grids, however this is of no
consequence on the accuracy of the numerical method since these components are negligible.
Remark 2.2.13 The offset combination technique can be applied to either the PIC-Hg scheme,
the PIC-Sg scheme or the PIC-NSg scheme without the loss of their conservativity properties
(total charge, total momentum, etc.).

Oversampled hybrid grid (PIC-OHg)

The analyses conducted within section 2.2 highlight a deterioration of the electric field ap-
proximations carried out by sparse grid PIC methods (see table 2.1) compared to standard PIC
methods. Similarly to the density interpolant, this altered precision, more important for the
PIC-SG scheme, is due to an increase of the grid-based error component depending on high
order cross derivatives of the solution. The corrections proposed herein address this specific
issue.

The PIC-Hg scheme does not take advantage of sparse-grid techniques for the resolution
of the electric field, the potential being carrying out on a Cartesian mesh, unlike the PIC-Sg
scheme, which makes the resolution more expansive than the latter. This computation may
be expansive for refined discretizations and particularly for three dimensional problems. The
benefit of this approach is a reduced dependency of the electric field approximation to the solution
cross derivatives (compared to the PIC-Sg scheme, see table 2.1). The strategy introduced to
alleviate the numerical cost of the electric field computation, consists in using grids with different
resolutions for the charge density deposition and the electric field computation. Precisely, the
electric field is carried out on a full mesh Ω(∞)

ℎ=
while the density is projected onto a sequence

of sub-grids associated to a more refined (oversampled) full mesh Ω(∞)
ℎ=̃

, where ℎ=̃ = ℎ= · ℎX=,
X= ∈ N. The corrected scheme, that we shall name the oversampled hybrid grid PIC scheme, is
similar to the PIC-Hg scheme, except that the sub-grids are considered in the following index
set:

L̃= :=
⋃

8∈J0,3−1K

L̃=,8, L̃=,8 := {l̃ ∈ N3 | |l̃|1 = =̃ + 3 − 1 − 8, l ≥ 1}, (2.66)
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Before the Poisson equation is solved, the density is deposited onto Ω(∞)
ℎ=

from the values of the
sparse grid interpolant on Ω(∞)

ℎ=̃
, which is denoted d2

ℎ=̃
:

d̂2ℎ= (jℎ=) :=
lℎ=̃

l=

∑
i∈�ℎ=̃

d̂2ℎ=̃ (iℎ=̃),ℎ=,j(iℎ=̃) for j ∈ �ℎ= , (2.67)

where lℎ= , lℎ=̃ correspond to the volume of a cell of the grid considered:

lℎ= =
©«
∑
j∈�ℎ=

1ª®¬
−1

, lℎ=̃ =
©«
∑
j∈�ℎ=̃

1ª®¬
−1

(2.68)

Remark 2.2.14 The total charge of the density is conserved by the projection onto Ω(∞)
ℎ=̃

and by
reconstruction on Ω(∞)

ℎ=
, i.e ∑

i∈�ℎ=̃

d̂2ℎ=̃ (iℎ=̃)l=̃ = Q. (2.69)

Enhanced sub-grids (PIC-ESg)

This correction consists in enhancing the sub-grids for the resolution of the electric field by
introducing sub-grids more refined than those used for the projection of the density. The sub-
grids carrying the electric field are considered with discretization ℎl̃ = ℎl · ℎX=, X= ∈ N being
a parameter denoting the additional depth of these enhanced sub-grids. The corrected scheme,
that we shall name enhanced sub-grid PIC scheme is similar to the PIC-Sg scheme except that
after the projection, on each sub-grid, the partial representation of the density is interpolated to
the enhanced sub-grid Ωℎl̃ with standard interpolation:

d̂ℎl̃ (iℎl̃) :=
∑
j∈�ℎl

Ul,j,ℎl,j(iℎl̃), for i ∈ �ℎl̃ , (2.70)

where the coefficients Ul,j are determined by interpolation conditions. For linear interpolation
the coefficients fall down to the values of the function evaluated at the grid nodes. Eventually,
the electric field is computed on the enhanced sub-grids and reconstructed on the non-enhanced
sub-grids in a way similar to equation (2.67).

2.2.5 Derivations of particle sampling error estimations
In the previous sections, different schemes and improvements of the schemes embedding sparse
grid reconstructions have been introduced. For these schemes, the error associated to the sparse
grid reconstruction, i.e. originating from the spatial discretization by a set of component grids
and the sparse grid interpolation operator, has been separated into two main contributions and
investigated: the grid-based error and the particle sampling error. On the one hand, the grid-
based error has been thoroughly analyzed for both the charge density and the electric field,
with estimations depending on the schemes (PIC-HG, PIC-Sg). On the other hand, the particle
sampling error estimations derived in those sections are similar for all grid quantities (charge
density, electric field) and all schemes. These estimations have allowed us to apprehend the gains
offered by sparse grid reconstructions in comparison to traditional PIC schemes. Nonetheless,
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the bounds provided in the previous theorems for the particle sampling error are not optimal and
can be refined. Indeed, one shall expect a better statistical resolution for the electric potential
than for the charge density, caused by the regularization of the inverse Laplacian operator.

The motivation of this section is to derive more accurate particle sampling error estimations.
Unlike the previous ones, these estimations shall take into account the regularization effects
of the grid operators (inverse Laplacian, gradient). In this section, the distinctions between
the different sparse PIC schemes are no longer detailed; the estimations are derived for the
grid quantities d̂2

ℎ=
, Φ̂2

ℎ=
(, Ê2ℎ=) corresponding to the reconstructions from the schemes PIC-Hg,

PIC-NSg (and PIC-Sg).
First, let us recall the estimations obtained previously. The charge density reconstruction,

defined by the first equation in (2.41), has a particle sampling error that verify the following
bound: V (

V( d̂2ℎ=)
) 1

2

∞
≤ �1‖d‖

1
2
∞(#ℎ=)−

1
2 | log ℎ= |3−1 +$

((
| log ℎ= |3−1

#ℎ=

) 1
2
)
, (2.71)

and shall be compared to the standard method particle sampling error:V (
V( d̂ℎ=)

) 1
2

∞
= �2‖d‖

1
2
∞(#ℎ3=)−

1
2 +$

(
#−

1
2

)
, (2.72)

where �1, �2 are constants depending on the dimension 3. The following, more accurate,
bound is established.

Theorem 2.2.15 The following bound for the particle sampling error of the reconstructed charge
density holds true:V (

V( d̂2ℎ=)
) 1

2

∞
≤ �3

(
Q‖d‖∞

| log ℎ= |3−1

#ℎ=

) 1
2

+$
(
| log ℎ= |3−1#−

1
2

)
, (2.73)

where �3 is a constant depending on the dimension 3. For two dimensional computations it
falls down to:

�3 =

√(
24

log(2)

)
. (2.74)

The constant �3 of the estimation is not optimal. Indeed, the cancellations resulting from
the positive and negative contributions in the combination have not been taken into account in
the proof. Nonetheless, this estimation shall provide an upper bound for the statistical error.
The estimation shall be compared with the previous bound provided in equation (2.71). The
difference between this estimation and the new one is the | log ℎ= |3−1 term which is refined into
a | log ℎ= |

3−1
2 term. This novel estimation lead to the following result:

Corollary 2.2.16 Let %2 ∈ N being an integer representing the mean number of particles per
cell, and considering a total number of particles # defined by the following equations for the
sparse-PIC and standard schemes:

#BC3 = %2ℎ
−3
= , #B?0AB4 = %2

(∑
l∈L=
|2l |ℎ;1 ...ℎ;3

)−1

. (2.75)
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Then the particle sampling error on the charge density is comparable between the two methods:

V
(
V( d̂ℎ=)

) 1
2 =

(
2
3

) 3
2
(
Qd
%2

) 1
2

, V
(
V( d̂2ℎ=)

) 1
2 ≤

(
�Qd
%2

) 1
2

, (2.76)

where � is a constant that depends only on the dimension. E.g. for two dimensional computa-
tions:

� =

√
8

log(2)

The major consequence of this result is the following: by choosing the number of total particles
according to equation (2.75) with a mean number of particle per cell %2, the particle sampling
error (for the charge density) of the standard and sparse grid methods shall be of the same order.

Let us now derive an estimation of the particle sampling error for the electric potential.
Following the steps of theorem 2.2.7 proof, the following bound for the recombined electric
potential can be obtained thanks to a maximum principle:V (

V(Φ̂2ℎ=)
) 1

2

∞
≤ �‖d‖

1
2
∞(#ℎ=)−

1
2 | log ℎ= |3−1 +$

((
| log ℎ= |3−1

#ℎ=

) 1
2
)
, (2.77)

where � is a constant depending on the dimension 3. In order to derive more accurate estima-
tions, we need some additional hypothesizes:

i) A decomposition of the Poisson problem for the grid-based error and the particle sampling
error is assumed, i.e.

−Y0∇2
ℎl
V(Φ̂ℎl) = V( d̂ℎl), −Y0∇2

ℎl
Bias(Φ̂ℎl) = Bias( d̂ℎl), (2.78)

ii) The variance of the particle sampling errors is assumed to be constant on the space domain,
i.e.

V(D̂ℎl;j) = V(D̂ℎl), ∀j ∈ �ℎl , (2.79)

where D̂ℎl is the statistical estimator of D, being the charge density, electric potential or
field. This hypothesis is usually assumed in PIC simulations. Indeed, the statistical error
is regulated by the average number of particles per cell %2, assuming therefore the variance
to be constant from one cell to another.

Theorem 2.2.17 Assuming the hypothesizes i) and ii), the following bound on the particle
sampling error holds for the reconstructed electric potential:V (

V(Φ̂2ℎ=)
) 1

2

∞
≤ �1‖d‖

1
2
∞ | log ℎ= |3−1#−

1
2 +$

(
| log ℎ= |3−

3
2#−

1
2

)
, (2.80)

where �1 is a constant depending on the dimension.

Remark 2.2.18 Assuming that the hypothesis i) is valid also for the differentiation of the field
and applying the same arguments in the proof, a similar bound can also be obtained for the
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reconstructed electric field:V (
V(Ê2ℎ=)

) 1
2

∞
≤

{
�2‖d‖

1
2
∞ | log ℎ= |3−1 | log ℎ= |

1
2#−

1
2 , 3 = 2

�3‖d‖
1
2
∞ | log ℎ= |3−1ℎ

− 1
6

= #−
1
2 , 3 = 3

where �2 and �3 are constants depending on the dimension.

Proofs of chapter 2
Some of the proofs provided herein are limited to two-dimensional geometries. Nonetheless,
they are readily extendable to an arbitrary number of dimensions, using the same tools, however
with an additional complexity of notation avoided within the present chapter. First, let us explicit
the notation used in theorem 2.1.3:

3∑
<=1

∑
{81,...,8<}
⊂{1,...,3}
8 9≠8:

081,...,8< (x; ℎ;81 , ..., ℎ;8< )ℎ
2
;81
...ℎ2

;8<
. (2.81)

The second sum is constituted of all sets of < different integers contained in the set {1, ..., 3}.
For example, if< = 3, the second sum has only one term corresponding to 81, ..., 8< = {1, ..., 3}.
On the opposite, if < = 1, the second sum contains < terms corresponding to 81 = 1, ..., 3. Note
that the sets of integers {81, ..., 8<}, {82, 81, ..., 8<} and others are equals and count as one term.
Let us now explicit the notation for the cases of our interest, that is for 3 = 2, where the sums
fall down to three terms:

2∑
<=1

∑
{81,...,8<}
⊂{1,...,3}
8 9≠8:

081,...,8< (x; ℎ;81 , ..., ℎ;8< )ℎ
2
;81
...ℎ2

;8<
=

01(x; ℎ;1)ℎ2
;1
+ 02(x; ℎ;2)ℎ2

;2
+ 01,2(x; ℎ;1 , ℎ;2)ℎ2

;1
ℎ2
;2
, (2.82)

and for 3 = 3, where the sums fall down to seven terms:

3∑
<=1

∑
{81,...,8<}
⊂{1,...,3}
8 9≠8:

081,...,8< (x; ℎ;81 , ..., ℎ;8< )ℎ
2
;81
...ℎ2

;8<
=

01(x; ℎ;1)ℎ2
;1
+ 02(x; ℎ;2)ℎ2

;2
+ 03(x; ℎ;3)ℎ2

;3

+ 01,2(x; ℎ;1 , ℎ;2)ℎ2
;1
ℎ2
;2
+ 01,3(x; ℎ;1 , ℎ;3)ℎ2

;1
ℎ2
;3
+ 02,3(x; ℎ;2 , ℎ;3)ℎ2

;2
ℎ2
;3

+ 01,2,3(x; ℎ;1 , ℎ;2 , ℎ;3)ℎ2
;1
ℎ2
;2
ℎ2
;3
. (2.83)

In order to prove the theorem 2.1.3, we introduce the following lemma.

Lemma 2.2.19 Let ;, < ∈ N such that 0 ≤ ; ≤ = and 0 ≤ < ≤ 3 − 1, then

3−1∑
A=0
(−1)A

(
3 − 1
A

) (
= + 3 − 2 − A − ;
3 − 1 − <

)
=

{
1 if < = 0,
0 else. (2.84)
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Lemma 2.2.20 The combination coefficients verify an unit sum property:∑
l∈L=

2l = 1. (2.85)

Proof of lemma 2.2.19. First, one shall demonstrate the following relation by induction for
0 ≤ 8 ≤ 3 − 2 :

3−1∑
A=0
(−1)A

(
3 − 1
A

)
A 9 = 0, ∀ 0 ≤ 9 ≤ 8. (2.86)

The relation is immediate for 8 = 0 with the binomial theorem. Let 8 ∈ J0, ..., 3 − 3K and assume
that (2.86) holds for 8, then:

3−1∑
A=0
(−1)A

(
3 − 1
A

)
A8+1 =

3−1∑
A=1
(−1)A

(
3 − 1
A

)
A8+1

= (3 − 1)
3−1∑
A=1
(−1)A

(
3 − 2
A − 1

)
A8

= (−1) (3 − 1)
3−2∑
A=0
(−1)A

(
3 − 2
A

)
(A + 1)8

= (−1) (3 − 1)
8∑
9=0

(
8

9

) 3−2∑
A=0
(−1)A

(
3 − 2
A

)
A 9

= 0.

where the relation
3 − 1
A

(
3 − 2
A − 1

)
=

(
3 − 1
A

)
, the binomial theorem and the induction hypothesis

(where 8 ≤ 3 − 3) have been used in the last relations. From this, the expression falls down to:

3−1∑
A=0
(−1)A

(
3 − 1
A

) (
= + 3 − 2 − A − ;
3 − 1 − <

)
=

3−1∑
A=0
(−1)A

(
3 − 1
A

)
1

(3 − 1)! (= − A − ; + <)...(= − A − ; + 3 − 2)︸                                         ︷︷                                         ︸
3−1−< terms

=


1

(3 − 1)!

3−1∑
A=0
(−1)A

(
3 − 1
A

)
(−A)3−1 if < = 0,

0 else,

because if < ≠ 0 all exponent of A in the product are less than 3 −1. Then, if < = 0, by applying
3 − 2 times the previous calculations, one gets:

3−1∑
A=0
(−1)A

(
3 − 1
A

)
(−A)3−1 = (−1)3−2(−1)3−1 (3 − 1)!

(3 − 1)!

1∑
A=0
(−1)A

(
1
A

)
A

= 1. �
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Proof of lemma 2.2.20. The sum can be recast into:∑
l∈L=

2l =
3−1∑
A=0
(−1)A

(
3 − 1
A

) ∑
|l|==+3−1−A

=

3−1∑
A=0
(−1)A

(
3 − 1
A

) (
= + 3 − 2 − A

3 − 1

)
= 1,

since there are
(
= + 3 − 2 − A

3 − 1

)
ways of representing the sum =+ 3 − 1− A with 3 positive integer

and owing to the lemma 2.2.19. �
Proof of theorem 2.1.3. With the lemma 2.2.20, the following relation holds according to the
assumption (2.14):

D2ℎ= − D =
∑
l∈L=

2l(Dℎl − D) =
3∑
<=1

�<,

where:

�< =
∑

{81,...,8<}
⊂{1,...,3}

3−1∑
A=0
(−1)A

(
3 − 1
A

) ∑
|l|==+3−1−A

081,...,8< (·; ℎ;81 , ..., ℎ;8< )ℎ
2
;81
...ℎ2

;8<
.

Let us first consider the case 1 ≤ < ≤ 3 − 1, the term �< can be recast into:

�< =
∑

{81,...,8<}
⊂{1,...,3}

3−1∑
A=0
(−1)A

(
3 − 1
A

) ∑
∑<
9=1 ;8 9 ≤

=+<−1−A

081,...,8< (·; ℎ;81 , ..., ℎ;8< )ℎ
2
;81
...ℎ2

;8<
�=,3,< (A)

=
∑

{81,...,8<}
⊂{1,...,3}

©«
∑

∑<
9=1 ;8 9 ≤

=+<−1−(3−1)

081,...,8< (·; ℎ;81 , ..., ℎ;8< )ℎ
2
;81
...ℎ2

;8<

(
3−1∑
A=0
(−1)A

(
3 − 1
A

)
�=,3,< (A)

)

+
3−2∑
?=0

∑
∑<
9=1 ;8 9=

=+<−1−?

081,...,8< (·; ℎ;81 , ..., ℎ;8< )ℎ
2
;81
...ℎ2

;8<

?∑
C=0
(−1)C

(
3 − 1
C

)
�=,3,< (A)

ª®®®®¬
where �=,3,< (A) =

(
= + 3 − 2 − A −∑<

9=1 ;8 9

3 − 1 − <

)
. From lemma 2.2.19, applied with ; =

∑<
9=1 ;8 9 ,

< ≥ 1, the first term in the last expression vanishes and the term �< falls down to:

�< = ℎ
2
=�3,<

∑
{81,...,8<}
⊂{1,...,3}

∑
∑<
9=1 ;8 9=

=+<−1−?

081,...,8< (·; ℎ;81 , ..., ℎ;8< ),
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where �3,< =

3−2∑
?=0

2−2(<−1−?)
?∑
A=0
(−1)A

(
3 − 1
A

) (
3 − < − 1 + ? − A

3 − 1 − <

)
. Since the outermost sum

contains
(3
<

)
terms and because the functions 0̃81,...,8< are bounded, the following majoration

holds:

|�< | ≤ ℎ2
=�3,<

(
^

(
3

<

) (
= + < − 2
< − 1

)
+$ (1)

)
≤ ℎ2

=�3,<

(
^
(3
<

)
(< − 1)! (= + < − 2)<−1 +$ (1)

)
Eventually the last term for < = 3 can be recast into:

�3 =

3−1∑
A=0
(−1)A

(
3 − 1
A

) ∑
|l|==+3−1−A

01,...,3 (·; ℎ;1 , ..., ℎ;3 )ℎ2
;1
...ℎ2

;3

= ℎ2
=0̃1,...,3

(
3−1∑
A=0
�A

(
= + 3 − 1 − A

3 − 1

)
+$ (1)

)
,

where �A = 2−2(3−1−A) (−1)A
(3−1
A

)
. �

Proof of proposition 2.2.2. First, the expected value of the estimator can be written as follow
because of the linearity of the expected value and the symmetry of the basis function:

E( d̂ℎl (x)) =
Q

ℎ;1 ...ℎ;3

∫∫
ΩG×ΩE

,

(
b1 − G1
ℎ;1

)
...,

(
b3 − G3
ℎ;3

)
5 (/, v)3v3/ . (2.87)

Considering the following change of variable for 1 ≤ 8 ≤ 3:

H8 = ℎ
−1
;8
(b8 − G8), (2.88)

one gets:

E( d̂ℎl (x)) = Q
∫∫
[−ℎ−1

;8
,ℎ−1
;8
]×ΩE

, (H1) ..., (H3) 5 (G1 + H1ℎ;1 , ..., v)3v3y. (2.89)

Let us now consider uni-dimensional Taylor expansions at second order in each dimension of
the probability density function 5 and combine them to obtain:

5 (G1 + H1ℎ;1 , ..., v) =
∑
|" |∞≤2

m
U1
1 ...m

U3
3
5 (x, v)

U1!...U3!
H
U1
1 ℎ

U1
;1
...H

U3
3
ℎ
U3
;3
+ >

(
ℎ2
;1
, ..., ℎ2

;3

)
. (2.90)

Introducing the expansion in the last expression, separating the integrals and restricting the first
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integrals on the supports of the basis functions, it holds:

E( d̂ℎl (x)) =
∑
|" |∞≤2

ℎ
U1
;1
...ℎ

U3
;3

(∫
[−1,1]

, (H1)HU1
1 3H1

)
...

(∫
[−1,1]

, (H3)HU33 3H3
)

(
Q

∫
ΩE

m
U1
1 ...m

U3
3
5 (x, v)

U1!...U3!
3v

)
+ >

(
ℎ2
;1
, ..., ℎ2

;3

)
. (2.91)

Because of the symmetry of the function, , the integrals vanish for all odd exponents, i.e.∫
[−1,1]

, (H)HU3H = 0 if U odd, (2.92)

and thus all terms with at least one odd exponent vanish in the sum. We conclude with the
relations:

Q
∫
ΩE

m
U1
1 ...m

U3
3
5 (x, v)3v = mU1

1 ...m
U3
3
d(x),

∫
[−1,1]

, (H)H23H =
1
6
,

∫
[−1,1]

, (H)3H = 1.

From the definition of the particle sampling error, it is obvious that its expected value is zero. On
the other hand, owing to Bienaymé’s equality, since the positions of the particles are supposed
independent, the variance of the particle sampling error is:

V(V( d̂ℎl) (x)) = V( d̂ℎl (x)) = V
©«Q#

#∑
?=1
Sℎl (x − X?)

ª®¬
=
Q2

#
V(Sℎl (x − X))

=
Q2

#
E

(
(Sℎl (x − X) − E(Sℎl (x − X)))2

)
=
Q2

#

(
E(Sℎl (x − X)2) − E(Sℎl (x − X))2

)
.

Combining uni-dimensional Taylor expansions at second order in each dimension and change
of variables similar to the bias calculations, the first term can be written as:

QE(Sℎl (x − X)2) =
∑
|" |∞≤2

ℎ
U1
;1
...ℎ

U3
;3

ℎ;1 ...ℎ;3

(∫
[−1,1]

,2(H1)HU1
1 3H1

)
...

(∫
[−1,1]

,2(H3)HU33 3H3
)

(
Q

∫
ΩE

m
U1
1 ...m

U3
3
5 (x, v)

U1!...U3!
3v

)
+ >

(
ℎ;1 , ..., ℎ;3

)
. (2.93)

Again, because of the symmetry of the function,2, the integrals vanish for odd exponents, i.e.∫
[−1,1]

,2(H)HU3H = 0, if U odd. (2.94)
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Finally, with the relations:∫
[−1,1]

,2(H)H23H =
1

15
,

∫
[−1,1]

,2(H)3H = 2
3
, (2.95)

and neglecting the last term:

E(Sℎl (x − X))2 =
(
d(x) +$

(
ℎ2
;1
, ..., ℎ2

;3

))2
, (2.96)

we conclude the proof. �
Proof of proposition 2.2.3. Recasting the sums and integral, it holds true:∫

Ω

d̂2ℎ= (x)3x =
∑
l∈L=

2l
∑
j∈�ℎl

Q
#

#∑
?=1
Sℎl (jℎl − x?)

∫
Ω

,ℎl;j(x)3x.

We obtain the result with following relations:

∑
j∈�ℎl

Sℎl (jℎl − x?) =
(
3∏
8=1

ℎ;8

)−1

,

∫
Ω

,ℎl;j(x)3x =
(
3∏
8=1

ℎ;8

)
,

and thanks to the lemma 2.2.20. �
The following lemma is useful for the proof of proposition 2.2.5.

Lemma 2.2.21 Let X be the random variable defined by equation (2.27) and k ∈ L=, then

Q
∑
(i,j)∈�2

ℎk

E
(
(ℎk (iℎk − X)(ℎk (jℎk − X)

)
,ℎk,i,ℎk,j ≤

(
2
3

)2 ‖d‖∞
ℎ:1ℎ:2

+$
(
ℎ:1ℎ:2

)
. (2.97)

Proof of lemma 2.2.21. Let us consider the one-dimensional problem which can be extended to
the two-dimensional case by tensor product of the shape function. Owing to the symmetry of
the basis functions, it holds:

QE(Sℎ: (8ℎ: − X)Sℎ: ( 9 ℎ: − X))

= Q
∫∫
ΩG×ΩE

1
ℎ2
:

,

(
b − 8ℎ:
ℎ:

)
,

(
b − 9 ℎ:
ℎ:

)
5 (b, E, C)3b3E

= Q
∫∫
ΩG×ΩE

1
ℎ:
, (G + 9 − 8), (H) 5 ( 9 ℎ: + Gℎ: , E, C)3H3E

where the change of variable G = ℎ−1
:
(b− 9 ℎ: ) has been applied. There are two cases to consider

either if 8 = 9 or not:
i) If 8 = 9 , a Taylor expansion upon the probability density and because of the symmetry of
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the basis functions all G-terms with odd exponent vanish:

QE(Sℎ: (8ℎ: − -)Sℎ: ( 9 ℎ: − -)) =
d( 9 ℎ: )
ℎ:

∫ 1
ℎ:

− 1
ℎ:

, (G)23G +$
(
ℎ2
:

)
=

2d( 9 ℎ: )
ℎ:

∫ 0

−1
(1 + G)23G +$

(
ℎ2
:

)
=

2
3
d( 9 ℎ: )
ℎ:

+$
(
ℎ2
:

)
because supp, = [−1, 1].

ii) If 8 ≠ 9 , then G and G + 9 − 8 are in the support of, if and only if | 9 − 8 | = 1. A Taylor
expansion upon the probability density gives:

QE(Sℎ: (8ℎ: − -)Sℎ: ( 9 ℎ: − -)) =
d( 9 ℎ: )
ℎ:

(∫ 0

− 1
ℎ:

Ψ(G)3G +
∫ 1

ℎ:

0
Ψ(G)3G

)
+$ (ℎ: ) ,

where:

Ψ(H) := , (G), (G + 9 − 8).

Note that the G-terms with odd exponent no longer vanish because Ψ is not symmetrical, so that
the negligible terms scale as $ (ℎ: ). We have:∫ 0

− 1
ℎ:

Ψ(G)3G =
{

0 if 9 − 8 = 1,
1
6 if 9 − 8 = −1,∫ 1

ℎ:

0
Ψ(G)3G =

{ 1
6 if 9 − 8 = 1,
0 if 9 − 8 = −1.

Eventually, using the partition of unit property of the basis function of equation (2.2), one gets:∑
(8, 9)∈�2

ℎ:

QE(Sℎ: (8ℎ: − -)Sℎ: ( 9 ℎ: − -)),ℎ: ,8,ℎ: , 9 ≤
2
3
‖d‖∞
ℎ:
+$ (ℎ: ) . � (2.98)

Proof of proposition 2.2.5. The proof is provided in two dimensions and the interpolation is
considered in nodal basis so that the superscriptN is omitted (IN

+ℎl
= I+ℎl ). In order to apply the

theorem 2.1.3, the local error shall verify the relation stated by equation (2.14). The local error
can be recast into:

I+ℎl d̂ℎl − d = I+ℎl ( d̂ℎl − d) + I+ℎl d − d = I+ℎlV( d̂ℎl)︸       ︷︷       ︸
ii) particle sampling error

+I+ℎlBias( d̂ℎl) + I+ℎl d − d︸                          ︷︷                          ︸
i) grid-based error

. (2.99)
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i) Grid-based error: from lemma 2.2.22, one gets:

I+ℎlBias( d̂ℎl) =
1

12
(ℎ2
;1
m2

1 d + ℎ
2
;2
m2

2 d) +
41

1296
ℎ2
;1
ℎ2
;2
m2

1,2d +$
(
ℎ4
;1
, ℎ4

;2

)
. (2.100)

I+ℎl d − d =
4
27
(ℎ2
;1
m2

1 d + ℎ
2
;2
m2

2 d) +
16

729
ℎ2
;1
ℎ2
;2
m2

1,2d +$
(
ℎ4
;1
, ℎ4

;2

)
(2.101)

Eventually, the assumption (2.14) is verified for the grid-based error with:

01(·, ℎ;1) =
25

108
m2

1 d +$
(
ℎ2
;1

)
, 02(·, ℎ;2) =

25
108

m2
2 d +$

(
ℎ2
;2

)
,

01,2(·, ℎ;1 , ℎ;2) =
625

11664
m2

1 m
2
2 d +$

(
ℎ2
;1
ℎ2
;2

)
.

From the theorem 2.1.3, we get the result for the grid-based error.
ii) Particle sampling error: the following estimate bound holds:

V

(∑
l∈L=

2lI+ℎlV( d̂ℎl)
)
≤

∑
(k,l)∈(L=)2

|2k | |2l |
���Cov(I+ℎkV( d̂ℎk),I+ℎlV( d̂ℎl))

��� . (2.102)

Let us look at the covariance of a pair of component grids. Since any of the random variables
�+ℎl
V( d̂ℎl) are centered, equations (2.33), (2.10) and the Cauchy-Schwarz inequality gives:���Cov(I+ℎkV( d̂ℎk),I+ℎlV( d̂ℎl))

��� = ���E(I+ℎkV( d̂ℎk)I+ℎlV( d̂ℎl))���
≤

(
V(I+ℎkV( d̂ℎk))V

(
I+ℎlV( d̂ℎl)

)) 1
2
,

where, owing to the linearity of the expected value:

V(I+ℎkV( d̂ℎk)) =
∑
(i,j)∈�2

ℎk

E(V( d̂ℎk) (iℎk)V( d̂ℎk) (jℎk)),ℎk,i,ℎk,j.

From equations (2.31) and (2.33), the linearity of the expected value, then recasting the sum
upon (?, @) ∈ J1, #K2 into two sums, whether if ? is equal to @ or not, which contain # and
# (# − 1) terms, and by independancy of the random variables of the sample in the latter case,
we have:

E(V( d̂ℎk) (iℎk)V( d̂ℎk) (jℎk)) = E( d̂ℎk (iℎk) d̂ℎk (jℎk)) − E( d̂ℎk (iℎk))E( d̂ℎk (jℎk))

=
Q2

#2

( ∑
(?,@)∈J1,#K2

E
(
Sℎk (iℎk − X?)Sℎk (jℎk − X@)

)
− ©«

#∑
?=1
E(Sℎk (iℎk − X?))

ª®¬ ©«
#∑
@=1
E(Sℎk (jℎk − X@))

ª®¬
)

=
Q2

#

(
E

(
Sℎk (iℎk − X)Sℎk (jℎk − X)

)
− E(Sℎk (iℎk − X)) (Sℎk (jℎk − X))︸                                     ︷︷                                     ︸

=$ (1)

)
.
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Finally, owing to lemma 2.2.21 we get:

V

(∑
l∈L=

2lI+ℎlV( d̂ℎl)
)
≤ |L= |2

(
max
l∈L=
|2l |

)2 (
2
3

)2 Q‖d‖∞
#ℎ=+1

+$
(

1
#

)
≤ 16

9
=2Q‖d‖∞
#ℎ=+1

+$
(
=

#ℎ=

)
,

and we get the following bound on the square root variance:

V

(∑
l∈L=

2lI+ℎlV( d̂ℎl)
) 1

2

≤ 2
√

8
3 log(2) (Q‖d‖∞)

1
2

(
| log ℎ= |2
#ℎ=

) 1
2

+$
((
| log ℎ= |
#ℎ=

) 1
2
)
. � (2.103)

Proof of theorem 2.2.6. Only the guidelines of the proof (in two dimensions) are provided, the
details being specified for that of theorem 2.2.7. First the error can be recast into:

I
+
(∞)
ℎ=

Êℎ= − E = I+ (∞)
ℎ=

(Êℎ= − E) + I+ (∞)
ℎ=

E − E (2.104)

Applying lemma 2.2.22 to each component of the electric field we get the following estimate:

‖I
+
(∞)
ℎ=

E − E‖∞ ≤
4

27

(
‖m2

1E‖∞ + ‖m
2
2E‖∞

)
+ 16

729

(
‖m2

1 m
2
2E‖∞

)
. (2.105)

From lemma 2.2.23 the following estimate can be stated:

Δℎ=Φ(jℎ=) = −d(jℎ=) +
ℎ2
=

12
(m4

1Φ(jℎ=) + m
4
2Φ(jℎ=)) +$

(
ℎ3
=

)
, (2.106)

Δℎ= denoting the finite difference discrete Laplacian. Introducing the sparse grid reconstruction
of the density and using invertibility of the finite difference operator, one gets:

Φ(jℎ=) − Φ̂ℎ= (jℎ=) (2.107)

= (Δℎ=)−1
(
d̂2ℎ= (jℎ=) − d(jℎ=) +

ℎ2
=

12
(m4

1Φ(jℎ=) + m
4
2Φ(jℎ=)) +$

(
ℎ3
=

))
,

where Φℎ= is the solution of the discrete problem. Applying the finite difference gradient
operator, denoted∇ℎ= , to equation (2.107), owing to linearity and commutativity of the operators
∇ℎ= and (Δℎ=)−1 and introducing the following truncation error of the discrete gradient:

∇Φ(jℎ=) − ∇ℎ=Φ(jℎ=) =
ℎ2
=

3
∇

3Φ(jℎ=) +$
(
ℎ3
=

)
, (2.108)

one gets summing equations (2.107) and (2.108):

Êℎ= (jℎ=) − E(jℎ=) = (Δℎ=)−1
(
∇ℎ= ( d̂2ℎ= (jℎ=) − d(jℎ=)) +

ℎ2
=

12
∇ℎ= (m4

1Φ(jℎ=) + m
4
2Φ(jℎ=))

+ ∇ℎ= $

(
ℎ3
=

) )
+
ℎ2
=

3
∇

3Φ(jℎ=) +$
(
ℎ3
=

)
.
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From lemma 2.2.24, we have:

‖(Δℎ=)−1‖∞ ≤
1
8
. (2.109)

Using Taylor expansions, we get:

∇ℎ= ( d̂2ℎ= − d) = ∇( d̂2ℎ= − d) +$
(
ℎ3
=

)
, (2.110)

∇ℎ=

(
m4

1Φ + m
4
2Φ

)
= ∇

(
m4

1Φ + m
4
2Φ

)
+$

(
ℎ3
=

)
, ∇ℎ= $

(
ℎ3
=

)
= $

(
ℎ3
=

)
. (2.111)

Eventually, applying lemma 2.2.22 to each component of last equation, one gets the result. �
The proof of the theorem 2.2.7 is provided in two dimensions and requires discrete operator

notations, defined in the notation section, and semi-discrete notations that we shall introduce.
Let us introduce the notation {81, ..., 8<} ∈ I := {∅, {1}, {2}, {1, 2}}, for 0 ≤ < ≤ 2, standing for

{81, ..., 8<} :=

{ ∅ if < = 0,
{1} or {2} if < = 1,
{1, 2} if < = 2.

(2.112)

The quantities (functions, domains, operators, etc.) associated with this notation correspond
either to continuous ones for < = 0, semi-discrete ones for < = 1 or discrete ones for < = 2.
Then, we introduce the semi-discrete operators defined by:

(Δℎl) (81,...,8<)D =
∑

:∈{81,...,8<}
X+:,ℎ;:

X−:,ℎ;:
D +

∑
:∈{1,...,3}
:∉{81,...,8<}

m2
:D, (2.113)

where D is defined on the following hyperplane:

Ω
(81,...,8<)
ℎl

:=
{
x ∈ Ω | G8: ∈ { 9 ℎ;8: | 0 ≤ 9 ≤ ℎ

−1
;8:
}, 1 ≤ : ≤ <

}
(2.114)

for < ≥ 1 and Ω∅
ℎl

:= Ω. In order to prove the proposition 2.2.7, we need the following lemma:

Lemma 2.2.22 (Semi-discrete interpolation error on +ℎl) Let 5 ∈ -2
(
Ω
(81,...,8<)
ℎl

)
, where {81, ..., 8<} ∈

I and 0 ≤ < ≤ 1, then the local error at x ∈ Ω(81,...,8<)
ℎl

of the interpolation onto +ℎl is:

I+ℎl
5 (x) − 5 (x) = (2.115)

2−<∑
:=1

∑
{A1,...,A: }⊂{1,2}

B.C. {A1,...,A: }∩{81,...,8<}=∅

381,...,8<;A1,...,A: (x; ℎ;81 , ..., ℎ;8< ; ℎ;A1 , ..., ℎ;A: )ℎ
2
;A1
...ℎ2

;A:
,

where

‖381,...,8<;A1,...,A: (·; ℎ;81 , ..., ℎ;8< ; ℎ;A1 , ..., ℎ;A: )‖∞ ≤
(

4
27

) :
‖m2
A1 ...m

2
A:
5 ‖∞ (2.116)

Lemma 2.2.23 (Truncation error of semi-discrete laplacian) Let 5 ∈ �4
(
Ω
(81,...,8<)
ℎl

)
, where
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{81, ..., 8<} ∈ I and 0 ≤ < ≤ 1, then:

(Δℎl − (Δℎl) (81,...,8<)) 5 =
∑

:∈{1,...,3}
:∉{81,...,8<}

g: (·; ℎ;: )ℎ2
;:
, (2.117)

with:

‖g: (·; ℎ;: )‖∞ ≤
1

12
‖m4
: 5 ‖∞ (2.118)

Lemma 2.2.24 Let 5 ∈ �2
(
Ω
(81,...,8<)
ℎl

)
, F ∈ �0

(
Ω
(81,...,8<)
ℎl

)
, where {81, ..., 8<} ∈ I and 0 ≤ < ≤

2, verifying the semi-discrete problem:

(Δℎl) (81,...,8<) 5 = F, 5|mΩ = 0, (2.119)

then the following majoration holds:

‖ 5 ‖∞ ≤
1
8
‖F‖∞, i.e.

((Δℎl) (81,...,8<)
)−1


∞
≤ 1

8
(2.120)

Proof of lemma 2.2.22. Let x ∈ Ω(81,...,8<)
ℎl

, owing to the partition of unit property of the basis
functions (2.2):

I+ℎl 5 (x) − 5 (x) =
∑
j∈�ℎl

( 5 (jℎl) − 5 (x)),ℎl,j(x) (2.121)

Let us introduce the notation (H;1, 91 , H;2, 92) ∈ R2 defined by:

jℎl − x = (H;1, 91 , H;2, 92)ℎl, H;: , 9: =

{
9: − G:

ℎ;:
if : ∉ {81, ..., 8<},

0 else. (2.122)

Because of the support of the basis functions:

|,ℎl,j(x) | = 0 ⇔ max( |H;1, 91 |, |H;2, 92 |) ≥ 1, (2.123)

and the sum in equation (2.121) falls down to four terms verifying max( |H;1, 91 |, |H;2, 92 |) < 1. Let
: ∈ J1, ..., 2 − <K and A1, ..., A: such that {A1, ..., A: } ⊂ {1, 2} and {A1, ..., A: } ∩ {81, ..., 8<} = ∅,
then combining uni-dimensional Taylor expansions of 5 at second order in dimensions A1, ..., A: ,
we obtain the relation:

5 (jℎl) =
∑
"∈N:
|" |∞≤2

m
U1
A1 ...m

U:
A: 5 (x)

U1!...U3!
H
U1
;A1 , 9A1

...H
U:
;A: , 9A:

ℎ
U1
;A1
...ℎ

U:
;A:
+ >

(
ℎ2
;A1
, ..., ℎ2

;A:

)
. (2.124)

whose sum with basis functions vanishes for odd exponent:∑
j∈�ℎl

H
U1
;A1 , 9A1

...H
U:
;A: , 9A:

,ℎl,j = 0 if ∃ 8 ∈ {1, ..., :} B.C. U8 odd. (2.125)
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The first result follows with:

481,...,8<;A1,...,A: = 2−:m2
A1 ...m

2
A:
5
∑
j∈�ℎl

H2
;A1 , 9A1

...H2
;A: , 9A:

,ℎl,j + >(1) , (2.126)

where the sum can be recast into:∑
j∈�ℎl

H2
;A1 , 9A1

...H2
;A: , 9A:

,ℎl,j = H
2
;A1 , 9A1

...H2
;A: , 9A:

(1 − H;A1 , 9A1 )...(1 − H;A: , 9A: ) (2.127)

+ H2
;A1 , 9A1

...H2
;A:−1 , 9A:−1

H;A: , 9A: (1 − H 9A1 )...(1 − H;A:−1 , 9A:−1
) (1 − H;A: , 9A: )

2

+ ... + H;A1 , 9A1 ...H;A: , 9A: (1 − H;A1 , 9A1 )
2...(1 − H;A: , 9A: )

2,

and because the functions H ↦→ H2(1 − H), H ↦→ H(1 − H)2 are bounded on [0, 1] by 4
27

, the
following estimation holds: ������∑j∈�ℎlH2

;A1 , 9A1
...H2

;A: , 9A:
,ℎl,j

������ ≤ 2:
(

4
27

) :
(2.128)

which gives the results. �

Proof of lemma 2.2.23. For all : ∈ {1, ..., 3} such that : ∉ {81, ..., 8<}, since 5 ∈ �4(Ω(81,...,8<)
ℎl

),
a Taylor expansion in dimension : gives the relations:

5 ((j + i: )ℎl) − 5 (jℎl) =
4∑
U=1

ℎ4
;:

U!
m4
: 5 +$

(
ℎ5
;:

)
, (2.129)

5 ((j − i: )ℎl) − 5 (jℎl) =
4∑
U=1

(−ℎ;: )4

U!
m4
: 5 +$

(
ℎ5
;:

)
, (2.130)

(2.131)

Then adding the two relations, dividing by ℎ2
;:
and summing upon the dimensions : , one gets

the result. �
Proof of lemma 2.2.24. Let Ψ ∈ �2(Ω(81,...,8<)

ℎl
) be a nonnegative function defined by:

Ψ(x) = 1
4

((
G1 −

1
2

)2
+

(
G2 −

1
2

)2
)
, (2.132)

such that 0 ≤ Ψ ≤ 1
8 and (Δℎl) (81,...,8<)Ψ = 1, because the finite difference scheme is exact for

quadratic functions. Thus:

(Δℎl) (81,...,8<) ( 5 + ‖F‖∞Ψ) > 0, (2.133)
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and a maximum principle gives a bound for the function:

5 ≤ ‖ 5 + ‖F‖∞Ψ‖∞ ≤ ‖ 5|mΩ + ‖F‖∞Ψ|mΩ‖∞ (2.134)

≤ ‖ 5|mΩ‖∞ +
1
8
‖F‖∞

≤ 1
8
‖F‖∞.

because 5|mΩ = 0. The same argument with − 5 gives us the result. �
Proof of theorem 2.2.7. The proof is an outcome of theorem 2.1.3, we therefore need that
the local error (Ê2ℎ= − E) verify the assumption stated by equation (2.14). Unlike the problem
discretized on the Cartesian grid (see proof of proposition 2.2.6), the resolution of the Poisson
equation on the component grids requires more work because of the anisotropy of the grids, the
operator of the problem depending on the discretizations in each direction, which are different.
Thus, invertibility of the operator cannot provide directly an error expansion of the form of
equations (2.14). This problem has been studied in [95, 22]. We therefore use the framework
introduced in [95] for this proof.

First the local error can be recast into:

I+ℎl Êℎl − E = I+ℎl (Êℎl − E) + I+ℎlE − E (2.135)

In the following of this proof, we ommit the dependance upon the grid discretization in the
coefficients of the form 181,...,8< (·; ℎ;81 , ..., ℎ;8< ) for simplicity of notation. Applying lemma
2.2.23 for < = 0 and introducing the estimator of the density, one gets:

ΔℎlΦ + d̂ℎl =
2∑
8=1
(18 + g8)ℎ2

;8
+ 11,2ℎ

2
;1
ℎ2
;2
+ V( d̂ℎl). (2.136)

Let us introduce the semi-discrete problems:

(Δℎl) (8)F8 = 18 + g8, F8 ∈ Ω(8)ℎl , 8 = 1, 2. (2.137)

The equation (2.136) can be recast into:

Δℎl

(
Φ +

2∑
8=1

F8ℎ
2
;8

)
+ d̂ℎl =

2∑
8=1

(
Δℎl − (Δℎl) (8)

)
F8ℎ

2
;8
+ 11,2ℎ

2
;1
ℎ2
;2
+ V( d̂ℎl)

= (F1,2 + 11,2)ℎ2
;1
ℎ2
;2
+ V( d̂ℎl),

where the lemma 2.2.23 has been used on the right hand side and owing to the lemmata 2.2.23,
2.2.24, it holds for 8 = 1, 2:

‖F8‖∞ ≤
1
8
(‖18‖∞ + ‖g8‖∞), ‖F1,2‖∞ ≤

1
12
(‖m4

1F2‖∞ + ‖m4
2F1‖∞). (2.138)

Eventually applying the operators (Δℎl)−1, ∇ℎl which commute, lemma 2.2.24 and a Taylor
expansion:

∇ℎl (Φ − Φ̂ℎl) = Φ − Φ̂ℎl + s1,2ℎ
2
;1
ℎ2
;2

(2.139)

= z1ℎ
2
;1
+ z2ℎ

2
;2
+ z1,2ℎ

2
;1
ℎ2
;2
+ Ẑ#,ℎl (2.140)
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where:

‖z8‖∞ ≤
1
96
(‖∇m2

8 d‖∞ + ‖∇m4
8 Φ‖∞), ‖Z#,ℎl ‖∞ ≤

1
8
‖∇V( d̂ℎl)‖∞, (2.141)

‖z1,2‖∞ ≤
1

9216
(‖∇m4

1 m
2
2 d‖∞ + 2‖∇m4

1 m
4
2Φ‖∞ + ‖∇m

2
1 m

4
2 d‖∞) + ‖s1,2‖∞, (2.142)

‖s1,2‖∞ ≤
1

288
max

(
‖m3

1 m
2
2 d‖∞ + ‖m

3
1 m

4
2Φ‖∞, ‖m

2
1 m

3
2 d‖∞ + ‖m

4
1 m

3
2Φ‖∞

)
. (2.143)

On the other side, a Taylor expansion gives us the truncation error of the discrete gradient:

∇Φ − ∇ℎlΦ =

(
B1ℎ

2
;1

B2ℎ
2
;2

)
, ‖B8‖∞ ≤

1
3
‖m3
8 Φ‖∞, 8 = 1, 2. (2.144)

Lemma 2.2.22, applied first for < = 1 and < = 0, gives us:

I+ℎl (Êℎl − E) = Êℎl − E + f1,2ℎ2
;1
ℎ2
;2

(2.145)

I+ℎlE − E = d1ℎ
2
;1
+ d2ℎ

2
;2
+ d1,2ℎ

2
;1
ℎ2
;2
, (2.146)

where:

‖( 51,2) 9 ‖∞ ≤
4
27

(
‖m2

1 I2‖∞ + ‖m2
2 I1‖∞ + ‖m2

: B 9 ‖∞
)
, : ≠ 9 , (2.147)

‖d8‖∞ ≤
4
27

(
‖∇m2

8 Φ‖∞
)
, 8 = 1, 2, ‖d1,2‖∞ ≤

16
729

(
‖∇m2

1 m
2
2Φ‖∞

)
. (2.148)

Finally, summing the equations (2.139) and (5.4), applying to equation (2.145) and summing to
equation (2.146), the local error verifies the assumption of equation (2.14):

I+ℎl Êℎl − E = e1ℎ
2
;1
+ e2ℎ

2
;2
+ e1,2ℎ

2
;1
ℎ2
;2
+ Ẑℎl , (2.149)

where:

‖e1‖∞ ≤ ‖d1‖∞ + ‖z1‖∞ +max(‖B1‖∞, ‖B2‖∞) (2.150)
‖e2‖∞ ≤ ‖d2‖∞ + ‖z2‖∞ +max(‖B1‖∞, ‖B2‖∞), (2.151)
‖e1,2‖∞ ≤ ‖d1,2‖∞ + ‖f1,2‖∞ + ‖z1,2‖∞. (2.152)

Finally applying theorem 2.1.3 and a argument similar to the proof of proposition 2.2.5 for the
particle sampling error, we get the result. �
Proof of proposition 2.2.8. The proof is given in two dimensions. The total momentum of the
system is defined as

P = <
∫∫

Ω×R3
v
#∑
?=1

=

#
X(x − x? (C))X(v − v? (C))3x3v =

#∑
?=1
<
=

#
v? (C), (2.153)

so

3P
3C

=

#∑
?=1
<
=

#

3v? (C)
3C

=

#∑
?=1
@
=

#
Ê2ℎ= (x? (C)), (2.154)
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where Ê2ℎ= is the sparse grid reconstruction of the electric field evaluated at particle positions,
given by:

Ê2ℎ= (x? (C)) =
∑
l∈L=

2l
∑
j∈�ℎl

Êℎl (jℎl) Sℎl (x? (C) − jℎl)ℎ;1ℎ;2︸                      ︷︷                      ︸
= ,ℎl;j (x? (C))

, (2.155)

Exchanging the sums, we get:

3P
3C

=
∑
l∈L=

2lℎ;1ℎ;2

∑
j∈�ℎl

Êℎl (jℎl)
Q
#

#∑
?=1
Sℎl (x? (C) − jℎl)︸                      ︷︷                      ︸
= d̂ℎl (jℎl)

, (2.156)

Let us consider a component grid of level l = (;1, ;2) ∈ L= and the notation Φ̂ 91, 92 = Φ̂ℎl (jℎl) for
a node ( 91, 92) ∈ �ℎl . Owing to periodic conditions on the field and the density:∑

j∈�ℎl

Êℎl (jℎl) d̂ℎl (jℎl) =
∑
j∈�ℎl

∇ℎlΦ̂ℎl (jℎl)ΔℎlΦ̂ℎl (jℎl)

=
∑
( 91, 92)∈

J0,2;1K×J0,2;2K

(
2Φ̂ 91, 92Φ̂ 91+1, 92 − (Φ̂ 91+1, 92)2 + (Φ̂ 91−1, 92)2 − 2Φ̂ 91, 92Φ̂ 91−1, 92

2ℎ3
;1

)

+
(

2Φ̂ 91, 92Φ̂ 91, 92+1 − (Φ̂ 91, 92+1)2 + (Φ̂ 91, 92−1)2 − 2Φ̂ 91, 92Φ̂ 91, 92−1

2ℎ3
;2

)
.

A change of index together with the periodicity of the problem yields:

2;1∑
91=0

2Φ̂ 91, 92Φ̂ 91+1, 92 =
2;1∑
91=0

2Φ̂ 91, 92Φ̂ 91−1, 92 ,
2;1∑
91=0
(Φ̂ 91−1, 92)2 =

2;1∑
91=0
(Φ̂ 91+1, 92)2

Thus, owing to equivalent relations in 92, we get the result. �

Remark 2.2.25 The proof on the conservation of the total momentum cannot be applied to the
PIC-Hg and PIC-NSg schemes. Indeed, the source term of the Poisson equation does not appear
in the field expression in equation (2.156).

Proof of proposition 2.2.10. The proof is the same as the standard scheme and can be found in
[18]. �

The proof of 2.2.15 is provided in dimension 3 ∈ N∗. In order to prove the theorem, we
introduce some some multi-index notations for k, l ∈ N3 , 0 ≤ A ≤ B ≤ 3 − 1:

kA,B = (:A , ..., :B) ∈ NB−A+1, (k, l)A,B = (:A , ..., :B, ;A , ..., ;B) ∈ (NB−A+1)2, (2.157)
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and:

IA= := J1, =KA (2.158)
FA= :=

{
(k, l) ∈ IA= × IA= | :< = ;<, < ∈ J1, ..., AK

}
, (2.159)

GA= :=
{
(k, l) ∈ IA= × IA= | :< < ;<, < ∈ J1, ..., AK

}
, (2.160)

HA= :=
{
(k, l) ∈ IA= × IA= | :< > ;<, < ∈ J1, ..., AK

}
. (2.161)

From the definitions, it follows some equalities between the cardinal of the subspaces |IA= | =
|FA= | = $ (=A), |GA= | = |HA= | = $

(
=2A ) . The following lemmas have to be demonstrated. The first

lemma is an extension of the lemma 2.2.21 to pairs of component grids with different levels
k, l ∈ L=.

Lemma 2.2.26 Let k, l ∈ L=, then

Q
∑
i∈�ℎk

∑
j∈�ℎl

E
(
(ℎk (iℎk − X)(ℎl (jℎl − X)

)
,ℎk;i,ℎl;j ≤ ‖d‖∞

3∏
<=1

1
ℎ^<
+$

(
ℎ_<

)
(2.162)

where ,, + ∈ N3 such that ^< = min(:<, ;<), _< = max(:<, ;<), < = 1, ..., 3.

Lemma 2.2.27 Let U ∈ N∗, V ∈ J0, ..., 3 − 1K, < > 0 then∑
(:,;)∈I=×I=,

:<;

ℎ;−: (; − :)V = =(−1)V
(

2−G

1 − 2−G

) (V) ���
G=1
+$ (1) , (2.163)

∑
(:,;)∈I=×I=,

:<;

ℎU;−: =
=

1 − 2−U
+$ (1) , (2.164)

∑
(:,;)∈I=×I=,
;≤:−<

ℎ:−; = 2=ℎ< +$ (1) . (2.165)

Proof of lemma 2.2.26. Let us consider the one-dimensional case which can be extended to
the d-dimensional case by tensor product of the shape function. Let us also assume that ; ≥ :
without loss of generality, then owing to the symmetry of the basis functions, it holds:

QE(Sℎ: (8ℎ: − -)Sℎ; ( 9 ℎ; − -))

= Q
∫∫
ΩG×ΩE

1
ℎ:ℎ;

,

(
b − 8ℎ:
ℎ:

)
,

(
b − 9 ℎ;
ℎ;

)
5 (b, E, C)3b3E

= Q
∫∫
ΩG×ΩE

1
ℎ:
, (Gℎ;−: + 9 ℎ;−: − 8), (G) 5 ( 9 ℎ; + Gℎ; , E, C)3G3E

where the change of variable G = ℎ−1
;
(b − 9 ℎ;) has been applied. There are three cases to

consider either if 9 ℎ;−: − 8 = 0 or 9 ℎ;−: − 8 < 0 or 9 ℎ;−: − 8 > 0.
i) If 9 ℎ;−: − 8 = 0: with a Taylor expansion upon the probability density and because of the
symmetry of the basis functions, all G-terms with odd exponent vanish, resulting in the 0Cℎ order



2.2. APPLICATION TO PIC DISCRETIZATIONS 82

term and negligible 2=3 order terms:

QE(Sℎ: (8ℎ: − -)Sℎ; ( 9 ℎ; − -)) =
d( 9 ℎ;)
ℎ:

∫ 1
ℎ;

− 1
ℎ;

, (G), (Gℎ;−: )3G +$
(
ℎ2
;

)
=

2d( 9 ℎ;)
ℎ:

∫ 0

−1
(1 + G) (1 + Gℎ;−: )3G +$

(
ℎ2
;

)
=
d( 9 ℎ;)
ℎ:

(
1 − 1

3
ℎ;−:

)
+$

(
ℎ2
;

)
≤ ‖d‖∞

ℎ:
+$ (ℎ;)

ii) If 9 ℎ;−: − 8 > 0: again with a Taylor expansion upon the probability density, one gets:

QE(Sℎ: (8ℎ: − -)Sℎ; ( 9 ℎ; − -)) =
d( 9 ℎ;)
ℎ:

(∫ 0

− 1
ℎ;

Ψ(G)3G +
∫ 1

ℎ;

0
Ψ(G)3G

)
+$ (ℎ;) ,

where:

Ψ(G) := , (G), (Gℎ;−: + 9 ℎ;−: − 8).

The G-terms with odd exponent no longer vanish because Ψ is not symmetrical, so that the
negligible terms scale as $ (ℎ;). Because 9 ℎ;−: − 8 > 0, we have that Gℎ;−: + 9 ℎ;−: − 8 > 0 for
all G ∈ Supp(Ψ) = [−1, 1] and thus:∫ 0

− 1
ℎ;

Ψ(G)3G = 1
2

(
1 − 9 ℎ;−: + 8 +

1
3
ℎ;−:

)
∫ 1

ℎ;

0
Ψ(G)3G =


0 if 9 ℎ;−: − 8 = 1,
1
2

(
1 − 9 ℎ;−: + 8 −

1
3
ℎ;−:

)
else.

With 9 ℎ;−: − 8 < 1, the following bound holds true:

QE(Sℎ: (8ℎ: − -)Sℎ; ( 9 ℎ; − -)) ≤
‖d‖∞
ℎ:
+$ (ℎ;)

iii) If 9 ℎ;−: − 8 < 0: by symmetry it is equivalent to 9 ℎ;−: − 8 > 0.
Eventually, using the partition of unit property of the basis function:∑

8∈�ℎ:

∑
9∈ �ℎ;

QE(Sℎ: (8ℎ: − -)Sℎ; ( 9 ℎ; − -)),ℎ: ;8,ℎ; ; 9 ≤
‖d‖∞
ℎ:
+$ (ℎ;) . �
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Proof of lemma 2.2.27. Let V ∈ J0, ..., 3 − 1K, then:∑
(:,;)∈I=×I=,

:<;

ℎ;−: (; − :)V =
=∑
;=1

;−1∑
:=1

: V2−: =
=∑
;=1
(−1)V

(
2−G

1 − 2−G
(
1 − 2−(;−1)G

)) (V) ���
G=1

=

=∑
;=1
(−1)V

(
V∑

<=0

(
V

<

) (
2−G

1 − 2−G

) (V−<) (
1 − 2−(;−1)G

) (<)) ���
G=1

=

=∑
;=1
(−1)V

((
2−G

1 − 2−G

) (V) (
1 − 2−(;−1)G

)
+

V∑
<=1

(
V

<

) (
2−G

1 − 2−G

) (V−<)
(−1)<+1(; − 1)<2−(;−1)G

) ���
G=1

=

=∑
;=1

(
(−1)V

((
2−G

1 − 2−G

) (V)) ���
G=1
+$

(
2−;

))
= =(−1)V

(
2−G

1 − 2−G

) (V) ���
G=1
+$ (1) .

Let U ∈ J1, ..., 3 − 1K, then:∑
(:,;)∈I=×I=,

:<;

ℎU;−: =
=∑
;=1

2−U;
;−1∑
:=1

2U: =
=∑
;=1

2−U;
2U

2U − 1
(2U(;−1) − 1)

=
=

2U − 1
− 1 − 2U=

(2U − 1) (1 − 2−U) .

Let < > 0, then: ∑
(:,;)∈I=×I=,
;≤:−<

ℎ:−; =
=∑
:=1

2−:
:−<∑
;=1

2; = 2=ℎ< − (1 − 2−=). �

Proof of theorem 2.2.15. The following bound for the variance of the reconstructed charge
density holds true:

V
(
V( d̂2ℎ=)

)
≤

∑
(k,l)∈(L=)2

|2k | |2l |
���Cov(I+ℎkV( d̂ℎk),I+ℎlV( d̂ℎl))

��� . (2.166)
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First, let us have a look at the covariance of the pairs of component grids:

Cov(I+ℎkV( d̂ℎk),I+ℎlV( d̂ℎl)) = E(I+ℎkV( d̂ℎk)I+ℎlV( d̂ℎl))

=
∑
i∈�+ℎk

∑
j∈�+ℎl

(
Q2

#2

∑
?,@

E
(
Sℎk (iℎk − X?)Sℎl (jℎl − X@)

)
− E

(
Sℎk (iℎk − X?)

)
E

(
Sℎl (jℎl − X@)

))
,ℎk;i,ℎl;j

=
∑
i∈�+ℎk

∑
j∈�+ℎl

(
Q2

#
E

(
Sℎk (iℎk − X)Sℎl (jℎl − X)

)
+ Q

2

#2

∑
?≠@

E((ℎl (jℎl − X?))E((ℎk (iℎk − X@))

− E
(
Sℎk (iℎk − X)

)
E

(
Sℎl (jℎl − X)

) )
,ℎk;i,ℎl;j

Since the extra-diagonal sum upon the particles (corresponding to the terms ? ≠ @) contains
# (#−1) terms which are independant because of the independance of the positions of particles,
a part of it cancels with the last term and a negligible term remains left:

Cov(I+ℎkV( d̂ℎk),I+ℎlV( d̂ℎl)) =
Q2

#

∑
i∈�+ℎk

∑
j∈�+ℎl

E((ℎl (jℎl − X)(ℎk (iℎk − X)),ℎk;i,ℎl;j +$
(

1
#

)
.

On the other hand, according to lemma 2.2.26 and because Card(!0) ≥ Card(!8) for 0 ≤ 8 ≤
3 − 1, the sum of the component grid pairs of covariance is bound by the sum on the more
refined grids:

V
(
V( d̂2ℎ=)

)
≤ 32

∑
(k,l)∈(N∗)23 ,
|k|1==+3−1,
|l|1==+3−1,

|2k | |2l |
���Cov(I+ℎkV( d̂ℎk),I+ℎlV( d̂ℎl))

���
≤ 32 max

l∈L=
|2l |2

∑
(k,l)∈I3−1

= ×I3−1
=

���Cov(I+ℎk★V( d̂ℎk★ ),I+ℎl★V( d̂ℎl★ ))
��� ,

where:

k★ := (k, = + 3 − 1 − |k|1,3−1
1 ), l★ := (l, = + 3 − 1 − |l|1,3−1

1 ). (2.167)

The conditions on the ;1-norms of the grid levels reduce the degrees of freedom from 23 to
2(3−1). Let us now consider all different configurations of component grid pairs, i.e. if :< = ;<
or :< < ;< or :< > ;<, for < = 1, ..., 3 − 1. We consider the following decomposition of the
index set:

I3−1
= × I3−1

= =
⋃

0≤A≤B≤3−1
FA= × GB−A= × H3−1−B

= , (2.168)
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so that the sum can be recast into:∑
(k,l)∈I3−1

= ×I3−1
=

���Cov(I+ℎk★V( d̂ℎk★ ),I+ℎl★V( d̂ℎl★ ))
���

=
∑

0≤A≤B≤3−1

∑
(k,l)∈FA=×
GB−A= ×H3−1−B

=

���Cov(I+ℎk★V( d̂ℎk★ ),I+ℎl★V( d̂ℎl★ ))
��� .

Let 0 ≤ A ≤ B ≤ 3 − 1 be integers, and let us consider the innermost sum of the last expression.
The A first components are such that :< = ;<, < = 1, ..., A . Then, the B − A following are such
that :< < ;<, < = A + 1, ..., B and finally the last 3 − 1 − B components are such that :< > ;<,
< = B + 1, ..., 3 − 1. Two cases are to distinguish: either if :★

3
> ;★

3
or not.

i) if :★
3
> ;★

3
: then |k|1,3−1

1 < |l|1,3−1
1 , B > A and according to equation (2.162) of lemma 2.2.26,

one gets the following bound:∑
(k,l)∈FA=×
GB−A= ×H3−1−B

=

���Cov(I+ℎk★V( d̂ℎk★ ),I+ℎl★V( d̂ℎl★ ))
���

≤ ‖d‖∞
∑

(k,l)∈FA=×
GB−A= ×H3−1−B

=

1
ℎ:1 ...ℎ:A

1
ℎ:A+1 ...ℎ:B

1
ℎ;B+1 ...ℎ;3−1

1
ℎ;★
3

+$
(
ℎ=+1−3ℎ |l−k|1,B1

)
≤ ‖d‖∞
ℎ=+3−1

∑
(k,l)1,B
∈FA=×GB−A=

ℎ |l−k|A+1,B1

∑
(k,l)B+1,3−1∈H3−1−B

= ,

|k|1,3−1
1 ≤|l|1,3−1

1

1,

where the negligible terms have been omitted in the last expression and will also be in the
following for clarity. In addition, for k, l ∈ N3−1 such that :< = ;<, < = 1, ..., A and :< < ;<,
< = A + 1, ..., B, the following bound is verified:∑
(k,l)B+1,3−1∈H3−1−B

= ,

|k|1,3−1
1 ≤|l|1,3−1

1

1 ≤
∑

lB+1,3−1∈I3−1−B
=

(kB+1,3−1)8∈K(lB+1,3−1)8 ,(lB+1,3−1)8+ 1
3−1−B |l−k|

A+1,B
1 K

1 =

( =

3 − 1 − B |l − k|
A+1,B
1

)3−1−B
,

for B ≠ 3 − 1. If B = 3 − 1, the inequality is trivially verified. Then, the previous expression can
be written as:∑

(k,l)∈FA=×
GB−A= ×H3−1−B

=

���Cov(I+ℎk★V( d̂ℎk★ ),I+ℎl★V( d̂ℎl★ ))
���

≤ ‖d‖∞=
3−1−B

ℎ=+3−1

(
1

3 − 1 − B

)3−1−B ∑
(k,l)1,B
∈FA=×GB−A=

ℎ |l−k|A+1,B1

(
|l − k|A+1,B1

)3−1−B
.
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Owing to binomial theorem,(
|l − k|A+1,B1

)3−1−B
=

3−1−B∑
<=0

(
3 − 1 − B

<

)
(;B − :B)<

(
|l − k|A+1,B−1

)3−1−B−<
,

and from the equation (2.163) of lemma 2.2.27 applied with V = <, it holds:∑
(k,l)∈FA=×
GB−A= ×H3−1−B

=

���Cov(I+ℎk★V( d̂ℎk★ ),I+ℎl★V( d̂ℎl★ ))
���

≤ d=3−1−B+1

ℎ=+3−1

(
1

3 − 1 − B

)3−1−B

∑
(k,l)1,B
∈FA=×GB−A=

ℎ |l−k|A+1,B−1
1

3−1−B∑
<=0

(
3 − 1 − B

<

)
(−1)<

(
2−G

1 − 2−G

) (<)
|G=1

(
|l − k|A+1,B−1

)3−1−B−<

≤ ... ≤︸ ︷︷ ︸
binomial theorem and

lemma 2.2.27
applied B−A−1 times

�A,B‖d‖∞
=3−1−A

ℎ=+3−1

∑
(k,l)1,A∈FA=

1 = �A,B‖d‖∞
=3−1

ℎ=+3−1
.

The last equality is obtained with Card(FA=) = =A . �A,B is a constant depending on the dimension
3 and the integers A, B, resulting from the B − A applications of the binomial theorem and lemma
2.2.27:

�A,B =

(
1

3 − 1 − B

)3−1−B 3−1−B∑
<1=0

(
3 − 1 − B
<1

)
(−1)<1

(
2−G

1 − 2−G

) (<1)

|G=1

3−1−B−<1∑
<2=0

(
3 − 1 − B
<2

)
(−1)<2

(
2−G

1 − 2−G

) (<2)

|G=1
...

3−1−B−<B−A−1∑
<B−A=0

(
3 − 1 − B
<B−A

)
(−1)<B−A

(
2−G

1 − 2−G

) (<B−A )
|G=1

.

ii) if :★
3
≤ ;★

3
: then |l|1,3−1

1 ≤ |k|1,3−1
1 and necessarily B < 3 − 1, so that, according to equation

(2.162) of lemma 2.2.26, one gets the following bound:∑
(k,l)∈FA=×
GB−A= ×H3−1−B

=

���Cov(I+ℎk★V( d̂ℎk★ ),I+ℎl★V( d̂ℎl★ ))
���

≤ ‖d‖∞
∑

(k,l)∈FA=×
GB−A= ×H3−1−B

=

1
ℎ:1 ...ℎ:A

1
ℎ:A+1 ...ℎ:B

1
ℎ;B+1 ...ℎ;3−1

1
ℎ:★

3

+$
(
ℎ=+1−3ℎ |k−l|B+1,3−1

1

)
≤ ‖d‖∞
ℎ=+3−1

∑
(k,l)1,B
∈FA=×GB−A=

∑
(k,l)B+1,3−1∈H3−1−B

= ,

|l|1,3−1
1 ≤|k|1,3−1

1

ℎ |k−l|B+1,3−1
1

.

In addition, for k, l ∈ N3−1 such that :< = ;<, < = 1, ..., A and :< < ;<, < = A + 1, ..., B, the



2.2. APPLICATION TO PIC DISCRETIZATIONS 87

following bound is verified, according to lemma 2.2.27, equation (2.165):∑
(k,l)B+1,3−1∈H3−1−B

= ,

|l|1,3−1
1 ≤|k|1,3−1

1

ℎ |k−l|B+1,3−1
1

≤
∑

kB+1,3−1∈I3−1−B
=

(lB+1,3−1)8∈J1,(kB+1,3−1)8− 1
3−1−B |l−k|

A+1,B
1 K

ℎ |k−l|B+1,3−1
1

=

(
2=ℎ |l−k |A+1,B1

3−1−B

)3−1−B

= (2=)3−1−Bℎ |l−k|A+1,B1
,

so that using the lemma 2.2.27, equation (2.164) and Card(FA0) = =A one gets the following
bound: ∑

(k,l)∈FA=×
GB−A= ×H3−1−B

=

���Cov(I+ℎk★V( d̂ℎk★ ),I+ℎl★V( d̂ℎl★ ))
���

≤ 23−1−B‖d‖∞
=3−1−B

ℎ=+3−1

∑
(k,l)1,B
∈FA=×GB−A=

ℎ |l−k|A+1,B1

≤ 23−1−B2B−A ‖d‖∞
=3−1−A

ℎ=+3−1

∑
(k,l)1,A
∈FA=

1

≤ �A ‖d‖∞
=3−1

ℎ=+3−1
,

where �A is a constant that depend on the dimension 3 and the integer A:

�A = 23−1−A .

Finally, since there are 3 (3 + 1)/2 terms in the sum upon 0 ≤ A ≤ B ≤ 3 − 1, the results is
obtained by taking:

� =
33(3 + 1)
2 log(2)

(
max
l∈L=
|2l |2

)
max

0≤A≤B≤3−1
max(�A,B, �A). �

The proof of theorem 2.2.17 is inspired of the appendix in [104]. In order to prove the
theorem 2.2.17, we need the following lemma.

Lemma 2.2.28 The discrete fourier transform of the electric potential and electric field particle
sampling error follow the relations:

Fm(V(Φ̂ℎl)) =
1

4c2
Fm(V( d̂ℎl)

<̃2
1 + ... + <̃

2
3
+$

(
ℎ2
;1
, ..., ℎ2

;3

) , (2.169)

Fm(V(Êℎl)) =
((
−2c8<̃A +$

(
ℎ2
;A

))
Fm(V(Φ̂ℎl)

)
A=1,...,3

, (2.170)

for m ∈ �ℎl/{0}, <̃A = min(<A , 2;A − <A)sign(2;A−1 − <A) and F0(V(Φ̂ℎl)) = 0.

Lemma 2.2.29 Let l ∈ L=, and assume ;1 ≥ ;8, for all 8 = 1, ..., 3, then the following bounds
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hold true:

∑
m∈�ℎl−1/{1}

<8≥1

1(
<2

1 + ... + <
2
3

)2 ≤


1
3

(
1 − 8ℎ3

;1

)
if 3 = 1,

c

2

(
1 − ℎ2

;1

)
if 3 = 2,

c

2

(
1 −
√

2ℎ;1
)

if 3 = 3.

(2.171)

Proof of lemma 2.2.29. Because the function x ↦→ ‖x‖−4
2 is a decreasing function on R3/{0},

the following bound resulting from a right rectangle integration rule holds true:∑
m∈�ℎl−1/{1}

<8≥1

1(
<2

1 + ... + <
2
3

)2 ≤
∑

m∈J0,2;1−1−1K×...
×J0,2;3−1−1K×/{0}

∫ <1+1

<1

...

∫ <3+1

<3

3G1....3G3(
G2

1 + ...G
2
3

)2 =

∫
[0,2;1−1]×...×
[0,2;3−1]/[0,1]3

3G1...3G3(
G2

1 + ... + G
2
3

)2 .

The integral can be bounded by an integral in polar coordinates in two dimensions and spherical
coordinates in three dimensions:

∫
[0,2;1−1]×...×
[0,2;3−1]/[0,1]3

3G1...3G3(
G2

1 + ... + G
2
3

)2 ≤


∫ c

2

0

∫ A★

1

1
A3 3A3\ =

c

2

(
1 − ℎ2

;1

)
if 3 = 2,∫ c

2

0

∫ c
2

0

∫ A★

1

1
A2 sin(i)3A3i\ = c

2

(
1 −
√

2ℎ;1
)

if 3 = 3,

where A★ =
√

2ℎ−1
;1−1. �

Proof of lemma 2.2.28. The proof is provided in one dimension for ease of notation; the
extension to multiple dimensions follows the same arguments. Because the domain is periodic
ΩG = (R/Z), we assume that the mean ofV(Φ̂ℎ; ) andV( d̂ℎ; ) is zero so that the Poisson problem
is well posed. Therefore:

F0(V(Φ̂ℎ; )) =
∑
9∈�ℎ;

V(Φ̂ℎ; ; 9 ) = 0, F0(V( d̂ℎ; )) =
∑
j∈�ℎ;

V( d̂ℎ; ; 9 ) = 0.

Then, for < ∈ �ℎ;/{0}, the discrete Fourier transform ofV( d̂ℎ; ) is:

F< (V( d̂ℎ; )) =
∑
9∈�ℎ;

V( d̂ℎ; ; 9 )4−2c8< 9ℎ; .

From the finite difference discretization of the Poisson problem we have:

V( d̂ℎ; ; 9 ) = −
V(Φ̂ℎ; ; 9−1) − 2V(Φ̂ℎ; ; 9 ) + V(Φ̂ℎ; ; 9+1)

ℎ2
;

.

Substituting it into the discrete Fourier transform ofV( d̂ℎ; ) expression and owing to periodicity,
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one gets:

F< (V( d̂ℎ; )) =
∑
9∈�ℎ;

V(Φ̂ℎ; ; 9 )
(
−4−2c8<( 9−1)ℎ; + 24−2c8< 9ℎ; − 4−2c8<( 9+1)ℎ;

ℎ2
;

)

= −
∑
9∈�ℎ;

V(Φ̂ℎ; ; 9 )

−4−2c8<( 9− 1

2 )ℎ;
(
42c8<ℎ;/2 − 4−2c8<ℎ;/2

)
− 4−2c8<( 9− 1

2 )ℎ;
(
42c8<ℎ;/2 − 4−2c8<ℎ;/2

)
ℎ2
;


= −8 sin(2c<ℎ;/2)

ℎ;/2
∑
9∈�ℎ;

V(Φ̂ℎ; ; 9 )
(
4−2c8<( 9− 1

2 )ℎ; − 4−2c8<( 9− 1
2 )ℎ;

ℎ;

)
= −82

(
sin(2c<ℎ;/2)

ℎ;/2

)2 ∑
9∈�ℎ;

V(Φ̂ℎ; ; 9 )4−2c8< 9ℎ;

=

(
4c2<̃2 − 4

3
<̃4ℎ2

;

)
F< (V(Φ̂ℎ; )),

where <̃ = min(<, 2; − <) · sign(2;−1 − <). The relation for the electric field is obtained with
similar arguments. �
Proof of theorem 2.2.17. The following bound holds true for the variance of the electric potential
particle sampling error:

V(V(Φ̂2ℎ=)) ≤
∑

(k,l)∈(L=)2
|2k | |2l |

���Cov(I+ℎkV(Φ̂ℎk),I+ℎlV(Φ̂ℎl))
��� .

V(Φ̂ℎl) is a centered random variable, so that from Cauchy-Schwarz inequality:���Cov(I+ℎkV(Φ̂ℎk),I+ℎlV(Φ̂ℎl))
��� = E (

I+ℎkV(Φ̂ℎk)I+ℎlV(Φ̂ℎl)
)

≤
[
V

(
I+ℎkV(Φ̂ℎk)

)
V

(
I+ℎlV(Φ̂ℎl)

)] 1
2
.

In addition, for l ∈ L=, by linearity of the expected value one gets:

V
(
I+ℎlV(Φ̂ℎl)

)
= E

©«
∑
j∈�ℎl

V(Φ̂ℎl;j),ℎl;j
ª®¬

2 = E ©«
∑
j∈�ℎl

∑
i∈�ℎl

V(Φ̂ℎl;j)V(Φ̂ℎl;i),ℎl;j,ℎl;i
ª®¬

=
∑
j∈�ℎl

∑
i∈�ℎl

E
(
V(Φ̂ℎl;j)V(Φ̂ℎl;i)

)
,ℎl;j,ℎl;i

= V
(
V(Φ̂ℎl)

) ∑
j∈�ℎl

∑
i∈�ℎl

,ℎl;j,ℎl;i

= V
(
V(Φ̂ℎl)

)
,

because V(Φ̂ℎl;j) and V(Φ̂ℎl;i) are centered random variables with the same variance, so that
they follow the same law, i.e. the law of the random variable V(Φ̂ℎl). Let us find an upper
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bound for the variance of this law. The DFT ofV(Φ̂ℎl) is defined by:

Fm
(
V(Φ̂ℎl)

)
=

∑
j∈�ℎl

V(Φ̂ℎl;j)4−2c8mjℎl .

Then, the following equalities on the variance hold true:

V(V(Φ̂ℎl)) = ℎ;1 ...ℎ;3
∑
j∈�ℎl

V(V(Φ̂ℎl;j)) = ℎ;1 ...ℎ;3
∑
j∈�ℎl

E
(
V(Φ̂ℎl;j)2

)
= E

©«ℎ;1 ...ℎ;3
∑
j∈�ℎl

��V(Φ̂ℎl;j)
��2ª®¬

= E
©«ℎ2

;1
...ℎ2

;3

∑
m∈�ℎl

��FmV(Φ̂ℎl)
��2ª®¬

= ℎ2
;1
...ℎ2

;3

∑
m∈�ℎl

V
(
FmV(Φ̂ℎl)

)
.

The first equality is obtained because the variance is constant on the domain, i.e. for all j ∈ �ℎl;
the second and the third are obtained because the random variable is centered and by linearity
of the expected value. The fourth equality results from Plancherel theorem and the last again
because the random variable is centered and by linearity of the expected value. Using lemma
2.2.28 and omitting the negligible terms, one gets:

V(V(Φ̂ℎl)) =
ℎ2
;1
...ℎ2

;3

16c4

∑
m∈�ℎl

V
(
FmV( d̂ℎl)

)(
<̃2

1 + ... + <̃
2
3

)2 ,

where <̃8 = min(<8, 2;8 − <8) · sign(2;8−1 − <8), 8 = 1, ..., 3. According to [96], for a random
variable with variance f, the variance of its DFT with  -point is  f. Therefore the variance
of the DFT ofV(Φ̂ℎl) is:

V
(
FmV( d̂ℎl)

)
=

(
2
3

)3 Q‖d‖∞
#ℎ2

;1
...ℎ2

;3

+$
(

1
#ℎ;1 ...ℎ;3

)
.

Getting rid of the DFT notation <̃ and omitting negligible terms, the variance of the particle
sampling error is then:

V(V(Φ̂ℎl)) =
(
4
3

)3 1
16c4

Q‖d‖∞
#

∑
m∈�ℎl−1/{0}

1(
<2

1 + ... + <
2
3

)2 .

Assuming ;1 ≥ ;8, ∀8 = 1, ..., 3 without loss of generality and using lemma 2.2.29, the sum, for



2.2. APPLICATION TO PIC DISCRETIZATIONS 91

3 = 2, is recast into:∑
m∈�ℎl−1/{0}

1(
<2

1 + <
2
2

)2 =
1
4
+

2∑
8=1

2;8−1∑
<8=1

1
<4
8

+
∑

m∈�ℎl−1/{1}
<8≥1

1(
<2

1 + <
2
2

)2

≤ c
2
+ 35

12
+$

(
ℎ2
;1

)
.

and for 3 = 3:∑
m∈�ℎl−1/{0}

1(
<2

1 + <
2
2 + <

3
3

)2 =
1
9
+

3∑
8, 9=1
8≠ 9

∑
<8 ,< 9∈

J0,2;8−1K×
J0,2; 9−1K/{0,0}

1(
<2
8
+ <2

9

)2 +
∑

m∈�ℎl−1/{1}
<8≥1

1(
<2

1 + <
2
2 + <

2
3

)2

≤ 2c + 321
36
+$

(
ℎ;1

)
.

Finally, bounding the last expressions by the one corresponding to component grids for which
;8 = ; 9 = b =3 c, 8, 9 = 1, ..., 3, the following bounds hold true in two dimensions:

V(V(Φ̂2ℎ=)) ≤ |L= |
2Q‖d‖∞

#

1
9c4

(
c

2
+ 35

12
+$

(
ℎ2
b =2 c

))
≤ 4

9c4 log(2)2

(
c

2
+ 35

12
+$

(
ℎ2
b =2 c

))
Q‖d‖∞

| log ℎ= |2
#

+$
(
| log ℎ= |
#

)
,

and in three dimensions:

V(V(Φ̂ℎl)) ≤ |L= |2
Q‖d‖∞
#

4
27

1
c4

(
2c + 321

36
+$

(
ℎb =3 c

))
≤ 1

3c4 log(2)4

(
2c + 321

36
+$

(
ℎb =3 c

))
Q‖d‖∞

| log ℎ= |4
#

+$
(
| log ℎ= |3

#

)
.

�



Chapter 3

Optimization and shared memory
parallelization

The present chapter is an extension of the chapter 2 to three dimensional geometries, with the
aim to unravel the computational efficiency of sparse-PIC methods for sequential execution and
parallel implementations on shared memory architectures. Those methods are characterized
by an improved control of the statistical method, compared to the standard methods, allowing
thus to significantly reduce the number of numerical particles used in simulations. The sparse-
PIC schemes are particularly memory efficient, with respect to the size of the component
grids used to accumulate the density and compute the electric field as well as the array used
to store the particles properties. This limited memory footprint calls for the development
of parallel implementations on shared memory architectures. Though these platforms offer
a limited amount of memory compared to distributed architectures, this limitation is not an
issue for sparse-PIC methods. Therefore implementations of these methods scalable on tens
or hundreds (and tomorrow thousands) of cores open the way to 3d-3v simulations on simple
and inexpensive platforms. Beyond this first objective, an efficient implementation on shared
memory architectures provides a building block for porting these methods onmodern distributed
memory architectures, where each node is a shared memory system with tens of cores. The
scope of the present chapter is therefore dedicated to CPU shared memory architectures, and the
porting to GPU will be addressed in chapter 4.

Standard PIC methods are not well suited for scalable implementations onto shared memory
architectures. This is mainly due to the fact that PIC methods are globally memory bound.
Thus the multiplication of the cores without any significant increase of the memory bandwidth
brings a poor speed-up. This issue is analyzed in [103] and received a lot of attention for years
[9, 10, 12]. Different workarounds are proposed to favor the locality of the data, increasing the
cache reuse, therefore mitigating the number of requests to the main memory. Strategies are also
proposed for Non-UniformMemory Access (NUMA) architecture platforms. The purpose there
is to take advantage of pieces of memory, local to a subset of cores, to enhance the scalability
of the algorithm. This is achieved thanks to a decomposition of the population of particles
into samples, each of which being assigned to a NUMA domain and the related operations
performed by the local subset of cores. The implementation of sparse-PIC methods on NUMA
shared memory architectures has not been proposed so far. The existing developments are
specific to distributed architectures and do not take full benefits of the sparse-PIC properties to
improve both the sequential and parallel computational efficiency. In [26], the strategy proposed
is tailored to distributed memory architectures and takes profit of the small sizes of the grids
involved in sparse-PIC methods. The grids are replicated and independent samples of particles
are also created on each node. The motivation is to use the memory local to each node and avoid
the communications inherent to strategies based on domain decomposition.

The purpose of the present chapter is to propose a first efficient implementation of sparse-PIC

92



3.1. COMBINATION IN HIERARCHICAL BASIS 93

methods, combining memory management and parallelization strategies exploiting the genuine
properties of sparse-PIC methods. The sparse grid reconstructions require the operations of
each particles with numerous (tens) anisotropic grids, with coarse discretizations and different
sparsity patterns. These grids are referred to as component grids. The set of nodes of all the
component grids is designated by the sparse grid terminology. The sparsity of these grids
reduces their memory footprint to few kilobytes (KB) which is small enough to be contained
in the highest level of the cache hierarchy common to any modern CPU core. Furthermore,
the interactions of the particles with two different grids are independent and can therefore be
processed concurrently. This defines a new level of parallelism, specific to sparse-PIC methods,
that is central in obtaining a good scalability. The issue there lies in the load balancing, the
number of grids being not necessarily a multiple of the number of cores. A strategy is therefore
proposed to preserve the scalability close to optimal and finally obtain speed-ups exceeding 100
on 128 cores.

On top of that a hierarchization of the data accumulated on the component grids is introduced.
It amounts to decomposing the information onto a basis of hierarchical functions, with in the
end, a very significant reduction of the complexity of the sparse-PIC algorithm.

Contents
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3.2.2 Sparse-PIC optimization and parallelization . . . . . . . . . . . . . . 98

3.1 Combination in hierarchical basis
In the present section, an alternative representation of the sparse grid approximations based on
the hierarchical decomposition of the basis functions is introduced. The motivation is to reduce
the complexity of the combination operations. The approach presented here can be applied both
to the PIC-Hg and the PIC-NSg schemes, yielding the same reconstruction than the original
schemes. Nonetheless, the method cannot be applied to the PIC-Sg scheme because it relies
on the full grid which is absent of the PIC-Sg scheme. In the following, the hierarchical basis
combination is presented in the framework of the PIC-NSg.

Let us recall the main steps of the combination within the PIC-Nsg scheme. Let Φℎl , for a
level index l ∈ L=, be defined by the approximations of the electric potential computed on the
component grid of level l. The sparse grid reconstruction is defined by the combination of each
contributions in nodal basis :

Φ2ℎ= =
∑
l∈L=

2lIN+ℎlΦℎl =
∑
l∈L=

2l
∑
j∈�ℎl

Φℎl;j,ℎl;j, (3.1)

or equivalently, as stated by equation (2.7), in hierarchical basis:

Φ2ℎ= =
∑
l∈L=

2lIH+ℎlΦℎl =
∑
l∈L=

2l
∑
k≤l

∑
i∈Bℎl

Uk,i,ℎk;i, (3.2)
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where Uk,i are the hierarchical surplus.
The coefficients in the hierarchical basis (Uk,i)i∈Bℎk ,k≤l of the function Φℎl ∈ +ℎl are de-

termined by a transformation from the nodal basis (whose coefficients are plainly the values
of Φℎl on the nodes of the full grid) to the hierarchical basis and the transformation is called
hierarchization. Hierarchization is done by applying a d-dimensional stencil constructed by
tensor product of one-dimensional stencil [24]:

Hiℎk,k =
3⊗
9=1
H8 9ℎ: 9 ,: 9 , H8 9ℎ: 9 ,: 9 =

[
−1

2
1 − 1

2

]
8 9ℎ: 9 ,: 9

, (3.3)

where the one-dimensional stencil stands for:

H8 9ℎ: 9 ,: 9 5 = 5 (8 9ℎ: 9 ) −
1
2

[
5

(
8 9 − 1

2
ℎ: 9−1

)
+ 5

(
8 9 + 1

2
ℎ: 9−1

)]
. (3.4)

The hierarchical surpluses of a function are given by:

Uk,i := Hiℎk,k 5 , i ∈ Bℎk , k ∈ N3 . (3.5)

Let us introduce the transformation from the nodal basis to the hierarchical basis in matrix
formulation. Let "l = (Uk,i)i∈Bℎk ,k≤l, �l = (Φℎl (jℎl))i∈�ℎl ∈

⊗3

9=1 R
2; 9+1 be vectors with

coordinates arranged in ascending order according to their global position in each dimension,
which are of the same size because of the definitions of Bℎl and �ℎl . The hierarchization can
thus be written as follows:

"l =Hl�l, Hl =

©«
H;1 0 · · · 0

0 . . .
. . .

...
...

. . .
. . . 0

0 · · · 0 H;3

ª®®®®¬
, H; =H

(;−1)
;

...H
(1)
;

(3.6)

whereH (:)
;
∈ M2;+1(R), : ∈ {1, ..., ; − 1} is defined by:

(H (:)
;
)8, 9 =


1 if 9 = 8
1
2 if 9 = 8 ± 2:−1 and 8 ∈ 2:Z/{0, 2;}
0 else

. (3.7)

The inverse operation consisting in a transformation from the hierarchical basis to the nodal
basis is named dehierarchization [67] and is also done by applying a d-dimensional stencil:

Diℎk,k =
3⊗
9=1
D8 9ℎ: 9 ,: 9 , D8 9ℎ: 9 ,: 9 =

[
1
2

1
1
2

]
8 9ℎ: 9 ,: 9

, (3.8)

where the one-dimensional stencil is defined by:

D8 9ℎ: 9 ,: 9 5 = 5 (8 9ℎ: 9 ) +
1
2

[
5

(
8 9 − 1

2
ℎ: 9−1

)
+ 5

(
8 9 + 1

2
ℎ: 9−1

)]
. (3.9)

Proposition 3.1.1 The sparse grid reconstruction defined in equation (3.2) can be expressed in
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the following form:

Φ2ℎ= =
∑
|k|∞≤=

∑
i∈Bℎl

Wk,iiℎk,i, (3.10)

where:

Wk,i =
∑
l∈L=

2lVk,i, Vk,i :=
{
Hiℎk,kΦℎk , if k ≤ l,
0 else. (3.11)

The result of proposition 3.1.1 allows us to conceive an algorithm for the combination of the
electric potential based on the hierarchical basis representation, which is presented in algorithm
5.

Algorithm 5 Combination in hierarchical basis (PIC-HSg)

Require: Approximation of the electric potential Φℎl on the component grid.
for each component grid of index l ∈ L= do
for each node of the component grid i ∈ �ℎl do

Apply the transformation into the hierarchical basis:

Ul,i ←Hiℎl,lΦℎl . (3.12)

Determine the full grid index node j corresponding to the index node i.
Add the contribution Wn,j := 2lUl,i to Ω(∞)ℎ=

at the node jℎ=.
end for

end for
for each node of the full grid j ∈ �ℎ= do
Apply the transformation into the nodal basis:

Φ2ℎ= (jℎ=) ← H
−1
jℎn,nWn,j. (3.13)

end for

3.1.1 Unidirectional principle
The unidirectional principle is a way to perform hierarchization of a multiple dimension function
by a series of one-dimensional hierarchizations and is detailed in [73, 74, 75]. We briefly recall
the principle of the method in this section. The principle exploits the tensor structure of the basis
functions; for the d-dimensional case, hierarchization is obtained by hierarchizing dimensions
one after the other. The hierarchization with the unidirectional principle is presented in 3
dimensions in algorithm 6. The outer loop iterates over the 3 dimensions and constitutes the
unidirectional principle. For a specific dimension 8, the data is split into one-dimension poles
upon which the operations are made. A pole in dimension 8 consists of all points of the grid
which only differ in the 8Cℎ component, that is which lie on a line parallel to the 8Cℎ coordinate
axis. For each pole, the operation is solely the one-dimensional hierarchization introduced in
equation (3.4).
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Algorithm 6 Hierarchization with unidirectional principle

Require: l = (;1, ..., ;3) ≥ 0 level, nodal coefficients stored in array[:]
Ensure: hierarchical coefficients stored in array [:]

for 8 from 1 to 3 do
for ? = ;8 downto 0 do

l̃← (..., ;8−1, ?, ;8+1, ...)
for all nodes x of level l̃ do

Let x; be the left hierarchical ancestor of x in dimension 8
Let xA be the right hierarchical ancestor of x in dimension 8
array[x]← array[x] −1

2 (array[x;]+array[xA])
end for

end for
end for

3.1.2 Complexity of the different combinations
In the previous section, the sparse grid reconstruction of the solution from the component grid
contributions has been equivalently exposed in nodal or hierarchical basis. The methods, though
providing equivalent results, differ in the operations involved. The discussion provided in section
2.7.1 of [67] suggests that a combination in hierarchical basis is more efficient than a combination
in nodal basis. In this section, the investigation of the complexity of both approaches is provided.
The combination technique in the hierarchical basis follows four steps:

• Hierarchization: For each component grid Ωℎl , l ∈ L=, a transformation to the hierar-
chical basis is performed by applying Hl. According to the unidirectional principle, the
hierarchization of each grid Ωℎl amounts to a number of operations =>? (l)[73]:

=>? (l) = 2 ·
3∑
8=1

©«(2
;8+1 − 2 · ;8 − 2) ·

3∏
<=1
<≠8

(2;< − 1)
ª®®®¬ , (3.14)

then, the complexity of the hierarchization is:∑
l∈L=

=>? (l) = $
(
=3−1 · 2=

)
. (3.15)

• Prolongation: Since every component grid involved in the combination is included in the
full grid, the hierarchical surplus of each component grid are prolonged onto the full grid.
This step yields no computation operation.

• Combination: The hierarchical surplus from each component grid are combined onto the
full grid. The number of operations =>? (l) for each component grid Ωℎl is:

=>? (l) = 2 ·
3∏
<=1
(2;< + 1),

and the complexity is similar to equation (3.15).
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• Dehierarchization: A transformation from the hierarchical basis to the nodal basis is
performed on the full grid to recover the values of the sparse grid reconstruction. Applying
equation (3.14) to the full grid, the number of operations for the dehierarchization on the
full grid scales with $

(
2=3

)
.

The complexities of the hierarchization and combination steps are negligible and thus the
complexity of the method is dominated by the dehierarchization complexity, that is O(2=3). On
the other side, the combination in the nodal basis consists of the following steps:

• Interpolation: For each component grid, an interpolation of Φℎl onto the space +ℎl is
considered in nodal basis according to the relation (2.10). The number of operations =>?
for each component grid is:

=>? (l) = (63 + 323) (2= + 1)3 .

Since there are $
(
=3−1)∗ component grids in the combination, the number of operations

for all the grids scales with $
(
=3−1 · 2=3

)
.

• Combination: The contribution from each component grid is added to the full grid. The
number of operations =>? (l) for each component grid Ωℎl is

=>? (l) = 2 · (2= + 1)3 ,

and the complexity is similar to the interpolation.

From this investigation of complexity, it is manifest that the hierarchical representation leading
to $

(
2=3

)
operations shall provide a more efficient method than the nodal representation with

$
(
=3−1 · 2=3

)
operations.

3.2 Optimization and parallelization for shared memory sys-
tems

3.2.1 A non exhaustive overview of optimizations and parallelizations of
standard PIC methods on shared memory architectures

"The authors in [103] present a model able to predict
execution time as a function of data transfers. This study
shows that, to improve the performance of multi-core
(intra-node) processing in PIC simulations, we must decrease
the amount of costly memory accesses."

Y.A. Barsamian, A. Charguéraud, S.A. Hirstoaga, M.
Mehrenberger, Efficient strict-binning Particle-In-Cell

algorithm for multi-core SIMD processors, 2018.

In PIC simulations, the implementations are usually memory-bound rather than compute-
bounded [9, 103]. The performance of the implementation, with respect to the computational
time, is limited by the number of memory accesses. For these kind of applications, multiplying

∗There are =(=+1)
2 + =(=−1)

2 + (=−1) (=−2)
2 component grids for 3 = 3.
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the number of cores involved in the computation increases the memory contention and in the
end deteriorates the efficiency.

This feature of PIC methods lies in the interaction of the particles and the array used to
accumulate their properties. A particle contributes to the values stored on a limited sub-set of
array indices corresponding to the cell it is contained in. As the particle is randomly distributed
onto the computational domain and free to move during the simulation, a naive implementation
of PIC methods does not secure a contiguous access to both the array containing the particle
properties and the (grid) array accumulating the density (see figure 4.1). This deteriorates the
CPU cache management significantly, resulting in an important performance loss. Indeed, the
charge density accumulation, sketched in algorithm 7, consists mainly in loading the coordinates
of one particle, computing the grid cell it is contained in and, adding the contribution to the
8 nodes of this cell. Two consecutive particles (with regard to their indices in the particle
coordinate array) may contribute to different cells in the density array. This entails either a
contiguous memory access in the particle array or in the density (grid) array. A similar issue
characterizes the interpolation of the forces from the grid onto the position of the particles.
Though the density accumulation and the field interpolation are only two steps of the complete
algorithm, they account for a significant part necessary to mitigate the statistical noise.

Different workarounds are proposed, mainly based on a so-called sorting [12] of the particles.
To this end, each cell of the grid receives a rank, two cells contiguous inmemory being associated
to consecutive ranks. The particles properties (position, velocity, etc.) are then stored in the
particle arrays by rank of the cell they are contained in. By this means, both the grid and
the particle arrays may be accessed contiguously providing a better cache reuse for the density
accumulation and the field interpolation. Nonetheless, the particles shall be periodically sorted,
since during the computation they are likely to cross the cell boundaries. This is thus a trade-
off between the cost of re-sorting the particle population and, increasing the cache-miss rate
during iterations. Different elaborated data structures have been proposed to alleviate the cost
of the periodic particle sorting (see [9, 106] and [10, 11]). Another approach to mitigate the
randomness of the memory accesses is to consider domain decomposition [52, 100, 110] with
subdomains so small that they can fit in the cache system.

From the implementation point of view, the parallelization of the particle-grid interaction
(density accumulation) may give rise to race conditions. The most obvious strategy consists
in organizing the particles into clusters and distribute these clusters onto the available cores.
Different particles are then likely to provide contributions to a same grid node which entails a
race condition between different cores when writing at the same memory address. This issue is
overcame thanks to private copies of grid arrays and reduction operations.

Regarding the field interpolation and the particle pusher, the operations related to different
particles are independent. Therefore the parallelization is quite straightforward but the scalability
may be limited by the poor arithmetic intensity of these steps. On NUMA architectures, the
multiplication of cores number comes with an increase of the memory bandwidth: the cores
are organized in NUMA domains associated to a local memory for which the access is faster
compared to that of an other NUMA domain. The parallelization strategy is tuned to take
advantage of the hardware topology. A SPMD (Single Program Multiple Data) is commonly
deployed. The particle population is split into multiple samples, one sample being stored in
the memory of one NUMA domain and the related operations computed by the cores with a
fast access to this memory. The operations on each of the samples are finally reduced over the
NUMA domains to recover the complete statistic.

3.2.2 Sparse-PIC optimization and parallelization
Sparse grid applications to PIC methods are rather recent [48, 58, 97, 57, 88] and, to date, no
efficient implementation combining efficient memory management and tailored parallelization
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Algorithm 7 Projection or charge accumulation

Require: Array particle[:]
Ensure: Array grid[:] containing the charge density

for all particles do
Read positions of particles in particle array [:]
Determine /1, ..., /8 the eight nodes of the cell containing the particle
for i from 1 to 8 do

Determine the charge contribution d8 of the particle at the node /8
Add the contribution d8 in the grid array at position /8: grid[/8]← d8

end for
end for

strategies has been provided. It is therefore the purpose of the present article. It follows from
equation (6.2), that the number of particles required to achieve a given statistical error is much
smaller (by hundreds) for the sparse reconstruction, compared to standard PIC methods. As a
consequence the particle operations (particle pusher) and the interactions between the full grid
and the particles (field interpolation) are no longer the most time consuming operations. The
interactions between the component grids and the particles (charge deposition) dominate the
computational time because of the large number of those grids (about one hundred). As a result,
the strategies proposed in this section are strongly motivated by the mitigation of the charge
deposition computational load.

Memory management

The strategy introduced within this thesis takes advantage of the extremely reduced memory
footprint of sparse grids. Indeed, the component grids are stored in tiny arrays with 2=, 2=+1 or
2=+2 nodes when a full grid requires 23= nodes, = defining the spatial discretization (ℎ= = 2−=).
To emphasize this huge memory savings, consider a discretization parameter = ranging from 7
to 9 (corresponding to Cartesian grids with 1283 to 5123 nodes), the storage of the full Cartesian
grid requires 17MB, 134MB, 1GB which does not fit even in the last level cache memory.
Conversely, the storage of the largest component grid requires then 4KB, 8KB, 16KB which fits
in the L1 data cache memory of a core of modern CPUs, 32KB being the standard for the L1
data cache. Therefore two memory management policies, depicted in the algorithm 8, may be
proposed, none of them requiring any particle sorting. Contrariwise, the array used to store the
component grids are assumed to fit in the highest level of cache memory, with random accesses
to these arrays while the particle arrays are accessed contiguously. This entails random accesses
to the component grid arrays, but these non contiguous memory accesses will not generate cache
misses since the whole component grid fits in the L1-cache (see figure 4.1).

The first strategy relies on computing the interaction of one particle with all the component
grids at once, and then proceed with the next particle. For each particle, the contributions are
written successively in every array and thus, in order to maximize memory reuse, the data of all
arrays must fit in the cache memory. The size of all these arrays in bytes is:

()>C0; =>. > 5 6A83 =>34B) · (B8I4 > 5 30C0CH?4) = 2=
(
7=2 − = + 2

)
· 8 (3.16)

The second strategy is the opposite: first the interactions of all the particles are computed
for one component grid and then the algorithm proceeds with the following component grid.
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Figure 3.1. Cache memory management during charge deposition step. The particles are
accessed in order x?1-x?2 . On the top left the grid data are accessed non-contiguously and must
be loaded from the main memory. On the top right the grid data are accessed contiguously and
can be loaded from the cache. On the bottom, the grid data are accessed non-contiguously but
can be loaded from the cache.

The size of the data that must fit in the cache memory to maximize memory re-use is bounded
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by the size of the largest component grid:

(=>. > 5 2><?>=4=C 6A83 =>34B) · (B8I4 > 5 30C0CH?4) ≤ 2=+2 · 8, (3.17)

which is smaller than in the case of the first policy.

Algorithm 8 Projection or charge accumulation (PIC-Sg)

Option 1: Particles-component grids loops
for all particles do

Read positions of particles in particle array
for all component grids do

Determine /1, ..., /8 the eight nodes of the cell containing the particle
for i from 1 to 8 do

Determine the charge contribution d8 of the particle at the node /8
Add the contribution d8 in the grid array at position /8: grid[/8]← d8

end for
end for

end for
Option 2: Component grids-particles loops

for all component grids do
for all particles do

Read positions of particles in particle array
Determine /1, ..., /8 the eight nodes of the cell containing the particle
for i from 1 to 8 do

Determine the charge contribution d8 of the particle at the node /8
Add the contribution d8 in the grid array at position /8: grid[/8]← d8

end for
end for

end for

The number of component grid varies from 60 to more than 120 for = ranging from 7 to
10. The accumulation of the density on these component grids is therefore expected to be the
most time consuming task of the sparse-PIC algorithm. Fortunately these tasks are arithmetic
intensive and are therefore expected to offer a good scalability.

Shared memory parallelization

The parallelization strategy for shared memory architectures exploits the genuine parallelism of
the accumulation onto the different component grids. The component grids are arranged into
groups and distributed onto the cores. Each core executes successively the tasks (accumulation,
field solver operations) on the component grid assigned to it. Finally a reduction operation
between the cores is performed to complete the combination step. This approach can however
result in load imbalance, as the number of available cores rarely match the number of component
grids. An alternative strategy, based on a suitable subdivision of the particle set can help to
overcome this problem. Instead of dealing with all particles at once, we divide the particle
population into as many clusters of particles as we have computational cores. This approach
yields the number of tasks to be completed by the algorithm equal to a multiple of the number
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of cores, a task being the accumulation of one particle cluster onto one component grid. Thanks
to this procedure, the work load related to the density projection is distributed onto the cores
with an ideal balance irrespective to the number of cores and component grids.

Different strategies may be considered for the resolution of the Poisson equation. Within the
sparse-PIC method, a Poisson problem shall be solved on each of the component grid. The first
strategy consists therefore to distribute the linear systems issued from the dicretization of the
Poisson problem on the component grid onto the cores. The advantage of this strategy lies in the
very small size of the linear systems. Furthermore, the systems are independent. Nonetheless,
the load balance may be poor when the number of component grids is not a multiple of the
number of cores.

The grid anisotropy and hence the number of grid nodes, takes an important part in the
computational time imbalance during the resolution of Poisson equation: the convergence of
iterativemethods requiresmore iterations for larger systems andmaximum refinement level ‖l‖∞.
As a workaround, the grids are arranged in a decreasing order according to their complexity in
three groups (grid of complexity 2=+2, 2=+1 or 2=); then, in each group, the grids are arranged in
a decreasing order according to their maximum level of discretization ‖l‖∞.

The second strategy consists in gathering all these problems into a single (by block) linear
system. Solving this single system is a more computational expensive task, however it offers a
better tuning of the load balance at the level of the linear system solver.

Let us consider now the parallelization of the hierarchization (depicted in algorithm 6)
and dehierarchization. Although the procedures are similar, different strategies are considered.
The former operates on the component grids Ωℎl whereas the latter operates on the full grid
Ω
(∞)
ℎ=

. Since the hierarchization of the component grids is independent of each other, the
parallelization is straightforward similarly to the resolution of the Poisson equation. Concerning
the dehierarchization, whose algorithm resembles algorithm 6, one shall notice, when processing
a specific dimension 8, that the operations are independent for each pole (see section 3.1.1). Thus
an immediate parallelization, consisting of a distribution of the poles onto the cores, may be
conceived from this observation. However, the access of the data is not optimal for all but the
innermost dimension. Indeed the grid nodes within a pole are potentially in different cache lines.
Different methods such as unrolled unidirectional hierarchization algorithm [73] using blocks
of poles or cache-oblivious hierarchization algorithm [74] subdividing the grid into smaller
subproblems that completely fit into the cache has been conceived in order to circumvent the
issue; however such refinements have not proven to be mandatory to obtain a good efficiency.

Parallelization for NUMA architectures

NUMA refers to non-uniform memory architectures where the memory access time depends on
the memory location of the processors. The memory resides in separate regions, named NUMA
domains, and is assigned to groups of cores. A core assigned to a NUMA domain accesses
data from its local memory (data stored on the memory of its NUMA domain) much faster than
the non-local memory (data stored on another NUMA domain). In this section, we present
a second parallelization strategy, designed for NUMA architectures and inspired by existing
SPMD implementations for the standard method. It consists in a subdivision of the particle
population into samples, each associated and bounded to one unique core or subset of cores.
Private arrays and reduction operations are used to avoid race conditions (update of the same
memory address by different cores). The efficiency of the strategy is limited by the memory
architecture and bandwidth of the hardware since each core accesses simultaneously the particle
data. Consequently the number of particle samples shall be chosen accordingly to the number
of NUMA domains and stored into the memory banks of these NUMA domains. In order to
make efficient use of this strategy, data should be as much as possible accessed within a NUMA
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domain. Therefore, several implementation policies shall be respected ∗.

Embedding the different parallelization strategies

The different parallelization strategies, though presented independently, shall bemerged to define
the most effective parallel implementation for a targeted hardware. The population of particles
is subdivided into samples of particles of the same size. The number of samples is equal to
the number of NUMA domains, each sample being assigned to a single NUMA domain. The
parallelization strategy detailed in 3.2.2 is then implemented in every NUMA domain: the local
particle sample is decomposed into clusters and the tasks cluster-component grids are distributed
on the cores of the NUMA domain. The advantage of this strategy lies in the good exploitation
of the increased memory bandwidth brought by the addition of NUMA domains. An illustration
of the strategy is provided on figures 3.2, 3.3. On the other hand, this decomposition entails the
reduction operation between different NUMA domains.

Proof of the chapter 3
Proof of proposition 3.1.1. From the hierarchical basis representation of functions, it holds:

Φ2= =
∑
l∈L=

2l�
H
+ℎl
Φℎl

=
∑
l∈L=

2l
∑
k≤l

∑
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Uk,iiℎk,i

=
∑
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=
∑
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∑
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l∈L=

2lVk,j

)
iℎk,i. �

∗The following implementation policies shall be respected:

• In order to access contiguously the particle data, the dimension dedicated to the ids of the particles inside
the samples must be the fast axis, e.g. in Fortran, the particle array must have the following form:

double particle_array[1 : #B , ...];

where #B stands for the number of particles in a sample.
• A thread shall be bounded to an unique core throughout the simulation so it always has its data in cache and
in the same locality region (NUMA domain). It is ensured by the OMP_PROC_BIND=TRUE environment
variable.

• The data must be initialized in their respective NUMA domain according to the "first touch" data placement
policy.

• The cores of a NUMA domain work on the data stored into the memory local to the NUMA domain thanks
to the numactl -l command.
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Figure 3.2. Embedded particle sample work sharing (a) and component grids work sharing (b)
parallelization strategies applied to the AMDEPYC™ 7713Milan architecture. The particles are
subdivided into samples, as many as NUMAdomains, and the component grids are distributed to
the cores of the corresponding NUMA domain, e.g. the grids Ωℎl1 ,Ωℎl2 and Ωℎl3 are distributed
to the cores #0, #1 and #2 of the CCX #0.
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load is equally distributed onto the cores.



Chapter 4

Parallelization on single GPU architectures

In the last decades, the emergence of General Purpose Graphics Processing Units (GPGPU) has
dramatically disrupted the High Performance Computing (HPC) domain with the appearance
of accelerators with thousands of compute cores achieving performance in the range of several
TFLOP/s (1012 instructions per second). Most of supercomputers now employ up to thousands of
Graphical Processing Units (GPU), resulting in a total of millions of compute cores. Therefore,
an increasing interest of GPGPU for massively parallel applications has emerged in past decades.
For instance, several GPU implementations of 1D and 2D PIC simulations have been proposed,
demonstrating speed-ups in the range of 20-100 [35, 43, 44, 45, 31, 77, 54, 101, 78].

Recently, sparse-PIC method optimization and parallelization have been investigated for
shared memory architectures [49]. Two conclusions can be drawn from these investigations.
First, sparse-PIC methods have been proven to be particularly memory efficient, with respect to
the size of the grids used to accumulate the density and compute the electric field, as well as
the storage of the particles properties. The number of those numerical particles is significantly
reduced, compared to standard methods, owing to the better control of the statistical noise. This
limited memory footprint calls for the development of parallel implementations on a single GPU
architecture. Second, sparse-PIC has demonstrated substantial speed-ups both for sequential and
parallel implementation with respect to the standard PIC method. The sequential computational
time of the standard method may be reduced by two orders of magnitude with the sparse-PIC
approach for an equivalent amount of statistical noise between the two simulations.

The present paper extends the works of [48, 49] to the parallelization of 3D-3V sparse-PIC
methods onGPUarchitectures. AlthoughGPUs offer a limited amount ofmemory in comparison
to CPUs, this is not an issue for sparse-PIC implementations thanks to the substantial gains upon
the memory footprint. The purpose of the present paper is to propose a first efficient GPU
implementation of the sparse-PIC method with parallelization strategies tailored specifically for
accelerator architectures. The sparse grid reconstructions require operations of each particlewith
numerous (tens) anisotropic grids, with coarse discretizations and different sparsity patterns.
These grids are referred to as component grids, the set of nodes of all the component grids is
being designated by the sparse grid terminology.

The efficient implementation introduced in this paper is compared to another one, which
is merely the implementation on GPUs of sparse-PIC strategies introduced for shared memory
CPU architecture in [49]. The novel implementation combines two level of parallelism for
the charge density accumulation: a coarse-grain parallelism based on a particle population
decomposition and a Single InstructionMultiple Data (SIMD) parallelism based on a component
grid work sharing. This two-level parallelism exploits the architecture of the GPU organized
into independent StreamingMultiprocessors (SM), each containing compute cores. The particle
population is divided into a large number of particle clusters which are distributed onto the
SMs. Within a cluster, each particle contribution is computed for all the component grids at
once, enabling a Single Instruction Multiple Threads (SIMT) execution model for the GPU. In

106
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addition, this approach offers a better management of the GPU cache memory (L2-cache) and
helps to mitigate the non coalesced memory accesses, detrimental to GPU efficiency. One key
element of the implementation is the absence of memory transfers between the host and the
device during the simulation since all data fit on the GPU memory.

Sparse-PIC methods may be implemented to significantly increase the computational in-
tensity compared to standard PIC methods known to be memory bounded. This feature is at
the core of the GPU implementation to cope with GPUs designed to maximize the number of
instructions treated at once.
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4.1 GPU architecture and programming background
The hardware architecture of a GPU differs from that of a Computing Processing Unit (CPU) in
some key aspects, the differences being inherited from the initial field of application of GPUs
(realtime graphics) where the same instruction has to be applied to a large amount of data [98].

A common CPU is optimized to minimize memory latency, since fetching data from the
(off chip) main memory is a very time consuming operation. Therefore, CPU cores have a
complex structure and involve out-of-order execution, branch prediction, memory pre-fetching
and cache hierarchy, the purpose of all these optimizations being to improve the performance in
a Single Instruction Single Data (SISD) fashion. By contrast, GPUs are optimized to maximize
throughput, i.e. allowing to execute as many tasks as possible at once. In order to achieve this,
a large number of cores, as simple as possible, is required, thus removing all logic that boosts
single instruction stream performance but gaining the ability to put more cores on a chip.

A single GPU device consists of multiple Streaming Multiprocessors (SM). The streaming
processors can be operated independently. One SM contains tens (e.g. 32) compute cores
working in a Single Instruction Multiple Thread (SIMT) fashion, meaning that all instructions
in all threads are executed in lock-step. A SM contains thousand of registers in order to run a
large number of threads simultaneously and perform fast "context switching" between different
warps. Typically a SM is assigned 8 thread blocks, consisting of tens of warps, a warp being
composed of 32 threads (from the compute capability 2.x, the number of threads in a thread
block may exceed 1024).

The SM is oversubscribed with thousands of threads (for tens of cores) in order to hide
the memory latency: the warp scheduler of the SM switch quickly from warps stalled due to
memory latency to resume a warp for which the data are ready; hence the need of rapid context
switching.
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The accesses to the GPGPU main memory are coalesced within the threads of a warp. The
load and store from and to the main memory are organized in chunks of contiguous memory
addresses, these chunks being aimed at feeding all the threads in a warp. Tominimize the number
of transactions with the main memory, memory accesses within the block shall be ordered to
maximize performance: the : Cℎ thread in a warp shall access the : Cℎ element in the memory
chunk.

Several programming languages are available for programmers who want to use GPU re-
sources to accelerate general computational applications, the most widespread being the Com-
pute Unified Device Architecture (CUDA) [91, 37, 34], specific to Nvidia GPUs. However, with
the appearance of modern GPUs from competitive brands such as AMD or Intel the restriction
to Nvidia GPUs could reveal limiting. Thus, other languages such as OpenMP 4., OpenCL
[87] or OpenACC [76] have recently become popular. In the present paper, we implement our
code with OpenACC which is an Application Programming Interface (API) written in C, C++,
Fortran. OpenACC is a directive-based host driven language, meaning that the host (CPU) is
responsible for launching every operations executed on the device (GPU) including execution
of kernels (code running on a GPU), allocation of memory and data transfers. OpenACC is not
a low-level programming language like CUDA, it allows more portability of the code thanks
to an abstraction of the hardware. Though the fine tuning of the compute kernels to the GPU
architecture is not in the scope of this API, OpenACC exposes the three levels of parallelism
available on an accelerator, namely coarse-grain, fine-grain and SIMD. Gang parallelism is
the highest level of parallelism (coarse-grain), equivalent to CUDA thread block, gangs being
executed independently of each other without synchronization. The worker level (fine-grain)
involves workers, similar to CUDA warps, that share data within a gang. The innermost level
of parallelism, the vector parallelism, equivalent to CUDA thread concept, is based on SIMT
execution model: an instruction is executed on vector of data.

4.1.1 Memory hierarchy
Thememory architecture of a GPU also differs from that of a CPU in several aspects. The Nvidia
Tesla V100 memory architecture is considered as a representative example in the following.
Within GPGPU applications, the device (GPU) does not operate on the host (CPU) main
memory but is connected to its own off-chip memory (DRAM). The data have to be transferred
from the host global memory to the GPU specific memory. The bandwidth between the device
(GPU) and its specific memory is much higher (897 GB/s) than the bandwidth between host
memory (CPU) and device memory (16 GB/s)∗. Hence, for best overall performance, it is capital
to minimize data transfers between the host and the device, even if that means running kernels
on the GPU that do not demonstrate any speedup compared to running them on the host CPU.
This is the policy followed within this work.

Compared to a CPU, a GPU works with fewer, and relatively small, memory cache layers.
The memory hierarchy is sketched in the following lines:

• The main memory (DRAM) consisting of 16GB accessed with a theoretical peak band-
width of 897GB/s. Global memory can be read and written by all the threads on the
GPU.

• The constant memory (64 KB read-only memory) which is faster than global memory
because it is cached. Constant memory can be read by all the threads on the GPU.

• The L2 cache of 6.3MB shared by all SMs with a theoretical peak bandwidth of 4.1TB/s
can be read and written by all threads.

∗For a node of the supercomputer OLYMPE from CALMIP, equipped with a Nvidia Tesla V100 associated to
an Intel® Skylake CPU with a PCI GEN3 16X bus of 15.8 GB/S.
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• The L1 data cache of 128KB per SM,made of sharedmemory and texturememory. Shared
memory provides high bandwidth and low latency but can only be read and written by the
threads belonging to the same thread block (in CUDA terminology). It has a theoretical
peak bandwidth of approximately 14TB/s.

• The register file of 256KB for each SM (16,384 32-bit registers on each processing block,
4 per SM). It allows fast read-write operations to the data stored in it. Registers are private
to one thread and can only be accessed by the owning threads.

As mentioned before, the memory architecture is designed to optimize coalesced data trans-
fers with the main memory. Consecutive threads from the same warp should access consecutive
blocks of memory addresses in order to optimally exploit the memory bandwidth.

As a summary, in order to conceive an efficient GPU algorithm, the following policies shall
be respected:

i) Limit the transfers between host (CPU) and device (GPU).
ii) Favor the locality of the data.
iii) Encourage coalesced data accesses with the memory.
iv) Create as many independent task as possible to mask the memory latency.

The GPGPU-specific algorithm proposed in the present article is compliant with i. and iv., and
to some extent ii., but not to iii. because of the nature of the particle-grid operations. These
points are outlined in the sequel.

4.2 Data management
Sparse-PIC methods dramatically reduce the memory footprint of PIC computations thanks
to the significant diminution of the number of particles necessary to maintain an appropriate
statistical noise. Let us investigate the memory requirements of both the standard and the Sparse
PIC methods. The amount of data in bytes [B] to handle resulting from # numerical particles
is given by:

�0C0%0AC82;4B [�] = # ∗ 3 ∗ ((8I4%>B8C8>=�0C0 + (8I4+4;>28CH�0C0 + (8I4�224;4A0C8>=�0C0).
(4.1)

Position, velocity and acceleration data are double precision, requiring 8 Bytes [B]. The data
size for a contribution (charge density or electric potential) of all the component grids can be
bounded by:

�0C0�><?>=4=C�A83B [�] = (8I4�0C0 ∗
∑
l∈L=

©«
3∏
9=1
(2; 9 + 1)ª®¬

≤ (8I4�0C0 ∗ |L= | ∗ 9 ∗ (2= + 1). (4.2)

For instance for = ranging from 7 to 10, corresponding to configurations equivalent to 1283 and
10243 grids with respect to the standard method (ℎ7 = 1/128 to ℎ10 = 1/1024), the data size of
the component grid ranges from 594KB to 10MB. It results in a significant reduction compared
to the Cartesian grid of the PIC method:

�0C0�0AC4B80=�A83 [�] = (8I4�0C0 ∗ (2= + 1)3, (4.3)
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which requires 17MB to 8GB for = ranging from 7 to 10. A comparison of the particle data
requirements, relative to the number of particle per cell (defined in equations (6.1), (6.2)) and
the grid data sizes is provided on figure 4.2.

This outlines one main advantage of Sparse PIC method over standard ones when porting
to GPGPU: the whole data necessary during the simulation fit into the device memory of most
accelerators (tens of GB capacity), even for configurations equivalent to 10243 grids. Therefore
our data management strategy shall capitalize on this observation. In order to avoid as much as
possible data transfers between the host and the device, the data shall stay on the device memory
throughout the whole simulation. One unique data transfer is realized at the initialization to
send all the data on the device.

... ...

array of component grid

Figure 4.1. 1-dimensional structure array of a com-
ponent grid. The cells of the three-dimensional grid
are arranged in a one-dimensional array where the I-
dimension is the fast axis and the G-dimension is the
slow axis.
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Figure 4.2. The storage size of data
(particle data, Cartesian grid data and
component grid data) is represented as
a function of the number of grid nodes
and particles per cell.

4.2.1 Data structure
The state of each numerical particle is described by its position, velocity and acceleration (corre-
sponding to the electric field component) and is represented by the tuple 〈G, H, I, EG , EH, EI, 0G , 0H, 0I〉.
The position, velocity and acceleration coordinates are represented by double-precision floats.
The particle data are represented by three arrays of # rows and three columns:

3>D1;4 x? [1 : #, 1 : 3], v? [1 : #, 1 : 3], a? [1 : #, 1 : 3];

where # is the number of particles.
In order to represent the set of component grids, a three dimensional array (standing for

one component grid) is required for all the grids. Since the size of the component grids differs
from one to another, a more complex data structure than a four-dimensional array is required.
In this paper, two different data structures policies representing the set of component grids are
considered. The component grids are either represented by an Array of Structure (AoS) or a
two-dimensional array.

The first policy, being the most natural and consisting in an AoS, has been introduced in [49]
specifically for the parallelization of sparse-PICmethods on sharedmemory (CPUs) architecture.
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With this policy, a data structure is created to store the dimensions and contributions (charge
density, electric potential) of a component grid:

CH?4 2><?>=4=C_6A83
8=C464A :: :, ;, <;
3>D1;4 :: d(0 : 2: , 0 : 2; , 0 : 2<),Φ(0 : 2: , 0 : 2; , 0 : 2<);

4=3 CH?4

where :, ;, < are the dimension of the component grid and d, Φ are the arrays containing the
charge density and the electric potential contributions. All the information of the component
grids are stored in a single array whose elements are component grid data structures:

CH?4(2><?>=4=C_6A83) :: 2><?_6A83 [1 : |L= |],

where ! is the number of component grids, given by equation (13). Let us recall that for
sparse-PIC parallelization strategies designed for CPUs, the particle properties are accumulated
onto one component grid for all the particles, this repeated for each component grid (see [49]
for details). This strategy, together with the AoS data structure, entails locality of the data.
For the deposition of the particle density onto a component grid, the array used to store one
component grid being small enough to be nursed in L1 cache of a CPU core. However, in the
following, a GPU implementation based on the converse strategy, consisting in the accumulation
of one particle property onto all the component grids, repeated for each particle, is introduced.
Therefore, in order to preserve a good locality of the data between the component grids, a specific
data structure is introduced. The rationale for this strategy is proposed in the next section.

This second policy is based on a transformation of the component grids from a three-
dimensional structure into a one-dimensional structure. Each component grid is reshaped into a
one-dimensional array (see figure 4.1) and all the one-dimensional component grid contributions
are stored in an array of |L= | rows and 9(2= + 1) + 1 columns:

3>D1;4 :: d[1 : |L= |, 1 : 9 ∗ (2= + 1)],Φ[1 : !, 1 : 9 ∗ (2= + 1)] .

This data structure is based on an upper estimation of the total number of component grid nodes.
Indeed, the largest (in term of number of grid nodes) of the component grids are the most
anisotropic ones, i.e. the ones corresponding to the levels l = (=, 1, 1); (1, =, 1); (1, 1, =), each
containing 9 ∗ (2= + 1) grid nodes.

4.3 GPGPU implementation of charge deposition
The accumulation of the particle properties onto the component grids accounts for more than
90% of a sparse-PIC iteration (for a sequential execution on CPU). This step is therefore
anticipated to be the key point to obtain an efficient parallel implementation on GPGPU. It
consists mainly in reading one particle coordinates, computing the grid cell it is contained in,
and accumulate the contribution onto the 8 nodes of this cell. These operations are repeated for
each grid. During the procedure, two consecutive particles (with regard to their indices in the
particle coordinate array) may contribute to different cells in the density array. Therefore either
a contiguous memory access in the particle array or in the density (grid) array occurs. Standard
implementations usually entail random memory accesses in the density array. In addition, the
paralellization of the density accumulation may lead to race conditions when threads associated
to different particles add their contributions to the same grid cell, writing at the same memory
address. This issue is usually bypassed with either private copies of grid arrays and reduction
operations or atomic operations.
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4.3.1 Why sparse-PICparallel implementations designed for sharedmem-
ory (CPU) architectures are not efficient on GPUs

Let us first recall the main features of the sparse-PIC parallel implementation designed for CPUs,
then, in the following of the section, we introduce the extension of the implementation to GPUs,
named CPU-inherited implementation and finally investigate the limitations of the algorithm.
The implementation details of the CPU-inherited algorithm are provided in algorithm 9.

Sparse-PIC parallelization efficiency on CPU is chiefly based on cache memory reuse. The
non contiguous memory accesses to the grid data are mitigated by the large number of L1-cache
hits. The cache reuse is maximized by considering the following charge density accumulation
policy: the interactions of all the particles are computed with one component grid and repeated
as many times as the number of component grids. Therefore, since each component grid fits in
the L1-cache, the number of grid data cache misses is dramatically reduced, despite the irregular
(non contiguous) accesses.

Sparse-PIC parallelization designed for CPUs takes benefit from the natural parallelism
offered by the deposition onto the different component grids. The operations attached to two
different component grids are independent and can therefore be processed concurrently (by
different CPU-cores). Nonetheless this only level of parallelism is not sufficient to provide a
good load balance for tens of cores. Therefore, a second level of parallelism is exploited: the
particle sampling work sharing. It amounts to decompose the particle population into clusters,
distributed onto the different threads. Each thread operates on its own sample of particles,
accumulating the particle properties onto a private array. These private copies of the grid data
are mandatory to avoid race conditions between threads assigned to different particles. Finally a
reduction operation between the private copies is performed to gather the different contributions.

The hurdles of an extension to GPGPU are of different nature. First, the number of threads
initiated within a SM (thousands) is large compared to CPUs (tens). This is particularly
important for particle-grid operations, the memory accesses being genuinely non contiguous
and non coalesced. Therefore, in order to mask the memory latency of the data transfer and
achieve the best performance on GPU, one shall run a large number of instruction streams, i.e.
a large number of gangs in OpenACC terminology. Nonetheless the number of gangs cannot be
chosen as large as it shall be to maximize the performance of the CPU-inherited implementation
because of the reduction operation requiring copies of the grids for each gang. The memory
capacity, as well as the number of reduction operations to operate the array copies may be a
limiting feature for a large number of gangs with this implementation. In addition, the method
does not provide an effective memory access pattern of the component grid structure. The
randomness of the spatial distribution for two consecutive particles in the particle array results
in non-coalesced (random) memory accesses in the component grid array. The cumulative
features of non efficient memory accesses and poor number of gangs (being the result of the
reduction operation) may limit the efficiency of CPU-inherited implementation on GPU.

Second, the L1-cache is private to one CPU core while it is shared by all the SIMD processors
within a SM. Each CPU core owns a private L1-cache of usually 32KB whereas GPU cores
within a SM share a L1-cache of 128KB on the Tesla V100. As a result, based on the maximum
number of threads within a SM for the Tesla V100, which is 2048, each thread has roughly 62B
of available L1-cachememory which is significantly less than the 32KBL1-cachememory of the
CPU cores. The private L1-cache being at the core of the efficiency of the CPU implementation
of the sparse-PIC charge deposition (see [49]), it explains why an efficient GPGPU parallel
implementation can not be conceived as a CPU parallel implementation run with thousand of
threads rather than tens.

A third difficulty shall be pointed out here: OpenACC only provides a weak control of the
cache hierarchy. On top of that, in the CPU parallel implementation, a reduction gathering all
the particle contributions is performed for each component grids on a three-dimensional array
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d corresponding to the AoS component grid data structure (see section 4.2.1). OpenACC only
offers reduction on the coarsest grain parallelism (gang level loop) via the "REDUCTION"
clause, restricting the parallelization within the CPU-inherited policy (i.e the interactions of all
the particles are computed with one component grid and repeated as many times as the number
of component grids). It results from this implementation a number of independent kernels equal
to the number of component grids (!). Therefore the two-level parallelization strategy, efficient
on CPUs, is limited on GPUs.

4.3.2 Why CPU and GPU implementations of standard PIC methods are
not suitable for sparse-PIC methods

The main objective of an efficient parallelization strategy for the charge density accumulation
within PICmethods is to mitigate the randomness of the data access and entail contiguous (CPU)
or coalesced (GPU) memory accesses.

The most natural strategy to deal with randomness of data accesses is inspired from paral-
lelization strategies designed for CPUs and consists in a sorting of the particle population and
distribution into clusters. Usually, on CPUs, the particle population is sorted so that most of
the time consecutive particles write their contributions in the same density array cells, enabling
efficient cache memory reuse.

CPU particle sorting is not applicable to sparse-PIC computations on GPUs though, because,
in order to optimize memory transfer, one shall fetch data from the device memory in a coalesced
fashion. Therefore, an effective sorting shall result in a particle array where consecutive particle
correspond to consecutive grid cells, i.e. one sorted particle array for each component grid,
which is a way too cumbersome data constraint.

The most efficient GPGPU parallelization strategy to reduce the effects of the irregular
memory accesses is to consider the shared memory of the device [77, 31, 54, 101]. With this
approach, a private copy of the density array is created in the sharedmemory of each SM (actually
each gang). The accumulation of the particles properties onto the grid is performed with shared-
memory atomic operations for threads from the same gang. Finally, a global reduction operates
between the different copies of the density array from each gang. This strategy is usually
performed along with a particle cluster work sharing strategy, where the particle population is
divided into clusters of particles, each assigned to a thread block. In order to ensure that all
particles in a cluster are stored contiguously and can deposit to the accumulating density array
in the shared memory, a sorting based on the cluster index every time step may be necessary
[78, 44].

Whereas CUDA provides a simple and effective way to use the shared memory of the
GPU, this features is not available in a transparent and straightforward way on OpenACC. The
"CACHE" directive allows to access the shared memory but only for simple memory access
patterns and does not suit the algorithm specificity .

4.3.3 Sparse-PIC implementation for GPUs
The extension to GPU of the implementation designed for CPUs reveals an inefficient use of the
computational capacities since the kernels (each dedicated to the accumulation of the particle
properties onto one component grid) are executed in sequential, one after the others. This is the
result of the CPU-inherited policy and OpenACC restrictions. In addition, the CPU-inherited
implementation does not take advantage of the cache memory as it does on CPUs. We therefore
propose a second implementation of the accumulation step for GPGPUs, namedGPGPU-specific
implementation, taking advantage both of the independent computations between the component
grids and the large L2-cache memory capacity.
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Algorithm 9 GPGPU implementation of the CPU-inherited charge accumualtion algorithm.

Require: Particle position array x? [1 : #, 1 : 3], AoS 2><?_6A83 [1 : |L= |], weight of particles
l.
Variables: Integer: 8G , 8H, 8I, real: 8GA , 8HA , 8IA , BG1, BG2, BH1, BH2, BI1, BI2
for each component grid 8 ∈ J1, |L= |K do
: ← 2><?_6A83 [8]%: ; ; ← 2><?_6A83 [8]%; ;< ← 2><?_6A83 [8]%<
!$ACC PARALLEL NUM_GANGS() VECTOR_LENGTH()
!$ACC LOOP REDUCTION (+:d) //Parallelism on the SMs and the cores of the SMs
for each particle 8? ∈ J1, #K do

// Read particle data
8GA ← x? [8?, 1]/2=−: ;
8HA ← x? [8?, 2]/2=−; ;
8IA ← x? [8?, 3]/2=−<;
// Determine grid cell containing particle
8G ← 8GA ; 8GA ← 8GA − 8G;
8H ← 8HA ; 8HA ← 8HA − 8H;
8I ← 8IA ; 8IA ← 8IA − 8I;
// Determine charge contribution of particle
BG1 ← (1 − 8GA) ∗ 2: ; BG2 ← 8GA ∗ 2: ;
BH1 ← (1 − 8HA) ∗ 2; ; BH2 ← 8HA ∗ 2; ;
BG1 ← (1 − 8IA) ∗ 2< ; BI2 ← 8IA ∗ 2<;
// Add contribution to the grid
2><?_6A83 [8]%d[8G , 8H, 8I] ← 2><?_6A83 [8]%d[8G , 8H, 8I] + BG1 ∗ BH1 ∗ BI1 ∗ l;
2><?_6A83 [8]%d[8G + 1, 8H, 8I] ← 2><?_6A83 [8]%d[8G + 1, 8H, 8I] + BG2 ∗ BH1 ∗ BI1 ∗l;
2><?_6A83 [8]%d[8G , 8H + 1, 8I] ← 2><?_6A83 [8]%d[8G , 8H + 1, 8I] + BG1 ∗ BH2 ∗ BI1 ∗l;
2><?_6A83 [8]%d[8G+1, 8H+1, 8I] ← 2><?_6A83 [8]%d[8G+1, 8H+1, 8I]+BG2∗BH2∗BI1∗l;

2><?_6A83 [8]%d[8G , 8H, 8I + 1] ← 2><?_6A83 [8]%d[8G , 8H, 8I + 1] + BG1 ∗ BH1 ∗ BI2 ∗l;
2><?_6A83 [8]%d[8G+1, 8H, 8I+1] ← 2><?_6A83 [8]%d[8G+1, 8H, 8I+1]+BG2∗BH1∗BI2∗l;

2><?_6A83 [8]%d[8G , 8H+1, 8I+1] ← 2><?_6A83 [8]%d[8G , 8H+1, 8I+1]+BG1∗BH2∗BI2∗l;

2><?_6A83 [8]%d[8G + 1, 8H + 1, 8I + 1] ← 2><?_6A83 [8]%d[8G + 1, 8H + 1, 8I + 1] + BG2 ∗
BH2 ∗ BI2 ∗ l;

end for
!$ACC END LOOP
!$ACC END PARALLEL

end for
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This strategy is based on a component grid work sharing principle in a SIMT pattern, i.e.
the operations on the component grids are realized in a SIMT fashion: each thread within a gang
operates on a different component grid. This strategy is coupled with a particle work sharing
strategy at the gang level, where the particle population is divided into clusters and distributed
into the gangs similarly to the CPU-inherited implementation (see figure 3.2):

• The first level (coarse-grain) of parallelism is based on the distribution of the particle
population into clusters. The gangs (or thread blocks) are associated to the clusters and
distributed to the SMs in a Single Program Multiple Data (SPMD) fashion.

• The second level (SIMT) of parallelism is based on the component grid work sharing
principle. Within each gang, the threads operate on the component grid at the same time
in a SIMT fashion. E.g. if there are 32 threads in a gang, the particle properties of the
particle cluster are accumulated onto the first 32 component grids simultaneously by the
threads.

The number of clusters is expected to be large (a lot larger than the number of SMs) so that
a large number of thread blocks is enabled and the interleave stream strategy shall efficiently
mask the non coalesced memory accesses.

The goal of the GPGPU algorithm is to exploit the GPU architecture so that the device is fed
with a large number of similar instructions on multiple data (accumulation of a particle from
one cluster onto all the component grids at once). Nonetheless, in order to avoid the limitations
resulting from the reduction operation, an array shared between the gangs is considered along
with ATOMIC operations. The details of the implementation are given in algorithm 10.

Unlike the CPU-inherited implementation, the interaction of one particle is computed with
all the component grids at once, and repeated for all the particles. It provides an unique particle
data memory access for all the component grids, reducing therefore the number of data transfer
with the device memory. The two-dimensional component grid data structure is considered (see
section 4.2.1) to ensure that threads from the same gang access memory addresses close to each
other.

One of the benefits of the method concerns the cache memory reuse. Thanks to the shared
status of the density array, it is mutual to all gangs and thus it can benefit from the large size of
the L2 cache to mitigate the cost due to the random accesses to the grid array, the data size of
the component grid ranging from 594KB to 10MB for = = 7 up to = = 10.

4.3.4 Resolution of Poisson equation, field interpolation, particle pusher,
etc.

Sparse-PIC methods offer a significant alleviation of the grid operations with respect to the
standard methods, resulting from a diminution of the grid nodes constituting the mesh of
the method. Grid quantities are computed on each component grids, the operations being
independent from one grid to another. It results in several independent linear systems to solve
for the resolution of Poisson equation and necessitates novels parallelization strategies. It exists
GPU-based libraries offering tools for the resolution of linear system such as AMGx, MAGMA,
and CUDA libraries (CuSolver, CuBlas, CuSparse).

Different strategies may be considered: the first strategy consists in solving the linear systems
issued from the dicretization of the Poisson problem on the component grids one after the other.
The advantage of this strategy lies in the very small size of the linear systems. The second
strategy consists in gathering all these problems into a single (by block) linear system. Solving
this single system is a more computational expensive task, however it can better benefit from the
computational capacity of the GPU.

For the field interpolation and the particle pusher, a straightforward parallelization, based on
a decomposition of the particle population and distribution onto the threads, is proposed. No



4.3. GPGPU IMPLEMENTATION OF CHARGE DEPOSITION 116

Algorithm 10 GPGPU-specific algorithm of charge density accumulation.

Require: Particle position array x? [1 : #, 1 : 3], 2d-structure d[1 : |L= |, 1 : 9 ∗ (2= + 1)],
weight of particles l.
Variables: Integer: 8G , 8H, 8I, 81, 82, 83, 84, 85, 86, 87, 88, real:
8GA , 8HA , 8IA , BG1, BG2, BH1, BH2, BI1, BI2, G?, H?, I?
!$ACC PARALLEL NUM_GANGS() VECTOR_LENGTH()
!$ACC LOOP GANG //Coarse-grain parallelism on SMs, Single Program Multiple Data
(SPMD) fashion
for each particle 8? ∈ J1, #K do

// Read particle data from device memory
G? ← x? [8?, 1];
H? ← x? [8?, 2];
I? ← x? [8?, 3];
!$ACC LOOP VECTOR //Fine-grain parallelism on the cores of the SM, SIMT fashion
for each component grid 8 ∈ J1, |L= |K do
: ← 2><?_6A83 [8]%: ; ; ← 2><?_6A83 [8]%; ;< ← 2><?_6A83 [8]%<;
// Adapt particle data to the grid
8GA ← G?/2=−: ;
8HA ← H?/2=−; ;
8IA ← I?/2=−<;
// Determine grid cell containing particle
8G ← 8GA ; 8GA ← 8GA − 8G;
8H ← 8HA ; 8HA ← 8HA − 8H;
8I ← 8IA ; 8IA ← 8IA − 8I;
// Determine charge contribution of particle
BG1 ← (1 − 8GA) ∗ 2: ; BG2 ← 8GA ∗ 2: ;
BH1 ← (1 − 8HA) ∗ 2; ; BH2 ← 8HA ∗ 2; ;
BG1 ← (1 − 8IA) ∗ 2< ; BI2 ← 8IA ∗ 2<;
// Determine cell of the 2d-structure
81 ← 8I + 8H ∗ (2< + 1) + 8G ∗ (2< + 1) ∗ (2; + 1);
82 ← 81 + (2< + 1) ∗ (2; + 1);
83 ← 81 + 2< + 1 ; 84 ← 82 + 2< + 1;
85 ← 81 + 1 ; 86 ← 82 + 1 ; 87 ← 83 + 1 ; 88 ←; 84 + 1
// Add contribution to the grid
!$ACC ATOMIC UPDATE
d[8, 81] ← d[8, 81] + BG1 ∗ BH1 ∗ BI1 ∗ l;
!$ACC ATOMIC UPDATE
d[8, 82] ← d[8, 82] + BG1 ∗ BH2 ∗ BI1 ∗ l;
...
!$ACC ATOMIC UPDATE
d[8, 88] ← d[8, 88] + BG2 ∗ BH2 ∗ BI2 ∗ l;

end for
!$ACC END LOOP

end for
!$ACC END LOOP
!$ACC END PARALLEL
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Figure 4.3. GPGPU-specific (top) andCPU-inherited (bottom) strategy of the charge deposition
kernel. The operation (kernel) is repeated for all the component grids within the CPU-inherited
method. In both implementations, the particle population is divided into clusters of particles
and distributed onto the SMs (associated to the gangs/thread blocks). In the CPU-inherited
algorithm (of the first component grid), the clusters are again divided and distributed to the
threads of the SM (gangs/thread blocks). In the GPGPU algorithm, the threads from the same
gang operate simultaneously on the component grids in a SIMT fashion.

competitive memory access between the threads (attached to different particles) leading to race
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conditions is involved. For the combination, a similar strategy to the one introduced in [49] for
the dehierarchization principle (transformation from the hierarchical basis to the nodal basis),
is applied both to the hierarchization (transformation from the nodal basis to the hierarchical
basis) and the dehierarchization. It exploits the tensor product structure of the basis functions.
One-dimensional operations are performed on a collection of two-dimensional poles (see [49]),
which are independent and therefore can be paralllelized. This parallelization strategy is not
optimal but the combination step usually counts for thousandths of one iteration and therefore a
finer parallelization has not proven to be mandatory to obtain a good efficiency.

The differentiation is also straightforward to parallelize. The nodes of the Cartesian grid are
distributed to the threads and gangs in a way decided by the compiler.



Chapter 5

Semi-implicit sparse-PIC methods

The solutions of Vlasov-Maxwell equations verify some conservation properties, such as the
conservation of the total energy and momentum of the system (see proposition 1.2.1), as well
as the charge continuity equation which is a consequence of the Vlasov equation (moment of
order 0). The question of conservation of these physical quantities in numerical simulations
has been very popular for years. Explicit formulations of PIC methods, based on an explicit
time integration of the characteristics of the Vlasov equation, are usually momentum-conserving
but not energy-conserving. Conversely, PIC implementations based on an implicit formulation
can be energy-conserving but not momentum-conserving. The question whether a numerical
scheme preserving both energy and momentum is possible or not is addressed in [19].

Originally, and still in most applications, PIC implementations are based on an explicit
discretization in time of the Vlasov equation, e.g. with a leap-frop scheme. An explicit time
integration benefits from simplicity of implementation, as well as a poor computational cost per
iteration. Nonetheless, explicit approaches suffer from temporal stability constraints, imposing
a limit on the time-step discretization, forcing the user to resolve the fastest wave (see equation
(1.32)). In addition, these approaches usually feature spatial stability constraints, manifested by
numerical instabilities called aliasing or finite grid instability [82, 72] occurring when the grid
discretization (grid cell size) is equal or superior to the Debye length of the plasma (defined
by _� =

√
Y0)4/@4=4). Therefore, the application of explicit approaches to multidimensional

problems, especially for three dimensional geometries or large plasma densities, can be very
computationally demanding and cumbersome.

In response to these issues, implicit formulations of PIC schemes have emerged and received
a lot of attention, particularly thanks to their stability properties. Indeed, (semi-)implicit PIC
methods such as the implicit-moment method [20, 85], direct-implicit method [36, 69] and
their developments alleviate the numerical constraints, preserving stability with larger time-
steps and grid discretizations. Ideally, in implicit formulations, the particle equations and the
field equations shall be non-linearly coupled and shall require the resolution of a Newton or
Picard iteration. Because of solver efficiency limitations at the early development of implicit
methods, linear approximations have been favored at the expense of numerical approximations
producing violation of energy conservation and resulting in significant artificial plasma heating
or cooling. The methods using a linearization of the particle-field coupling are named semi-
implicit methods. Later, a fully implicit approach [30], based on Newton–Krylov methods, in
which field-particle couplings are converged to a tight nonlinear tolerance has been developed.
In addition to the elimination of both temporal and spatial instability, the scheme offers valuable
conservation properties, such as the exact conservation of the discrete energy of the system
and exact conservation of the charge continuity equation. Nonetheless, the method requires the
resolution of a non-linear system for the particles and field, which can be very computational
expensive, especially for multidimensional computations. A few years ago, a semi-implicit

119
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method preserving exactly the total energy of the system [83] has been developed. This Energy-
Conserving Semi-Implicit Method (ECSIM) retains the simplicity of explicit schemes, i.e. it
advances the particles first and then the fieldswithout any iteration, and conserves discrete energy
exactly. In this approach, the particle-field coupling is partially linearized, meaning that a part of
the particle response to the field is comprised into the field equation, ensuring an exact discrete
energy-conservation. Compared to the previous semi-implicit methods, namely the implicit-
moment method and the direct-implicit method, the particle pusher and the derivation of the
field equation are different. The mover does not require any inner iteration and its complexity
is similar to that of explicit formulations. Nonetheless, the field solver presents a significantly
more complex structure in comparison to that of explicit schemes in order to conserve energy
to round-off. The major advantage over fully-implicit schemes is the reduced complexity of the
algorithm, allowing development of the method for three dimensional simulations. Since then,
the method has been applied extensively to large-scale kinetic simulations [108, 107, 29, 41].
However, the method is not consistent with the charge continuity equation as the fully-implicit
method do. Therefore the error of conservation, or equivalently the consistency with the
Gauss law for Vlasov-Ampere (VA) formulations, shall be verified throughout the simulation
in order to avoid non-physical behavior of the plasma. Since then, developments addressing
this charge continuity issue have been introduced. In [33], a correction inspired of the Boris
(∇ · E) correction, but operating on the particles instead of the field in order to preserve energy
conservation is proposed. The method uses local linearization of the particle shapes and requires
the resolution of an under-determined system on the particles with Lagrange multiplier method.
Besides, a prediction-correction scheme [25] inspired both of the ECSIM scheme and of a
charge-conserving scheme based on an averaging of grid quantities over interpolated trajectories
of particles has been proposed.

It has already been extensively discussed in this manuscript that Particle-In-Cell schemes
also contain another major hurdle: the statistical error originating from the sampling of the
probability density function by a finite number of numerical particles. This numerical noise
decreases slowly with the increase of the average number of particles per cell, scaling as the
inverse square root of the mean number of particles per cell. Therefore, a large number of
particles may be required, necessitating tremendous computational resources.

Sparse grid reconstructions in PIC methods aim at reducing the statistical error resulting
from the particle sampling. In sparse grid reconstructions, the particle distribution moments
are computed on a hierarchy of component grids with coarse resolution. Compared to standard
grids, the mean number of particles per cell is larger for any of the component grids. This
crucial feature offers either a mitigation of the statistical noise or a decrease of the total number
of numerical particles required for a precision comparable to discretizations on a standard grid.
The method has been applied to explicit Vlasov-Poisson formulation in the previous chapters
first in two dimensions [48], then extended to three dimensional geometries [49, 50]. Substantial
gains in term of memory consumption as well as computational time have been pointed out, by
two or three orders of magnitude in comparison to approaches with standard grids. Besides,
sparse grid reconstructions have proven to preserve exact momentum conservation of explicit
formulations. These observations call for the development of an implicit formulation embedding
sparse grid reconstructions and preserving energy conservation as well as improved spatial and
temporal stability properties.

The present chapter is dedicated to the development of a semi-implicit scheme, inspired
of ECSIM and based on a sparse grid reconstruction of the electric field. In this chapter, we
consider an electrostatic regime in which Maxwell’s equations fall down to Ampere equation
without magnetic field. The objective is to develop an energy-conserving semi-implicit scheme
with sparse grid reconstructions featuring the following properties:

i) The scheme is unconditionally stable with respect to the plasma period: the time step can
be chosen irrespective to this value.
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ii) Discrete energy is exactly conserved for any time-step or grid discretization.
iii) The aliasing or finite grid instability is eliminated, allowing the user to take any desired

grid discretization without being forced to resolve the Debye length.
iv) The statistical error is significantly reduced compared to ECSIM with standard grid for

the same number of particles.

Nonetheless, the first step is to derive an electrostatic ECSIMmethod based on a Vlasov-Ampere
formulation. Indeed, to our knowledge, all the ECSIM methods described in the literature are
based on Vlasov-Maxwell system and include a self-consistent magnetic field.
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5.1 Energy-conserving semi-implicit sparse PIC scheme
5.1.1 Electrostatic Vlasov-Ampere formulation
In this section, the non-relativistic Vlasov-Maxwell system is considered in the electrostatic
regime, i.e. assuming no magnetic field B = 0. In this context, the Vlasov-Maxwell system falls
down to a Vlasov-Ampere (VA) formulation:

(+�) :


m 5B

mC
(x, v, C) + v · ∇x 5B (x, v, C) +

@B

<B

E(x, C) · ∇v 5B (x, v, C) = 0,
∇ × E(x, C) = 0,

n0
mE
mC
(x, C) = −J(x, C).

(5.1)

The system is defined for (x, v, C) ∈ Ω × R3 × R+. In this problem, 5B (x, v, C) is the phase-space
distribution function attached to the species B; @B, <B are the corresponding charge and mass,
n0 is the vacuum permittivity, E is the electric field and J is the plasma current density obtained
from the phase-space distribution of each species:

J(x, C) =
∑
B

JB (x, C) =
∑
B

@B

∫
v 5B (x, v, C)3v. (5.2)

The electric field is initialized with the Gauss law and requires the resolution of a Poisson
equation for the electric potential, denoted Φ:

E(x, 0) = −∇Φ(x, 0), −Y0ΔΦ(x, 0) = d(x, 0), (5.3)

where d(x, 0) is the plasma charge density at initialization defined from the initial distribution
of each species:

d(x, C) =
∑
B

dB (x, C) =
∑
B

@B=B, =B =

∫
5B (x, v, C)3v. (5.4)
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Remark 5.1.1 Provided that the charge continuity equation is verified:

md

mC
+ ∇ · J = 0, (5.5)

the Vlasov-Ampere formulation (5.1) is equivalent to a Vlasov-Poisson formulation:

(+%) :

{
m 5B

mC
(x, v, C) + v · ∇x 5B (x, v, C) +

@B

<B

E(x, C) · ∇v 5B (x, v, C) = 0,
−n0ΔΦ(x, C) = d(x, C), E(x, C) = −∇Φ(x, C).

(5.6)

By considering the charge continuity equation (5.5), one can derive from the Ampere equation
an evolution equation for the electric potential Φ:

Y0
mΔΦ

mC
(x, C) = ∇ · J(x, C). (5.7)

The equation can alternatively be obtained by considering the divergence of the Ampere equation
(third equation of the system (5.1)) and the Gauss law (n0∇ · E = d). From this equation, a
multi-dimensional electrostatic VA formulation is considered:

(+�★) :


m 5B

mC
(x, v, C) + v · ∇x 5B (x, v, C) +

@B

<B

E(x, C) · ∇v 5B (x, v, C) = 0,

n0
mΔΦ

mC
(x, C) = ∇ · J(x, C), E(x, C) = −∇Φ(x, C).

(5.8)

The formulation is equivalent to the first one (5.1) in multi-dimensions if the charge continuity
equation (or Gauss law) is verified. Indeed, since the electric field is derived from a potential,
its curl vanishes:

∇ × E = −∇ × ∇Φ = 0. (5.9)

5.1.2 Description of the method
Our goal is to derive an electrostatic method, valid for multi-dimensions embedding sparse grid
reconstructions, inspired of the Energy-Conserving Semi-Implicit Method (ECSIM) introduced
by Lapenta in [83]. Lapenta’s method benefits from an exact conservation of the total energy and
avoids the need for a non-linear iteration between the field and particles. Indeed, the coupling
between the particles and the field is linearized by considering a specific mover of the particles.
A mass matrix is introduced to express the particle response to the electric field. The problem
is then completely self-consistent and linear for the field. In addition, the implicit formulation
of the scheme enables unconditional stability for time steps as large as desired. Nonetheless,
the time step shall be chosen such that most particles do not move further than one grid cell
ECℎ4ΔC < ΔG, where ECℎ4 =

√
2)4 ∗ @4/<4 is the thermal velocity of the electrons, in order

for the scheme to remain accurate. Note that it is not a stability but an accuracy constraint.
Eventually, the so-called finite grid instability appearing when the Debye length is not resolved,
i.e. when the grid discretization is larger than the Debye length of the plasma, is eliminated
with the ECSIM scheme. As a result, the method can model problems with large system size
using coarse discretization, much larger than the Debye length. Nonetheless, the ECSIM scheme
still suffers from the complexity of Particle-In-Cells schemes, handling tremendous number of
particles in order to get a fair statistical accuracy.
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On the other hand, sparse grid reconstructions for explicit PIC schemes have demonstrated
substantial gains on memory footprint [48], loosening significantly the constraints of the method
by reducing drastically the number of particles in the simulation. The extension to three
dimensional geometries in [49, 50] has proven the method to be far less computational expensive
than the explicit approach with standard grid.

The motivation here is to preserve ECSIM properties of conservation and stability while
benefiting from the advantages of the sparse PIC methods (reduction of computational time and
memory footprint).

Spatial discretization

In this section, the spatial discretization of the physical quantities (electric field, charge current,
electric potential, etc.), as well as operators (gradient and divergence), on the component grids
are explicited in two dimensions. The extension to three dimensional geometries contains no
difficulty.

Let us consider a component gridΩℎl with grid discretization ℎl. The scalar quantities, such
as the electric potential, are defined at the vertices of the grid cells:

Φℎl;j = Φℎl;8, 9 ∈ Ωℎl , where j = (8, 9) ∈ �ℎl . (5.10)

The notation Φℎl;8, 9 stands for the electric potential approximation at the grid node jℎl =
(8ℎ;1 , 9 ℎ;2).

The field quantities, such as the electric field and the current density, are defined at the centers
and vertices of the grid cells according to the Yee discretization [113]. The Yee discretization
of a component grid consists of two staggered component grids (one for each dimension), ΩG

ℎl
and ΩH

ℎl
, defined by:

ΩGℎl
:=

{
jGℎl | j ∈ �ℎl

}
⊂ Ω, Ω

H

ℎl
:=

{
jHℎl | j ∈ �ℎl

}
⊂ Ω, (5.11)

where we introduce the notation jGH for an index j ∈ �ℎl , defined by:

jGH :=
(
jG
jH

)
:=

(
(8 + 1/2, 9)
(8, 9 + 1/2)

)
, for j = (8, 9) ∈ �ℎl . (5.12)

Let ΩGH
ℎl

:= (ΩG
ℎl
,Ω

H

ℎl
) denotes the staggered component grids. Then, the electric field and

current density discretizations are written as:

Eℎl;jGH =
(
�G
ℎl;jG

�
H

ℎl;jH

)
=

(
�G
ℎl;8+1/2, 9

�
H

ℎl;8, 9+1/2

)
∈ ΩGH

ℎl
, Jℎl;jGH =

(
�G
ℎl;jG

�
H

ℎl;jH

)
=

(
�G
ℎl;8+1/2, 9
�
H

ℎl;8, 9+1/2

)
∈ ΩGH

ℎl
.

(5.13)

The notation Eℎl;jGH stands for the electric field approximation on the staggered grid; i.e. the
first component of the field, EG , is defined at the grid nodes jGℎl = ((8 + 1/2)ℎ;1 , 9 ℎ;2) and the
second component of the field is defined at the grid nodes jHℎl = (8ℎ;1 , ( 9 + 1/2)ℎ;2).

Let us introduce the discrete gradient and discrete divergence operators defined on the
component grids. The discrete gradient is defined from Ωℎl to Ω

GH

ℎl
and the discrete divergence
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from Ω
GH

ℎl
to Ωℎl by:

(
∇ℎlΦℎl;j

)
ℎl;jGH =

©«
Φℎl;8+1, 9 −Φℎl;8, 9

ℎ;1
Φℎl;8, 9+1 −Φℎl;8, 9

ℎ;2

ª®®®¬ , (5.14)

(
∇ℎl · Eℎl;jGH

)
ℎl;j =

EG
ℎl;8+1/2 9 − E

G
ℎl;8−1/2 9

ℎ;1
+
EH
ℎl;8 9+1/2 − E

H

ℎl;8 9−1/2
ℎ;2

. (5.15)

The discrete Laplacian operator is recovered by applying successively the discrete gradient and
divergence operators, i.e.:(

ΔℎlΦℎl

)
ℎl;j :=

(
∇ℎl ·

(
∇ℎlΦℎl;j

)
ℎl;jGH

)
ℎl;j
, ∀j ∈ �ℎl . (5.16)

The motivation for the introduction of the staggered discretization is to retain some properties
of the continuous gradient and divergence operators. Specifically, the discrete gradient and
divergence operators shall verify a discrete integration by parts for exact conservation of energy.

Lemma 5.1.2 (Discrete integration by parts) Let �ℎl;j be a scalar quantity defined on the
periodic component grid Ωℎl and Bℎl;jGH be a field quantity defined on the staggered periodic
component grid ΩGH

ℎl
, then the following discrete integration by parts holds:∑

j∈�ℎl

∇ℎl�ℎl;j · Bℎl;jGH = −
∑
j∈�ℎl

�ℎl;j∇ℎl · Bℎl;jGH (5.17)

Derivation of the scheme: Imp-PIC-Sg

In PIC methods, the particle distribution 5B is represented by a collection of #B numerical
particles, representing many physical particles, whose positions and velocities are denoted
(x?, v?), ? = 1, ..., #B being the index of the particles. All numerical particles from the same
species have a similar charge @? (resp. mass <?) defined from their physical charge @B (resp.
mass <B) and the ratio of physical particles per numerical particle:

@? =
@B=B

#B
, <? =

<B=B

#B
, ? = 1, ..., #B . (5.18)

Let ΔC be the step of the time discretization such that C: = :ΔC, for : = 0, ..., )/ΔC and )
final time. Starting from the ECSIM scheme, the particles are advanced according to:

x:+1/2? = x:−1/2
? + ΔCv:?,

v:+1? = v:? +
@?ΔC

<?

E:+\ℎ=

(
x:+1/2?

)
.

(5.19)

In the above, E:+\ℎ=
is the electric field reconstruction, defined in the space domain and evaluated

at the particle positions, which are known explicitly from the first equation. It is constructed,
according to the combination technique, from the electric field contributions of all component
grids, averaged between time : and :+1. Specifically, the electric field sparse grid reconstruction
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is defined by:

E:+\ℎ=

(
x:+1/2?

)
=

∑
l∈L=

2lI+ℎl
(
E:+\
ℎl;jGH

) (
x:+1/2?

)
, (5.20)

where E:+\
ℎl;jGH = \E

:+1
ℎl;jGH + (1 − \)E

:
ℎl;jGH , \ ∈

[
1
2
, 1

]
(5.21)

We recall that I+ℎl stands for the interpolation onto the space associated to the component grid
of discretization ℎl and spanned by basis functions with support depending on ℎl (see equation
(2.10)).

The electric field contribution at the future time step is obtained from the one at the last
time step by considering the divergence of the Ampere equation. An equation specific to each
component grid is considered:

∇ℎl · E:+1ℎl;jGH − ∇ℎl · E:ℎl;jGH = −
ΔC

n0
∇ℎl · J

:+1/2
ℎl;jGH

, ∀j ∈ �ℎl . (5.22)

In the above, ∇ℎl · is the discrete divergence operator associated to the component grid Ωℎl , and
defined in equation (5.14). The average in time current density is defined for each component
grid from the particle positions and velocities at present and future time step according to a
Monte Carlo method (see section 2.2.1):

J:+1/2
ℎl;jGH

=
∑
B

J:+1/2
B;ℎl;jGH

= ℎ−1
l

∑
B

#B∑
?=1

@?v:+1/2? ,ℎl;?jGH , ∀j ∈ �ℎl , (5.23)

where

ℎ−1
l :=

3∏
8=1

ℎ−1
;8

(5.24)

is the cell volume of the component grid Ωℎl . For ease of presentation, the following notations
are introduced for the basis functions:

,ℎl;?jGH := ,ℎl;jGH
(
x:+1/2?

)
, ,ℎl;jj′ = ,ℎl;j′j := ,ℎl;j′ (jℎl). (5.25)

The current density equation (2.121) and the Newton velocity equation (5.19) are linearly
coupled. Indeed, the future velocities of the particles are determined from the implicit electric
field,computed from the current density defined as a function of the particles implicit velocity.
The particle mover (5.19) can be rewritten as follows:

v:+1/2? = v:? +
@?ΔC

2<?

E:+\ℎ=

(
x:+1/2?

)
. (5.26)

This rewriting is the key point of the ECSIM method. The implicit velocity of the particles is
decomposed into an explicit velocity and an implicit term corresponding to the particle response
to the implicit electric field. Substituting this equation in equation (2.121), the current density
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can be expressed as an explicit and an implicit components:

J:+1/2
ℎl;jGH

= J:
ℎl;jGH + ℎ

−1
l

∑
B

#B∑
?=1

@2
?ΔC

2<?

E:+\ℎ=

(
x:+1/2?

)
,ℎl;?jGH , ∀j ∈ �ℎl . (5.27)

J:
ℎl;jGH is the explicit component of the current density, defined from the velocities v:? but at

position x:+1/2? :

J:
ℎl;jGH = ℎ

−1
l

∑
B

#B∑
?=1

@?v:?,ℎl;?jGH , ∀j ∈ �ℎl . (5.28)

Using the expression of the electric field sparse grids reconstruction (see equation (5.20)), and
substituting it into the last equation, one gets:

J:+1/2
ℎl;jGH

= J:
ℎl;jGH + ℎ

−1
l

∑
B

#B∑
?=1

@2
?ΔC

2<?

∑
l̃∈L=

2 l̃%+ℎl̃
E:+\ℎl̃

(
x:+1/2?

)
,ℎl;?jGH

= J:
ℎl;jGH + ℎ

−1
l

∑
B

#B∑
?=1

@2
?ΔC

2<?

∑
l̃∈L=

2 l̃

∑
j̃∈�ℎl̃

E:+\
ℎl̃;j̃

GH,ℎl̃;?j̃
GH,ℎl;?jGH , ∀j ∈ �ℎl . (5.29)

Let us now derive an evolution equation for the electric potential. The electric potential and
electric field are linked by the relation:

Eℎl;jGH = −∇ℎlΦℎl;j, ∀j ∈ �ℎl . (5.30)

The electric potential is decomposed in the nodal basis {,ℎl;j | j ∈ �ℎl}:

Φℎl;j =
∑
j′∈�ℎl

Φℎl;j,ℎl;jj′, ∀j ∈ �ℎl . (5.31)

Introducing the equations (5.29), (5.30) and (5.31) into the equation (5.22), one gets a relation
between the electric potential at time : + 1 and the electric potential at time ::

∑
j′∈�ℎl

(
Φ:+1
ℎl;j′ −Φ

:
ℎl;j′

)
Δℎl,ℎl;jj′ =

ΔC

n0
∇ℎl · J:ℎl;jGH − ℎ

−1
l

∑
B

#B∑
?=1

V?

∑
l̃∈L=

2 l̃

∑
(j̃,j′)∈�2

ℎl̃

Φ:+\
ℎl̃;j
′,ℎl̃;?j̃

GH∇ℎl̃,ℎl̃;j̃j
′ · ∇ℎl,ℎl;?jGH , (5.32)

where V? =
@2
?ΔC

2

2n0<?

.

Let us rewrite the equation (5.32) as a linear system. For a couple of component grids
(l, l̃) ∈ (L=)2, two local matrices corresponding to this couple, denoted " (1)

ℎl
, " (2)

ℎl,ℎl̃
, are defined
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by:

"
(1)
ℎl

:=
(
<
(1)
j,j′

)
(j,j′)∈�2

ℎl

, where < (1)j,j′ = Δℎl,ℎl;jj′ (5.33)

"
(2)
ℎl,ℎl̃

:=
(
<
(2)
j,j′

)
(j,j′)∈�ℎl×�ℎl̃

, where < (2)j,j′ =
∑
B

#B∑
?=1

V?

∑
j̃∈�ℎl̃

,ℎl̃;?j̃
GH∇ℎl̃,ℎl̃;j̃j

′ · ∇ℎl,ℎl;?jGH .

(5.34)

The first local matrix "
(1)
ℎl

is a discretization of the Laplacian operator on the component
grid Ωℎl and shall be named the local Laplacian matrix. The local Laplacian matrices are
square, symmetric and of size depending on the number of nodes from the component grid,
i.e. " (1)

ℎl
∈ M2(2l+1) . The second local matrix " (2)

ℎl,ℎl̃
translates the energy exchange between

the particles and the field and shall be denoted by the local stiffness matrix. Specifically, the
stiffness matrix " (2)

ℎl,ℎl̃
represents the effect on the electric potential (computed on the grid Ωℎl)

of the electric potential (computed on the grid Ωℎl̃) response to the particles. The local stiffness
matrices are rectangular and of size depending on the number of nodes from each component
grid of the couple, i.e. " (2)

ℎl,ℎl̃
∈ M (2l+1)×(2l̃+1) . Let us recall |L= | := �0A3 (L=) the number of

component grids. There are |L= |2 local stiffness matrices but note that only a few more than
a half of them shall be computed thanks to the symmetry. Let us numerate all the component
grid levels ! = (l1, ..., l|L= |) and let Φ:

L=
(∇ℎl · J:L= resp.) be the vector of the electric potential

(divergence of the current density resp.) approximations on all the component grids at time ::

Φ:
L=
=

©«

Φ:
ℎl1
...

Φ:
ℎl1 ;j

ℎ−1
l1

Φ:
ℎl2 ;j2
...

Φ:
ℎl |L= |

;j
ℎ−1
l |L= |

ª®®®®®®®®®®®®¬
, ∇ℎl · J:L= =

©«

∇ℎl · J:ℎl1 ;jGH1
...

∇ℎl · J:ℎl1 ;jGH
ℎ−1
l1

∇ℎl · J:ℎl2 ;jGH2
...

∇ℎl · J:ℎl |L= | ;j
GH

ℎ−1
l |L= |

ª®®®®®®®®®®®®®®¬
(5.35)

From these local matrices, we construct by blocks two global matrices, containing all the
component grid contributions. The first matrix, denoted " (1)L= , is a diagonal by blocks matrix
corresponding to the discretization of the Laplacian on the component grids. The second
matrix, denoted " (2)L= , corresponds to the electric potential response of the component grids to
the particles, seen by other component grids. The matrices are defined by:

"
(1)
L=
=

©«

"
(1)
ℎl1

0 · · · 0

0 "
(1)
ℎl2
· · · ...

...
. . .

. . .
...

0 · · · 0 "
(1)
ℎl |L= |

ª®®®®®®®¬
. (5.36)
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"
(2)
L=
=

©«

2l1ℎ
−1
l1 "

(2)
ℎl1 ,ℎl1

2l2ℎ
−1
l1 "

(2)
ℎl1 ,ℎl2

· · · 2l |L= |ℎ
−1
l1 "

(2)
ℎl1 ,ℎl |L= |

2l1ℎ
−1
l2 "

(2)
ℎl2 ,ℎl1

2l2ℎ
−1
l2 "

(2)
ℎl2 ,ℎl2

· · · ...

...
. . .

. . .
...

2l1ℎ
−1
l |L= |

"
(2)
ℎl |L= |

,ℎl1
· · · 2l |L= |−1ℎ

−1
l |L= |

"
(2)
ℎl |L= |

,ℎl |L= |−1
2l |L= |ℎ

−1
l |L= |

"
(2)
ℎl |L= |

,ℎl |L= |

ª®®®®®®®¬
.

(5.37)

Two matrices are then constructed from these matrices according to:

"L= = "
(1)
L=
+ \" (2)L= , "★

L=
= "

(1)
L=
− (1 − \)" (2)L= , (5.38)

which are square and of order:

$A34A ("L=) = $A34A ("★
L=
) =

3−1∑
A=0

2=+3−1−A
(
= + 3 − 2 − A

3 − 1

)
. (5.39)

Note that the global matrices"L= and"★
L=

are not symmetric because the global stiffness matrix
"
(2)
L=

is not. The system can thus be rewritten as a linear system:

"L=Φ
:+1
L=

=
ΔC

n0
∇ℎl · J:L= + "

★
L=
Φ:
L=
. (5.40)

In order to solve the linear system (5.40) and obtain the updated electric potential at time :+1, the
local stiffness matrices (5.34) need to be computed at each time step because of their dependence
on the position of the particles. The resulting global stiffness matrix (and global matrix "L=) is
then different at each iteration.

The main steps of the method are summarized in the algorithm 11.

Extension to the offset combination technique and standard grid

In this section, the multi-dimensional electrostatic method is extended to the offset combination
technique and also to standard grids. The offset combination, introduced in [48], consists in both
reducing the number of sub-grids considered within the combination and using sub-grids with
increased minimum levels. Let g0, g1 ∈ N be the indexes of the offset combination technique.
The set of component grid is then parametrized by the set:

L= (g0, g1) :=
⋃

8∈J0,3−1K

L=,8 (g0, g1), g0 ∈ J1, =K, g1 ∈ J3 − 1, (3 − 1)g0K (5.41)

L=,8 (g0, g1) :=
{
l ∈ N3 | l ≥ g0, |l|1 = = + g1 − 8

}
. (5.42)

If g0 = = and g1 = (3 − 1)g0, then the set of component grids is constituted of only the Cartesian
grid:

L= (=, (3 − 1)=) = {(=, ..., =)}. (5.43)

Substituting L= by L= (g0, g1) in the last section, defines the method for the offset combination
and also for the standard grid.
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Algorithm 11 Imp-PIC-Sg scheme

Require: Particle positions and velocities at previous time (x:−1/2
? , v:?), time step ΔC, set of

component grid Ωℎl , l ∈ L=.
for each time step :ΔC do

Advance the particle positions in time with an explicit contribution of the particle velocity:

x:+1/2? = x:−1/2
? + ΔCv:? .

for each component grid of level index l ∈ L= do
Accumulate the explicit contribution of the current density onto the component grid:

J:
ℎl;jGH = ℎ

−1
l

∑
B

#B∑
?=1

@?v:?,ℎl;?jGH , ∀j ∈ �ℎl , ∀l ∈ L=,

where,ℎl;?jGH = ,ℎl;jGH
(
x:+1/2?

)
is defined on the staggered component grids ΩGH

ℎl
.

Compute the local Laplacian matrix of the component grid " (1)
ℎl

:

"
(1)
ℎl
=

(
Δℎl,ℎl;jj′

)
jj′ where (j, j′) ∈ �ℎl × �ℎl .

for each component grid of level index l̃ ∈ L= do
Compute the local stiffness matrices of the pair of component grids " (2)

ℎl,ℎl̃
.

"
(2)
ℎl,ℎl̃

=
©«
∑
B

#B∑
?=1

V?

∑
j̃∈�ℎl̃

,ℎl̃;?j̃
GH∇ℎl̃,ℎl̃;j̃j

′ · ∇ℎl,ℎl;?jGH
ª®®¬jj′ where (j, j′) ∈ �ℎl × �ℎl̃ .

end for
end for
Assemble the global stiffness matrices "L= , "★

L=
according to equations (5.36)-(5.38).

Solve the linear system associated to the global stiffness matrices:

"L=Φ
:+1
L=

=
ΔC

n0
∇ℎl · J:L= + "

★
L=
Φ:
L=
.

for each component grid of level index l ∈ L= do
Compute the electric field on the component grid from the electric potential:

E:+1
ℎl;jGH = −∇ℎlΦ

:+1
ℎl;j , ∀j ∈ �ℎl , ∀l ∈ L=.

end for
Interpolate the averaged in time contribution of the electric field at the particle positions
with the combination technique:

E:+1/2
ℎ=

(
x:+1/2?

)
=

∑
l∈L=

2l
∑
j̃∈�ℎl̃

E:+1/2
ℎl̃;j̃

GH,ℎl̃;?j̃
GH , where E:+1/2

ℎl;jGH
=
E:+1
ℎl;jGH + E

:
ℎl;jGH

2
.

Advance the particle velocities in time with the implicit contribution of the electric field:

v:+1? = v:? +
@?ΔC

<?

E:+1/2
ℎ=

(
x:+1/2?

)
.

end for
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Differences with the traditional ECSIM scheme

Although the method presented is strongly inspired from the ECSIM scheme developed in [83]
for standard PIC methods and Cartesian grids, there are some major differences between the
two approaches. Let us emphasize these differences and give some hints on their impact on the
computational costs and memory footprint of the methods.

The first difference between the traditional ECSIM scheme [83] (as well as its extensions
[33, 25]) and the method introduced in this section is the electrostatic regime. As a result,
the Ampere equation is substituted by the divergence of the Ampere equation. The resulting
electrostatic stiffness matrices contain terms depending on the product of the basis functions
gradients instead of products of the basis functions theirselves (for the electromagnetic mass
matrices). Therefore the stiffness matrices have more non-zeros entries for the electrostatic
method than for the traditional electromagnetic method. Considering a standard grid approach,
the number of non-zero terms per row of the stiffness matrix is 21 for the electrostatic method
whereas it is 9 for the electromagnetic method. In addition, there is no self-consistent magnetic
field in our approach and therefore the rotation matrix used in the traditional ECSIM scheme
does not have to be computed. It results in an unique stiffnessmatrix for each time step, instead of
9 mass matrices for the ECSIM scheme. In addition, the unknown for the electrostatic approach
is scalar, so that the size of the linear system is reduced by six in comparison to the ECSIM
scheme (Φ versus �G , �H, �I, �G , �H, �I). Note also that, contrary to the electrostatic approach,
the condition ∇ × E is not verified in the ECSIM scheme.

The second major difference is related to the embedding of sparse grid reconstructions. It
results in the computation of numerous blocks (local stiffness matrices) to assemble the system
matrix. In the standard ECSIM scheme derived for an electrostatic regime, an unique stiffness
matrix shall be computed. The number of component grids and thus of stiffness matrices to
compute for the sparse grid method depends on the dimension and the grid discretization, scal-
ing as $

(
| log ℎ= |3−1) . The determination of a stiffness matrix can be expansive because of

the computation of the particle interactions requiring a loop spanning the particle population.
Nonetheless, the local stiffness matrices are less expensive to compute for sparse grid recon-
structions since the number of particles is significantly reduced and, the array of a local stiffness
matrix fits more easily in the cache memory of the CPU than the global stiffness matrix for
standard grids. As demonstrated in [49], a good cache memory management is a capital feature
increasing the performance of these kind of algorithms and enables an efficient parallelization.

An another significant difference between the standard approach and the sparse grid one is
the profile of the global stiffness matrix. Indeed, one major advantage of the ECSIM scheme is
the sparsity of the stiffness matrix. Because of the very localized support of the basis functions
(hat function with one grid cell width support), the number of non-zero terms of the stiffness
matrix is 21 per row (9 for the traditional electromagnetic method). The total number of non-zero
terms in the global matrix is:

=>= I4A> C4A<B = 21 ∗ 23=. (5.44)

Conversely, the matrix profile of the sparse grid reconstruction scheme is a bit more complex.
The global matrix is constructed by assembling blocks of local matrices, each corresponding to
a couple of component grids. For couples of the same component grids (corresponding to the
diagonal blocks in the global matrix), the profile of the local stiffness matrix is similar to the
standard matrix one with the same sparsity (only 21 non-zero terms per row). On the contrary,
for couples of component grids with different discretizations, the profile may not be sparse at
all. E.g. consider a couple of grids with levels l1 = (1, =) and l2 = (=, 1), for all grid nodes
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j1 ∈ �ℎl1 and j2 ∈ �ℎl2 the support of the basis functions is not disjoint (see figure 5.1):

(D??(,ℎl1 ;j1) ∩ (D??(,ℎl2 ;j2) ≠ ∅. (5.45)

In that configuration, all the entries in the local stiffness matrix " (2)
ℎl1 ,ℎl2

are non-zeros. Nonethe-

non-zero entry

zero entry

Figure 5.1. Support of basis functions for component grids and corresponding non-zero and
zero entries in the stiffness matrix.

less, thanks to the sparse grid properties, the size of the linear system, i.e. the order of the global
matrix, is reduced in comparison to the standard approach:

$A34A ("L=) =


3−1∑
A=0

2=+3−1−A
(
= + 3 − 2 − A

3 − 1

)
(sparse grid),

23= (standard grid).
(5.46)

E.g. for three dimensional computations, the orders of the global matrices fall down to:

$A34A ("L=) =
{

2= (4=2 − 2= + 2) (sparse grid),
23= (standard grid). (5.47)
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5.2 Properties of the scheme
The properties of the sparse grid reconstructions for the electrostatic and the electromagnetic
ECSIM schemes are now investigated with respect to their conservation and stability properties.
All the properties demonstrated in this section are valid for the schemes embedding sparse grids
method with the classical and the offset combination techniques, as well as the standard scheme
(embedding a Cartesian uniform grid).

Total energy conservation is crucial for stability in PIC schemes in order to avoid self-heating
or self-cooling of the plasma that may lead to nonphysical behavior of the simulation. The exact
discrete energy conservation is the main benefit of the ECSIM approach and our goal is to
preserve this property. Exact energy conservation means that the amount of energy transferred
between the particles and the fields is equivalent. In sparse grid reconstruction methods, the
field equations are discretized on the set of component grids. Therefore, in order to quantify
the loss in total energy, one shall define an interpolant of the electric field energy from the
component grids. The electric field energy at time : on the mesh is defined by the combination
of the electric field energy from all the component grids:

E:F :=
n0
2

∑
l∈L=

2lℎ
−1
l

∑
j∈�ℎl

(
E:
ℎl;j

)2
. (5.48)

Remark 5.2.1 The electric field energy reconstructed from the component grid EF is not non-
negative (see remark 2.1.4).

Proposition 5.2.2 (Exact energy conservation) The total energy of the system is exactly con-
served for \ = 1

2 , i.e.

E:+1K − E:K = −
(
E:+1F − E:F

)
, (5.49)

where E:F the electric field energy is defined in equation (5.48) and E:K the kinetic energy is
defined by:

E:K :=
1
2

∑
B

#B∑
?=1

<?

(
v:?

)2
. (5.50)

The particle mover is similar to the one introduced in [83]. It has the same accuracy than the
standard leapfrog mover of explicit schemes, i.e. second order in time, and is linearly stable.

Proposition 5.2.3 (Accuracy in time) The particle mover (5.19) is second order accurate for
\ = 1

2 . Let x, v and E be solutions to the system of ODEs:
3x(C)
3C

= v(C),
3v(C)
3C

=
@

<
E(x(C), C),

(5.51)

then we have:

x (C + ΔC/2) = x (C − ΔC/2) + ΔCv(C) +$
(
ΔC2

)
(5.52)

v(C + ΔC) = v(C) + @ΔC
<

(
E

(
x
(
C + ΔC

2

)
, C + ΔC

)
+ E

(
x
(
C + ΔC

2

)
, C

))
+$

(
ΔC2

)
(5.53)
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Proposition 5.2.4 (Linear stability) The dispersion relation of the schemes with \ = 1
2 , result-

ing from the analysis of linear stability in time for a cold plasma with no drift, is :

tan(lΔC/2) sin(lΔC/2) =
(
l?ΔC/2

)2
, for =(l) > 0. (5.54)

For all ΔC, the roots are real and the scheme is stable.

5.3 Semi-implicit scheme on hybrid grids
In this section, an alternative sparse PIC semi-implicit scheme is proposed. The idea is similar to
the explicit PIC-Hg scheme based on the hybrid discretization in space (made of the component
grids and the Cartesian grid). Recalling the discussions in chapter 2, themotivation for the hybrid
discretization of space in the explicit approach was to mitigate the grid-based error deterioration
due to the resolution of the Poisson equation on the component grids. The motivation here
for introducing a hybrid discretization is different. Indeed, recalling the remark 5.2.1, the field
energy conserved within the semi-implicit scheme is not a nonnegative quantity and thus the
exact conservation does not ensure stability for the scheme, as we will see in the numerical
applications. The goal is to design a sparse PIC semi-implicit method that is stable for all time
and space discretizations. Nonetheless, because of the introduction of the hybrid discretization,
the total energy exact conservation property of the scheme shall be lost.

Let us introduce the main steps of the scheme consisting of seven steps, summarized in the
algorithm 12.

Proof of the chapter 5
Proof of lemma 5.1.2. The result is obtained thanks to the periodicity of the component grids. �
Proof of proposition 5.2.2. The difference in the particle kinetic energy between two consecutive
steps : and : + 1 is expressed by:

E:+1K − E:K =
∑
B

#B∑
?=1

1
2
<?

[(
v:+1?

)2
−

(
v:?

)2
]

(5.55)

= ΔC
∑
B

#B∑
?=1

@?v:+1/2? E:+1/2
ℎ=
(x:+1/2? ) (5.56)

= ΔC
∑
B

#B∑
?=1

@?v:+1/2?

∑
l∈L=

2l
∑
j∈�ℎl

E:+1/2
ℎl;jGH

,ℎl;?jGH (5.57)

= ΔC
∑
l∈L=

2lℎ
−1
l

∑
j∈�ℎl

E:+1/2
ℎl;jGH

· J:+1/2
ℎl;jGH

. (5.58)

= −ΔC
∑
l∈L=

2lℎ
−1
l

∑
j∈�ℎl

∇ℎlΦ
:+1/2
ℎl;j · J

:+1/2
ℎl;jGH

. (5.59)

In the above, the particle velocity equation (5.19) has been used, as well as the definition of the
recombined electric field (2.134) and the current density (2.121). The last equation is obtained
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Algorithm 12 Imp-PIC-Hg scheme

Require: Particle positions and velocities at previous time (x:−1/2
? , v:?), time step ΔC, set of

component grid Ωℎl , l ∈ L= and the Cartesian, written as Ωℎl , l ∈ L∗= = L= (=, (3 − 1)=).
for each time step :ΔC do
Advance the particle positions in time with an explicit contribution of the particle velocity:

x:+1/2? = x:−1/2
? + ΔCv:? .

for each component grid of level index l ∈ L= do
Accumulate the explicit contribution of the current density onto the component grid:

J:
ℎl;jGH = ℎ

−1
l

∑
B

#B∑
?=1

@?v:?,ℎl;?jGH , ∀j ∈ �ℎl , ∀l ∈ L=,

where,ℎl;?jGH = ,ℎl;jGH
(
x:+1/2?

)
is defined on the staggered component grids ΩGH

ℎl
.

end for
Interpolate the explicit contribution of the current density on the Cartesian grid from the
component grids with the combination technique:

J:,2
ℎ=;iGH =

∑
l∈L=

2l
∑
j∈�ℎl

J:
ℎl;jGH,ℎl;jGH iGH , ∀i ∈ �ℎ= .

Compute the global stiffness matrices "L∗= , "★
L∗=

according to equations
(5.33),(5.34),(5.36)-(5.38).
Solve the linear system associated to the global stiffness matrices:

"L∗=Φ
:+1
L∗=

=
ΔC

n0
∇ℎ= · J:L∗= + "

★
L∗=
Φ:
L∗=
.

Compute the electric field on the Cartesian grid from the electric potential:

E:+1
ℎ=;iGH = −∇ℎ=Φ

:+1
ℎ=;i, ∀i ∈ �ℎ= .

Interpolate the averaged in time contribution of the electric field at the particle positions:

E:+1/2
ℎ=

(
x:+1/2?

)
=

∑
i∈�ℎ=

E:+1/2
ℎ=;iGH,ℎ=;?iGH , where E:+1/2

ℎ=;iGH =
E:+1
ℎ=;iGH + E

:
ℎ=;iGH

2
.

Advance the particle velocities in time with the implicit contribution of the electric field:

v:+1? = v:? +
@?ΔC

<?

E:+1/2
ℎ=

(
x:+1/2?

)
.

end for
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with the equation (5.30). From lemma 5.1.2, a discrete integration by parts on (5.59) yields:

E:+1K − E:K = ΔC
∑
l∈L=

2lℎ
−1
l

∑
j∈�ℎl

Φ
:+1/2
ℎl;j ∇ℎl · J

:+1/2
ℎl;jGH

. (5.60)

Then, using the divergence of Ampere equation (5.22), the difference in the kinetic energy is
equal to:

E:+1K − E:K = −n0
∑
l∈L=

2lℎ
−1
l

∑
j∈�ℎl

Φ
:+1/2
ℎl;j ∇ℎl ·

(
E:+1
ℎl;jGH − E

:
ℎl;jGH

)
. (5.61)

Eventually, a discrete integration by parts (see lemma 5.1.2) gives the result:

E:+1K − E:K = n0
∑
l∈L=

2lℎ
−1
l

∑
j∈�ℎl

∇ℎlΦ
:+1/2
ℎl;j ·

(
E:+1
ℎl;jGH − E

:
ℎl;jGH

)
(5.62)

= −n0
∑
l∈L=

2lℎ
−1
l

∑
j∈�ℎl

E:+1/2
ℎl;jGH

·
(
E:+1
ℎl;jGH − E

:
ℎl;jGH

)
(5.63)

= −
(
E:+1F − E:F

)
. � (5.64)

Proof of proposition 5.2.3. The result is obtained with Taylor expansions of x and v. �
Proof of proposition 5.2.4. A proof is provided in [83].



Chapter 6

Numerical applications

This last chapter is dedicated to the numerical investigation of the methods introduced in the
previous chapters. The motivation is to assess numerically the accuracy and the efficiency of
the sparse PIC methods for two-dimensional and three-dimensional geometries and to compare
the results with the well-established standard PIC method.

As a preliminary section for the chapter, the general configurations used for the simulations
are introduced: e.g. the test cases, the hardware configurations, etc.

First, numerical experiments are performed on various classical test cases in two-dimensions,
consolidating the results of the formal analyses and illustrating conclusively the gain brought
by sparse grid reconstructions to improve the sampling error without introducing a significant
numerical diffusion. In this first part, the results presented are obtained with a two dimensional
straightforward implementation of the methods presented in chapters 2 and 5, without any of
the optimizations presented in chapter 3. Despite the simplicity of the implementation and
the restriction to two dimensional geometries, the proposed numerical investigations provide a
glimpse of the sparse PIC method efficiency. However the full potential of the method can only
be achieved by three dimensional computations. This is strikingly illustrated by the plots of
figures 1.2 and 4.2 relating the data required in either a two-dimensional or a three-dimensional
computation to guarantee a similar statistical noise in both the regular and the sparse grid PIC
methods. It is manifest that the reduction of particles with the sparse grid schemes is significantly
larger for three dimensional computations: for grid with more than five hundred cells (in each
dimension), the number of particles run in the standardmethod for two dimensional computations
is larger than that of sparse grid methods for three dimensional computations. Though these
projections may be mitigated by implementation issues, the perspectives offered by the sparse
grid reconstruction promise a leap forward in the efficiency of PIC numerical methods for three
dimensional computations.

Secondly, numerical investigations upon the efficiency and the parallelization of the method
are conducted on three-dimensional classical test cases. The results presented are obtained with
a three-dimensional implementation incorporating the optimizations introduced in chapter 3 and
4. The motivation is to assess the gains (in term of computational time), promised by the two-
dimensional investigation, of the sparse-PIC methods over the standard PIC method. The better
control of the statistical error offered by sparse-PIC reconstructions permits a substantial reduc-
tion of the number of particles (up to 2 orders of magnitude). Conversely, the interactions of one
particle (restricted to the density projection for the algorithm implementing the hierarchization),
shall be computed for tens to more than one hundred component grids with a very small number
of nodes. Compared to standard PIC methods these features bring significant changes in the
most consuming steps of the algorithm. The Poisson problem is discretized on each of the
component grids issuing linear systems of tiny sizes which dramatically reduces the memory
footprint as well as the computational effort attached to the electric potential approximation.
The reduced number of particles, in addition to reducing massively the memory consumption,
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lowers the computational cost of the particle pusher to a marginal contribution. In the end, the
majority of the computations are dedicated to the projection of the particle properties onto the
component grids, these operations being arithmetically intensive. The genuine parallelism of
sparse grid reconstructions permits an implementation with a scalability close to optimal (the
efficiency reaches 126 on 128 cores) providing speed-ups of the global algorithms up to 100 on
128 cores (on a NUMA architecture platform). On the other hand, the sparse-PIC GPU imple-
mentation achieves speed-ups close to 100 on a single GPU (Tesla V100) for three-dimensional
PIC simulations, resulting in a computational time diminution of four orders of magnitude with
respect to a single core CPU standard PIC execution.
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6.1 General settings
The space domain is a periodic cube ΩG = (R/!Z)3 , of dimension !. The Debye length and the
inverse plasma period are defined by _� =

√
Y0)4/@4=0 and l−1

? = 1/
√
@4=0/<4Y0.

Excepted for the section 6.2.1, where the electron charge, mass and temperature are @4 =
1.602× 10−19 C, <4 = 9.109× 10−31 kg, )4 = 1 eV, dimensionless variables are considered, the
reference length being the Debye length and time units being the plasma period. Electron mass,
temperature and charge are normalized to one and Y0 =

√
1/4c.

Throughout this chapter we will refer to the mean number of particle per cell, denoted %2,
relating the amount of statistical noise in the simulation and introduced in [97]. For the standard
method, it depends on the number of particles (#) and the Cartesian grid discretization (ℎ=):

%2 =
#!3

ℎ3=
= #2−3=. (6.1)

Note that the grid discretization depends now on the domain size (ℎ= = 2−=!). An equivalent
quantity for sparse-PIC methods can be defined by considering the number of particles for all
component grid cells, i.e.:

%2 = #

(∑
l∈L=
|2l |Δℎl

)−1

, (6.2)
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which falls down to the following relations in 2-dimensional and 3-dimensional geometries:

%2 = #2−= (3= − 1)−1 , %2 = #2−=
(
9
2
=2 − 3

2
= + 1

)−1
. (6.3)

For the offset combination technique, the relation is obtained by taking L= (g0, g1) in equation
(6.2).

6.1.1 Test cases
1BC test case: Landau damping

The first test case considered in this manuscript is the well-known Landau damping [1, 80].
When a plasma is slightly perturbed from an equilibrum state, it returns to its equilibrium with
an exponential damping. For this test case, the electrons are immersed in a uniform, immobile,
background of ions:

d8 =
Q4∫
ΩG
3x
. (6.4)

A perturbation in the electron distribution of an equilibrium state is considered:

54 (x, v, 0) = 5 0
E (v) 5 0

G (x), (6.5)

where the initial velocity distribution is Maxwellian and the perturbation has the following form:

5 0
E (v) =

(
1

√
cECℎ,4

)3
4

−‖v‖22
E2
Cℎ,4 , 5 0

G (x) =
3∏
8=1
(1 + U8cos (:8G8)) , (6.6)

ECℎ,4 =
√

2)4@4/<4 is the thermal velocity of electrons and ‖v‖22 =
∑3
8=1 E

2
8
. " is the magnitude

and k is the period of the perturbation.
Two configurations of the perturbation are considered: a small perturbation regime and

a large perturbation regime. In the small perturbation regime, the perturbation is considered
uniform in each dimension, i.e. :8 = : , : ∈ R and the domain size depends on the perturbation:

! =
2c
:
. (6.7)

By considering the roots of the dispersion function (Y(l, :) = 0), which is as follows:

1
Y0
Y(l, :) = 1 + 1

:2

(
1 + l
√

2:
/

(
l
√

2:

))
, (6.8)

one can find the damping rate of the plasma (=(l)) for given values of : ∈ R. E.g. for
: = 0.5, the root with the largest imaginary part is l = ±1.14156 − 0.15338; for : = 0.3,
l = ±1.1598 − 0.01268, etc. In the large perturbation regime, the perturbation is considered
large enough to invalidate the linear dispersion theory.



6.1. GENERAL SETTINGS 139

2=3 test case: diocotron instability

In this test case, we consider a hollow profile in the electron distribution, confined by a uniform
magnetic field B [92]. The electrons are immersed in a uniform, immobile, background of ions,
with the following Maxwellian distribution of electrons :

54 (x, v, 0) = 5 0
E (v)

W

f! (2c)2
4
−

(√
(G1−

!
2 )

2+(G2−
!
2 )

2− !4

)2

2(f!)2 , (6.9)

where W has to be chosen such that:∫∫
Ω×R3

5 (x, v)3x3v = 1. (6.10)

5 0
E is a Maxwellian velocity distribution and is defined in equation (6.6). The external magnetic
field is considered uniform along the I-axis B = (0, 0, �I), with �I = 2.5 × 10−5 T or �I = 15
in dimensionless variables. It is supposed strong enough so that the electron dynamics is
dominated by advection in the self-consistent field E×B. The instability caused by the magnetic
field deforms the initially axisymmetric electron density distribution, leading, in the nonlinear
phase, to the formation of a discrete number of vortices. As we expect fine scale structure to
form in the process, a high discretization in space is required to reproduce these structures.
Again, this test case defines a demanding benchmark for sparse grid approximations very likely
to outline the grid error introduced with these reconstructions.

3A3 test case: manufactured solutions

A 3-dimensional manufactured solution test case is considered, according to the framework
introduced in [104], with both ion dynamics and electron dynamics. The ratio of mass, charge
and temperature between ions and electrons are assumed to be one. Let the domain size be
! = 10, the manufactured electron and ion distribution functions are then:

54," (x, v, C) := 5 0
E (v)

(
1

1000
+ % sin (cC) 4−

‖x−5‖22
8

(
G2

1 + G
2
2 + G

2
3 − 10(G1 + G2 + G3) + 63

))
,

(6.11)

58," (x, v, C) :=
5 0
E (v)

1000
, (6.12)

where % =
1

12000
is a constant ensuring that 54," (x, v, C) is non-negative. 5 0

E is defined in
equation (6.6). The associated charge density and electric field are:

d" = −% sin (cC) 4−
‖x−5‖22

8

(
G2

1 + G
2
2 + G

2
3 − 10(G1 + G2 + G3) + 63

)
, (6.13)

E" =

©«

(G1 − 5)
4

%★ sin (cC) 4−
‖x−5‖22

8

(G2 − 5)
4

%★ sin (cC) 4−
‖x−5‖22

8

(G3 − 5)
4

%★ sin (cC) 4−
‖x−5‖22

8

ª®®®®®®¬
, (6.14)
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where %★ =
4

3000
. The system associated with this manufactured solution is:

m 54

mC
+ v · ∇G 54 +

@4

<4
E · ∇E 54 = (4 (6.15)

m 58

mC
+ v · ∇G 58 +

@8

<8
E · ∇E 58 = (8 (6.16)

∇ · E − d = 0, (6.17)

where (4 and (8 are specific source terms defined by:

(8 =
m 58," (x, v, C)

mC
+ v · ∇G 58," +

@4

<4
E" · ∇E 58," , (6.18)

(4 =
m 54," (x, v, C)

mC
+ v · ∇G 54," +

@4

<4
E" · ∇E 54," . (6.19)

The sources terms added to the system lead to a modification of the algorithm. The particle
weights are no longer constant throughout the simulation and must be updated at each iteration,
from time :ΔC to (: + 1)ΔC:

l:+1?,4 = l
:
?,4 + ΔC

(4

(
(x:+1? + x:?)/2, v

:+1/2
? , (: + 1/2)ΔC

)
5 0
E (v)

, (6.20)

l:+1?,8 = l
:
?,8 + ΔC

(8

(
(x:+1? + x:?)/2, v

:+1/2
? , (: + 1/2)ΔC

)
5 0
E (v)

, (6.21)

where l?,4 and l?,8 are the weights of the ?Cℎ electron and ion particle.

4Cℎ test case: two-streams instability

The two streams instability [17] consists of two opposing streams of charged particles. The elec-
trons are immersed in a uniform, immobile, background of ions, with the following Maxwellian
distribution of electrons :

54 (x, v, 0) = 5 0
E (v) 5 0

G (x), (6.22)

where the initial velocity distribution is Maxwellian and the perturbation has the following form:

5 0
E (v) =

(
1

√
cECℎ,4

)3 ©«4
−‖v−v0 ‖22
E2
Cℎ,4 + 4

−‖v+v0 ‖22
E2
Cℎ,4

ª®¬ , 5 0
G (x) =

3∏
8=1
(1 + U8cos (:8G8)) , (6.23)

U8 is the magnitude of the perturbation, v0 = (E0, 0, ...) ∈ R3 the main velocity of the beams in
opposite direction and the domain size is:

! =
2c
:
, (6.24)

where :8 = : ∈ R, for 8 = 1, ..., 3. Depending on the values of : and E0, the configuration is
stable or unstable. Indeed, when two streams move through each other so that one wavelength is
traveled in one cycle of the plasma frequency, the perturbation of one stream is increased by the
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other stream and the perturbation grows exponentially in time. The linear dispersion relation for
this test case is:

1
Y0
Y(l, k) = 1 −

l2
?

(l − k · v0)2
−

l2
?

(l + k · v0)2
. (6.25)

The four roots of the linear dispersion relation are [18]:

l = ±
[
:2E2

0 + l
2
? ± l?

(
4:2E2

0 + l
2
?

) 1
2
] 1

2

, (6.26)

which can be imaginary, and lead to instability, for:

0 ≤ :E0
l?
≤
√

2. (6.27)

6.1.2 Hardware configurations
CPU platforms

To assess the performance of the implementations and parallelization strategies, three different
CPU hardware are considered:

• The fist hardware is a laptop equipped with Intel® Core™ i9-10885H CPU with 8 cores
@2.40 GHz sharing a L3 cache memory of 16MB. Random-Access Memory (RAM)
size is 32GB. The memory is uniformly shared by all cores with two memory channels
and a maximum memory bandwidth of 45.8GB/s. The cache memory is divided into a
first level (L1 cache) dedicated for instructions (L1 I) and data (L1 D), both of 32KB, an
intermediate level cache for instructions and data (L2 I+D) of 256KB, both three specific
for each core; and a last level cache memory (L3 I+D) of 16MB shared by all the cores.

• The second hardware is a node of the supercomputer OLYMPE from CALMIP composed
of two processors Intel® Skylake 6140 @2.3 GHz with 18 cores. Each socket has a
RAM of 192GB. The memory architecture is uniform for the cores of one CPU with two
controllers, six memory channels and a maximum memory bandwidth of 119.21GB/s per
socket (NUMAdomain). The relativememory latency between the differentNUMAnodes
is 21 in the Advanced Configuration and Power Interface System Locality Information
Table (ACPI SLIT), that is to say the latency between cores from different NUMA nodes
is 2.1 times higher than the latency between cores from the same node. Within each
CPU, the cache memory is divided into a level L1 cache memories of 32KB dedicated for
instructions (L1 I) and data (L1 D), an intermediate level cache for instructions and data
(L2 I+D) of 1MB, the two first level of cache are specific to a core; the last level cache
memory (L3 I+D) of 24.75MB is shared by all the cores.

• The last hardware consists of a single computational server equipped with 128 cores in
two AMD EPYC™ 7713 Milan CPUs and RAM memory of 512GB. Each Milan socket
has a maximum memory bandwidth of 190.73GB/s (4 controllers, each controller has 2
memory channels). The memory architecture is non-uniform within a CPU. It consists of
four NUMA domains per socket, each containing sixteen cores and 64GB of memory. The
relative memory latency is at best 12 between NUMA domains in the same socket and 32
between domains fromdifferent sockets (in theACPI SLIT). EachNUMAdomain contains
two Core Complexes (CCX) of eight AMD Zen 3 cores @2.0 GHz (altogether 64 cores
per socket). Within the CCX, the compute cores share a 32MB L3 cache, each core has
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an optimized 32KB L1 write-back cache and private 512 KB Unified (Instruction/Data)
L2 cache.

The compilers used for the three hardware are respectivelyGNUFortran version 9.4.0, IFORT
version 18.0.2 and GNU Fortran version 10.2.1 with options -fopenmp -cpp and optimizations
-Ofast or -O3. Frequency boost and hyperthreading are disabled. The code is executed with
PETSc [6, 5] library for Poisson solver, using BiConjugate Gradient Stabilized (BiCGSTAB)
method with Geometric Algebraic MultiGrid (GAMG) preconditioner or MUMPS [3] library
(sparse LU decomposition method).

GPU configurations

To assess the performance of the GPU implementation strategies, we consider two different
platforms (see table 6.1) consisting of a single GPU and an associated host CPU:

• The first hardware is a laptop equipped with a Quadro T2000 with 32 (FP64) CUDA cores,
at a base clock frequency of 1.575GHz. The size of the DRAM memory is 4.1 GB. The
cache memory is divided into a first level (L1) of 64KB per SM and a second level cache
(L2) of 1.024MB. The memory bandwidth between the device and its specific memory
is 112.1GB/s. The GPU is associated to the Intel® Core™ i9-10885H CPU (host) with 8
cores @2.40 GHz .

• The second GPU considered belongs to a node of the supercomputer OLYMPE from
CALMIP: the Tesla V100 with 2, 560 (FP64) CUDA cores, and a base clock frequency
of 1.245GHz. The size of the memory is 16GB. The cache memory is divided into a
first level (L1) of 128KB per SM and a second level cache (L2) of 6MB. The memory
bandwidth between the device and its specific memory is 897GB/s; the L2 cache memory
bandwidth is 4.2TB/s and the L1 cache memory bandwidth is 14TB/s. It is associated to
the Intel® Skylake CPU with 18 cores @2,3 GHz.

Table 6.1. Performance characteristics of the GPU hardware.
GPU FP64 cores Instruction throughput (FP64) DRAM bandwidth

Quadro T2000 32 103.7 GFLOP/s 112.1 GB/s
Tesla V100 2560 7,800 GFLOP/s 897 GB/s

GPU L2-cache bandwidth L1-cache bandwidth
Tesla V100 4.2 TB/s 14 TB/s

The speedups of the algorithms run on GPGPUs are measured against the most efficient
sequential implementation run on one core of the CPU host (Intel® core i9 for the Quadro
T2000 and the Intel® Skylake for the Tesla V100, alternatively one core of a bisocket AMD
EPYC™ 7713Milan may be considered).

The first hardware operated with the compiler Nvidia nvhpc version 22.3 compiler and the
flags -fast -acc -ta=tesla and CUDA Driver version 11.6. The second hardware operates with
the nvhpc version 22.1 and the flags -fast -acc -Minfo=all -ta=tesla -Mx,231,0x1, the last flag
allowing to correct bugs with atomic and reduction operations within the 22.1 version, and
CUDA Driver version 11.5. The Poisson equation is solved with the CuSolver [91] library
for the first hardware and either with CuSolver or AMGx [90] for the second one. We have
noticed a bug in the Fortran random number generator "random number()", providing not enough
randomness in the particle distribution when used along with the nvhpc compiler. Therefore,
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the CUDA random number generator CuRand is considered in the following to initialize the
particles.

6.2 Two-dimensional geometries
6.2.1 Accuracy of the explicit schemes
The objective of the present section is to investigate qualitatively the sparse-PIC methods
introduced in this manuscript and compare them to the standard method. The numerical
investigation is restricted to two-dimensional geometries. The efficiency and performance of the
methods in term of computational time are not investigated in this section as it will be developed
in the next sections.

A series of numerical tests is carried out in two dimensional geometries: a Landau damping
in both the linear and the non-linear regimes as well as a diocotron instability. These tests
are performed with the standard Particle-In-Cell scheme (PIC-Std), the sub-grid Particle-In-
cell scheme (PIC-Sg), the hybrid grid Particle-In-cell scheme (PIC-Hg), the enhanced sub-grid
Particle-In-Cell (PIC-ESg) scheme and the oversampled hybrid grid Particle-In-Cell scheme
(PIC-OHg), respectively presented in algorithm 1, 2, 3 and sections 2.2.4, 2.2.4. The schemes are
implemented either with the classical, when not specified, or the offset combination technique.
The results are compared without any filtering methods for both sparse and standard schemes.
All the simulations in this section are performed on the Intel® Core™ i9-10885H CPU with one
core. At initialization, the particles are initialized according to the initial function distribution
5 (x, v, 0) related to the test case configuration.

In any of the following test cases, the total charge of the density is exactly conserved (to
machine precision ≈ 10−16) for the PIC-Std, PIC-Hg scheme and PIC-OHg schemes with any
combination technique which confirms the propositions 2.2.3, 2.2.14. Recalling that within the
PIC-Sg or the PIC-ESg scheme, because the density is never fully projected onto a grid since we
only proceed a partial projection onto each sub-grid and combine the resulting partial electric
fields, the conservation of density is therefore not assessed numerically for these schemes.

Linear Landau damping

The perturbation considered in the distribution of electrons has to be small enough so that a
linear approximation is valid. Under this assumption, the electric field decreases exponentially
fast in time according to a damping rate [80]. The motivation here is to recover this damping
rate with the different schemes. Let us parametrize the perturbation with U1 = U2 = 0.05, : such
that ! = 22_� (: ≈ 0.286), ΔC = 0.05l−1

? and the final time ) = 25l−1
? . The grid discretization

is chosen so that ℎ= ' 0.34_� , the configuration of the grid and particles is indicated in table
6.1. Interpolations in the combination technique are done with linear splines for all the methods.
The numerical results are represented in figure 6.2 (a). Both the PIC-Hg, PIC-Sg, PIC-Std
schemes agrees well with the damping rate. Besides, there are four times less total particles in
the simulation for the sparse grid schemes.

Table 6.1. Linear Landau damping: Configuration of the methods.
Scheme Grid size ℎ= %2 # #(C3/#
PIC-Std 2−6! (642 cells) 500 2.048E+6 1

PIC-Sg / PIC-Hg 2−6! (642 cells) 500 5.440E+5 4
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Figure 6.2. Linear Landau damping: evolution of the electric field !2-norm in time, : ≈ 0.286.

Non-linear Landau damping

When the perturbation of the equilibrium state is considered large enough to invalidate the linear
approximation, the precedent analytic damping rate is not available anymore. In order to assess
the efficiency of the methods, the results will be compared to the PIC-Std scheme in the same
configuration of grid discretization. A larger perturbation than for the linear case is considered
with U1 = 0.2, U2 = 0.15, V1 = 4, V2 = 3 in equation (6.5) and let ! = 60_� , ΔC = 0.05l−1

? .
The grid discretization is chosen so that ℎ= ' 0.47_� , the configuration of the grid, particles
and schemes is indicated in table 6.2. Interpolations in the combination technique are done with
linear splines for each of the methods.

Table 6.2. Non-linear Landau damping: Configuration of the methods.
Scheme Parameters Grid size ℎ= %2 # #'4 5 /#

Ref (PIC-Std) 2−7! (1282 cells) 4000 6.553E+7 1
PIC-Std 2−7! (1282 cells) 1000 1.638E+7 4

PIC-Sg / PIC-Hg 2−7! (1282 cells) 1000 2.560E+6 25.6
PIC-Sg / PIC-Hg (offset) (g0, g1) = (1, 0) 2−7! (1282 cells) 1000 1.792E+6 36.6

A first series of simulations is performed with different grid resolutions, numbers of particles
per cell and total number of particles in order to get a comparison of the projection error between
the methods at initial time. It is therefore possible to assess precisely the precision of the density
projected onto the grid for the different methods by comparison with the analytic expression of
the initial electron density (d4G). The error of the density in !2 or supremum norm is defined as:

n? (d) :=
‖d − d4G ‖?
‖d4G ‖?

, ? = 2,∞ (6.28)

where d4G is the analytic density at initial time. The integrals in the !2 norm expressions are
approximated with a Riemann sum on the Cartesian grid. The numerical results are represented
in figure 6.3. The results for the PIC-Sg scheme are not represented because at initial time the
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Figure 6.3. Non linear Landau damping: Density relative error !2-norm n2(d) (top); momen-
tum conservation (middle); density profile of the electron density (bottom).
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scheme is equivalent to the PIC-Hg scheme. On the left figure, for any of the methods, the
precision is limited by the particle sampling error for quite coarse grid resolutions, as soon as
the number of cells is larger than 25 in each direction. Though the total number of particles is
increased with the mesh refinement, the mean number of particles per cell remains unchanged,
which explains the non decreasing error observed on the plots of figure 6.3 (proportional to

1√
%2

for the standard method). This highlights that, though the number of particles per cell is
consequent (five hundred or one thousand), it should be increased further to obtain an optimal
precision and reduce the particle sampling error to a value comparable to the grid-based error.
This outlines an important characteristic of PIC methods: the grid-based error is marginal
compared to the particle error. This proves that gains may be expected from numerical methods
with a better control of the statistical noise, hence the interest for sparse grid reconstructions.
On the right figure the grid discretization is frozen so that the grid-based error is constant,
proportional to ℎ2

= for all the methods which testify that the multiplicative term | log ℎ= |3−1 in the
error expression of the sparse grid methods is negligible. When the number of particle increases,
the particle sampling error converges (in the !2 norm) to zero at the rate #− 1

2 . The global error
converges to the grid-based error. For refined grids with more than 26 cells in each direction,
the amount of statistical noise of the PIC-Hg scheme with one hundred particles per cell is equal
to that of the PIC-Std scheme run with five hundred particles per cell. This amounts to a total
number of particles 32 times less for the sparse method compared to the standard method.

The second series of simulation for the non-linear Landau damping is dedicated to the time
evolution of the perturbation. First, the conservation of the total momentum is investigated for
the different methods. To this end, let us introduce the following error for the momentum:

&P (C) :=
1
#

#∑
?=1

<4v? (C0) − <4v? (C)
<4ECℎ

, (6.29)

where v? (C) is the velocity of the ?th particle at time C and ECℎ :=
√

2@4)4/<4 is the thermal
velocity of the electrons. The default of momentum conservation is represented as a function
of time in figure 6.3 (middle) with %2 = 500. As predicted by the analysis conducted before,
the total momentum is exactly conserved (to machine precision) for the PIC-Sg with any of
the classical combination technique or the offset combination technique, as well as the PIC-Std
scheme. The conservation default for the PIC-Hg, PIC-OHg and PIC-ESg schemes is observed
to remain marginal (≈ 10−6) and bounded independently of time.

The projection onto the Cartesian grid and a section in the G-direction of the electron density
are proposed in figures 6.3 (bottom) after two periods of oscillation of the electric field (at time
) = 6.3l−1

? ) for the different configurations of table 6.2. Since the density is never projected
onto the Cartesian grid within the PIC-Sg and PIC-ESg schemes, we perform an interpolation
on the Cartesian grid according to the combination technique for the diagnostics.

First, it appears that the reduction of the numerical noise is manifest for all the methods using
sparse grid reconstructions. It is an essential property since, this error, due to the undersampling
of the distribution function, is the most detrimental in the precision of numerical methods. This
better control of the numerical noise is obvious on the density plots displayed on figures 6.3
(bottom) and 6.4. Though the estimated mean number of particles per cell is equal to 1000
for the PIC-Hg, PIC-Sg, PIC-OHg (offset combination) and PIC-ESg (offset), the magnitude of
the dispersion is observed to be comparable, or even less, to that of the PIC-Std scheme with
4000 particles per cell which amounts to a total number of particles 25, or 36 times greater
(see table 6.2). It is also noticeable that sparse grid approximations do not introduce too much
numerical diffusion, the extrema of the numerical approximations being comparable whatever
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Figure 6.4. Non linear Landau damping: electron density.
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the scheme. Second, the grid-based error can be observed, particularly on the plots of the PIC-Sg
and PIC-Hg methods figure 6.4. This error reproduces the patterns of the coarsest grid levels.
This error is specific to sparse grid approximations of the density and analysed to be dominated
by the component scaling with $

(
=ℎ2

=

)
. This latter term results from the accumulation of error

on the different levels of sub-grids and is reduced thanks to the offset combination technique.
The smearing of the grid structure on the error plots related to the computations performed with
the offset combination technique can be observed on figure 6.4. Indeed, in these computations
the number of sub-grids considered for the reconstruction is reduced considering =1 < = (from
2= − 1 = 13 sub-grids to 2=1 − 1 = 7 sub-grids). The control of the numerical noise (with
approximately the same number of total particles), though expected deteriorated, due to the
use of more refined grids compared to the original methods, remains very effective improving
significantly the quality of the numerical results. For these methods, still a good control of the
numerical diffusion shall be pointed out. Similarly, the increase of the negligible grid-based
component (see proposition 2.2.12) reveals to remain marginal on the precision of the numerical
approximation.

Diocotron instability

Let the parameters be f = 0.03, ! = 22_� , ΔC = 0.1l−1
? , the system is observed at time

) = 54l−1
? . The numericals results will be compared to the PIC-Std scheme with a grid

composed of 256 × 256 cells and %2 = 200 particles per cells as indicated in table 6.3. The
interpolations are implemented using linear splines while splines of degree two are used for the
density visualization. Following steps of proof of proposition 2.2.5, one can see that the use of
spline of degree two, even restricted to the visualization of the density on the grid, provides a
better representation of the density.

Table 6.3. Diocotron instability: Configuration of the numerical methods.
Scheme Parameters Grid size ℎ= %2 # #'4 5 /#

Ref (PIC-Std) 2−8! (2562 cells) 200 2.621E+7 1
PIC-Std 2−8! (2562 cells) 40 2.621E+6 5
PIC-OHg X= = 2 2−8 (2562 cells) 40 1.187E+6 11
PIC-SG 2−10! (10242 cells) 40 1.187E+6 11

PIC-ESg / PIC-OHg (offset) (g0, g1, X=) = (4, 4, 1) 2−8! (2562 cells) 40 1.802E+6 7.25

The projection of the electron density onto the Cartesian grid and a section in the G-direction
(at G = 2!

3 ) at time ) for the different configurations of table 6.3 are represented in figures
6.5, 6.6. The numerical results are presented only for the PIC-OHg scheme and not for the
PIC-Hg scheme because the resolution of the Poisson problem for the latter is exceedingly costly
in comparison to the others methods. Besides, the same accuracy is achieved with either the
PIC-OHg scheme or the HG scheme, hilighting the benefit of the oversampled correction of the
scheme. The discretizations of the sparse grid schemes with the classical combination technique
(ℎ= = 2−10!, ℎ=̃ = 2−10!) are chosen higher than the standard ones (ℎ= = 2−8!) because the
sparse grid schemes fail to reproduce the fine-scale structures depending on cross derivative
terms. Indeed, we have shown in section 2.1 that the grid-based error component depending on
mixed derivatives scales with $

(
=ℎ2

=

)
for the sparse grid schemes (compared to $

(
ℎ4
=

)
for the

standard scheme).
Despite the use of a more refined grid discretization, we observe on the plots of the section in

the G-direction (figure 6.6) that the PIC-Ohg and PIC-Sg schemes with the classical combination
technique still fail to reproduce correctly the fine-scale structure of the density. Indeed, where
the solution has steep gradients (H ≈ 5.5, H ≈ 9 in figure 6.6) the sparse grid schemes show a
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n=10

n=10

Figure 6.5. Diocotron instability: electron density, C = 54l−1
? .
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Figure 6.6. Diocotrom instability: density profile, C = 54l−1
? .

bit of numerical diffusion. The correction of the schemes with the offset combination technique
achieves a fair representation of the density and even reproduce some fine-scale structures that
are faded by the statistical noise of the PIC-Std scheme with %2 = 40 (see the zooms on figure
6.5). The improvement is manifest on the plot of the section in the G-direction (figure 6.6) where
the numerical diffusion introduced by the sparse grid schemes has been mitigated. Here again
the sparse grid techniques achieve an improvement on the statistical noise with the same mean
number of particles per cell (and thus less total particles in the simulation) than the regular PIC
approximation (see the plot of the section in the G-direction for the density in figure 6.6). Though
this test case is a very demanding benchmark for sparse grid approximations a reduction of the
total number of particles is achieved (see table 6.3) and all the fine-scale structures appearing in
the reference solution are well reproduced by the corrected schemes.

6.2.2 Numerical investigations of the semi-implicit schemes
Instability of the semi-implicit sparse-PIC scheme

While performing numerical investigations on the semi-implicit sparse grid method, we have
experienced numerical instabilities not observed with the standard ECSIM method. The numer-
ical instabilities are related neither to the time discretization nor the space discretization. We
have found that it might be instead related to the loss of positivity of the field energy. Indeed,
according to the remark 5.2.1, the reconstructed field energy is not guaranteed to be a non
negative quantity, even though the field energy defined on each component grid is positive. This
is a drawback of the combination technique used to reconstruct the field energy that does not
preserve the positivity of the solution (see remark 2.1.4). As a result, when the field energy
becomes negative, because of the total energy conservation (see theorem 5.2.2), the particle
velocities are increased to compensate the loss in the field energy. We have observed that once
the field energy is negative, it tends to become more and more negative so that the particle
velocities increase in response, leading to numerical instabilities.

However, the origin of the loss of positivity and the context in which the instability is
triggered is not yet well understood. These observations suggest us that future investigations
shall be performed to better understand the nature and origin of this instability andmaybe correct
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it. In the following, as soon as the field energy is negative, the simulation is broken down so that
no result is provided for consecutive times. As a first correction to this instability, we propose
the Imp-PIC-HG scheme for which the instability is absent. Nonetheless the scheme does not
conserve exactly the total energy of the scheme.

Finite grid instability

The so-called aliasing or finite grid instability, first studied in [82], is a common numerical
instability arising in PIC plasma simulations. It originates from the inconsistency between
the discrete Eulerian discretization of the fields on a grid and the continuous discretization of
Lagrangian particles in the phase-space [72].

This instability is manifested in simulations by a numerical heating of the plasma [18] related
to the numerical parameters. Since the aliasing introduces artificial heat in the system, it is also
characterized by a violation of the energy conservation. Usually in PIC simulations, the aliasing
instability is avoided by choosing a grid discretization equal or smaller than the Debye length
ℎ= ≤ _� , including for problems with scales of interest much larger than the Debye length. For
example, dense plasmas are well described by the quasi-neutral approximation in most of the
domain and the simulation of the plasma physics does not required grid cells smaller than the
Debye length. Therefore large gains could be obtained with coarse grid cells that do not resolve
the Debye length, especially for three dimensional computations.

Various methods and numerical schemes have been proposed to mitigate this instability,
including introducing grid interlacing [32], random jiggling [21], using higher order particle
shapes [16] or temporal/spatial filtering [84]. Besides, implicit scheme with exact energy con-
servation, such as the ECSIM scheme [83] have proven numerically to preserve the simulations
from aliasing.

Nonetheless, analysis of the aliasing instability is not straightforward. It has been conducted
linearly for stationary plasmas and specific schemes, such as the fully-implicit energy-conserving
scheme in [7]. For drifting plasma however, it has been shown that in principle the scheme is
not exempted from the instability, but that in practice the scheme is almost always freed from it.
In this section, we address to establish numerically that the ECSIM scheme embedding sparse
grid reconstructions does not feature finite grid instability in classical configurations where the
explicit discretizations does.

An initially Maxwellian and stable plasma is considered with the following distribution of
electron:

5 0
E (x, v) =

(
1

√
cECℎ,4

)2
4
−‖v‖22/E

2
Cℎ,4 , (6.30)

where ECℎ,4 =
√

2 is the thermal velocity of electrons and ‖v‖22 = E2
1 + E

2
2. The electrons

are considered immersed in a uniform background of ions. The size of the domain is ! =

5c, 10c, 15c, 20c and the grid discretization is ℎ= = 2−5!. Some of these configurations shall
lead to the development of the finite-grid instability for the momentum conserving explicit
schemes, since the grid discretization is larger than the Debye length.

First, let us investigate the explicit schemes (Ex-PIC-Std, Ex-PIC-Sg). The first dimension
of the particle phase space (G1, E1) is represented at time ) = 100 on figure 6.7 for the different
configurations of the domain. The finite grid instability is visible for the explicit schemes with
the configurations in which the grid discretization is larger than the Debye length. The implicit
standard scheme is preserved from the finite grid instability for all configurations. Let the kinetic
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and field energy error at time iteration : + 1 be defined by:
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����� , (6.31)

where E:
 
and E:

�
are the kinetic and field energy measured on the mesh at time : . The total

energy errors at time ) for the different configurations are provided in table 6.4.

Table 6.4. Finite grid instability: total energy errors for the different configurations.
Scheme ! ℎ=/_� ) 9� ())

Ex-PIC-Std 5c 0.49 100 3.0E−3
Ex-PIC-Sg 5c 0.49 100 2.5E−3
Imp-PIC-Std 5c 0.49 100 1.8E−15
Ex-PIC-Std 10c 0.98 100 9.4E−2
Ex-PIC-Sg 10c 0.98 100 8.1E−2
Imp-PIC-Std 10c 0.98 100 1.1E−15

Scheme ! ℎ=/_� ) 9� ())
Ex-PIC-Std 15c 1.47 200 1.0E+1
Ex-PIC-Sg 15c 1.47 200 1.8E+1
Imp-PIC-Std 15c 1.47 200 3.5E−15
Ex-PIC-Std 20c 1.97 100 7.0E−1
Ex-PIC-Sg 20c 1.97 100 1.3E+0
Imp-PIC-Std 20c 1.97 100 1.3E−15

Linear Landau damping

Let us parametrize the perturbation with U1 = U2 = 0.05, : = 0.3 or : = 0.5 such that the
domain size is ! = 20

3 c (: = 0.3) or ! = 4c (: = 0.5). The time step is ΔC = 0.025, 0.25, 1
and the final time ) = 30, resulting in 1200, 120 and 30 iterations. The grid discretization is
ℎ= = 2−5! so that the Debye length is resolved ℎ= ' 0.39_� (: = 0.5), 0.65_� (: = 0.3) and the
number of particles per cell is %2 = 1000. The evolution of the electric field !2-norm in time for
all configurations is provided in figures 6.8. For the perturbation parametrized with : = 0.5, the
theoretical damping rate is well reproduced thanks to the semi-implicit schemes (Imp-PIC-Std,
Imp-PIC-Sg) at any time step (ΔC = 0.25, 1). On the other hand, the explicit standard scheme is
unstable for relatively large ΔC (even for ΔC < 2l−1

? ) and provide an accurate damping rate for
ΔC = 0.025. For : = 0.3, the explicit scheme is stable for all ΔC < 2l−1

? , as predicted by the
linear dispersion theory (see equation (1.32)), and unstable for larger time steps. The damping
rate is well reproduced at ΔC = 0.25 for the implicit schemes, but seems to be more accurate for
the sparse-PIC scheme at large time.

The evolution of the total momentum and total energy conservation errors are represented in
figure 6.8. The momentum error in the simulation at iteration : + 1 is measured by the infinite
norm of the momentum error vector:

9:+1P := max
8∈{1,...3}

������©«
∑
B

1
#B

#B∑
?=1

<?v:+1? − <?v0
?

<BECℎ,B

ª®¬8
������ , (6.32)

where v:?, <:
? are the velocity and mass of the ?th particle at time iteration : and ECℎ,B :=√

2@B)B/<B is the thermal velocity of the species B. The mass is defined by <? = <B=0/#?.
As expected, the semi-implicit schemes conserve exactly the total energy of the system but not
the momentum, and the explicit scheme conserve exactly the total momentum of the system but
not the energy. Nonetheless, even for large time step (ΔC = 1), the default in the momentum
conservation is below ≈ 10−5 for the implicit schemes.
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Figure 6.7. Finite grid instability: representation of the phase space (G1, E1) of an initially
Maxwellian distribution of electron and conservation error of the total energy in time. ΔC = 0.1
for the explicit schemes and ΔC = 1 for the implicit scheme, %2 = 100.
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Figure 6.8. Linear Landau damping: evolution of the electric field !2-norm in time, : = 0.3
(top), : = 0.5 (middle) and evolution of the total energy and total momentum conservation error
in time, : = 0.5 (bottom).
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Two-streams instability

Let us parametrize the perturbation with U1 = U2 = 0.005, : = 0.2 or : = 0.05 such that the
domain size is ! = 10c (: = 0.2) or ! = 40c (: = 0.05). The mean velocity is E0 = 3 or E0 = 12
such that the growth is similar for the two configurations (similar :2E2

0). The time step isΔC = 0.1
and the final time ) = 60, resulting in 600 iterations. The grid discretization is ℎ= = 2−5!, 2−7!
so that the Debye length is resolved for explicit schemes: 2−510c = 2−740c ' 0.98_� , and
the number of particles per cell is %2 = 100, 500. The evolution of the electric field !2-norm
in time for all configurations is provided in figures 6.9. The simulation with the Imp-PIC-Sg
scheme is stopped before the final time because the field energy becomes negative for C ≈ 23.
For the configuration with : = 0.2, all the schemes reproduce well the growth rate, expect
for the Imp-PIC-Std slope which is slightly different from the theoretical one. Nonetheless,
the accuracy of the results is increased with more particles per cell (%2 = 500, 1000) and the
theoretical growth rate is recovered. For the second configurations, : = 0.05, all the schemes
reproduces accurately the growth rate for %2 = 100.

6.3 Three-dimensional geometries
6.3.1 Sequential performances and shared memory parallelization
Throughout this section the different methods presented previously, namely the sparse grid
schemes with hierarchical (PIC-HSg) or nodal combination (PIC-NSg), with first (PIC-HSg1) or
second option (PIC-HSg2) (see algorithm 8) and the standard scheme (PIC-Std), are investigated
and compared. In order to provide a fair comparison between the sparse grid methods and the
standard methods, we introduce a naive implementation of the method (without sorting of
particles), identified as PIC-UStd (Unsorted Standard), and an implementation based on initially
sorted particle data, named PIC-SStd (Sorted Standard). These implementations provide lower
and upper bounds of the method efficiency (the sorting time is not taken into account). The
numerical results consist of a mean runtime of the first five iterations of the scheme at the end of
which only 4% of the particles have moved to a different cell of the grid containing 1283 cells
with 75 particles per cell in the standard case. This means that the benefits of the particle sorting
performed at the initial time step are very effective for whole computations. In the following, the
scheme is divided into six steps, namely the projection of the density (charge accumulation) onto
the grid (Proj), the resolution of the Poisson equation (Pois), the differentiation of the electric
potential (Diff), the pusher of particles (Push), the interpolation of the electric field (F.Inter), the
combination of the component grid contributions in either nodal or hierarchical basis (Comb).
An additional step is performed within the scheme for the review of the numerical results; the
charge density is reconstructed from all the component grid contributions and represented on
the full grid.

Sequential results and performances

Landau damping

First, let us consider the Landau damping test case. For such configurations, sparse grid recon-
structions have already proven to be more efficient than standard PIC in terms of computational
time and memory requirements [97]. In this section, the optimizations of the sparse-PIC imple-
mentation such as the hierarchization, memory management and Poisson solver for sparse-PIC
are investigated and compared to standard PIC.

The results of the computational time of the Poisson solver for each scheme with different
methods (direct, iterative) and configuration of the linear system (one large system or many small
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Figure 6.9. Two streams instability: evolution of the electric field !2-norm in time, : = 0.2,
E0 = 3 ! = 10c (left), : = 0.05, E0 = 12, ! = 40c (right).

Ex-PIC-Sg Imp-PIC-StdImp-PIC-Sg

Figure 6.10. Two streams instability: evolution of phase space density (first dimension (G1, E1)),
= = 5, %2 = 1000, : = 0.2, E0 = 3 ! = 10c.
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systems, see section 3.2.2) are represented in figure 6.11. The direct method consists in a LU
factorization performed at the initialization (not taken into account in the computational time) and
followed by the resolution of a triangular system at each time step. The iterative method consists
in a BiConjugate Gradient STABilized (BiCGSTAB) with a Geometric Algebraic MultiGrid
(GAMG) preconditioner. The benefit resulting from the reduction of the grid nodes is manifest
on the computational time of the linear system resolution. Indeed, dividing the mesh size by a
factor 2 doubles the time of execution of the sparse grid scheme with LU decomposition whereas
it is multiplied by ten for the standard scheme. It results in a significant difference between
the standard and sparse-PIC approaches. The difference being of three orders of magnitude for
2563 grids. This efficiency deficit is predicted to deepen to four orders of magnitude for 10243

grids: the resolution lasts more than one hour for the standard method whereas the sparse grid
resolution is done in a tenth of a second. The conclusion is that for the sparse-PIC methods
the most efficient configuration is the direct method performed either on a large system or
independently on each system.

Also, the computational time of one time step for the PIC-HSg and PIC-NSg schemes is
represented in figure 6.11 for comparable configurations of grid and number of particles per cell,
according to formulae (6.1), (6.2). The observation upon the complexity of the combination
in nodal and hierarchical basis presented in section 3.1.2 is verified here: the computational
load of the combination has been drastically reduced (divided by 122 in the first and 240 in the
second configuration) by the transformation into the hierarchical basis (from 12.5% to 0.11%
and 91% to 4% of one iteration computational time). In the second test case, the combination
in nodal basis takes a substantial amount of time because there are more grid nodes (in the
Cartesian grid) than particles (about 12 times more grid nodes). As a result, the most efficient
scheme on one core is the sparse grid scheme with the combination in hierarchical basis; and
the combination in nodal basis is put aside of considerations in the following. As anticipated in
the previous sections, the projection is by far the most costly operation within the sparse grid
scheme (between 80% and 95 % of the time of the iteration) because of the large number of
component grids involved in the charge deposition. The other steps are less time consuming
than in the standard method because of the reduced number of particles and the smaller size of
the linear systems. Theses observations confirm that our efforts should be concentrated into the
optimization and parallelization of the projection.

The evolution in time of the momentum and total energy conservation errors are represented
in figure 6.11. Note that, unlike the PIC-Std scheme, the PIC-HSg scheme does not preserve the
momentum to round-off, yet the error remains negligible (about 10−7) throughout the simulation.
This results from the choice made to interpolate the electric field first at the Cartesian grid before
the interpolation at particle positions. To recover exact momentum conservation (to machine
precision), the strategy shall be that of precedent work [48]: interpolate the electric field directly
from the component grids to the particle positions. It may be however less efficient in term of
computational time, especially for configurations with many particles per cell. The errors on
the total energy conservation are comparable for the standard and sparse-PIC schemes.

The projection step is investigated in more details for the sparse grid schemes with both
options of algorithm 8 on the one hand, and the standard scheme with sorted and unsorted
particles on the other hand. The computational time of one step as a function of the grid
discretization is represented on the panel a) in figure 6.13. The percentage of L1 data cache
misses relative to the total number of data accesses during the projection is represented on the
panel b) in figure 6.13. The storage requirements of the density array related to the memory size
available on the different platforms is provided on the panel c) in figure 6.13. In order to extend
the conclusions drawn in this section to the parallel case, in which each thread holds a copy of
the (grid) array because of the competitive accesses between the threads (see section 3.2.1), the
storage requirements of these copies are also represented when the data of each thread exceed
the L2 cache memory (limitation between private and shared memory of the threads). As a



6.3. THREE-DIMENSIONAL GEOMETRIES 158

Figure 6.11. Landau damping: on panel a) the sequential time of Poisson solver: Direct
sparse (MUMPS) and iterative BiConjugate Gradient STABilized (BiCGSTAB) with Geometric
Algebraic MultiGrid (GAMG) preconditioner methods. PIC-Sg 1: The resolution of all sub-
grids has been gathered in one large linear system. PIC-Sg 2: The linear systems issued from
the component grids are solved independently one after another. On panel b) the sequential
time of one time iteration (in logarithmic scale) for the PIC-NSg and PIC-HSg schemes. The
use of the hierarchical basis shortens the combination step computational time by hundreds.
Computations are carried out on one AMD Zen 3 core @2GHz.

Figure 6.12. Landau damping: time history of the momentum and total energy conservation
errors. conservation errors of momentum and total energy (= = 7, %2 = 100).
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result of better memory reuse, the second option (see algorithm 8) is twice as fast as the first
one for any grid discretization. The reason is the following: for the second strategy, the data
fit in the L1 cache for all tested grids whereas for the first strategy the data must use slower L2
and L3 cache registers. As a consequence, the number of L1 cache misses during the projection
step is significantly larger with the first option than with the second one, especially for fine
discretizations. For the second strategy, the number of L1 cache miss per memory access is
negligible and corresponds to the ratio of the standard scheme with the particle sorting, in which
the data are accessed contiguously. This result demonstrates that within our approach the cache
memory management is close to optimal for grids up to 10243 cells.

Figure 6.13. Landau damping: sequential time (panel a), ratio of L1 data cache miss per total
data access (panel b) and storage of grid data (panel c) for the projection step with %2 = 100
(AMD Zen 3 core @1.7GHz).

Manufactured solutions

Let us now investigate the manufactured solution test case. This process provides an analytic
framework for a verification of PIC implementations [104]. Let ΔC = 0.05 and ) = 5.

The accuracy of the simulations is assessed by means of the L2-norm error of grid quantities
(density and electric field). The L2-norm of the grid quantities (charge density and electric field)
are defined by:
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where d" , E" are the manufactured solutions and d2
ℎ=

is the charge density reconstructed on
the Cartesian grid with the combination technique. The PIC-UStd, PIC-SStd and PIC-HSg
schemes are compared with a equivalent configuration, considering a 1283 grid (i.e. = = 7) and
%2 = 250. The results are provided in table 6.24. The L2-norm errors of the electric field and
charge density are represented in figure 6.14. The grid quantity errors of the two schemes are
comparable. The computational time of one iteration, as well as the proportion of each step,
is provided for each scheme in figure 6.14. The benefit of the sorting of particles is manifest
on the grid/particles operations (i.e. the projection and the field interpolation) for the standard
scheme and it results in an acceleration of 1.8 on the time iteration compared to the scheme
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without sorting. This is the result of a better cache memory reuse achieved thanks to the sorting.
Nonetheless this optimization concerns only the grid-particles operations, therefore it has no
effects on the particle pusher which is the most costly operation.

The gain provided by the sparse grid reconstructions on the computational time is significant.
The execution time of the sparse grid scheme, with an equivalent accuracy, is reduced by more
than 20 times compared to the PIC-SStd. The substantial gain is due to the reduction of the
number of particles in the sparse schemes (roughly 78 fewer particles). The large proportion
(10%) of the particle pusher in the PIC-HSg total iteration is explained by the particle weight
update, specific to the manufactured solution methods. In addition, the sparse grid scheme offers
a significant reduction of the grid operations (thanks to 100 times fewer grid nodes for the sparse
grid scheme).

Table 6.5. Results of the manufactured solution test case at ) = 5 (after 100 iterations).
Standard (sorted PIC-SStd and unsorted PIC-UStd) and sparse methods are considered with a
1283 grid, %2 = 250, on one AMD Zen 3 core @2GHz.

Method Particle memory footprint ‖(d − d") ())‖2 ‖(E − E") ())‖2 Computational time
PIC-UStd 75 GB 8.9E−2 5.1E−2 100% (218 s)
PIC-SStd 75 GB 8.9E−2 5.1E−2 55% (120 s)
PIC-HSg 972 MB 7.6E−2 5.1E−2 2.7% (5.9s)

Figure 6.14. Manufactured solutions: a) L2-norm error of the grid quantities (charge density
and electric field) as a function of time. b) computational time of one iteration on one AMD
Zen 3 core @2GHz. All simulations have been performed on a 1283 grid and %2 = 250. The
right panel is a zoom on the bottom of the left panel.

Diocotron instability

As already put forward in [48, 97, 88, 105], sparse grid reconstructions may fail to reproduce
non smooth solutions with for instance concentrated support and fine structures misaligned with
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the axis as those developing with the diocotron instability. As an illustration of this feature,
we investigate the diocotron test case in which instabilities caused by the magnetic field lead
to the formation of a discrete number of vortices. Although the configuration is quasi two-
dimensional because of the strong magnetic field in the z-direction and the two dimensional
condition, which is favorable to sparse-PIC methods, it remains a challenging test case for sparse
grid reconstructions since strong gradients in mixed directions (xy-direction) appear throughout
the simulation. In [88, 48], improvements of the sparse grid reconstructions have been proposed,
achieving a better approximation of the solution for challenging configurations like the diocotron
instability. In this section, we investigate the performance of the PIC-HSg scheme implementing
the offset combination technique [48] and compare it with the PIC-UStd and PIC-SStd schemes.

Let ΔC = 0.05, ℎ= = 2−7! and %2 = 80. The offset combination technique, introduced
in [48], is an alternative to the classical combination technique, consisting in an elimination
of the most anisotropic grids from the combination. The component grids considered in the
offset combination technique are more refined. As a result, the efficiency of the projection is
deteriorated because the grids may no longer fit in the L1-cache memory. The computational
time of the projection step and the Poisson solver step for the PIC-SStd, PIC-UStd and PIC-Hsg
schemes with the offset combination technique (g0 = 1, 2, 3, g1 = 6) are represented in figure
6.15, panel a) and b). The storage size of the density array and the corresponding memory level
is also represented for all the schemes within figure 6.15, panel c). We observe on figure 6.15 a
deterioration of the projection efficiencywhen the size of the density arrays (corresponding to the
number of component grid nodes) exceeds the L1-cache memory capacity. The computational
time of the Poisson solver depends on the number of unknowns in the linear system and thus
increases with more refined grids.

The computational time of one iteration, as well as the proportion of each step of the
algorithm, is provided for the PIC-SStd, PIC-HSg with the classical and offset combination
technique (g0 = 3) in figure 6.16. As expected, the computational time increases when the offset
combination technique is considered with more refined grids. Nonetheless, the method remains
competitive since the simulation with the offset combination technique (in figure 6.23, bottom
panel) is 10 times faster than the simulation with the PIC-SStd scheme (in figure 6.23, top panel).

Parallelization on uniform memory architecture

Let us now consider the parallelization on uniform memory architecture. The first hardware
considered in this paper is a laptop with the Intel® Core™ i9-10885H CPU incorporating
eight cores. In this section, the different parallelization strategies, namely particle sample and
component grid work sharing, are investigated separately and compared. The resolution of the
electric potential (Poisson) is not parallelized as it is assumed to be negligible (see figure 6.11
a). Since we are interested mainly in performance measures, we consider only few particles per
cell in the simulation and thus a poor statistical resolution. This is necessary in order to be able
to perform standard PIC simulation on fine meshes due to hardware memory limitations. The
memory requirements of the methods are illustrated on panel a) of figure 6.17.

Let us focus on the parallelization strategies for both standard and sparse grid schemes.
In this section, we consider the Landau damping test case. The conclusions drawn from the
present investigations apply equally to the manufactured solution test case. The strong scaling
of the projection, field interpolation and particle pusher up to eight cores is represented on the
panels b) and c) of figure 6.17 for different configurations of grid ranging from 323 to 5123 grid
cells. For the standard scheme, the scalability of the projection seems rather good for grids with
less than one hundred nodes in each dimension. For larger grids, the computational efficiency
drastically deteriorates for the non-sorted data. This is caused by the size of the thread copies of
the density array exceeding the size of the last level (L3) cache memory (see panel c) of figure
6.13). Indeed, since the array data is accessed with a random pattern and the data does not fit
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Figure 6.15. Diocotron instability: sequential time of the projection step (panel a)) and the
Poisson solver for the PIC-SStd, PIC-UStd and PIC-HSg schemes with the offset combination
technique (AMD Zen 3 core @2GHz).

Figure 6.16. Diocotron instability: computational time of one iteration on one AMD Zen 3
core @2GHz. All simulations have been performed on a 1283 grid and %2 = 80. The right panel
is a zoom at the bottom of the left panel.
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in the cache, the number of cache misses is large and the multiplication of the number of cores
increases the memory contention to access the data stored in the RAM. Conversely, the sparse
grid scheme (with option 2 from alg. 8) demonstrates a scalability close to ideal. The grids
involved in the projection fit in the first level cache memory (private to each core). The size of
the data barely exceeds the first level cache memory for discretization equivalent to 10243 grid
cells (see panel c) of figure 6.13). The choice of the first option in alg. 8 reveals once more to be
the most effective since within the second option the grid data do not fit in the shared L2 cache
memory for discretizations above 1283 grid nodes. The scalability of the other steps, namely
the pusher, combination and field interpolation is less favorable, similar to the standard scheme,
but these operations are negligible for the sparse grid scheme due to the reduced number of
particles and grid nodes. The loss of scalability for the combination step derived from the access
of non-contiguous data within a pole (as explained in section 3.2.2) and small number of poles
to parallelize (roughly 16 000). For the pusher of the particles the poor scalability is due to
low arithmetic intensity characterizing these operations (nine writes and eighteen reads, as a
comparison the projection step has only three reads upon the particle data).

Figure 6.17. Landau damping: on panel a), the storage size of data (particle data, grid data,
PETSc objects, etc.) is represented as a function of the number of grid nodes and particles per
cell. On panel b) and c), the strong scaling of the projection, field interpolation and push steps
up to 8 cores on a uniform memory architecture (Intel® Core™ i9-10885H) are represented(= is
the grid discretization parameter ℎ= = 2−=!). #6 is the number of groups of component grids
and #B the number of samples of particles.

Parallelization on NUMA architecture

In this section, the different parallelization strategies, namely the particle sample and component
gridwork sharing, are investigated for the sparse grid scheme. Based on the hardware architecture
and the reflections of section 3.2.1, the population of particles is distributed onto the NUMA
domains and the component grids onto the cores of a NUMA domain. The set of component
grids is replicated to match the number of particle samples and accumulate the density carried
by the sample. In the following, we denote by #6 the number of groups of component grids and
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#B the number of samples of particles. A series of simulations is performed in order to assess
the strong scaling (when adding cores to a fixed discretization) of a time iteration.

Let us now consider a first non-uniformmemory architecture: the two sockets Intel® Skylake
6140@2.3 GHz of 18 cores (36 cores), and the Landau damping test case. The numerical results
of the NUMA parallelization strategy on the projection, as well as other configurations and the
other most costly operations (field interpolation, particle pusher, differentiation) up to 36 cores
for grids with 1283 and 2563 cells, 500 particles per cell are presented on left panel of figure
6.18. The parallelization strategies providing the best efficiency on the projection are the ones
that do not stress the memory bandwidth: configurations with two samples of particles ( i.e. as
many as NUMA domains) and the one without any sampling of particles. Indeed, when the
number of samples of particles exceeds the number of NUMA domain, the threads access the
memory in a competing way and the scalability is deteriorated. Although the scalability of the
projection is close to ideal on 36 cores, the density projection remains by far the most costly
operation within the scheme. As a result, the limited scalability of other steps such as the pusher,
the differentiation or the sequential execution of the Poisson solvers has a marginal impact on
the total speedup (of 27.3).

Figure 6.18. Landau damping: strong scaling of the most costly steps of the PIC-HSg scheme
and the projection of the PIC-Std scheme up to 36 (panel a) and 128 (panel b) cores. #6 is the
number of groups of component grids and #B the number of samples of particles. Different
configurations of groups of grids and samples of particles are represented (# cores denotes the
number of cores). For the other steps than the projection, the configuration (#B, #6) is not given
since all provide similar results. = is the grid discretization parameter ℎ= = 2−=!. Computations
carried out on either two Intel® Skylake 6140 CPUs (left) or two AMD EPYC™ 7713 CPUs
(right).

A second non-uniform memory architecture is considered: the two sockets AMD EPYC™

7713 Milan with 64 cores per socket (128 cores), still for the Landau damping test case. With
this increased number of cores, the sequential Poisson solver used in the sparse-PIC methods
is no longer negligible. Therefore, the parallelization strategy based on the component grid
work sharing is implemented. The linear systems issued from the different component grids are
distributed onto the cores. Though this strategy is not optimal, since it entails a load imbalance,
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it permits to reduce the cost of this step of this algorithm and obtain a good scalability of the
sparse-PIC method for tens of cores. A series of simulations is performed in order to assess
the strong scaling of the projection, which is by far the most costly operation of the sparse grid
scheme as evidenced by the computational time of an iteration on one core (see panel b) of
figure 6.11). The projection remains the most costly step (nearly 80 % of the time iteration)
of the PIC-HSg scheme on one hundred of cores. The scalability of the PIC-HSg most costly
steps and the PIC-UStd, PIC-SStd projection steps up to 128 cores for grids with 1283 cells,
%2 = 500 particles per cell are presented on panel b) in figure 6.18. The configuration that
gives the best results and achieves a speedup of 126 (parallel efficiency of 0.984) is the one
with eight samples of particles (as many as NUMA domains). For different configurations of
samples, the speedup is still close to ideal, which lead to the conclusion that the parallelization
strategy has not reached its scalability limit with one hundred of cores. The total speedup of one
time iteration is 101 with 128 cores. For the standard scheme, the scalability of the projection
above 32 cores is poor; the speedup ranges between 10 without sorting and 28 with sorted
particles. The substantial difference between the standard and the sparse-PIC schemes can be
explained by two observations: first, as already highlighted, the particle sample work sharing
parallelization strategy on its own may lead to increasing the memory contention when a large
number of cores shares the same sample; second, the sparse grid reconstructions offer a more
favorable trade-off between memory accesses and compute operations, resulting in an increased
arithmetic intensity. Indeed the charge of one particle is deposited onto each component grid,
the array used to store these grids being nursed in the first level of cache memory, the contention
of the RAM is alleviated and the scalability of sparse-PIC algorithms is favored.

The same conclusions than the uniform memory architecture can be drawn for the pusher
and field interpolation steps. The scalability of the pusher is limited by the memory bandwidth,
and thus increases with the number of NUMA domains used. The scalability of the resolution
of Poisson is deteriorated by the load imbalance between the grids (complexity, anisotropy),
but this step accounting for a marginal part of the total computational time, this coarse parallel
implementation is sufficient.

Finally, the parallelization of the diocotron instability test case is investigated. The strong
scaling of the projection, as well as one total sparse-PIC iteration up to 128 cores are represented
for the PIC-HSg scheme with the classical and the offset combination technique in figure 6.19.
The grid discretization and particle per cell parameters are = = 7, %2 = 80. The sizes of the
component grids involved in the offset combination technique are provided in table 6.6. The
scalability is deteriorated with the offset combination technique and the deterioration depends
on the refinement parameter g0 (the projection scalability is deteriorated from 112 to 95 for g0
ranging from 0 to 3). Increasing the parameter g0 results in a smaller number of component
grids involved in the combination, each with more grid nodes (see table 6.6). The deterioration
of the efficiency is the result of the more refined grids that do not fit in the L1-cache. Indeed,
for g0 = 2 only 19% of the component grids fit in the L1-cache, and for g0 = 3 none of the
component grids fit in the L1-cache. The speed-up of the total iteration is also deteriorated
because the grids operations (less scalable) are less negligible due to the few number of particles
per cell.

6.3.2 Single GPU performances
Performance metrics

The roofline performance model [53, 112] is a method for determining the maximum perfor-
mance of an algorithm running on a given hardware. It is used to asses the performance of
the different implementations, it is elaborated on metrics provided by the Nvidia Nsight Com-
pute profiler. The theoretical instruction throughput performance is obtained from the number
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Figure 6.19. Diocotron instability: strong scaling of the projection and the total iteration up
to 128 cores for the PIC-HSg scheme with the classical or the offset combination technique.
Different configurations of groups of grids and samples of particles are represented (# cores
denotes the number of cores). Computations carried out on two AMD EPYC™ 7713 CPUs.

Table 6.6. Diocotron instability: component grid sizes for the offset combination technique,
number of component grids fitting in the L1 cache related to the total number of component
grids and speed-ups of the projection on the two socket AMD EPYC™ 7713 CPU platform.

g0 Grid sizes Grids in L1-cache Speed-up projection
0 4KB,2KB,1KB 100% (64/64) 112.3 (100%)
1 16KB,8KB,4KB 100% (46/46) 114.3 (100%)
2 65KB,32KB,16KB 19% (6/31) 100.3 (89.3%)
3 262KB,131KB,65KB 0% (0/19) 96.2 (85.6%)

of cores, the clock frequency of the GPU and the number of instructions per cycle (1 opera-
tion for multiplication or addition and 2 operations per cycles for Fused Multiply-Add (FMA)
instructions):

�=CAD2C8>=)ℎA>D6ℎ?DC [��;>?/B] = =1. > 5 2>A4B ∗ 8=BCAD2C8>= ?4A 2H2;4 ∗ 2;>2: 5 A4@D4=2H.
(6.34)

It provides the upper bound of the computing capacity of the hardware. Nonetheless, in most
cases the performance of the hardware is limited by its memory bandwidth. Therefore, the
theoretical peak performance of the hardware is defined by:

%40:%4A 5 >A<0=24[��;>?/B] = min(�=CAD2C8>=)ℎA>D6ℎ?DC, �0=3F83Cℎ ∗ �A8Cℎ<4C82�=C4=B8CH),
(6.35)
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where the arithmetic intensity (AI), a metric characteristics of the algorithm, is defined by:

�A8Cℎ<4C82�=C4=B8CH =
=1. > 5 0A8Cℎ<4C82 >?4A0C8>=B[�!$%]
�0C0'403 [�] + �0C0,A8CC4=[�] . (6.36)

The program is said to be compute-bounded when the minimum in the right side of equation
(6.35) is the instruction throughput. In this case, peak performance of the hardware can be
achieved. Otherwise the program is memory-bounded, that is the theoretical performance of
the hardware is deteriorated by the memory accesses and relies upon the memory bandwidth
efficiency of the hardware (see figure 6.20)∗. The peak performance metric shall be compared
to the effective performance of the algorithm, defined by:

� 5 5 42C8E4%4A 5 >A<0=24[��;>?/B] = =1. > 5 0A8Cℎ<4C82 >?4A0C8>=B[�!$%]
C8<4 > 5 4G42DC8>=[B] . (6.37)

A new metric is introduced computed as the ratio of the measured FLOP related to the measured
Bytes transferred to and from the different memories: DRAM, L2 and L1 caches. Due to the
analogy of the Arithmetic Intensity characterizing the algorithm, the new metrics are referred
to as DRAM-AI, L2-AI and L1-AI. E.g. the DRAM-AI is defined by:

�'�"−�� = =1. > 5 0A8Cℎ<4C82 >?4A0C8>=B[�!$%]
�0C0'403�A><�'�" [�] + �0C0,A8CC4=�=C>�'�" [�] . (6.38)

Based on this metric, a theoretical peak performance for each memory can be defined; e.g. the
DRAM Peak Performance (DRAM-PP) is defined by:

�'�"%40:%4A 5 >A<0=24[��;>?/B] = min(�=CAD2C8>=)ℎA>D6ℎ?DC, �0=3F83Cℎ ∗ �'�"−��),
(6.39)

Performance analysis of charge density accumulation algorithms

The charge density accumulation is the most predominant step in sparse-PIC methods with a
computational cost counting for roughly 90% of the simulation (for a sequential execution on
CPU). Therefore an efficient parallelization of the accumulation is capital to achieve significant
performance on accelerators. In section 4.3, two different GPU implementations have been
proposed for the charge deposition. These implementations shall now be investigated and com-
pared. Let us consider the sparse-PIC method for the 3D-3V Landau damping in a configuration
equivalent to a 1283 Cartesian grid (i.e. = = 7) and 500 particles per cell (%2) with respect to the
standard method, amounting to 1.3E+7 particles (#). As a comparison, the standard method on
the Cartesian grid would require 109 particles.

∗These metrics are available with the following command line:

>=2D − −<4CA82B 3A0<__1HC4B.BD<, ;CB__C_1HC4B.BD<, ;1C4G__C_1HC4B.BD<,
B<__B0BB_CℎA403_8=BC_4G42DC43_>?_3033_?A43_>=.BD<,
B<__B0BB_CℎA403_8=BC_4G42DC43_>?_35 <0_?A43_>=.BD<,
B<__B0BB_CℎA403_8=BC_4G42DC43_>?_3<D;_?A43_>=.BD<,

where 3A0<__1HC4B.BD< provides the data transfer with the device memory, ;CB__C_1HC4B.BD< the data transfer
with the L2 cache and ;1C4G__C_1HC4B.BD< the data transfer with the L1 cache. The last three metrics provide
the total number of double precision floating point operations (addition, multiplication and fused multiply-add
operations).
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Figure 6.20. DRAM and L2 cache roof-line performance of the Tesla V100 and Quadro
T2000.

Impact of the number of gangs and vector size on the CPU-inherited and GPGPU-specific
implementations

In this section, the gang, worker and vector length configurations are investigated. The number
of workers is usually advised to be set to one [76], as Nvidia compilers do. The vector size
shall be a multiple of the number of compute cores within a SM (32 for Nvidia hardware).
The computational time of the charge accumulation step on the Quadro T2000 with different
configurations of gangs and vector size is provided in figure 6.21 and the middle panel of figure
6.23. The same trend is observed on the second platform (Tesla V100). The number of gangs (or
thread blocks in CUDA terminology) is a capital tuning to achieve good performance. For the
CPU-inherited implementation, the number of gangs is optimal when it is equal to the number
of SMs. The performance drastically decreases when a too large number of gangs is used. This
is the consequence of the reduction operation performed on the three-dimensional grid. For
the GPGPU-specific implementation introduced in this paper, the performance increases with
the number of gangs, facilitating the interleave stream strategy to mask the memory latency.
Therefore the number of gangs for the GPGPU specific implementation may be delegated to the
compiler. The execution time increases significantly when the vector length is superior to 128
but no significant differences have been observed for vector size equal to 128 and below, so this
parameter is delegated to the compiler (usually 128) in the following of the paper.

Memory management and kernel analysis

Let us now investigate specifically the kernels of the CPU-inherited and the GPGPU-specific
implementation. The optimal configuration of thread blocks (gangs) and threads within a thread
block (vector size) for each method is chosen according to the following policy: the number of
gangs is set to the number of SM for the CPU-inherited implementation; while this choice is
delegated the compiler for the GPGPU implementation. The number of threads (vector size) is
set to 128 for both methods. In the CPU-inherited implementation, one kernel (corresponding to
the accumulation onto one component grid) is considered, e.g. the kernel associated to the first
component grid (of level l = (1, 1, 7)). The same conclusions can be drawn for all kernels by
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Implementation Gangs Vector length Time [s]
CPU-inherited 16 128 6.22

* 32 128 7.19
* 64 128 8.60
* 128 128 11.22

GPGPU-specific 16 128 1.49
* 128 128 0.92
* 1024 128 0.88
* 65,535 128 0.87
* 65,535 256 1.0
* 65,535 1024 1.42
* 65,535 64 0.85

Figure 6.21. Impact of the number of gangs (thread blocks) and vector size (thread) on the
performance of the charge accumulation algorithm for the Quadro T2000.

extension. The kernel is compared to the kernel of the GPGPU specific algorithm, implementing
the accumulation of the particle properties onto all the component grids.

First, the arithmetical intensity (AI), the peak and effective performances of the kernels
involved in both the CPU-inherited and the GPGPU-specific implementations are investigated
on table 6.22. The AI is determined with the total number of FLOP relative to the total amount
of data to be read and written (see equation 6.38). The peak performance is determined by the
Roofline model from the AI and the DRAM bandwidth of the device. It is compared to the
effective performance measured thanks to the profiler. Although the kernel AI of the two imple-
mentations are equivalent, we observe a significant discrepancy in the effective performance, the
effective performance of the GPGPU implementation being roughly twice its theoretical peak
performance. This surprising result is the consequence of the cache memory reuses occurring
in the GPGPU implementation.

Table 6.22. Charge accumulation algorithm performance on Tesla V100 with 1283 grids and
%2 = 500. Kernel CPU-inheirted corresponds to the kernel of the first component grid (Ωℎ (1,1,7) )
for the CPU-inherited algorithm. Kernel GPGPU-specific corresponds to the kernel of all the
component grids for the GPGPU-specific algorithm.

Kernel AI Peak performance Effective performance (%)
CPU-inherited 0.12 107.6 GFLOP/s 58.6 GFLOP/s (54%)
GPGPU-specific 0.14 125.5 GFLOP/s 213 GFLOP/s (170%)

Let us now consider a more thorough analysis of the kernels to better understand the
memory managements of the methods. In the following we consider the metrics based on the
different memories and introduced previously as DRAM-AI, L2-AI and L1-AI. These metrics
are computed as the ratio of the total number of FLOP related to the effective amount of data
handled by a specific memory at the execution (DRAM data, L2-cache data on table 6.24). All
the characteristics and performance of the charge accumulation algorithms are provided on the
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table 6.24. The relative amount of L1-cache and L2-cache hits are represented on the left panel
of figure 6.23.

First, it is manifest that the GPGPU-specific kernel has a better L2-cache efficiency (more
than 99% of L2-cache hit) than the CPU-inherited kernel (roughly 30% of L2-cache hit). We
observe a non efficient use of the cache memory for the CPU-inherited method since more than
one half of the L1 cache requests has to be fetched from the DRAM memory (and less than a
third has to be fetched in the L2-cache). The amount of data transferred between the device and
the DRAM memory is dramatically reduced for the GPGPU implementation, emphasizing the
success of the strategy targeted by these implementation. However, the number of L1-cache hits
remains significantly low for the GPGPU-specific implementation, this being the result of the
irregular and non coalesced memory accesses genuine to the method.

Figure 6.23. Relative amount of L1-cache and L2-cache hits (left panel) and theoreti-
cal/effective performance (right panel) for kernels running on the Tesla V100. Kernel CPU-
inherited corresponds to the kernel of the component grid Ωℎ (1,1,7) for the CPU-inherited algo-
rithm. Kernel GPGPU-specific corresponds to the kernel of all the component grids for the
GPGPU-specific algorithm.

The theoretical peak performance specific to the DRAM (DRAM-PP) can be determined
from the DRAM-AI of the kernel and compared to the effective performance. A high DRAM-PP
compared to the theoretical Peak Performance means that a lot of data is loaded from the cache
memory. For the Tesla V100, the kernel of the CPU-inherited algorithm is memory-bounded
according to this metric, with a DRAM peak performance of roughly 206 GFLOP/s (see table
6.24) and effective performance of 58.6 GFLOP/s. The kernel of the GPGPU algorithm is
compute-bounded according to this metric, with a DRAM peak performance of 3,900 GLOP/s
(since no FMA operation is performed) and an effective performance of 213 GFLOP/s. The
DRAM-PP is roughly 30 times higher than the theoretical Peak Performance, emphasizing on the
good cache memory management of the method. The kernel is actually far from being compute-
bounded and most of the memory transfers take place in the L2-cache and not the DRAM.
Indeed, most of the data necessary in the kernel is fetched from the caches (L1 and mostly
L2 layers) and a significantly small proportion of data is transferred from the main memory
(The number of DRAM memory accesses represent 0.1% of those of L2-cache memory). For
this reason, the DRAM-AI and DRAM-PP metrics are not relevant for the GPGPU-specific
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implementation. For the Quadro T2000, the same conclusions can be drawn. Nonetheless, the
effective performance of the GPGPU implementation is closer to the theoretical one (72%).

Let us now investigate the roofline model based on the L2-cache data transfers. The L2-AI of
the two implementations are equivalent (of roughly 0.15) and so does the L2-Peak Performance.
The effective performance is about 33% of the L2-PP for the GPGPU implementation and 8% for
the CPU-inherited implementation. Because the peak performance is not reached in both cases,
the implementations are rather latency-bound and the performance is limited by the irregular
and non coalesced memory accesses.

Despite the randomness of the memory accesses increasing the latency between the device
and its memory, a significant speed-up is achieved both on the Quadro T2000 and the Tesla V100.
Although the computing capacity of the Quadro T2000 is poor, a speed-up close to 12 is reached
in double precision, meaning that a GPGPU execution is more efficient than parallelization with
the 8 cores Intel® Core™ i9-10885H of the laptop host. The Tesla V100 achieves a speed-up
of more than 100 on the charge deposition in double precision, which is significant for such an
inexpensive hardware. As a comparison, in [49] a speed-up of 126 is achieved for the charge
accumulation on a hardware consisted of 2 sockets AMD EPYC™ 7713 Milan with 128 cores.

In conclusion, the detrimental effects of the irregular non coalesced memory accesses are
mitigated by a good locality of the data, resulting in an efficient L2-cache memory management,
as well as an efficient latency masking strategy based on a large number of gangs associated to
clusters of particles.

Investigation of the whole scheme

Let us consider the parallelization of all the steps of the sparse-PIC scheme. The 3D-3V Landau
damping is run on two platforms, both with a 1283 grid: on the one hand the Intel® Core™

i9-10885H with 1 core is compared to the Quadro T2000 run for 100 particles per cell; on the
other hand the Intel® Skylake with 1 core is compared to the Tesla V100 run for 500 particles
per cell. In the following, the GPGPU implementation is considered for runs on GPUs.

First, the different strategies for the resolution of the Poisson equation are investigated,
namely: either solving the linear systems issued from the discretization of the problem on the
component grids one after the other or gathering all the problems into a single (by block) linear
system. The first strategy is considered with the CuSolver dense library and the second one with
the AMGX library. The computational time of both strategies is represented on figure 6.26 for
different grid discretization (ranging from a 323 grid to a 5123 grid). For coarse discretizations,
the first option is the most efficient despise the dense format of the solver. This is caused by the
very small size of the linear system, which are roughly of one-dimension complexity. When the
grid is refined, the second option along with the AMGX solver becomes less time consuming as
a result of the increasing work load favorable to the GPU.

The mean computational time out of 5 iterations is represented on figure 6.25 for the two
platforms, namely the Quadro T2000 associated to the Intel® Core™ i9-10885H CPU and the
Tesla V100 associated to the Intel® Skylake CPU. The speed-ups obtained on the GPU devices
with respect to the host runs for each step, as well as the total iteration, are provided in table
6.27. The GPU execution time is compared to a sequential CPU execution with the MUMPS
library together with a GNU compiler (see [49] for more details).

The field interpolation and the particle pusher have themost significant speed-ups (of roughly
130 on the Tesla V100). Indeed, these steps, consisting in basic operations working on a large
amount of data are well suited for SIMT processing of GPUs. The speed-ups of the combination,
differentiation and Poisson solver are less substantial, mostly because of the insufficient kernel
arithmetic intensity. The operations within these steps are made on a very small amount of
data (component grid nodes) and the sequential computational time is insignificant, even on
1 core (the three steps represent less than 0.3% on the Intel® Skylake run with 1 core). The
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Table 6.24. Charge accumulation algorithm characteristics and performance (DRAM and L2
cache Roofline model) on the Tesla V100 (a) and the Quadro T2000 (b), with a 1283 grid and
%2 = 500. Kernel CPU corresponds to the kernel of the component grid Ωℎ (1,1,7) for the CPU-
inherited algorithm. Kernel GPU corresponds to the kernel of all the component grids for the
GPGPU-specific algorithm. DRAM, L2 cache and L1 cache data correspond to the amount of
data transferredwith respectively themainmemory (DRAM), theL2 cache or theL1 cache during
the execution; e.g., the amount of L2 cache hit data is !2 202ℎ4 30C0−�'�" 30C0. DRAM-AI
and L2-AI correspond to metrics of the kernel based on the measured Bytes transferred to and
from the different memories (DRAM, L2). The peak performance is defined with the DRAM-AI
and L2-AI metrics and the effective performance is defined by equation (6.37).

(a) Tesla V100
Kernel Gangs (blockidx%x) Vector length (threadidx%x) DRAM data L2-cache data L1-cache data
CPU 80 128 4.57GB 6.59GB 8.43GB
GPU 65,535 128 326MB 215GB 229GB

Kernel L2-cache hit (%) L1-cache hit (%)
CPU 2.02GB (30%) 1.84GB (21%)
GPU 214.6GB(99.8%) 14GB (6%)

Kernel FLOP DRAM-AI DRAM-PP Effective performance Execution time (all grids) Speed-up
CPU 1.05E+9 0.23 206 GFLOP/s 58.6 GFLOP/s (28%) 0.0179 s (1.4 s) 11.7
GPU 3.28E+10 101 3,900 GFLOP/s 213 GFLOP/s (5%) 0.1540 s 106

Kernel L2-AI L2-PP Effective performance
CPU 0.16 672 GFLOP/s 58.6 GFLOP/s (8%)
GPU 0.15 630 GFLOP/s 213 GFLOP/s (33%)

(b) Quadro T2000
Kernel Gangs (blockidx%x) Vector length (threadidx%x) DRAM data L2-cache data L1-cache data
CPU 16 128 4.45GB 5.92GB 7.5GB
GPU 65,535 128 328MB 215GB 229GB
Kernel FLOP DRAM-AI DRAM-PP Effective performance Execution time (all grids) Speed-up
CPU 1.0E+9 0.226 25.4 GFLOP/s 12.3 GFLOP/s (48%) 0.082 s (7.04 s) 1.47
GPU 3.28E+10 100 51.85 GFLOP/s 37.4 GFLOP/s (72%) 0.874 s 11.8

charge density accumulation, which is the most time consuming operations of the scheme have
a significant speed-up, of roughly 100 on the Tesla V100. It results in a total speed-up for the
whole iteration of about 12 on the Quadro T2000 and 95 on the Tesla V100.

Comparison between GPGPU-specific sparse-PIC and sequential standard PIC

The sparse-PIC GPGPU-specific implementation are compared to a sequential CPU implemen-
tation of the standard scheme. The architecture considered for the standard PIC simulations
consists of a single computational server equipped with two AMD EPYC™ 7713 Milan CPUs
and RAM memory of 512GB. The standard scheme runs with a particle population sorted be-
forehand, i.e. the particle sorting time is not taken into account for the total execution time,
which provides an upper bound of the method efficiency. As a first investigation, let us consider
first the 3D-3V Landau damping on a standard PIC method configuration of a 1283 grid with
128 particles per cell, which is considered as a reference. sparse-PIC discretizations carried
out on a 1283 grid (resp. a 5123 grid) with 128 (resp. 500) particles per cell are considered
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Figure 6.25. Time per iteration of the
CPU and GPU sparse-PIC implementation.
Host 1 and GPU 1 run with 100 particles
per cells while host and GPU 2 run with
500 particles per cell. Host 1 is the Intel®
Core™ i9-10885H with 1 core; GPU 1 is
the Quadro T2000; Host 2 is the Intel®
Skylake with 1 core; GPU 2 is the Tesla
V100.

Figure 6.26. Computational time of the
Poisson equation resolution as a function
of the grid discretization. In option 1, all
the systems issued from the discretiza-
tion of the Poisson equation are solved
one after the other. In option 2, all the
problems are gathered into a single (by
blocks) linear system.

Table 6.27. Speed-ups (and relative time) of the steps for the Quadro T2000 (GPU 1) and Tesla
V100 (GPU 2). GPU 1 runs with 100 particles per cells while GPU 2 runs with 500 particles
per cell. Poisson speed-up is provided with respect to a sequential CPU execution with MUMPS
library.

Hardware (Proj) (F. Inter) (Push) (Comb)
Host Intel® Core™ i9 1 (96%) 1 (2%) 1 (0.2%) 1 (0.5%)
Device Quadro T2000 14.1 (85%) 12.33 (3.2%) 13.7 (0.2%) 1.2 (5%)

Host Intel® Skylake 1 (91%) 1 (7.9%) 1 (0.8%) 1 (0.2%)
Device Tesla V100 107 (86%) 139 (4%) 133 (0.7%) 21.8 (0.8%)

Hardware (Diff) (Pois) (Total)
Host Intel® Core™ i9 1 (0.2%) 1 (1.1%) 1 (100%)
Device Quadro T2000 4.44 (0.6%) 1.4 (6%) 12.5 (100%)
Host Intel® Skylake 1 (0.1%) 1 (0.1%) 1 (100%)
Device Tesla V100 29.8 (2.5%) 1 (6%) 95 (100%)



6.3. THREE-DIMENSIONAL GEOMETRIES 174

Figure 6.28. Computational time of the standard and sparse-PIC schemes for grids ranging from
323 to 5123. Standard simulation is performed on the AMD Zen 3 core @2 GHz. Sparse-PIC
simulations are performed on the AMD Zen 3 core and on the Tesla V100.
Table 6.29. Configurations and results of the 3D-3V Landau damping test case. AMD
EPYC™ 7713Milan with AMD ZEN 3 core @2.0 GHz and Intel® Skylake core @2,3 GHz are
considered.

Method Figure ℎ=/%2 Particles (N) Memory Time (1 iter.)
Standard (CPU AMD Milan) 6.34 (left) 2−7!/128 2.6E+8 19GB 139.6 s

Sparse-PIC (CPU Intel® Sylake) 2−7!/128 3.45E+6 248MB 5.4 s (÷25.8)
Sparse-PIC (CPU AMD Milan) 2−7!/128 3.45E+6 248MB 2.6 s (÷53.7)
Sparse-PIC (GPU Tesla V100) 6.34 (right) 2−7!/128 3.45E+6 248MB 0.05 s (÷2792)
Sparse-PIC (GPU Tesla V100) 2−9/500 9.01E+7 6.48GB 1.739 s

as a comparison. It results in a substantial reduction of the number of particles (two orders of
magnitude) and thus of the memory footprint (from GB to MB). Besides the significant gain on
the memory footprint offered by the sparse-PIC method, the computational time is also reduced
(by one order of magnitude in that configuration, see table 6.29).

The computational time of the standard method on a single CPU core, the sparse-PICmethod
on a single CPU core and the GPGPU implementation are represented as a function of the grid
discretization on figure 6.28. In the following, the sequential executions of the sparse-PIC
method are provided for the most efficient algorithm on CPU, which is the algorithm 9. When
the mesh is refined in the standard method, the number of particles and the number of Cartesian
grid nodes are multiplied by 8 and therefore so does the computational time. Nonetheless, a
significantly larger increase is observed when the mesh is refined from a 643 grid to a 1283

grid. Actually, it is explained by the non-locality of the data: the simulation data for the 1283

simulation no longer fit on a single NUMA node of the AMD EPYC computational server. The
computational time of both the CPU and GPU sparse-PIC simulations is multiplied by 4 when
the mesh is refined, which is twice as much as the standard method.
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6.3.3 Qualitative results of the three-dimensional test cases
The three-dimensional representation of the electron density is provided on figure 6.30 for the
3D-3VLandau damping test case. The results for the PIC-Std (left) and PIC-HSg (right) schemes
are compared. For each configuration the mean number of particles per cell is %2 = 128. The
reduction of the statistical noise is manifest on the density representation for the sparse grid
scheme. In addition, this improvement, as compared to the standard method, is achieved with 75
times fewer particles in the simulation: a comparable mean number of particles per cell yielding
here # = 2.6E+8 for PIC-Std, # = 3.45E+6 for PIC-HSg.

In [48, 49, 88], new sparse grid reconstructions have been introduced to improve the approx-
imation of solutions with localized support and fine structures. As an illustration, we investigate
the three-dimensional diocotron test in which instabilities caused by a magnetic field lead to
the formation of a discrete number of vortices. These characteristics are used to emphasize the
weaknesses of standard sparse-PIC reconstructions.

The three dimensional representation of the electron density is represented on figures 6.31,
6.32 and 6.33 at different times, with a grid discretization ℎ= = 2−7, the mean number of
particles per cell being %2 = 20. Both the PIC-Std scheme, PIC-HSg scheme with classical
combination technique and PIC-HSg scheme with the offset (truncated) combination technique
are represented. The offset combination technique [48] and truncated combination technique [88]
are derivations of the classical combination technique, consisting in the elimination of the most
anisotropic grids from the combination. With the offset combination technique, there are less,
but more refined, component grids in the combination. As a result, more particles are required
to obtain a good statistical resolution and the grid operations such as the resolution of Poisson
equation are more costly. The sparse grid scheme with the classical combination technique fails
to reproduce the fine structure of the density. One can see that the sparse grid reconstruction
has a tendency to flatten the steep gradients of the solution. The offset reconstruction provides
significant improvements of the sparse grid reconstructions and a mitigation of the statistical
noise in comparison to the standard approach despite a significantly reduced number of particles.
Even for such an unfavorable test case, sparse-PIC methods embedding the offset sparse grid
reconstructions provides a gain over the standard method on memory footprint, as well as
computational time, as it has been already highlighted in the previous sections. As already
pointed out in [48], sparse grid reconstructions do not preserve the positivity of the solution.
Indeed, on figure 6.32, the charge density reconstructed on the Cartesian grid is not non-negative
as it should be. Nonetheless, it is important to emphasize that this reconstruction is used only
for post processing verification in the PIC-HSg and PIC-NSg schemes. The charge density used
to compute the electric field is defined on each component grid and this quantity being positivity
preserving.
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Figure 6.30. Representation of the electron density for the 3D-3V Landau damping simulation
with ℎ= = 2−7!, %2 = 128. Three dimensional representation of the standard method (left) (
# = 2.68E+8) and the sparse-PIC method (right) (# = 3.4E+6) after two oscillations of the
electric field, at C = 6.
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Figure 6.31. Representation of the electron density for the 3D-3V diocotron simulation,
f = 0.03. PIC-Std scheme, ℎ= = 2−7!, %2 = 20, # = 4.19E+7.

Figure 6.32. Representation of the electron density for the 3D-3V diocotron simulation,
f = 0.03. PIC-Sg scheme, ℎ= = 2−7!, %2 = 20, # = 5.4E+5.

Figure 6.33. Representation of the electron density for the 3D-3V diocotron simulation,
f = 0.03. PIC-Sg scheme, offset combination technique, ℎ= = 2−7!, %2 = 20, (g0, g1) = (3, 6),
# = 1.09E+7.



6.3. THREE-DIMENSIONAL GEOMETRIES 178

Figure 6.34. Representation of the electron density for the 3D-3V diocotron simulation,
f = 0.02. PIC-Std scheme, ℎ= = 2−7!, %2 = 20, # = 4.19E+7.

Figure 6.35. Representation of the electron density for the 3D-3V diocotron simulation, f =
0.02. PIC-OHg scheme, offset combination technique, ℎ= = 2−7!, %2 = 20, (g0, g1) = (3, 6),
# = 1.09E+7.



Conclusion

In this thesis, we have presented, analyzed and proposed Particle-In-Cell numerical methods and
implementations embedding sparse grid reconstructions bymeans of the combination technique.
These methods have been numerically experienced and compared against regular PIC methods.
Sparse-PIC discretizations offer a reduction of the memory requirements thanks to a better
control of the statistical noise which entails a decrease of the particle number. The computation
of the electric field is also less ressource consuming, owing to the reduced number of cells
composing sparse-grids ($

(
| log ℎ= |3−1ℎ−1

=

)
instead of $

(
ℎ−3=

)
for a Cartesian mesh).

The analyses conducted within the chapter 2 show that the approximation error may be
decomposed into a particle error and a grid based error. Two components define the grid
based error, one depending on mixed derivatives, the other depending on non-mixed derivatives
of the solution, with a balance between these two contributions depending on the numerical
methods. The particle error is related to the sampling of the distribution function by particles
and characterizes the dispersion of the sampling. These analyses lead to two conclusions.
First, the sparse-PIC schemes achieve a fair representation of the density with an improved
control of the statistical noise compared to regular PIC schemes. Second, the grid based
error is deteriorated, due to the dependence of the grid based error to the mixed derivatives.
This component of the error is specific to sparse grid reconstructions, the mixed derivatives
contributions of the grid-based error being negligible for standard PIC methods. This increase
is more substantial for three dimensional computations. Similar conclusions may be drawn from
the formal analysis stating the first error estimates for the electric field sparse grid approximation
established within this work (see theorems 2.2.7 and 2.2.6). Furthermore, the PIC-Sg scheme is
proved to be compliant with the conservation properties of standard PIC methods (total charge
and momentum), except positivity. The offset technique is introduced to decrease the dominant
component of the grid based error (related to the mixed derivatives) in sparse grid PIC methods.
This framework permits to tune the balance between the different components of the error and
improve the quality of PIC sparse grid approximations. Besides, enhancements of the PIC-Sg
and PIC-Hg schemes are proposed in order to improve the efficiency of sparse grid methods
regarding the computation of the electric field. The numerical experiments performed on various
classical test cases, consolidate the results of the formal analyses and illustrate conclusively the
gain brought by sparse grid reconstructions in particular when combined with the offset method,
to mitigate the statistical noise without introducing a significant numerical diffusion.

In chapter 3, the question of the computational efficiency of sparse-PIC methods is inves-
tigated. The gains with respect to the memory requirements of such methods have been made
unquestionable since their early introduction. These savings are clearly identified to be related
to the reduction of the number of numerical particles permitted by the improved control on the
statistical error. Nonetheless the number of component grids may be as large as tens to a hundred
which calls into question the existence of any gains regarding the computational efficiency. This
issue has been first investigated through the optimization on CPU, as well as shared memory
architectures. Parallelization strategies tailored to Sparse-PIC methods on shared memory ar-
chitectures have been introduced. The better control of the statistical error offered by Sparse-PIC
reconstructions permits a substantial reduction of the number of particles for three dimensional
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computations (up to 2 orders of magnitude). Conversely, the interactions of one particle (re-
stricted to the density projection for the algorithm implementing the hierarchization), shall be
computed for tens to more than one hundred component grids with a very small number of
nodes. Compared to standard PIC methods these features bring significant changes in the most
consuming steps of the algorithm. The Poisson problem is discretized on each of the component
grids issuing linear systems of tiny sizes which dramatically reduces the memory footprint as
well as the computational effort attached to the electric potential approximation. The reduced
number of particles, in addition to reducing massively the memory consumption, lowers the
computational cost of the particle pusher to a marginal contribution. In the end, the majority of
the computations are dedicated to the projection of the particle properties onto the component
grids. These operations are arithmetically intensive within sparse-PIC methods and contrary to
standard PIC methods. The strategy proposed within this paper takes profit of the particularly
reduced memory footprint of the arrays storing any of the component grids. These small arrays
are entirely contained in the first cache level of the CPU, providing fast access to non contiguous
memory addresses, thus removing the need for particle sorting routinely used in standard PIC
methods. The genuine parallelism of sparse grid reconstructions permits an implementation
with a scalability close to optimal (the efficiency reaches 126/128 on 128 cores) providing
speed-ups of the global algorithms up to 100 on 128 cores.

In chapter 4, we proposed a GPGPU implementation of the sparse-PIC methods based on
parallelization strategies specific to sparse grid reconstructions and tailored toGPUarchitectures.
The implementation introduced in chapter 3 for shared memory architectures is extended to
GPGPUs. This "CPU-inherited" implementation has proven to under exploit the potential of
GPUs. This loss of efficiency is explained by the fundamental differences of architectures and
memory layout of CPUs versus GPGPUs. This called for a specific GPGPU implementation.
Coarse-grain and SIMTparallelisms are introducedwithin theGPGPU implementation thanks to
particle sampling and component grid work sharing strategies. The algorithm is also designed
to benefit from the large L2 cache memory of the GPU together with a strategy based on a
massive number of concurrent tasks, with the aim of mitigating the negative impact of the
non-coalesced memory accesses genuine to sparse-PIC methods. Sparse-PIC methods benefit
from a substantial reduction of the memory footprint with respect to the standard PIC methods.
Our implementation takes advantage of this feature: all the data lie on the device (a single GPU)
throughout the simulation and the only data transfers between the host and the device occur at
the initialization. The efficiency of the implementation has been investigated in chapter 6. The
sparse-PIC GPU implementation achieves speed-ups close to 100 on a Tesla V100 for 3D-3V
PIC simulations, resulting in a computational time diminution of four orders of magnitude with
respect to a single core CPU standard PIC execution. As a result, 3D-3V PIC Simulations with
a 5123 grid and 500 particles per cell have been performed on a single Tesla V100 GPU device
equipped with 16GB of memory.

In chapter 5, an electrostatic ECSIM method based on a Vlasov-Ampere formulation and
embedding sparse grid reconstructions has been derived. The scheme conserves exactly the
total energy of the system and benefits from the mitigation of the statistical noise resulting from
the sparse grid techniques. Nonetheless, a numerical instability, probably caused by the loss
of positivy of the reconstrcuted field energy and deteriorating the accuracy of the method, has
been observed numerically. A more thorough understanding and the proposition of possible
corrections of this instability are still ongoing works.

Perspectives
The work conducted during this thesis has not only provided some answers for the questions
raised at the beginning of the thesis but also pointed out prospects that shall be investigated in
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future works.

Increasing the accuracy of sparse-PIC schemes

As evidenced in chapter 2 and experienced numerically on the diocotron instability test case,
sparse-PIC schemes may fail to reproduce fine scale structures with strong dependencies on
mixed derivatives of the solutions. In addition, as a result of the reduced number of total
particles, the accuracy of sparse-PIC methods can be deteriorated in configurations in which the
plasma density can be very low (few particles per cell). A first alternative to these unfavorable
configurations has been proposed with the offset combination technique applied to enhanced
schemes (oversampled hybrid grid, enhanced sub-grid). Nonetheless, the gains provided by the
sparse grid reconstruction and achieved thanks to the improvement of the statistical resolution
are less consequent with these approaches than traditional sparse-PIC methods. The use of
basis/shape functions of higher order (instead of the multi-linear hat functions considered in this
work) shall increase the accuracy of the sparse grid reconstructions by reducing the grid-based
error which may be dominant for sparse-PIC methods. In [89] a first fourth order PIC scheme
in time and space has been introduced. The embedding of the fourth order basis and shape
functions proposed in [89] to the sparse-PIC schemes shall be investigated in the future.

Better understanding the gains

The sparse grid reconstructions offer a better control of the statistical noise which entails a
significant decrease of the particle number compared to standard approaches. Nonetheless, to
quantify precisely the gains achieved by the sparse-PICmethods is not straightforward and seems
to be problem dependent. Indeed, we have observed that the gains are very different between
the Landau damping and the diocotron instability. A first achievement in this way is provided
by the corollary 2.2.16, which state that if the total number of particles is chosen according
to the formulae (2.75) then the particle sampling error of the reconstructed charge density is
comparable for the sparse-PIC and standard PIC scheme. Since the reconstructed density is not
involved into some sparse-PIC schemes (e.g. PIC-Sg), a similar estimation on the reconstructed
electric field shall benefit the method. In addition, a more precise estimation of the number
of particles required for sparse-PIC methods to achieve the same accuracy than the standard
approach, depending on the configuration, shall be investigated.

Functional and efficient code for super-computers

The developments introduced in this manuscript concerning the parallelization of the method
are relative to shared memory architectures and single GPUs. The goal was to propose an
efficient implementation of sparse-PIC method on a node of a supercomputer. Therefore, the
parallelization strategies introduced for shared memory architectures and GPUs in chapter 3
and 4 shall be, in a future work, embedded into a distributed memory parallelization strategy
in order to create an efficient implementation for supercomputers and perform very large scale
plasma simulations.

Extension to electromagnetic regime

To the best of our knowledge, all existing sparse-PIC methods are based on an electrostatic
derivation of the Vlasov-Maxwell system. To extend the field of applications of the method,
the sparse grid discretization of the Maxwell equations and the embedding of a self-consistent
electromagnetic field into the sparse-PIC scheme shall be considered as a future work. Note that
the extension to electromagnetic fields raises implementation issues related to the cache reuse
for a three field vector (JG , JH, JI) compared to a scalar field (d).
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Implicit approaches

The work conducted in the chapter 5 and the numerical experiments associated have proven
that semi-implicit approaches and sparse grid reconstructions can be merged together to benefit
from improved stability properties and memory requirement reductions. We have experienced
that the exact conservation of total energy in semi-implicit sparse-PIC method cannot provide
stability without the preservation of the reconstructed field energy non-negativity. A deeper
understanding of the instability related to energy-conserving semi-implicit sparse-PIC schemes
shall benefit the method.

Full-implicit PIC schemes are more accurate than semi-implicit ones because no linear
approximation are made, but they are more computational expansive because they require the
resolution of a non linear system coupling the field and the particles. The reduction of the particle
number offered by the sparse grid reconstruction could therefore bring significant gains to these
approaches. The development of a full-implicit sparse-PIC scheme shall be a promising direction
for future studies. Nonetheless, the instability issues related to the loss of non-negativity may
also occur for the sparse full-implicit schemes.
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Résumé

Approche sur grilles parcimonieuses pour accélérer la méthode Particle-
In-Cell.

Cette thèse porte sur l’étude des méthodes Particle-In-Cell (PIC) avec reconstructions sur
grilles parcimonieuses. Ces méthodes permettent de réduire significativement les coûts en mé-
moire et les coûts de calcul des méthodes PIC. En effet, malgré leur simplicité, leur facilité de
parallélisation sur plusieurs nœuds de calcul et leur robustesse, les schémas PIC présentent un
inconvénient majeur, à savoir l’erreur statistique associée au bruit des particules, qui dépend du
nombre moyen de particules par cellule et conduit à une complexité qui croît exponentiellement
avec la dimension du problème. L’utilisation de grilles sparse dans les méthodes PIC, par le
biais de la technique dite de combinaison où une fonction est approximée sur différentes grilles
plus grossières, permet de réduire le bruit des particules, grâce aux cellules plus grandes des
grilles, et donc de réduire les temps d’exécution élevés de la simulation. Dans le chapitre 2, des
résultats principaux sont fournis sur la convergence de l’interpolant sparse grid en fonction de
la discrétisation en espace et sur les propriétés de conservation de la méthode. En outre, des
reconstructions sparse grid adaptées, dans le cadre de la technique de combinaison offset, sont
proposées pour introduire des méthodes PIC avec une efficacité améliorée. Le chapitre 3 est
consacré à l’introduction de nouvelles stratégies de parallélisation spécifiques aux architectures
à mémoire partagée et adaptées aux méthodes PIC implémentant des reconstructions de grilles
parcimonieuses. Ces stratégies exploitent les différents parallélismes propres aux méthodes
Sparse-PIC afin d’obtenir une augmentation de vitesse supérieure à 100 sur 128 cœurs. En
outre, des gains substantiels (deux ordres de grandeur) sont introduits pour les calculs séquen-
tiels et parallèles du champ électrique grâce à la procédure de hiérarchisation. Elle consiste
à décomposer l’information portée par les grilles parcimonieuses sur des fonctions de base
hiérarchiques, ce qui permet de réduire considérablement le nombre d’opérations. Le chapitre
4 propose une mise en œuvre efficace des méthodes PIC sur processeurs avec carte graphique
(GPU). La parallélisation, qui met en œuvre de nouvelles stratégies spécifiques aux méthodes
PIC sparse et adaptées aux architectures GPU, permet d’obtenir des gains de vitesse par rapport
à une exécution séquentielle sur un processeur de la même génération que le GPU. Ces gains
de vitesse peuvent atteindre un facteur 100 sur un seul GPU Tesla V100, par rapport à une exé-
cution séquentielle sur une unité de traitement informatique (CPU) ; et une réduction de quatre
ordres de grandeur du temps de calcul par rapport à une simulation PIC séquentielle standard
sur un CPU. Enfin le chapitre 5 concerne des travaux en cours et propose un nouveau schéma
semi-implicite conservant l’énergie basé sur une discrétisation électrostatique Particle-In-Cell
(PIC) du système Vlasov-Ampère (VA). Laméthode est inspirée de la méthode semi-implicite de
Lapenta (ECSIM). La nouveauté est la dérivation d’une approche électrostatique semi-implicite
multidimensionnelle d’une formulation de Vlasov-Ampère, intégrant des techniques de recon-
struction sur grilles parcimonieuses. L’objectif étant d’une part de bénéficier des avantages de
la méthode de Giovanni Lapenta, i.e conservation exacte de l’énergie pour n’importe quel pas
de temps ou discrétisation de grille ; élimination l’instabilité de grille finie; etc. D’autre part,
les reconstructions sparse grid permettent de réduire considérablement l’empreinte mémoire en
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diminuant drastiquement le nombre de particules pour une erreur statistique équivalente.
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