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Thèse de doctorat de l’Université de Lyon
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Abstract

Swarms of aerial robots are no longer science-fiction. They are now used for diverse pur-
poses such as delivery and surveillance. However, controlling a large number of drones,
or unmanned aerial vehicles (UAVs), is still very challenging. In this thesis, we study the
flocking strategy which is directly inspired from nature and relies on a decentralized model
where the UAVs interact locally with each others thanks to communication. By analyzing
the performances of existing flocking models in highly constrained environments, we identify
the potential limits of these models and adapt them in order to be robuster. We consider
wireless communication to be the unique channel for sharing information among the UAVs,
thus we integrate a realistic communication model into the existing simulator of Virágh et
al. [1] that we exploit along this work.
The analysis of the constraints within the swarms leads us to develop a new flocking model
with asymmetric features, capable of evolving in highly cluttered environments without pro-
ducing a single collision. This new model is named asymmetric pressure regulation (APR).
Our last contribution consists of a distributed leader follower algorithm allowing each fol-
lower to become a leader. This characteristic greatly improves the cohesion of the swarm
and foster the success of missions including the traversal of complex environments such as
tunnels.
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Résumé

Les flottes de robots aériens sont désormais utilisées pour de multiples applications telles
que la livraison ou encore la surveillance. Cependant, contrôler un grand nombre de drones
ou UAVs (unmanned aerial vehicles) demeure un défi important. Dans cette thèse, nous
étudions des stratégies de flocking, directement inspirées de la nature et reposant sur un
modèle décentralisé où les entités concernées interagissent localement par le biais de com-
munications. En analysant les performances de modèles de flocking existant dans des envi-
ronnements très contraints (par des obstacles), nous identifions les potentielles limites de ces
modèles et nous proposons de les adapter pour les rendre plus robustes. Dans ces travaux,
nous considérons les communications sans fil comme étant le seul moyen d’accéder aux infor-
mations des voisins, ainsi nous intégrons un modèle de communication réaliste au simulateur
de flocking de Viragh et al. [1].
L’analyse des contraintes de pression au sein des flockings nous conduit à développer un
nouveau modèle introduisant des interactions asymétriques et capable de faire évoluer les
agents (UAVs) dans des environnements très contraints sans générer de collisions, nommé
APR (Asymmetric Pressure Regulation).
Notre dernière contribution consiste en un algorithme de type leader-follower distribué per-
mettant à tout agent follower de devenir un leader. Cela renforce considérablement la
cohésion de la flotte et donc favorise le succès de missions consistant à traverser des en-
vironnements complexes comme des tunnels.
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Abbreviations and Nomenclature

Nomenclatures

UAV Unmanned Aerial vehicle.
VAT Vásárhelyi and Attraction.
VATT Vásárhelyi and Attraction and Tracking.
VA Vásárhelyi.
VM Vicsek Model.
VOS Vásárhelyi and Olfati-Saber.
APR Asymmetric Pressure Regulation.
APRT Asymmetric Pressure Regulation and Tracking.
ILF Incremental Leader Follower.
CLF Classical Leader Follower.
UWB Ultra-Wide-Band.
N Number of agents.
PL Path loss.
γ Path loss exponent.
Ni Communication neighborhood of agent i.
N+
i Active neighborhood of agent i.
Rrep Repulsion area.
Ratt Attraction area.
pi Pressure of agent i.
Jij Similarities coefficient between i and j
LA Leader Assignment algorithm.
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1
Introduction

1.1 Context and Challenges

Collective motion is ubiquitous in nature, from the microscopic scale to the macroscopic
one, from a few particles up to half a million birds. It is a spectacular phenomenon where
the will of a fraction of a group can impact the entire population. In Fig. 1.1, we can
see this amazing choreography performed by thousands of starlings and captured by NICK
DUNLOP. This invisible power relies on local interactions which propagate among all the
reachable individuals. The flocking behavior is the perfect example of collective motion. If
the reasons why some multi-cellular organisms flock together are still not fully understood
by scientists, these latter yet have a pretty good understanding of how it is performed. It is
ruled by three local interactions which are the attraction, the repulsion and the alignment
allowing respectively to stay together, to avoid collision, and to move in the same direc-
tion. The flocking has even sparked inspiration into many researchers work, initially as a
way to simulate the flocking behavior of birds for cinematographic use, in the seminal work
of Craig Reynolds [8]. More recently, thanks to the technological breakthroughs in terms
of communication and robotics, it is now possible to integrate this bio-inspired movements
directly into swarm of UAVs communicating together [2]. The challenge is to elaborate au-
tonomous flights and manage complex missions while taking advantage of the flocking model.

Such a fascinating behavior depends on an efficient information transmission process that
has to be correctly designed in order to ensure cohesion. In nature, this process takes differ-
ent forms and mostly relies on visual observation for birds [13] or fish [14] for example but
can be also induced by other means such as the magnetic field if we consider ferromagnetic
particles [15] for instance. When it comes to mobile robots and UAVs, different sensors can
also be used in order to acquire and share information, from vision-based sensors like cameras
[16] and Ultra-Violet sensors [17] to communication sensors based on various technologies
such as cellular network [18], Wi-Fi [2], Ultra-Wide-Band [19] or LoRa [20]. These different
methods can also be combined to improve the accuracy of the system. The different sensors
are yet not flawless and their reliability is highly dependent of the environment.

The main topic that will be discussed in this thesis regards how the information that has
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Figure 1.1: Flock of starling. Credits: NICK DUNLOP [3]

been acquired through the different sensors we mentioned previously is being “transformed”
into motion. This conversion can be divided into two main parts which are the selection of
this information and the definition of the control law based on this information and resulting
in a desired velocity. The selection of the information is mostly equivalent to the definition
of the neighborhood of an individual, also called agent. Basically, it defines the set of agents
whose information will be used to compute the control law. Once again, nature taught us
different ways of doing it [21]. Whether it is based on a metric, usually a distance [22]
where an agent is considered to interact with all its neighbors within a given distance, or a
topological neighborhood [23], only selecting a fixed number of neighbors among the nearest
ones. The topological neighborhood is also sometimes based on a Voronoi diagram [24] thus
breaking free of any metric. This non-exhaustive list of methods have their own advantages
and limitations even though it as been shown that, regarding flocking, topological neigh-
borhood seems to be more efficient at bringing order [25]. Once the neighbors have been
identified, there is also a filtering action consisting of getting rid of the information which is
not useful for the control law.
The control law is the central point of the flocking behavior, its nervous system, taking
information as input and outputting a new information which can be directly used as a
command (if we talk about mechanical systems) and hence produce motion. This control
law defines the interactions that are wished between an agent and its neighborhood. As
we mentioned before, the interactions for flocking are the attraction, the repulsion and the
alignment. There is an infinite number of ways to define these interactions but the overall
control law should respect some conditions such as the feasibility (in terms of hardware) or
the stability to name but a few of them. In most of the cases, the interactions are reciprocal
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and symmetric [26, 1] but there are also asymmetric interactions [27, 28], it usually depends
on the organization of the swarm but also the available sensors. For example, UAVs with
a front camera cannot interact with neighbors behind them and it is the same for birds as
they do not have an omnidirectional vision. The locality of the interactions is also a crucial
aspect of the definition of the control law [29]. In other words, should the strength of an
interaction be limited to a fixed distance or not and how it should evolve accordingly? In
this thesis we seek to address this question which is at the core of the model definition.

Of course, defining a flocking model would not be possible without the right tools to
evaluate its performances. Thanks to the pioneer work of Vicsek et al. [9] and the intro-
duction of statistical physics models for collective motion, it is now possible to measure the
emergence of some features specific to collective behaviors. They are studied in the context
of non-equilibrium continuum dynamical models applied to large groups of biological organ-
isms (flock of birds for example) [30]. In this thesis, we place ourselves in the same context,
considering swarms of self-propelled UAVs flocking together. Numerical models will be pre-
sented and evaluated using a dedicated simulator [1]. An optimization strategy will also be
introduced because of the complexity of the models, ie. depending on several parameters, in
order to allow a fair comparison between them.

This thesis is funded by the DGA/INRIA DYNAFLOCK1 project which lies into the
distributed AI field, and more precisely into swarm intelligence, applied here to decentralized
multi-agent systems. It aims at studying and experimenting flocking models with simulated
UAVs and real robots equipped with wireless communication. These different aspects of the
project directly impact the various hypotheses that we consider in this thesis. In particular,
communication will be the only way for agents to know (estimate) the position and velocity
of their neighbors. Regarding the perception of obstacles, we consider that any UAV is ca-
pable of sensing an obstacle within a given range.

In this thesis, we aim at coping with most of the challenges we mentioned above. Hence,
we address multiple issues that can be summarized into the following items:

1. Many flocking models available in the literature are usually studied in a free-flocking
context which means that there are no obstacles. In addition, the working assumptions
are not always clear or coherent with realistic conditions. Defining an appropriate
testing framework independent of the particular objectives sought by authors would
be a major advance in order to fairly evaluate the performances of the models and thus
identify their advantages and their limits.

2. Among the large amount of flocking models in the literature, only a few deal with the
impact of obstacles over the communication and the overall motion of the swarm (for

1Flocking dynamique fondée sur la qualité de liaison pour la coordination décentralisée de flottes de
drones, O. Simonin, I. Guérin-Lassous, 2020-2023
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the flocking models based on communication). This aspect will be considered all along
the thesis when presenting flocking models and developing new ones.

3. Flocking models are usually established on three local interactions based on state
variables such as position and velocity. Even though this formulation has proven
to be efficient, it is not the only one. As we get access to richer and more accurate
information, it could be interesting to study if we can go beyond this classical approach
and infer new information allowing the design of flocking models more robust.

4. Last but not least, given the performances of the flocking, could we use it to per-
form complex tasks such as following a target while evolving in highly constrained
environments such as tunnels or forests?

1.2 Thesis Organization

The rest of this thesis is organized as follows.

In Chapter 2, after presenting some examples of actual UAVs swarm applications, we
survey existing research on flocking models in a chronological way. The idea is to observe
the evolution of the control laws as well as the evaluation of the performances. Keeping
that same order, we analyze how the information is being accessed and transmitted in these
different models and finally point out the limitations of actual simulation tools resulting in
unwanted behaviors when performing real experiments.

Chapter 3 lays the foundation of the framework we aim at developing starting with the
simulation environment and the model of the UAV we use in terms of hardware, including
flaws and stochasticity, but also the equation of motion resulting in the equation of an accel-
eration. We then present the communication model we define and the impact of obstacles on
the communication quality. This eventually lead us to a new definition of the neighborhood
based on the ability of an agent to communicate. The next layer of this framework consists
of the “physical” environment and the settings of a simulation. This aspect is fundamental
in order to be able to repeat an experiment and thus validate or compare the performances
of a model. Finally, we present the methods and tools we use in order to evaluate the per-
formances of a model and optimize it.

In Chapter 4, we focus on two models we presented in Chapter 2 which are the one of
Olfati-Saber [10] and the one of Vásárhelyi et al. [2]. Within our framework, we identify
their limits and come up with two extended models, namely VAT and VOS, which are sup-
posed to prevent the main drawbacks of their original versions which are the fragmentation
and the collision. The performances of the models are evaluated in different environments
after going through an optimization process. As we decided to integrate the communication
quality within the optimization strategy, we faced some unwanted phenomena that made us

4

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0040/these.pdf 
© [A. Bonnefond], [2023], INSA Lyon, tous droits réservés



rethink the optimized parameters.

In chapter 5, we develop a new flocking model based on asymmetric interactions and
using a new measure called pressure that concatenates multiple information at once. We
also define a neighborhood filter that identifies the agents that are most likely to be separated
from the swarm. The new model called APR for asymmetric pressure regulation is com-
pared to the previous VAT model and its performances are analyzed after an optimization
process.

Given the encouraging performances of the APR model, we present in chapter 6 a new
algorithm that can be applied to the APR model in order to perform leader-follower nav-
igation. We propose a new algorithm called ILF for incremental leader follower algorithm
that “distributes” the leadership and hence reduces the risks of fragmentation. We evaluate
the performances of this algorithm in a winding tunnel environment pushing the limits of
both the ILF algorithm and the APR model.

Chapter 7 concludes this manuscript and discusses the different perspectives that we have
identified.

1.3 Publications

• IROS 2021 IEEE/RSJ Int. Conf. on Intelligent Robots and Systems, Pages 9139-
9145, Prague, Czech Republic, September 2021. IEEE. ISBN 978-1-66541-714-3. doi:
10.1109/IROS51168.2021.9635944. A. Bonnefond, O. Simonin, I. Guérin-Lassous, “Ex-
tension of Flocking Models to Environments with Obstacles and Degraded Communi-
cations”

• ROIA Revue Ouverte d’Intelligence Artificielle (à parâıtre, accepté en 2022), A. Bon-
nefond, O. Simonin, I. Guérin-Lassous ”Modèles de Flocking Adaptés aux Environ-
nements avec Obstacles et Communications Dégradées”

• JFSMA 2021 Journées Francophones sur les Systèmes Multi-Agents, A. Bonnefond, O.
Simonin, I. Guérin-Lassous ”Extension des Modèles de Flocking aux Environnements
avec Obstacles et Communications Dégradées”
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2
State of the Art

2.1 UAVs Swarm Navigation

Swarms of drones are no longer science fiction. Over the past decades, it has gained interest
among many communities. Nowadays, drones are used in various contexts from entertain-
ment to industrial applications. Thanks to recent technological breakthrough, drones are
becoming lighter, faster and less prompt to failures. Improvements in terms of sensors and
communication are also at the heart of drones collaboration as they are cheaper, smaller and
more easily integrable into aerial robots.

Figure 2.1: Intel Breaks Guinness World Records Title for Drone Light Shows in Celebration
of 50th Anniversary. Credits: [4]

One of the most impressive example is the drone light show performed by the company
Intel in 2018 for its 50th anniversary. They broke the Guinness World Record by flying not
less than 2,018 drones during a spectacular airborne performance as it can be seen in Fig.
2.1. Such a performance is made possible thanks to the use of artificial potential field as
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it is explained in [31]. With this method, the user can accurately define local interactions
(desired force) to apply depending on the position of the drone. This system is entirely
centralized and most of the computation is done by a ground control station correcting the
positions of the drones regarding some predefined paths. Even if this thesis will be more
focused on decentralized models, the mathematical methods applied to centralized models
for path planning give us interesting insights for our work. The main difference is the access
to the information of all the entities involved and the knowledge of the environment.

Other applications include Swarm-based Drone-as-a-Service (SDaaS) where a swarm of
drones is used for delivery [32]. Once again this application is centralized and includes a
complex architecture with different intermediate actors like the consumer, the provider and
the infrastructure for example.

Of course swarm of drones are also used for research purposes to investigate the emergence
of a collective motion regardless of any exterior objective. This topic is the one we are
interested in in this thesis and especially the flocking behavior which is mostly inspired from
nature like flocks of starling birds as an instance. In Fig. 2.2, a “murmuration” of starlings
can be seen. This type of dramatic formation can gather up to 750,000 individuals.

Figure 2.2: A flock of starlings flies in formation in the sky above Shapwick Heath National
Nature Reserve in Somerset. Credits: [5]

In their wish to mimic nature, researchers have developed flocking algorithms which are
entirely decentralized as it is done in the seminal work of Craig W. Reynolds [8]. Recent
articles also deal with realistic constraints leading to real outdoor experiments as in [1].
In [2], Vásárhelyi’s et al. manage to fly up to 32 drones in outdoor conditions. However,
the system was subject to multiple communication failures which forced the authors to
extrapolate neighbors positions based on global information. In 2022, Zhou and al. [6],
develop miniature and fully autonomous drones with an highly efficient trajectory planner
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based on limited information of onboard sensors. They manage to fly multiple drones in
cluttered environments such as a bamboo forest as it can be seen in the composite image in
Fig. 2.3.

Figure 2.3: Composite image of the aerial swarm in a bamboo forest. Credits: [6]

In the same fashion, Soria et al. [33] achieved rapid and safe collective motion with
dense obstacles by using potential fields into model predictive control (MPC). The high
computational cost of this method requires a centralized architecture. Also, the experiments
are done indoor using a motion capture system facilitating the localization of the drones.
This performance was also conducted in a decentralized way in the great article of Ahmad
et al. [34].

Flocking control is not the only field of research when it comes to swarm of drones. Other
topics such as consensus [35], coverage [36], connectivity preservation [37, 38, 39, 40, 41], and
pattern formation [42] are also widely studied in and applied to various types of autonomous
agents. The overall goal is the development of distributed control laws in order to reach a
global objective.

In this thesis, we focus on flocking models suited for outdoor applications with multi-
ple obstacles. This implies different hypothesis regarding perception, communication and
localization that will be discussed throughout this thesis.

2.2 Flocking Models

In this thesis, we focus on the collective motion among swarm of self-propelling UAVs with-
out any global objective. The self-propelling characteristic, ensuring persistent motion, is
necessary to the emergence of an order among the swarm [43]. Moreover, it prevents the
system from being stuck in an equilibrium state. The overall objective is to find efficient
strategies in order to increase the performances of flocking models while taking into account
various constraints such as the environment as well as the communication. So as to under-
stand the various aspects of this subject, we organize this section as a chronological survey
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outlining different flocking strategies and their properties. Even though our work is focused
on autonomous agents evolving freely, we also consider in this section, models that include
group objectives or navigational feedback as they are essential to understand the challenges
ahead.

2.2.1 Reynolds’ Boids

The “Boids model” is perhaps the first well known flocking model. It was published by
Reynolds in 1987 [8] and aimed at simulating swarm of “bird-oid” objects also called “boids”
even when they represent other sorts of creatures such as schooling fish. Computer graphics
was the first motivation of this work and led to realistic simulations of large flocks like, for
example, in 1992 with the Tim Burton movie Batman Returns. We can see this in Fig. 2.4
where hundreds of bats are flocking together around the Christmas tree. This rendering has
been done thanks to Reynolds work.

Figure 2.4: Batman Returns: Relighting of the Tree Ceremony scene. Credits: [7]

The model defined by Reynolds is deterministic and relies on three fundamental inter-
actions that are the separation, the alignment and the cohesion. These interactions are
represented in Fig. 2.5. Given these local interactions, the simulated boids should steer
to avoid crowding local flockmates (separation), steer towards the average heading of local
flockmates (alignment) and steer to move toward the average position of local flockmates
(cohesion). We understand here that the motion of a boid is entirely determined by its peers
in its neighborhood. The collision avoidance (separation) and the velocity matching (align-
ment) are complementary as the first one establishes a minimum distance between the agents
while the last one tends to maintain this distance. The alignment is the predictive version
of the collision avoidance and is only based on the velocity. Indeed, by aligning the agents
velocity together, it prevents them from having crossing trajectories and thus anticipates
potential collisions. Together, these two forces ensure a safe flocking. The flock centering
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Figure 2.5: The three fundamental flocking interactions as defined by Craig Reynolds [8].

(cohesion), as we mentioned above, causes the boids to steer toward denser regions (in terms
of boids population) and appears necessary when for instance the flock is separated around
an obstacle. However, because the interactions are local, if a flock is too widely separated, it
will not be able to merge back together. In that sense, the author assumes that his model is
better to represent a school or a herd as the animals involved have a relatively short-range
and limited perception of their environment in comparison with birds.

Regarding the control of the boids, the three forces produce independent acceleration
requests that are then passed into a navigation module which goal is to prioritize, combine
and adjust these requests with regard to the situation (risk of collision or obstacles ahead).
Indeed, one may be tempted to average the strength and heading of the accelerations without
checking if the resulting motion is dangerous. The accelerations could cancel out leaving the
motion of the boid unchanged leading potentially into an obstacle. To avoid this situation,
Reynolds uses an approach called the prioritized acceleration allocation. It prioritizes the
requests in terms of magnitude and stack them into an accumulator. While the sum of
the accumulated magnitudes is not larger than a maximum acceleration value proper to
the boids, it keeps stacking. The last request is truncated to compensate for the excess of
accumulated magnitude. Doing so, the most pressing requests are satisfied sometimes at
the expense of others. For instance, the acceleration resulting from the cohesion could be
ignored in favor of a maneuver to avoid a collision with a flockmate or an obstacle.

So far, we assumed that the boids could “acquire” information freely but this process is
perhaps the most important step yielding to a collective motion. In his model, Reynolds’
boids have direct access to all the local geometric information of the environment thus
including the position, orientation and velocity of neighboring boids. In real world, this
information results of a cognitive process following a perception step itself strongly impacted
by imperfect senses and environment conditions. The simulated perception of Reynolds
consists of a spherical zone of sensitivity centered at the boid local origin. An unbounded
perception of the environment would be unrealistic but could also lead to harmful behaviors
(considering that the interactions would be applied to this entire perception field). It is
quite easy to see that applying a cohesion force to the entire flock would lead all the boids
to converge to the same point which is not a good idea. It is even stated that “the aggregate
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motion that we intuitively recognize as “flocking” (or schooling or herding) depends upon
a limited, localized view of the world” [8]. This concept will be very important for the rest
of this thesis.

Figure 2.6: Projection of the boid onto the silhouette edge of the obstacle. Credits: [8]

Last but not least, the author also deals with the interaction of the flock with other
objects in the environment. Indeed, as we mentioned earlier, the main purpose of this
model is to suit computer graphics animations which include some scenes with different kind
of obstacles. These obstacles can be geometrically represented and simplified to suit the
simulation framework (the complexity of the shape for rendering would be too costly to
use). Interacting with the environment appears to be an actual challenge of the flocking
as the obstacles can be seen as constraints without which the flock tends to reach a steady
state. Two strategies of environmental collision avoidance are implemented in this paper.
The first one is based on force fields and the second one is called steer-to-avoid. The force
field concept suggests the existence of a repulsion force coming out of the obstacle which
strength is stronger as a boid gets closer to that obstacle. This method is easy to implement
but has some limitations such as the particular case of a boid moving toward an obstacle
with a heading collinear to the force field (but opposite directions). The force field would
only slow the boid down but not induce any change of heading which is not a good strategy.
Also, boids moving alongside an obstacle should not be repelled, only those flying toward it.
To overcome these limitations, the steer-to-avoid strategy considers only obstacles directly
in front of the boids and computes the appropriate acceleration in order to steer the boids
in a safe region along the obstacle ahead. This acceleration vector is based on a projection
of the boid onto the silhouette edge of the obstacle closest to the point of eventual impact
(see Fig. 2.6).

This pioneer work of Reynolds is a necessary step in understanding flocking in general.
In order to go deeper in the field of collective motion we will now talk about the Vicsek
model [9] whose approach relies more on statistical physics.
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2.2.2 The Vicsek Model

The Vicsek Model, referred to as “VM” from now on, was developed in 1995 by Vicsek et al.
[9] in order to study the transition from disordered to ordered states among homogeneous
polar1 self-propelled particles. This study is conducted around two main variables which
are the density of particles and the noise introduced in the model. The model itself is
very simple and is based on a unique rule: “at each time step a given particle driven with
a constant absolute velocity v0 assumes the average direction of motion of the particles in
its neighborhood of radius r with some random perturbation added” [9]. This rule can be
translated by two equations applied to N particles evolving in a 2D square arena of size L.
The first one regards the motion at a constant speed:

qi(t+ 1) = qi(t) + vi(t)∆t (2.1)

where ∆t is the time-step, qi(t) represents the position of particle i at time t and vi(t) =
v0si(t) its velocity. si(t) corresponds to the orientation of the particle velocity which can be
defined by an angle θi(t) and we have si = (cos θi, sin θi). Hereafter, bold notation will be
used to define vectors.
And the second equation concerns the update of the direction based on the particle neigh-
borhood of radius r:

θi(t+ 1) = Arg

[∑
j

vj(t)

]
+ ηξi(t) (2.2)

where Arg(x) measures the angle of x in radians, j represents all the particles in the neigh-
borhood of particle i, ξi(t) is a delta-correlated noise uniformly distributed in [−π, π] and η
is the noise strength. Equation 2.2 corresponds to the alignment interaction based on the
measure of the average velocity direction of the agent neighborhood.
We can see that the only parameters of the model are the absolute velocity v0, the noise
strength η and the density of particles ρ = N/L2 (the number of particles in the surface of
the arena).

This model is very popular as it is simple and appears to give rise to some different
patterns depending on the noise applied and the density. For example we can see in Fig. 2.7
that the image on the left has relatively high density and noise resulting in a poorly correlated
motion (correlation here refers to the alignment among the agents). As a comparison, the
image on the right has a higher density and almost no noise and we can see that the particles
are almost all aligned. We can already see here the impact of these parameters over the global
behavior of the particles as a group.

These different patterns, also called phases2 by Vicsek, are at the heart of his article [9]
and especially the transition from one phase to another. A typical example of phase transition
is the freezing of a fluid switching from a liquid state to a solid one. These transitions are

1Polar self-propelled particles have distinct heads and tails, and are propelled head-first
2In mechanical systems, the phase usually consists of a given position and momentum of a particle but

can be extended here to all the particles.
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(a) L = 7 and η = 2. (b) L = 5 and η = 0.1.

Figure 2.7: Velocity field for N = 300 self-propelled particles. The actual velocity is repre-
sented by a small arrow and the last 20 time-step is displayed as a short continuous curve
before the arrow. Credits [9]

usually defined by some changes of some specific parameters of the system named order
parameters and are correlated to the symmetry characterizing a phase [43]. In the case of
flocking here, and as we can see in Fig. 2.7, the different phases can be differentiated by the
average normalized velocity. As a result, Vicsek defines the order parameter va as follows:

va =
1

Nv0

∣∣∣∣ N∑
i=1

vi

∣∣∣∣ (2.3)

Thanks to this definition, it is now possible to quantify the phase of the system. If the
particles are highly disordered, the velocities are in random directions and hence the order
parameter is close to zero. On the contrary, if there is order in the motion then all the
particles are on average moving in the same direction and the order parameter is one.

Thus, the order parameter can be used as an accurate indicator of the phase transition
by monitoring its value while some parameters vary. In Fig. 2.8a we can see how the order
parameter and hence the global symmetry of the particles are impacted when the noise
increases at a fixed density for various number of particles. When the noise strength is high,
the order parameter is very low which makes sense as the particles heading tend to cancel
out. Also one can show that the sum of N randomly oriented unit vectors has a modulo of√
N [44]. Hence, in the disordered phase, we have va =

√
N/N = 1/

√
N which explains why

the higher the number of particles, the lower the order parameter is.
As the noise strength goes lower a certain threshold ηc, the system goes through a spon-

taneous symmetry breaking phase transition to finally reach an ordered phase. This is due
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to the synchronization of the particles heading. To sum up, we can say that the noise has a
really noxious effect on the collective motion and even more when the number of particles is
high (at fixed density).

(a) The order parameter va versus the noise
η at fixed density, ρ = 4.

(b) The order parameter va versus the
density ρ at fixed noise (L=20).

Figure 2.8: The order parameter va versus the noise on the left image and versus the density
on the right image. Credits [9]

However, at a fixed level of noise, the higher the density, the better the order parameter
is as it can be seen in Fig. 2.8b. Indeed, a higher density means more particles in a given
neighborhood synchronizing their headings. The information sharing process, through the
alignment rule, is thus more efficient which explains the trend of the curve. Once again it is
possible to define a threshold ρc indicating the phase transition.

The phase transition is a big part a Vicsek’s work and the analogy with the continuous
phase transition of equilibrium systems is assumed in order to find the rate of the vanishing
of the order parameter.
Because of its interesting characteristics, the Vicsek Model (noted VM) is still largely used
to model physical systems such as ferromagnetic particles or bacteria. However, some other
versions have also been developed in order to suit different situations like for example the
paper of Grégoire et al. [45] which uses the VM with a Lennard-Jones-type body force for the
attraction/repulsion interaction. This model is interesting when collisions are undesirable
and cohesion is required. Another model inspired by Vicsek can be found in the work
of Ginelli and Chaté [24] which considers topological interactions meaning that an agent
will interact with the ntopo closest neighbors (for example). This method, motivated by
observations of starling flocks [23], does not suffer from density fluctuations as the number
of interactions is fixed. Vicsek himself also developed some variations of his model like for
instance in the recent work of Jia and Vicsek [46] where a hierarchical flocking model is
designed. It relies on leader-follower interactions which are hierarchical in the sense that
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the leader and the followers don’t have the same impact on each others. In this work, the
stability of the model is investigated in the presence of noise which is quite similar to Vicsek’s
initial work.

Some of his articles have even led to real outdoor experiments such as the work of
Vásárhelyi et al. [2] or the one of Virágh et al. [1] but we will not detail them in this
section as they play a major part in this thesis and an entire section will be dedicated to
them.

2.2.3 Olfati-Saber’s Model

In this section, we are going to talk about the work of Olfati-Saber [10] which was released
in 2006. It is probably one of the most general theoretical framework for design and analysis
of distributed flocking algorithms. The article encompasses three algorithms, two for free-
flocking and one for constrained flocking. Free-flocking refers to a flocking without obstacles
while constrained flocking deals with obstacles. Among the free-flocking algorithms the first
one results in multiple fragmentation3 while the second one does not. We will see in the
following why this phenomena occurs and how it is solved. Even if this work appears to be
the most accomplished of its kind (and its time), many related studies have been conducted
and among them we can mention the work of Olfati-Saber and Murray [47], Fax and Murray
[48] but also Tanner et al. [49, 26]. They take advantage of Olfati-Saber’s framework and
algorithms and extend them to suit their own problematic such as tracking a moving target
[50].

In his paper, Olfati-Saber aims at preventing the two main pitfalls of flocking which are
the fragmentation and the collapse while making simple hypothesis. It relies on a strong
theoretical background including graph theory, stability analysis of dynamical systems and
other mathematical tools. In the following paragraphs, we tried to extract the most relevant
part of this work in function of our needs without losing consistency.

Consider N dynamic agents or particles which can be seen as nodes of a undirected graph
G. We have G = {V , E} with node set V = {1, 2, ..., N} representing the set of agents in the
system and the edge set E ⊆ V × V where edge (i, j) ∈ E represents a link between agent i
and agent j. The adjacency matrix A = [aij] of the graph is a matrix filled with elements
satisfying the property aij 6= 0 ⇐⇒ (i, j) ∈ E and we have aii = 0 for all i.

The N particles are ruled by the following equation of motion (double integrator):{
q̇i = vi

v̇i = ui
, (2.4)

where qi and vi represent respectively the position and the velocity of agent i and ui its
control input.

3Disintegration of the flock into smaller groups.
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Ni

i

1

2 3

4

Figure 2.9: Agent i and its neighbors based on the definition of Eq. 3.9.

As the algorithm is not centralized, an interaction range r is considered to define the
neighborhood of each agent. This neighborhood Ni determines the set of agents an agent i
is able to interact with:

Ni = {j ∈ V : ‖qj − qi‖≤ r} (2.5)

where ‖.‖ is the Euclidean norm.
Fig. 2.9 represents the neighborhood of agent i. We can see that ‖q4 − qi‖≥ r and hence
agent 4 is not part of agent i neighborhood.

(a) 2D α-lattice. (b) 3D α-lattice.

Figure 2.10: Representation of α-lattices. Credits [10]

To define the control input, the author uses collective potential functions. These potential
functions are designed in a way that the configuration q = col(q1...,qn) reached by the agents
satisfies the following constraint:

‖qj − qi‖= d,∀j ∈ Ni (2.6)
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where d is the scale of the configuration. A configuration satisfying the constraints of Eq.
2.6 is known as an α-lattice. It is represented in 2D and 3D in Fig. 2.10

The idea behind the collective potential function is the relation between its local minimum
and the solution of Eq. 2.6. Hence, by minimizing this function, we reach the desired
configuration.

We will not detail all the formulation made by the author here but rather show through
some graphs and explanation how it works. The collective potential function V (q) is a
non-negative function differentiable on its domain of definition:

V (q) =
1

2

∑
i

∑
j 6=i

ψα(‖qj − qi‖σ) (2.7)

with ‖.‖σ is the sigma norm4, differentiable everywhere and ψα(z) is a smooth attractive/re-
pulsive pairwise potential with a finite cut-off at rα = ‖r‖σ and a global minimum at
z = dα = ‖d‖σ (see [10]). In order to construct ψα(z), an action function φα(z) that
vanishes for all z ≥ rα is integrated:

ψα(z) =

∫ z

dα

φα(s)ds, (2.8)

φα(z) = ρh(z/rα)φ(z − dα) (2.9)

where ρh(z) is a scalar function that smoothly varies between 0 and 1 and φ(z) is an uneven
sigmoidal function with φ(0) = 0.

The action and the potential functions are represented in Fig. 2.11.

(a) The potential function ψα(z). (b) The action function φα(z).

Figure 2.11: Plot of the potential and action functions. Credits [10]

4‖z‖σ= 1
ε (
√

1 + ε‖z‖2 − 1), ε > 0
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Now that most of the mathematical tools have been introduced, it is possible to present
the different algorithms. In free-flocking the control input ui can be divided as follows:

ui = fgi + fdi + fγi (2.10)

where fgi = −∇qiV (q) is the gradient based term for attraction and repulsion, fdi is the
alignment term and fγi is the group objective.

Algorithm 1: The first algorithm does not include any navigational feedback (group ob-
jective) but still encompasses the three flocking interactions with the gradient based term
for the attraction/repulsion and the weighted velocity difference for the alignment:

ui =
∑
j∈Ni

φα(‖qj − qi‖σ)nij +
∑
j∈Ni

aij(q)(vj − vi) (2.11)

where nij is a vector from agent i to agent j (with respect to the sigma-norm) and aij =
ρh(‖qj − qi‖σ/rα) are the coefficient of the spatial adjacency matrix which represents the
graph G with distance-based coefficient.

Algorithm 2: The second algorithm is similar but includes the group objective fγi which
combines a position regulation and a velocity consensus with regard to a target defined by
its position qt and velocity vt:

fγi = −c1(qi − qt)− c2(vi − vt), c1, c2 > 0 (2.12)

And the total control input is:

ui =
∑
j∈Ni

φα(‖qj − qi‖σ)nij +
∑
j∈Ni

aij(q)(vj − vi) + fγi (2.13)

Even though these two algorithms combine all the rules defined by Reynolds [8] for
flocking, the first algorithm leads to a flocking behavior only for a very restricted set of
initial states. Without group objective, Algorithm 1 produces, most of the time, some
fragmentation which is, as we mentioned above, one of the main pitfall of flocking (see Fig.
2.12). In comparison, Algorithm 2 produces a flocking behavior every time. However, the
group objective is to use a centralized information that goes against the idea of a true flocking
model (i.e., with a decentralized control).

In his work, Olfati-Saber uses an agent-based terminology to identify the different actors
at stake and their role. The first one is the α-agent which is basically applying Algorithm
1 in order to form an α-lattice with its neighbors. The second one is the γ-agent which
appears in Algorithm 2 and can be dynamic (with a varying velocity) or static (with a null
velocity). It has a role of target that α-agents aim for and is necessary for the emergence
of a flocking behavior. The last one is the β-agent which is a virtual agent induced by the
presence of a static obstacle close to an α-agent, and which must be avoided.
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Figure 2.12: The fragmentation phenomenon. Credits: [10]

The β-agents are defined by their position q̂i,k which depends on the agent i projecting
it on the closest boundary of a neighboring obstacle Ok and should satisfy the following
constraint:

q̂i,k = argminx∈Ok‖x− qi‖ (2.14)

and Ok is a convex object.
β-agents also have a velocity v̂i,k, correlated to vi, which is tangent to the boundary it

is placed on. This velocity is used to generate an alignment force with the α-agents but it
doesn’t mean that β-agents are moving on their own. An example of the projection of a
β-agent on a spherical obstacle is represented in Fig. 2.13. In the same way that α-agents
have a neighborhood to define agents they interact with, there is a neighborhood N β

i based
on the set of obstacles Vβ = {1′, ..., l′} which defines the set of β-agents an α-agent interact
with:

N β
i = {k ∈ Vβ : ‖q̂i,k − qi‖≤ r′} (2.15)

where r′ is the interaction range with β-agents.
In order to interact with obstacles, a potential function φβ(z) is used which aims at

keeping α-agents away from β-agents from a certain distance d′. This constraint can be
thought in the same way as Eq. 2.6:

‖q̂i,k − qi‖= d′,∀k ∈ N β
i (2.16)

Obviously, there is no need for attraction between agents and obstacles so potential φβ(z) is
designed in order to vanish directly after the repulsive range of obstacles:

φβ(z) = ρh(z/dβ)(σ1(z − dβ)− 1) (2.17)

with σ1 = z/
√

1 + z2 and dβ = ‖d′‖σ.
Also there exists an associated adjacency matrix B = [bi,k] defining a relation between

β-agents and α-agents :
bi,k(q) = ρh(‖q̂i,k − qi‖σ/dβ) (2.18)
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Figure 2.13: Projection of a β-agent on a spherical obstacle. Credits [10]

Algorithm 3: The global control input of Algorithm 3 is based on multi-species interac-
tions. The first one is related to α-agents and includes attraction/repulsion and alignment.
The second one deals with β-agents and includes repulsion and alignment for obstacle avoid-
ance. Finally the last one is linked to γ-agents and includes attraction and alignment:

ui = uαi + uβi + uγi , (2.19)

with
uαi = cα1

∑
j∈Ni

φα(‖qj − qi‖σ)nij + cα2
∑
j∈Ni

aij(q)(vj − vi) (2.20)

uβi = cβ1
∑
k∈Nβi

φβ(‖q̂i,k − qi‖σ)n̂i,k + cβ2
∑
k∈Nβi

bi,k(q)(v̂i,k − vi) (2.21)

uγi = −cγ1σ1(qi − qt)− c
γ
2(vi − vt) (2.22)

where cνµ are positive constants for all µ = 1, 2 and ν = α, β, γ and n̂i,k is a vector from i to
q̂i,k with respect to the sigma-norm.

With this algorithm, the agents are swarming together while avoiding the potential ob-
stacles on their path. As in Algorithm 2, the “objective” associated to γ-agents is necessary
to avoid the fragmentation phenomenon. Besides its efficiency, this control algorithm gives
rise to interesting maneuvers such as squeezing (going through narrow paths) or split and
join (separation to avoid an obstacles before reaching back to a single cluster) as it can be
seen in Fig. 2.14.
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Figure 2.14: 150 agents squeezing themselves to go through highly constraining obstacles.
Credits [10]

The only drawback of this model is the conflict of tasks which may occur in presence
of non-convex obstacles. Indeed the group objective could force the agents to go toward a
concave obstacle resulting in unwanted situations like for example the agents being stuck or
even collisions with the obstacles.

The theoretical framework provided by Olfati-Saber is a fantastic tool for developing
and analyzing distributed flocking algorithm. Each of the three algorithms presented have
different performances and it is demonstrated that Algorithm 2 generically leads to a flocking
behavior. For these reasons (but not only), this work has been repeatedly used in the
literature such as in [50, 37, 51]. We also used it in one of the model developed in Chap. 4
(see also paper [52]) to extend its use to different contexts with other hypothesis.

2.2.4 Vásárhelyi et al.

A central issue of collective motion is addressed in the work of Vásárhelyi et al. [2], namely
how to make large flocks of autonomous drones navigate in confined spaces. Through this
work, the authors develop a flocking model for real UAVs which handles constrained envi-
ronments with obstacles and walls as the swarm evolves in a closed space. It is inspired from
the work of Vicsek [9], who is also author, but is also in the continuity of previous works of
Vásárhelyi and Viragh [53, 1]. The model, based on self-propelling agents with position ri
and velocity vi, defines a desired velocity ṽdi based on the flocking rules. It is a stochastic
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model as it integrates several realistic parameters such as inaccuracy of onboard sensors,
delays on the communication and reaction times.

At each time step, the desired velocity ṽdi of agent i is updated as follows:

ṽdi =
vi
‖vi‖

vflock + vrepi + vfricti +
∑
s

vwallis +
∑
s

vobstacleis (2.23)

where vi is the current velocity of agent i, vflock is the preferred speed of the agents (related
to the self propelling term), vrepi is the repulsion term, vfricti is the alignment term and vwallis

and vobstacleis are the obstacle and wall avoidance terms summed over all the sensed obstacles
and walls of agent i. The final desired velocity vdi is bounded to a maximum velocity vmax:

vdi =
ṽdi
‖ṽdi ‖

min{‖ṽdi ‖, vmax} (2.24)

The repulsion is a force derived from the half-spring model and occurs when the inter-agent
distance, rij = ‖ri − rj‖, is smaller than the maximum interaction range rrep0 :

vrepij =

 prep(rrep0 − rij)
ri − rj
rij

, if rij < rrep0

0, otherwise
(2.25)

with prep a linear gain. The overall repulsion for agent i is vrepi =
∑

j vrepij .

The alignment term is the centerpiece of this model. It acts as a damping medium,
reducing noise-based oscillations and synchronizing motion among the agents. It scales to
large velocity differences and takes into account the maximum allowed acceleration of the
agents thanks to a smooth velocity decay function D:

D(r, a, p) =


0 if r < 0

rp if 0 < rp ≤ a/p√
2ar − a2/p2 otherwise

(2.26)

where r is the distance between an agent and an expected stopping point, a is the preferred
acceleration, and p is a linear gain also determining the crossover point between the two
phases of deceleration. Thanks to this, the author defines the maximum allowed velocity
difference between two agents vfrictmaxij and the resulting velocity alignment term vfrictij :

vfrictmaxij = max

(
vfrict, D(rij − rfrict0 , africt, pfrict)

)
(2.27)

vfrictij =

Cfrict(vij − vfrictmaxij )
vj − vi
vij

, if vij > vfrictmaxij

0, otherwise
(2.28)
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where vfrict is a velocity slack, rfrict0 is the stopping distance, africt is the acceleration pa-
rameter, pfrict and Cfrict are linear coefficients and vij = ‖vi − vj‖. The overall alignment

for agent i is vfricti =
∑

j vfrictij .
A visual explanation of the repulsion and the alignment terms is given in Fig. 2.15 where
the blue line corresponds to the repulsion term and the green line defines the maximum
allowed velocity difference between two agents. These terms are plotted in function of the
inter-agent distance.

Figure 2.15: Visual interpretation of the repulsion term in blue and the alignment term given
by the maximum allowed velocity difference between two agents vfrictmaxij in green. Credits[2]

The interactions with walls (boundaries of the environment the agents evolve in) and the
obstacles are based on virtual agents called shill agents. In a similar fashion as it is defined
by Olfati-Saber [10], each agent projects a shill agent on the closest point of nearby obstacles
with a velocity vs pointing outward the obstacle (or inward for walls). Then the strategy
used is to apply the alignment interaction term in order to relax its velocity to the one of
the shill agent. Doing so, the agent is both repelled and slowed down. A maximum velocity
difference vshillmaxis is also defined so as to reach the obstacle avoidance velocity term vobstis :

vshillmaxis = D(ris − rshill0 , ashill, pshill) (2.29)

vobstis =

 (vis − vshillmaxis )
vs − vi
vis

, if vis > vshillmaxij

0, otherwise
(2.30)

where ris = ‖ri− rs‖, rshill0 , ashill and pshill have the same signification that the one for align-
ment defined in Eq. 2.27 but with different values. vis = ‖vi − vs‖. The overall obstacle
avoidance for agent i is vobsti =

∑
s vobstij . A visual interpretation of an agent projecting its
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i Obstacle

vi(t)

vs(t)vobstis (t)

Figure 2.16: Agent i projecting a shill agent on an obstacle to perform the obstacle avoidance
interaction.

shill agent on an obstacle is given in Fig. 2.16. The direction of vobstis is also given with an
arbitrary magnitude.

As it can be seen, this model concatenates many parameters that have to be tuned in
order to reach an efficient flocking behavior. The authors use a genetic algorithm called
CMA-ES [54] in order to take into account the stochastic characteristic of the model. This
optimization relies on different order parameters (see Sec. 2.2.2) that measure the coherence,
the obstacle avoidance and the collision avoidance during an experiment of time T . Regarding
the coherence, it is associated to the correlation and is measured within connected clusters.
Two agents i and j are said to be connected if their inter-distance is lower than rcluster:

rcluster = max

(
rrep0 , rfrict0 + D̃(vflock, africt, pfrict)

)
(2.31)

where D̃(v, a, p) is the breaking distance r for which D(r, a, p) = v.
Thus, consider N agents, the cluster Ji of agent i of size Ni is defined as follows:

Ji = {j ∈ [1, ..., N ] : ‖rj − ri‖≤ rcluster} (2.32)

Hence, the cluster dependent correlation Ψcorr, also known as alignment, can be defined:

Ψcorr =
1

T

1

N

∫ T

0

N∑
i=1

1

Ni − 1

∑
j∈Ji

vi · vj
‖vi‖‖vj‖

dt (2.33)

Regarding the collision, the collision risk Ψcol is measured:

Ψcol =
1

T

1

N(N − 1)

∫ T

0

N∑
i=1

∑
j 6=i

Θ(rij(t)− rcol)dt, (2.34)

with Θ(.) the Heaviside step function and rcol the minimum allowed distance between two
agents.
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Potential collisions with walls and obstacles are measured by the order parameter Ψwall:

Ψwall =

∫ T
0

∑N
i=1 Θ(r̃is(t))r̃is(t)dt∫ T

0

∑N
i=1 Θ(r̃is(t))dt

, (2.35)

where r̃is takes positive values outside the arena and inside an obstacle, negative ones oth-
erwise.
The average velocity of the flock Ψvel is also measured:

Ψvel =
1

T

1

N

∫ T

0

N∑
i=1

‖vi(t)‖dt (2.36)

The last metrics used regard the cluster size with Ψdisc which counts the number of isolated
agents (which cannot communicate with any other agent) and Ψclust which measures the
minimum size of the clusters. More information about the optimization process will be given
in Chap. 3.

The performance of this model is quite impressive and remains as is for a large velocity
regime and a various number of agents. The outdoor experiments with real UAVs also
confirm the effectiveness of the design of the control law with the integration of noises
and delays. However these experiments also show the limit of the assumptions taken in
terms of communication mostly. Indeed, in the model, the delay is constant and so is the
communication range whereas in reality, they vary according to multiple factors such as
the environment for the communication range or the distance between two drones for the
delay. In the next section, we discuss the information flow in wireless sensor networks such
as swarm of drones.

2.3 Information Flow in Swarm of UAVs

Collective motion requires an acute coordination among the involved entities. In nature,
whether it is among flock of birds [55] or school of fish [56], this coordination is made
possible through the perception of the animals which is based on vision mostly. When it
comes to UAVs, different choices can be made. The improvements in image processing using
neural networks for example have made cameras a very attractive sensor for swarm of drones
[16] in order to derive neighbors positions. In addition, camera can also detect obstacles
which is essential. However, cameras have drawbacks such as light condition sensitivity,
computational cost/speed, directionality and environment in general which affects the line
of sight. To overcome these limitations, wireless communication can be used as a complement
[6] but also alone [1].

2.3.1 Exchanging information in flocking models

Let’s first study how the information flow is realized in the flocking models discussed in
Section 2.2. In Reynolds’ boids [8], there is a strong analogy between the designed model
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and flock of birds. Even though this latter relies on a limited perception of the environment
through vision and hearing abilities, the available optical technology at the time this article
was written was not efficient enough nor reliable to be considered in the model of the boids.
As a consequence, the information sharing relies on a communication-like process where all
the information of the agents and the environment are centralized and distributed among all
the agents (in the simulation). However, the information is not entirely global as it is shared
only by agents in the same neighborhood (see Sec. 2.2.1).

The Vicsek Model [9] is purely simulation based and focused on the emergence of collective
motion. It does not really consider the communication aspect and, like many others, only
reckons that particles in a bounded circle interact together (see Sec 2.2.2). The authors
make no assumption regarding the perception of the particles nor of the way of sharing
information from a particle to another. They only assume that there is an underlying
mechanism (based either on communications or perception) able to provide the necessary
information to compute these interactions.

Olfati-Saber [10] is no exception. He considers a dynamic graph-based approach with a
varying communication complexity which is related to the number of edges of the commu-
nication graph [57]. In this approach, the information flow through these edges is assumed
local and perfect. The topology of a wireless sensor network with a bounded communica-
tion range is called a net. Because the communication range is the same for all the nodes,
all nets are undirected graphs. No other aspects of the communication are studied in this
paper. However, the author raises awareness about the computational costs if a centralized
approach were foresee for communications (for instance via a ground controller).

With Vásárhelyi’s et al. [2], the communication aspect is much more studied and taken
into account. Indeed the authors consider a local and delayed communication. The delay,
even though it is constant, gives a better representation of realistic experiments which are
mostly asynchronous. One main advantage of this work is that it has also conducted real
outdoor experiment including two independent, parallel wireless modules for inter-agent
communication in the 2.4-GHz range, both broadcasting the same status packets. This
solution appeared to be unreliable as only 40% to 80% were received by close-by peers on
average in a flight with 30 drones. In Fig. 2.17, we can see a detailed log of the distance
dependence of the reception quality from a 5-min sample flight with 32 drones. We observe
that the communication outages are more and more frequent as the inter-agent distance
increases which means that communication is more reliable with close-by agents than with
distant one. This distribution is actually not so inconvenient as critical information comes
from the closest agents which do not suffer from extensive communication outages.

To conclude on the information flow in the flocking models, either there is no assumption
on the way it is realized (like in the Vicsek model) or the authors assume perfect communi-
cations except in the work of Vásárhelyi’s et al. in which a constant delay is added to the
communications. Even if it is a first step towards a better modeling of the communication
properties, it is still far from the reality. In this thesis, we go further on the communication
aspect by introducing a realistic radio propagation model (see Chap. 3).
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Figure 2.17: Probability distribution of the communication outages as a function of distance.
The database was gathered from a 5-min section of a general flight with 32 drones in a remote
open-air setting. Each drone logged a 5-Hz sampling of the elapsed time since the reception
of the last status packet from all other drones. This value was matched later with the
position of the drones recorded accurately by each drone onboard. Color indicates timeout
probability in each bin for a given distance. Average timeouts with standard deviation and
with the number of data points are indicated on the right for 50m distance gap, whereas the
black line on the plot indicates average and std of timeout for each distance bin of 10m. [2]

2.3.2 The communication and mobility trade-off

Wireless communication is a very powerful tool as it enables the transmission of any kind of
information that is either acquired through onboard sensors (e.g., GNSS, camera, lidar) or
also received from other nodes. Thanks to this, coordination among the agents can be more
efficient than perception based sensors as the distribution of the information is possible.
However, exchanging information between many nodes poses various challenges inherent to
wireless communication. Different wireless communication technologies can be used and
differ in terms of communication range, bandwidth and required infrastructure. Among
them we can cite multiple papers that deal with swarm of drones using different protocols
such as cellular network [18], Wi-Fi [2], Ultra-Wide-Band (UWB) [19] or even LoRa [20]. All
these technologies have different performances and properties that may benefit a situation
or another. For example, for a mission which requires long distance communication, UWB
will most likely not be used in comparison to LoRa.

Independently of the protocol, communication relies on radio waves which are subject to
various phenomena such as diffraction, absorption, ground effect, interference, noises and so
on. Because of this, the performances of the communication can be degraded resulting in
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losses, delays and even communication outages. The environment plays also a major role in
the degradation of the communication. In the case of an urban environment, big obstacles
such as buildings and houses generate unwanted phenomena like multipath which generates
constructive or destructive interference [58]. On the other hand, dense environments like
forests can give rise to multiple communication interruptions and noises.

Vicsek et al. show in [9] that the noise on measurements (for instance measurements
of angle) prevents the emergence of a collective behavior. A degraded quality of the com-
munications may also have harmful consequences on the swarm as shown in [59], in which
the authors study, by simulation, how the swarm algorithms are vulnerable to degraded
communication and confirmed by experimentation in [2].

In Chap. 4 and Chap. 5, we study the impact of environments with obstacles on different
flocking models by using a radio propagation model that takes into account the obstacles.

However, if degraded communication can prevent the emergence of a collective behavior,
individual behaviors can themselves be adapted to provide a better communication quality
between nodes as it is shown in [60] where the authors take advantage of the orientation
of the UAVs to improve the communication throughput. Also in [61], the authors use the
BER (Bit Error Rate) combined with the SNR (Signal to Noise Ratio) to characterize the
communication quality and integrate it into a performance index expressing a trade-off be-
tween desired inter-agent distance and quality of the communication. In [62], the authors
perform subterranean exploration based on signal measurements as the RSSI (Received Sig-
nal Strength Indicator) and adapt the path of the agents accordingly. From these different
examples, we can see that the information flow in multi-agent systems should be carefully
studied as it has a major role on the behavior of the swarm. However, modeling the infor-
mation flow in multi-robot systems remains a challenge as they are dynamic, resulting in a
high communication complexity.

2.3.3 Overview on communication in multi-robot simulators

When it comes to the study of swarm of UAVs communicating together, two types of simu-
lator can be identified. The first one regards robots simulation, focusing on the accuracy of
the motion including physical aspects and interactions with the environments. Among these
simulators we can cite GAZEBO [11], MORSE [63] or ARGoS [64]. Snapshots of these
simulators are displayed in Fig. 2.18 and 2.19.
Each of these simulators has its own characteristics, depending on the language it is written
in but also the requirements of the team that made it. For example in GAZEBO and
MORSE, the representation of the environment can be done “accurately” resulting in real-
istic simulations. However the computation cost increases accordingly which slows down the
simulation and hence makes it difficult to simulate many robots. The ARGoS simulator is
more focused on the simulation of large scale swarms of robots. This does not mean that
the environment is not taken into account but that the rendering is simplistic.

Regarding the communication aspect, all these simulators integrate some functionalities
that can be used to derive a “simple” communication model. In ARGoS and MORSE,
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(a) ARGoS simulator [64]. (b) MORSE simulator [63].

Figure 2.18: Snapshots of different robots simulators.

Figure 2.19: GAZEBO [11] (our flocking simulation)

the range and bearing model is implemented. It basically decides whether or not two robots
can communicate depending on their inter-distance and their orientation. In GAZEBO,
the robots are assumed to broadcast fixed-payload beacons transmitted at a fixed rate and
frequency. These beacons can be received by any other robots in range itself computed
using the Okumura-Hata model [65]. This model is interesting as it takes into account real
communication characteristics but does not reflect the reality.

Accurately modeling wireless networks is a fully-fledged discipline that brings us to the
second category of simulators namely network simulators. Among them we can cite NS-
3 [66] and OMNeT++ [67]. These simulators are discrete event simulators that aim at
accurately modeling networks from the physical layer to the application layer. In Fig. 2.20,
we can see snapshots of these simulators. If the nodes in the network can be assimilated as
robots, their movements, interactions and global dynamics will be very inaccurate as it is
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(a) NS-3 simulator [66]. (b) OMNeT++ simulator [68].

Figure 2.20: Snapshots of different network simulators.

not the purpose of these simulators and it would be too costly to integrate it.
Hybrid simulators have been developed such as AVENS [69] or CUSCUS [70] and

act as a bridge between network and robotics by developing plugins in order to enable the
communication between independent simulators such as OMNeT++ and X-Plane Flight
Simulator for the AVENS simulator. However, these hybrid simulators happened not to
be maintained which make them not usable as the version of the used simulators are getting
updated.

A recent simulator designed by Virágh et al. [1] has yet drawn our attention as it simulates
the accurate motion of multiple coarse-grained (simplified) UAVs in complex environments.
Moreover, it enables the modification of the control law and considers realistic communication
aspects such as noises, delays and outages. We will see in the next chapter most properties
of this simulator and also how we extended it with new functionalities.
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3

Simulation of UAV Flocks and
Degraded Communication

As we have seen in Chap. 2 there is a lack of appropriate simulator merging both robot
dynamics and realistic wireless communication. Researchers usually develop home made
simulators that suit their needs in order to validate their control model before testing in
the real world. In this chapter, we present the simulator of Viragh and how we extend it
with new features. We focus on the robot model and introduce a radio propagation model
in the simulator. We also present the settings used to define different scenarios. Finally, we
introduce a framework in order to optimize flocking models based on performance metrics
and using a genetic algorithm. The simulator and the optimization tools are closely related
and will be regularly used throughout this thesis.
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3.1 The Simulation Context

In this thesis, we need a simulator that satisfies multiple requirements in order to test new
flocking models and optimize them in realistic conditions:

• Simulation of multiple UAVs using coarse-grained representation (to be scalable to
large swarms)

• Modifiable UAVs control law

• Simulation of realistic communication

• Simulation of various physical environments with or without obstacles

• Simulation in 2D or 3D

• Low computational cost for scalability and fast simulation/optimization

Following these requirements, we decided to use and extend the simulator1 developed by
Virágh et al. [1]. It is a dynamic multi-agent simulator with “low level” rendering and is
written in C. It is capable of solving stochastic differential equations (SDE) using Euler-
Marayuma method. This property is fundamental as the dynamic of our system is not
deterministic. Indeed, multiple noises defined by random variables are introduced in our
model for the sake of realism. In addition to this property, we decided to use this simulator
instead of off the shelf simulators such as ARGoS [64] or GAZEBO [11] for two main reasons.
The first one is that the original model of Vásárhelyi et al. was already implemented in
this simulator and hence would give us a fair comparison with our models. The second
one, and probably the most important, is that we mostly use this simulator on servers to
perform parameters optimization which requires hundreds of runs and this tool has a low
computational cost speeding up the optimization process. The visualization is only used to
check the behavior of the agents for a given set of parameters.

Two snapshots of the main window is displayed in Fig. 3.1. On Fig. 3.1a, we can see a
2D environment filled with a bounded arena in blue and obstacles in orange. The agents are
represented by the yellow dots in the center of the window. In addition, some supplementary
information is also given such as the number of clusters based on the communication graph
(top left corner), a length scale (top left corner), the elapsed time since the beginning of the
simulation (bottom left corner) and the speed of the simulation in comparison to the real
clock of the computer (bottom left). It is also possible to have a 3D view of the environment
as it can be seen on Fig. 3.1b. Other features are available in this visualization mode and
will be presented throughout this thesis when they are used.

The simulator can be divided in three parts. The first one concerns the aerial robot model,
focusing on its properties and motion. The second one regards the communication model,
that is to say how we assume the information to be shared among the UAVs. The third one

1Access to the original project here: https://github.com/csviragh/robotsim
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(a) 2D View. (b) 3D View.

Figure 3.1: Main window of the simulator displaying the agents evolving in the arena.

is dedicated to the configuration of the simulator including the physical environment, the
initial conditions and the different functionalities. Finally, the performance analysis based
on custom metrics integrated to the simulator will be discussed and introduced along with
the optimization process which is a crucial step of our work.

3.2 Aerial Robot Model

In this section we present the main features of the the aerial robot model proposed in Virágh’s
simulator as we are going to use it for this thesis.
UAVs usually have a low level controller, like a PID controller [71] for instance, taking as
input a desired velocity or acceleration or torque and so on. In this simulator, a velocity
controller is used and the desired velocity of a unit i, vdi depends on the position xj and
velocity vj of its neighbors j :

vdi (t) = fi(xj(t),vj(t)) (3.1)

where fi is the “control law” which corresponds to our flocking algorithm. In Chap. 2 we
have seen different examples for the design of fi. In Chap. 4 and Chap. 5 we will present
new flocking algorithms.

For the sake of realism, various flaws are introduced by Virágh in the aerial robot model.
If they cannot really express the deficiencies of real robots, they still raise awareness regarding
the impact of each of them on the behavior of the robots independently and as a swarm:
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• Inertia: The desired velocity vdi is not instantaneously reached. It depends on a low-
level controller, as we mentioned above, itself having a settling time τctrl. This charac-
teristic time defines the time it takes for the velocity input to be reached. However we
cannot expect the robot to reach any kind of velocity in a fixed time, independently
of its initial condition. This condition is directly linked to the inertia of the robot or
acceleration, which magnitude is hence bounded to a given value amax. The velocity is
also bounded to vmax.

• Inner noise: Gaussian noises are introduced into the position and velocity measure-
ments from the GNSS. It is represented by a stochastic function ηηηsi (t) characterized by
a standard deviation σs. For more information, please refer to [1].

• Outer noise: A Gaussian noise ηηηi(t) with standard deviation σ is also added to the
acceleration of the robots accounting for the unpredictable effects of the environment
like the wind for example.

• Refresh rate of sensors: Each robot updates its sensors at a given frequency fs.
The higher this frequency, the more reactive the robot will be.

• Processing delay: We assume that there is a fixed time tdel representing the delay
between the acquisition and the treatment of neighboring data. This makes perfect
sense when multiple robots exchange information simultaneously at high frequency.

All these parameters can be modified on-line which is a big advantage of this simulator as
one can see the impact of each of them. They should be carefully studied and their value
should be eventually set to a realistic one. For our experiments, we used the values gathered
in Tab. 3.1. These values come from [2] and can be fairly associated to a realistic hardware.
For example, a typical refresh rate for a GNNS sensor varies between 1Hz and 10Hz.

Table 3.1: Parameters of the robot model

Parameter Description Value

τctrl (s) Settling time of the low-level controller τctrl = 1s
amax (m/s2) Maximum acceleration in magnitude amax = 6m/s2

vmax (m/s) Maximum velocity in magnitude amax = 7m/s
σs (m2/s2) Inner noise standard deviation σs = 0.005m2/s2

σ (m2/s3) Outer noise standard deviation σ = 0.2m2/s3

fs (Hz) Refresh rate of sensors fs = 5Hz
tdel (s) Processing time of the data tdel = 0.2s

The control law fi should lead to equivalent performances whenever some parameters of
the aerial robot model are changed in a reasonable range, especially regarding the various
noises introduced as well as the refresh rate of the sensors and the processing delay. Indeed,
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depending on the hardware used, these parameters might be different but we expect the
performances of our model to remain constant.

Finally, the calculation of the desired acceleration of the UAV is done by computing
the error between the actual velocity of the UAV and the desired one. Some noise is also
introduced for the sake of realism. This variation of velocity per period of time (proper to
the low level controller) is equivalent to the acceleration ai(t) that the UAV should have at
each time step. As we also set a maximum acceleration amax and an outer noise ηηηi(t), this
should also be considered in the equation (as done in [1]):

ai(t) = ηηηi(t) +
vdi (t)− vi(t)− vsi (t)

‖vdi (t)− vi(t)− vsi (t)‖
·min

{
vdi (t)− vi(t)− vsi (t)

τ
ctrl

, amax

}
, (3.2)

where vdi (t) is the desired velocity from 3.1, vi(t) is the velocity of the UAV and vsi (t) is the
velocity noise derived from the the inner noise by integrating it, v̇si (t) = ηηηi(t). Thanks to
the Euler method, the equation above can be solved and the resulting velocity and position
of the robot can be calculated.

The aerial robot model is a fundamental layer of the simulator, the closer it reflects
reality the more reliable it is towards real experiments. However, it often means increasing
the complexity and the computational cost.

3.3 Simulating Degraded Communication by Obstacles

Another important aspect of the simulator is the communication layer. Most of the flocking
simulations consider ideal communications and do not take into account the impact of the
environment on the communication quality which usually results in issues when performing
real experiments [2]. A majority of the simulations uses a distance threshold under which the
communication is possible and above which it is not and the communication is either perfect
[10, 50], or more realistic (with delays and packet losses) [2, 1]. However, even this latter
has limitations as we explained in Sec. 2.3. In [59], the authors explain how an emergent
behavior, such as flocking, is impacted when we use a relatively accurate propagation model
and tune the inherent losses due to shadowing effects, SNR, jamming and so on. However,
these studies consider only simplistic flocking models, far from realistic fleet of UAVs.

Whenever outdoor experiments with swarm of UAVs are being conducted, different tech-
nologies can be used to perform air-to-air communication. Among them we usually find
Wi-Fi [2, 58], Ultra Wide Band [6], XBee [72] and cellular network communication tech-
nologies [73]. These different technologies have their own properties that make them more
suitable depending on the application and its requirements. One feature of the IEEE 802.11
standard, also known as Wi-Fi, is the ability to integrate portable and moving stations
without the use of any pre-existing infrastructure, which is exactly what we seek in this
work. It is also a reliable technology for short communication distance (< 100m), making
it very suitable for a flocking application where the UAVs are expected to move in a tight
formation. Note also that Wi-Fi interfaces are small and light, impacting, at the margin,
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the drones’ payload. For these reasons, we have decided to consider the Wi-Fi technology in
our simulator.

As in the robot model, we aim at having a realistic model for the communication layer.
Even though we cannot accurately simulate all the radio waves from an emitter to a re-
ceiver because of the computational cost, we still want to introduce some features that are
fundamental in the communication:

• Communication protocol: Each robot is equipped with an isotropic antenna and
broadcasts its information using the Wi-Fi protocol on the 2.4GHz band. We consider
that each robot has an emitting power of PTxdBm = 20dBm and that the communication
threshold is Pmin = −70dBm. Under this power, the reception is no longer possible.

• Communication range: The communication between two robots is local and bounded
to a given area. This area is not constant and depends on the surrounding environment
of the robot. Indeed, obstacles usually hinder the propagation of the radio waves and
hence prevent the information flow. This dynamic range cr(t) is computed using the
log distance path loss model. The detailed presentation of this model will be done in
Sec. 3.3.1.

• Communication loss: All communication systems are subject to packet losses. This
phenomena is more likely to happen when the communicating robots are far from each
other or when the received power PRxdBm (in terms of radio wave) is low. To model this
loss we define a packet loss ratio plr ∈ [0, 1] and a packet loss power plp representing the
minimum received power below which losses are most likely to occur. At each time step

we compute the quadratic loss coefficient inspired from [1], K =
PRxdBm∗PRxdBm

plp∗plp ∗plr and

randomly pick a number ζ ∈ [0, 1]. If ζ < K, then we consider that the transmitted
packets have too many losses and hence the communication link is broken. Otherwise
the communication takes place. In [1], the coefficient is computed using distances but
in our case, we use the received power to fit our communication model.

These parameters both define the characteristics of the communication protocol we use but
also the different flaws we introduce in this protocol. The values used in the simulation are
gathered in Tab. 3.2.

Table 3.2: Parameters of the communication model

Parameter Description Value

fprot (GHz) Frequency used for the communication protocol fprot = 2.4GHz
PTxdBm (dBm) Power level of the emitter PTxdBm = 20dBm
Pmin (dBm) Minimum level of power before communication outage Pmin = −70dBm
plr (-) Packet loss ratio plr = 0.3
plp (dBm) Packet loss power plp = −65dBm
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The use of powers instead of distances is directly linked to the fact that we use an
actual radio wave propagation model for the communication. This model is integrated to
the simulator and depending on its output, we know whether or not the communication
between two UAVs is possible or not.

In the following, we introduce a prediction step of the radio propagation using the log
distance path loss model (denoted LDPL) for both free space propagation but also inside
obstacles and we see how obstructed environments affect the quality of the communications
and consequently the flocking quality.

3.3.1 Log distance path loss model

In this section, we aim at modeling how radio waves dynamically evolve with the environ-
ment. The goal is to define the resulting communication range which sets the boundaries of
one agent neighborhood. To represent this communication range we will use the path loss
PL which can be defined as follows:

PL = PTxdBm − PRxdBm , (3.3)

where PL is the path loss measured in decibels (dB), PTxdBm is the transmitted power in
dBm at the emitter, PRxdBm is the received power in dBm at the receiver. As we need
to estimate the power received by the UAVs knowing the transmitted power, we need a
method to compute the path loss and thus retrieve PRxdBm . To do so, we consider the LDPL
model that predicts the path loss a signal encounters within different types of environments
[74]. The LDPL model has been repeatedly used in the literature to measure the path loss
between the different nodes of a “flying ad-hoc networks” (FANETs) [75] like in [58, 20] but
estimating the real path loss exponent of the environment may be difficult and out of the
scope of our research [76]. Other models can also be used for the radio wave propagation [77],
but most of them are very specific to a given environment or set-up. Even if the LDPL model
is “simple” it is generic and that is why we decided to use it. Last but not least, modeling
radio waves accurately is extremely costly especially when the transceivers are moving (in
our case, the UAVs).
The LDPL model is formulated as follows:

PL =

PL0 + 10γlog10
d

d0
+Xg, if d ≥ d0

PL0, otherwise
(3.4)

where, PL0 is the path loss at the reference distance d0 calculated using the Friis free-space
path loss model, d is the distance between the emitter and the receiver, γ is the path loss
exponent that depends on the environment (we use γ = 2 in free space) and Xg reflects the
variations of the path loss caused by shadowing effects and/or multiple paths. This latter is
a zero mean Gaussian random variable with a standard deviation of σc = 2dB. For the sake
of clarity, we will refer to this communication model as regular.
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The green curve in Figure 3.2a represents the evolution of PRxdBm on a path where there
is no obstacle and PTxdBm = 20dBm. This corresponds to the situation represented in Fig.
3.2b with dobst = 0m. We can see that it takes approximately 300 meters to reach the power
threshold Pmin = −70dBm which is often considered as the minimum power required to
enable a “reliable” communication between agents, in Wi-Fi for instance.

(a) Evolution of the received power as a function of
inter-agent distance. The green line represents a path
without obstacle, the orange line has a 1.5 meters long

obstacle on its path and the blue one has a 3m long
obstacle on its path.

(b) Schema representing two
agents separated by a
distance d including a

portion of length dobst within
an obstacle.

Figure 3.2: Received power for a given scenario with varying size of obstacle.

In the previous formula, the environment is modeled via, among others, the parameter
γ and Xg. In order to take into account the impact of the different obstacles on the com-
munication quality, we add a dissipation model inside the obstacles leading to high loss of
the signal strength when the signal goes through an obstacle. The resulting path loss is
expressed as follows:

PL =


PL0 + 10γlog10(

d− dobst
d0

)

+Xg + PLobst(dobst),
if d− dobst ≥ d0

PL0 + PLobst(dobst), otherwise

(3.5)

where, dobst is the length of the path inside the obstacle and PLobst is the path loss in dB due
to obstacle attenuation. By using a simplified model of the path loss, this latter is defined
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as:
PLobst(dobst) = 10γobstlog10(dobst) +K (3.6)

where γobst is the path loss exponent for the obstacle and K is a constant. We assume that
dobst ≥ 1m. This communication model will be called degraded. All the parameters of the
communication model are gathered in Tab. 3.3.

Table 3.3: Parameters of the LDPL model

Parameter Description Value

γ (-) Path loss exponent in free space γ = 2
γobst (-) Path loss exponent in the obstacles γobst = 4
σc (dB) Standard variation of the random variable Xg σc = 2dB
d0 (m) Reference distance d0 = 1m

The orange and the blue curves in Figure 3.2a represent the evolution of PRxdBm on a path
where respectively dobst = 1.5m and dobst = 3m (see Fig. 3.2b). In this configuration we have
γobst = 4, PTxdBm = 20dBm and K = 0. We can see that this model has a strong impact on
the communication’s quality as it takes less than 30 meters to first lose the communication
among agents with a 3 meters obstacle between them.

We can now define a new function cr(t) representing the communication range by finding
the inverse function of the path loss and setting the received power PRxdBm to the minimum
level Pmin. We consider the case here where d−dobst ≥ d0 as we are looking for the maximum
distance before the communication is no longer reliable.

So we can write:

PTxdBm − PL > −70

PTxdBm − (PL0 + 10γlog10(
d− dobst

d0
) +Xg + PLobst(dobst)) > −70

log10(
d− dobst

d0
) <

70 + PTxdBm − PL0 − PLobst(dobst)−Xg

10 ∗ γ
= K(dobst, Xg)

and finally we get

d < d0 ∗ 10K(dobst,Xg) + dobst

Hence we have:
cr(t) = d0 ∗ 10K(dobst(t),Xg(t)) + dobst(t) (3.7)

Using this formula to compute the communication range for dobst = 0 and Xg = 0, we
get cr = 316m which correlates with our results plotted on Fig. 3.2a.

With this method, we are now capable of predicting the agents that are able to receive
information that has been broadcasted by another agent. This is fundamental in flocking
models where the interactions are local.
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3.3.2 Neighborhood definition

The notion of neighborhood is central in flocking. Indeed, it commonly represents the
set of agents whose states (position and velocity mostly) can be accessed by another agent,
through communication or sensors such as camera, in order to compute its next move. If we
go back to Eq. 3.1, we said that the desired velocity of one agent i depends on the position
and velocity of its neighbors j and was calculated using a control fi. Thanks to the LDPL
model that we presented in the previous section (Sec. 3.3.1), we are now capable of defining
the actual neighbors implicated in the calculation. Hence, the control law can be seen as the
sum of all the local interactions with each neighbor:

fi =
∑
j∈Ni

fij, (3.8)

where fij is the interaction term between agents i and j and Ni is the neighborhood of
agent i. In the following, we present two neighborhoods that will be used in this thesis.

To define the neighborhood properly, we use some graph notations. We model a multi-
agent system by a directed graph G = {V , E} with node set V = [1, 2, ..., N ] representing
the set of agents in the system and the directed edge set E ⊆ V × V where edge (i, j) ∈ E
represents a directed link of agent i sending information to agent j. The opposite is not always
true, (i, j) ∈ E 6=⇒ (j, i) ∈ E . We consider that the edge (i, j) exists (i.e. agent j received
the information from agent i) if and only if j ∈ Ni with Ni being the communication
neighborhood (CN) of agent i:

Ni = {j ∈ V : ‖rj − ri‖≤ cr(t)} (3.9)

where cr(t) is the communication range which varies according to the LDPL model (see Eq.
3.7), rj and ri are the positions of agents j and i. From this definition, we understand why
our graph is directed. Indeed the communication range is not deterministic and its value for
agent i might be smaller for agent j.

In Fig. 3.3 we can see the representation of the graph G formed by 4 agents with their
respective communication neighborhood (gray circles) and the edge set E represented by the
black arrows. We use dashed arrows to represent an uncertain communication link between
agents 2 and 4 as they are separated by an obstacle.
As in [25, 24], we also consider a topological neighborhood. We call it the active neighbor-
hood (AN), defined by the set of agents with whom an agent i interacts, i.e. those whose
information will be received and exploited by agent i. We express this active neighborhood
N+
i as follows:

N+
i = {j ∈ V : i ∈ Nj} (3.10)

N+
i is also bounded by a maximum size Nmax in order to limit the number of agents that

interact with agent i. N+
i becomes:

N+
i =

{
N+
i , if | N+

i |≤ Nmax + 1

N filtered
i , otherwise

(3.11)
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1

2

3

4
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Figure 3.3: Representation of the directed graph with 4 nodes and their respective commu-
nication neighborhood (CN) represented by the gray circles. The full arrows represent an
effective communication link while the dashed arrows represent an uncertain communication
as there is an obstacle in the middle.

where N filtered
i corresponds to a subset of N+

i where the neighbors with the highest path
loss are removed until | N+

i |= Nmax + 1. Note that the set is defined such that agent i is
always part of its own neighborhood, so when Nmax = 1 it means that agent i has an
AN of size 2 including its closest neighbor and itself. If two agents i and j have
the same AN, we write N+

i,j to express the equality between N+
i and N+

j . We also note E+
the edge set containing the different directed edges induced by all the ANs associated to the
different agents.
As an illustration, Fig. 3.4 shows the resulting graph representation of ANs (represented
by the gray ellipses) derived from the original graph representation of Fig. 3.3. For this
example, we consider Nmax = 1, which means that each agent will exploit the information of
its closest neighbor. The resulting edge set E+ is represented by the black arrows. We can
see that agents 1 and 3 have the same AN and will hence exploit each others information
only (N+

1 = {1, 3}, N+
3 = {3, 1}). Agents 2 and 4 both exploit agent 1 information.

Thanks to this definition of the neighborhood, we will be able to master the scalability of
the models proposed in this thesis. Indeed, no matter the number of agents in the flock, the
number of interactions per agent will never be higher than Nmax. In addition, we expect to
interact with the agents that have the lowest path loss and hence that have a more reliable
communication. Hence, we can rewrite Eq. 3.8 using the active neighborhood:

fi =
∑
j∈N+

i

fij, (3.12)

where fij is the interaction term between agents i and j.
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Figure 3.4: Representation of the active neighborhood with 4 agents. Here Nmax = 1,
i.e. each agent exploits only information from its closest neighbor (black directed edges
correspond to these data exchanges). Gray ellipses illustrate the topological neighborhood,
that we call the active neighborhood (AN).

3.4 Environments and Settings

In this section, we talk about the configuration layer of the simulator. It mostly relates to
all the constant parameters and files that are fed to the simulator before the beginning of an
experiment such as the environment or the initial conditions but also the desired outputs.

3.4.1 The physical environment

In this simulator, the environment is always composed of an arena and some obstacles. The
arena prevents the agents from moving too far away from a designated area. It has the
shape of a square or a circle (in 2D) and is defined by its radius Rarena, equivalent to half the
size of the square side (if the arena is a square). The obstacles are represented by polygons
and usually quadrilaterals. The flocking algorithm and especially the obstacle avoidance
feature is designed for convex obstacles. Even if it will not fail to avoid concave obstacles,
undesired behaviors might arise such as collisions or fragmentation with agents being stuck
inside concave obstacles. Each obstacle is defined by its vertices that are themselves defined
by their coordinates. In addition, obstacles can be rotated by a given angle which will be
fixed during all the simulation. This information is gathered in a file which is then fed to
the simulator, taking care of properly drawing “walls” between the vertices. We can see an
example of the obstacle file and the result in the simulator in Fig. 3.5. The simulator uses
a Cartesian coordinate system with an origin on the center of the arena. Because all this
work is done in 2D, we usually do not consider the third component of all the simulated
objects, it is automatically set to zero. Working in 2D comes from the fact that it is the
most constraining configuration as we remove one degree of freedom. Consequently, if our
model works properly in 2D, we expect it to work in 3D as well. Also, in most application,
the aerial robots usually remain at the same altitude. And finally, a 3D configuration can
be seen as multiple 2D layers stacked together.

42

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0040/these.pdf 
© [A. Bonnefond], [2023], INSA Lyon, tous droits réservés



(a) Example of an obstacle file. (b) Corresponding environment in the simulator.

Figure 3.5: Obstacle file and its equivalent in the simulator.

Building the obstacle file from scratch might seem easy at first but it clearly depends on
the environment we need. In Vásárhelyi’s et al. work [2], the obstacle distribution is not a
priority and it is not even clear what file is being used for the simulations. In this thesis,
obstacles have a major role as they have a big impact on the communication, as we saw in
the previous section, and hence on the behavior of the swarm. Because of this, we have to
define several rules and metrics in order to automatize the obstacle file generation. As a
result, the rules are the following:

• The obstacles should be convex.

• Obstacles must not intersect.

• Obstacles must not cross the boundaries of the arena.

In order to simplify the first rule, we actually force all the obstacles to be squares. Regarding
the second rule, it is obvious that it can rapidly become costly and sometimes impossible to
compute intersections when the number of obstacles Nobst is high or when the desired size
of the obstacle side Robst is big. The third rule can actually be concatenated to the second
rule if we see the walls of the arena as obstacles.

Thanks to these rules, we can build an algorithm that will automatically generate the
obstacle file. The last elements needed for this are the parameters of the environments.
Given the desired number of obstacles Nobst, our algorithm proposes two ways of generating
the obstacles. The first one relies a length metric where the length of an obstacle side L(obst)
is calculated according to a continuous random variable Xobst with mean Robst and standard
deviation σobst, L(obst) → Xobst(Robst, σobst). Depending on the value of σobst the obstacles
are quite similar but there is still some variability. The second option is based on the density
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D which gives the proportion of the obstacles area over the arena one:

D = 100×
∑Nobst

s=1 As
Aarena

, (3.13)

where As is the area of obstacle s and Aarena is the arena area. With this method, the user
can set the desired density and the algorithm will automatically generate Nobst obstacles
with various dimensions in order to fit the density. It appears this solution was not the best
as the algorithm would usually generate big obstacles at first almost matching the desired
density and then small ones to adjust it. As a consequence, we prefer the first solution but
still compute the resulting density.

The position of the obstacles in the arena is also done according a random variable P .
It is either a uniform distribution, or a normal distribution. The uniform distribution is
more intuitive and will place obstacles all over the arena whereas the normal distribution
will generate a very scattered area with a low density on its surroundings. Even if this can
be used for some case scenarios we will prefer the uniform distribution.

All the parameters of an environment are gathered in Tab. 3.4. These parameters will
be used to define the environments we design in the following chapters.

Table 3.4: Parameters of the environment

Parameter Description

Rarena (m) Radius of the arena
Nobst (-) Number of obstacles in the environment
Robst (m) Average length of an obstacle
σobst (m) Standard deviation of an obstacle length
D (%) Density of obstacles in the arena
P (-) Distribution of the obstacles in the arena

3.4.2 Initial conditions and configuration of an experiment

Initial conditions are very important as they represent the starting point of an experiment.
Combined with an identical setting of the simulator, they ensure the repeatability of an
experiment and hence enable us to properly compare different models.

An experiment is usually defined by its duration T and the number of UAVs N . The
initial positions and velocities of the simulated agents depend on the scenario but in our case
we always set the initial velocity to zero. Regarding the positions, we usually initialize the
positions inside a circle in the middle of the arena. The positions are yet not deterministic
as we introduce some randomness in them. This is done to avoid a potential “overfitting”
when repeating an experiment several times for optimization for example. In addition, the
distance between two UAVs should not be less than Rcol otherwise we consider that there is a
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collision. This is true during all the experiment. Another crucial parameter is the accuracy of
the Euler method ∆t. As a reminder, this method is used to solve the differential equations
and ∆t can be seen as the time step between two computations. For example, given the
acceleration ai(t) and the velocity vi(t) of agent i at time t, the velocity at time t + ∆t is
computed as follows:

vi(t+ ∆t) = vi(t) + ai(t) ∗∆t (3.14)

As a consequence, the smaller ∆t is, the more accurate the simulation is. However, this value
has a big impact on the speed of simulation.

All the parameters mentioned above are gathered in Tab. 3.5. We have filled the value
column whenever the parameter remains unchanged for all the experiment we have conducted
in this thesis.

Table 3.5: Parameters of an experiment

Parameter Description Value

T (s) Duration of an experiment T = 600s
N (-) Number of simulated UAVs To be defined
Rcol (m) Distance below which collision occurs Rcol = 3m
∆t (s) Accuracy of the Euler method ∆t = 0.01s

An important characteristic of this simulator is that it has two modes. In the first one,
the duration of the experiment is infinite. It is used to visually validate a model and observe
the behavior of the swarm. The second mode has no visual and runs only during the duration
T . Removing the visual ensures a lower computational cost. Is is used when the user wants
to get some output files related to the performances of the model for a given experiment.
There are multiple outputs available in the simulator and thanks to its versatility, it is easy
to add a new one. The desired outputs must be chosen in a configuration file as well as their
format. There are three different formats:

• Timeline: at each time step ∆t the output is saved into the file;

• Stat: the file contains the average of the output over the whole duration T of the
experiment;

• Steadystat: the file contains the average of the output during the time interval [t0, T ]
where t0 is the beginning of the steady state. Indeed, one may want to get rid of the
first measures as they could skew the average measure depending on the initialization
and the duration of the experiment.

In the next section, we will talk about these outputs and their related metrics. They are
fundamental in the optimization process and enable us to numerically validate a model.
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3.5 Metrics and Optimization Process

The flocking models we are going to present in the next chapters concatenate multiple
parameters that locally act on a given interaction term but also globally on the sum of the
interactions. For these reasons, it is quite difficult and most certainly not optimal to tune
the parameters by hand. This is why an optimization strategy is necessary. It involves two
major steps which are the evaluation of the performances of a model for a given experiment
based on custom metrics and the optimization process taking the performances as inputs.
These two steps are now detailed in following sections.

3.5.1 Measuring the performances of the flocking

The performances of a flocking model are closely related to the efficiency of the collective
navigation, which can be measured by the desired interactions between the UAVs. Hence,
we can measure the average distance between the agents, their alignment, the number of
collisions and so on. In Sec. 2.2.4 we have presented several metrics from [2] that we will
also use in this thesis. In Tab. 3.6 we remind these metrics and their description. For the
formulas of these metrics, please refer to Sec. 2.2.4. Some new metrics will also be defined
in the following chapters as they depend on new elements and their usage will be specified
accordingly.

Table 3.6: Metrics for the performances of a flocking model

Metric Description

Ψcorr (-) Alignment of the agents within a cluster
Ψcol (-) Collision ratio among agents
Ψwall (-) Collision ratio with obstacles
Ψvel (m/s) Average velocity of the swarm
Ψdisc (-) Agents that cannot communicate with any other agent
Ψclust (-) Minimum size of a cluster

In order to “normalize” these metrics, we use different functions inspired from [2]. The
goal of these functions is to map the metrics between 0 and 1, 0 being the worst value and
1 the best. The mapping is non-linear so as to weight some values accordingly with their
impact on the model. For example, as we do not want any collision, the function should
attribute 1 to the input 0 and then decrease rapidly to 0 for the remaining values.
The first function corresponds to this previous example where we need a strong constraint
around 0:

F1(x, α) =
α2

(x+ α)2
(3.15)
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where α is a parameter that modifies the sharpness of the peak around 0.
The second function is less constraining than the previous one and is inspired from the prob-
ability density function of a Gaussian distribution. It is maximum at 0 and then smoothly
decays:

F2(x, β) = exp(−x
2

β2
) (3.16)

where β is a parameter related to the inflection point of the function.
Finally the last function can be seen as a sigmoid where the inflection points can be tuned
in order to adapt the penalization with regards to the metric being measured:

F3(x, l, κ) =


0 if x < l − κ,

1
2

(
cos

(
π
κ
(x− l)

)
+ 1

)
if l − κ < x < l,

1 otherwise

(3.17)

We also underline the Heaviside step function as it is used as a mapping function:

Θ(x) =

{
0 if x ≤ 0

1 otherwise
(3.18)

The visualization of these functions for a given set of parameters is displayed in Fig. 3.6.
The Heaviside step function is not represented as it is equal to 1 on the domain we set.
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Figure 3.6: Representation of the mapping functions with α = 3, β = 4 and l = 7, κ = 3.

Thanks to these functions, we can eventually define the fitness functions related to each
metric. We took inspiration from the work of Vásárhelyi et al. but the mapping function
associated to one metric can change depending on the constraints we need (the parameters
as well).
In Tab. 3.7 we give the formulas associated to each fitness function. δcol and δwall are the
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Table 3.7: Fitness functions for the performances of a flocking model

Fitness function Formula

Fcorr (-) Θ(Ψcorr).Ψcorr

Fcol (-) F1(Ψcol, δcol)
Fwall (-) F2(Ψwall, δwall)
Fvel (-) F3(Ψvel, v

flock, δvel)
Fdisc (-) F1(Ψdisc, N/5)
Fclust (-) F3(Ψclust, N/5, N/5)

tolerance values for the collision among agents and with the walls. The tolerance for the
collisions should be as low as possible in order to penalize the least occurrence but cannot
be null because of the definition of F1 and F2. v

flock is the self propelling speed, δvel is the
tolerance for the speed and N is the number of agents. These fitness functions are likely to
change throughout this thesis.

3.5.2 Optimization based on a genetic algorithm

Thanks to the fitness functions defined in the previous section, we now have a way to measure
the performances of a flocking model. This is fundamental in an optimization process as
it mostly relies on comparing different solutions. In addition, we need our optimization
algorithm to satisfy multiple requirements:

• Adapted to multi-objective problems corresponding to the different fitness functions;

• Adapted to multi-dimensional problems (the dimension of a solution is always > 10 in
our case);

• Handle non-deterministic experiments due to the multiple noises introduced in the
model (see Eq. 3.2).

These requirements are actually not mandatory in order to find a good solution of the
problem. Indeed, in a related work [2], the authors used an evolutionary algorithm called
CMA-ES [54]. Even though it works with stochastic models with many parameters, it
is a single objective algorithm. To cope with this, the authors design a single objective
optimization scenario by multiplying all the fitness functions together. The resulting “cost
function” is very harsh and whenever a fitness function has a bad result, it greatly affects
the overall performance. The authors of [2] still manage to find appropriate solution to the
problem but the computational cost as well as the time complexity are not negligible. For
these reasons we decided not to use the same algorithm. We want to have full control over
the fitness functions independently and for example prioritize one fitness over another one.
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The optimization process we present is based on a recent genetic algorithm called the
NSGA-III [78]. This is a fast non-dominated sorting genetic algorithm designed for multi-
objective problems. The selection process consists of sorting an initial population, filled
with Npop solutions, using an non-dominated sorting algorithm. The resulting solutions
are then compared with regards to their orthogonal distance to some “reference directions”
defined during the initialization. Those elite solutions are then used to generate an offspring
population of size Npop using various operations such as crossover and mutation. These
operations are repeated for a given number of generations Ngen or until the performances
match a desired value or during a given time. An important point about this algorithm
is that it outputs a Pareto front. Hence, there is not always one optimal solution at the
end of the process but rather a front with multiple solutions on the space of the fitness
functions. Choosing one solution is then an empirical work but also a question of experience.
For example, whenever multiple optimal solutions arise, we apply a prioritization over the
different metrics in the following order:

1. Fcol: Collisions among UAVs are the number one priority. A solution should always
generate 0 collision otherwise it is a bad solution.

2. Fwall: Collisions with obstacles are also a major concern. However, as we are not
working on the obstacle collision avoidance model, we may accept solutions generating
few collisions with obstacles and then tune manually the parameters to get rid of the
collisions. This is why experience is also important here.

3. Fdisc: In this thesis, we seek no fragmentation phenomenon. Hence, avoiding isolated
agents is very important.

4. Fclust: Preventing fragmentation also means maximizing the size of the clusters. But
we would rather have two separated clusters than one big cluster with one isolated
agent.

5. Fvel: Reaching the desired speed should not be neglected as motion is the key to the
emergence of a collective behavior.

6. Fcorr: Alignment is a major interaction in flocking and it should have a significant role
in our prioritization. However it does not impact the safety of the swarm as Fcol and
Fwall and it appears that whenever Fclust is high, so is the alignment. This is due to the
fact that agents within a cluster will always tend to align themselves and thus increase
Fcorr.

NSGA-III is actually an extension of a previous algorithm, the NSGA-II [79]. If the
two algorithms seem to have the same performances for problems with not more than two
objective functions [80], the NSGA-III is yet much more efficient with many objective
functions. Hence we decided to use it. It is yet not suited for stochastic models which is
one of our requirement. This point is actually very important as the experiments are always
different for a given set of parameters because of the initial conditions or the randomness
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in the sensors measurements. In order to take into account this stochastic characteristic,
we decided to introduce a new fitness function Frob corresponding to the robustness of the
model. It computes the norm of the vector filled with the standard deviation of the previously
defined fitness functions derived from a finite number of experiments Nrob with the same set
of parameters.

Frob =
√
σ2
Fcorr

+ σ2
Fcol

+ σ2
Fwall

+ σ2
Fvel

+ σ2
Fdisc

+ σ2
Fclust

(3.19)

where σFx is the standard deviation of the Fx fitness function after running an experiment
Nrob times with the same solution. Thanks to this new fitness function, we are now capable of
“measuring” the stochastic aspect of the model for a given solution. The lower this function
is, the more robust the solution is. In Fig. 3.7, we can see a graph that will be encountered

Figure 3.7: Evolution of the fitness functions during the optimization.

several times in this thesis. It shows the evolution of the value of the fitness functions at each
generation represented by a line. Because we may have multiple solutions in our optimal
Pareto front, the value on the line is actually the average of all these solutions. Another
visualization of the optimization is represented in Fig. 3.8 where we can see two images
describing the evolution of a parameter of the model. At each generation, the distribution is
computed by the occurrences of the parameter found in the elite solutions. On the left, we
can see the evolution of the attraction gain. It seems that the optimization does not modify
the parameter that much which means that it is a good candidate for the solution. On the
other hand, on the right, it appears that two “clusters” of solution predominate. This means
that there is no optimal value for this parameter but does not mean that the performances
will be different. The whole solution must be seen as a whole. This visual representation has
a great interest in the design of the initial population of solution and also the search space for
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(a) Evolution of the attraction gain during
the optimization.

(b) Evolution of the repulsion gain during
the optimization.

Figure 3.8: Evolution of two flocking parameters during the optimization.

each parameter. Indeed we can see the values that are being tried by the algorithm, through
mutation mostly, and see if they are pertinent or not. For example, if a cluster of value is
generated at the border of the search space, it means that we should probably extend the
boundary on this side. Tuning the initial population and the search space is a fundamental
work that has a major impact on the convergence speed of the algorithm.

All the details of the NSGA-III algorithm can be found in [78] and [79]. Thanks to its
versatility and the framework developed by Blank and Deb [81], we managed to combine
both our simulator and the genetic algorithm.
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4

Extension of Vásárhelyi et al. and
Olfati-Saber models

In this chapter, we focus on two reference models which are the one of Vásárhelyi et al. [2]
and the one of Olfati-Saber [10]. We show the limits of these models and how we modify and
combine them in order to have better performances. So far, the models we presented in chap-
ter 2 (Sec. 2.2) are, in their respective framework, efficient and lead to good performances
or at least lead to valuable conclusions regarding some properties of the flocking. However,
it is sometimes hard to find all the information such as the working hypothesis, testing sce-
narios and performance analysis. These elements are necessary for the repeatability of an
experiment and thus the ability of comparing properly some models. In this chapter, and
during the rest of this thesis, we make sure to give all the necessary information for anyone
to be able to repeat the experiments with existing models but also new ones.
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4.1 Impact of Obstacles on Collective Motion

Since the formulation of flocking by Reynolds [8], obstacles are being introduced and dealt
with different extensions of the model [82, 10, 83, 2]. In chapter 2 (Sec. 2.2), we explained
some of the strategies used in order to interact with obstacles. But before diving in new
strategies, it is important to understand how the obstacles impact the flocking behavior and
what constraints they add in the environment so that we can better adapt the collective strat-
egy later on. These constraints are usually the only reason why flocks are being perturbed
and give rise to two phenomena. The first one is the fragmentation and the second one is
the collapse. Fragmentation and collapse are both consequences of two opposite behaviors.
If we go back to the initial interactions as they are defined by Reynolds [8], the fragmen-
tation can be seen as an excessive separation while the collapse can be seen as an extreme
cohesion. However, these behaviors are not natural and arise because of some constraints in
the environment.

The fragmentation phenomena, as we mentioned above, can be described as the formation
of distinct clusters that were originally one. This notion has already been studied by Olfati-
Saber [10] and has been identified rather as a consequence of a flocking model without
global objective. In this thesis, we show that we can maintain a good cohesion (i.e. a low
fragmentation) among self-propelled agents without introducing any external objective, by
extending the range of the attraction. But in complex environments with a lot of obstacles
we will see that we still have some fragmentation.

Convex obstacles are usually the main cause of fragmentation because they “smoothly”
divide the group in distinct parts as it can be seen on Fig. 4.1. Depending on the size of the
obstacles in the environment as well as their distribution, agents may never merge back to a
single cluster. This problem is due to the interactions as designed in state of the art flocking

Figure 4.1: 20 agents being separated by a convex obstacle. The agents are moving from the
right to the left of the environment.
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models. Researchers usually bound the effect of the attraction closely after the equilibrium
distance [10, 50, 61] in order to limit the number of agents being attracted. Even if this
helps preventing collisions (collapse), it may lead to more fragmentation as we can see in
Fig. 4.2. In this figure, we observe 3 agents interacting together at two different times with
a focus on the interaction ranges of agent 1 at t = 0s on the left image and the interaction
ranges of agent 2 at t = 5s on the right image.

In these classical models, usual notations are:

• The repulsion area Rrep is defined by a disk of radius rrep.

• The attraction area Ratt is defined by an annulus starting from radius rrep to ratt.

• Rrep and Ratt intersect in a circle of radius deq (= rrep), in red here, which corresponds
to the “equilibrium distance”.

Such a model (as the one defined by Olfati-Saber [10]) works pretty well in environments
without too many obstacles. It is easy to see in fig. 4.2 that a simple obstacle can lead
agent 3 to be unable to follow agent 2, leading it to get out of agent 2 attraction area. After
overcoming the obstacle, even if agent 3 might still be able to communicate with agent 2,
the range of the attraction is not large enough to drive agent 3 closer to agent 2.

Rrep

Ratt

N1

rrepratt 1 2 3

t = 0s

Rrep

Ratt

N2

1 2 3

t = 5s

Figure 4.2: 3 agents interacting together at two different time. On the left, at t = 0s, the
interaction ranges represented by the colored disks, are focused on agent 1. On the right, at
t = 5s, the focus is on agent 2. The plain black arrows represent an interaction while the
dashed arrows represent an uncertain interaction due to the obstacle.

On the other hand, concave obstacles, such as the corners of an arena, usually lead to
collisions (collapse) because of the inertia of the system and the geometry of the obstacle.
Indeed when reaching a corner, the agents on the front line are trapped between two walls
and the rest of the swarm, heading in their direction, which can be seen as a virtual wall (see
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Fig. 4.3). Although the repulsion is designed to avoid collisions, its effect might be effective
too close to the agents depending on the value of the equilibrium distance (see Eq. 2.25 for
example) and its strength cannot be infinite in order to keep it realistic. Regardless of the

Figure 4.3: 20 agents heading in the corner of a concave obstacle.

strategy used to avoid the obstacles, it appears that both fragmentation and collapse are
inherent to self propelled flocking models evolving in highly constrained environments.

In this chapter, we aim at extending some flocking models we presented in Chap. 2 in
order to take into account the impact of obstacles. Our strategy is not to modify the obstacle
avoidance interaction but rather adapt and extend the rest of the interactions such as the
attraction and the repulsion. The framework used as well as the hypothesis considered are
the ones described in Chap. 3. The environments used and the hyper-parameters will be
detailed below.

4.2 Extending Flocking Models

In this section, we extend the control law developed by Vásárhelyi et al. (see Sec. 2.2.4) and
Olfati-Saber (see Sec. 2.2.3) in order to increase their performance regarding fragmentation
and collision. We also adapt them to the simulation framework we use and the working
hypothesis we consider (see Chap. 3).

• The agents are self-propelled.

• An agent only exploits the information of its neighbors in its active neighborhood.

• The control law should be in the form of a desired velocity.

• The velocity and the acceleration are bounded.
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These assumptions give us a starting point in the definition of the control laws presented
below.

4.2.1 Vásárhelyi and Attraction: VAT

Backed by a robust behavior, the velocity controller defined by Vásárhelyi (see Eq. 2.23)
was originally designed without any attraction term. However within our simulation
environment, we observed that, the repetitive obstacles avoidance maneuvers combined with
degraded communications eventually led to fragmentation. We hence decided to introduce
an attraction term between neighbors based on the half-spring model in order to enhance
the cohesion whenever it is possible:

vattij =

 patt(ratt0 − rij)
ri − rj
rij

, if rij > ratt0

0, otherwise
(4.1)

where patt is a linear gain, rij = ‖ri−rj‖ is the distance between agents i and j and ratt0 is the
attraction range under which agents stop attracting each other so as to prevent additional
collisions. Also we have vatti =

∑
j vattij for all neighbors j.

Adding this term to the input control must be done carefully regarding the repulsion
term in order to avoid oscillations. Hence, we introduce a buffer distance between attraction
and repulsion by setting a radius ratt0 over which the attraction is applied. During the rest
of this thesis, we set

ratt0 = ρ ∗ rrep0 . (4.2)

where rrep0 is the radius under which the repulsion is applied (see Vásárhelyi et al. model
2.25) and ρ is a real positive coefficient. In the experiments, we will use ρ = 1.2. It comes
from extensive simulation tests and appeared to enhance the cohesion without generating
oscillations. Also we call the annulus between rrep0 and ratt0 the equilibrium zone referred
to as Req.

In Fig. 4.4, we show the different interactions based on the distances between 4 agents.
The distance between agents 1 and 2, r12 is smaller than rrep0 resulting in a repulsion (repre-
sented in green). On the contrary, we have r13 > ratt0 leading to an attraction (represented
in red). Regarding agents 4, we have rrep0 < r14 < ratt0 which means that it is within the
buffer area (represented in white) where no attraction nor any repulsion takes place. This
particular area called Req is a major difference with what we have seen so far. Also, the
attraction is unbounded unlike the model of Olfati-Saber for example (see Fig. 4.2).

Finally, we can set our first model proposition, which is a velocity controller, called VAT
for Vásárhelyi and Attraction:

ṽdi =
vi
‖vi‖

vflock + vrepi + vatti + vfricti +
∑
s

vwall,obstis (4.3)
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Rrep

Req

Ratt

rrep0

ratt0

1 2

3

4

Figure 4.4: Representation of the different parameters depending on the distance between
two agents.

where vflock, vrepi and vfricti are the same terms as defined in Eq. 2.23. The obstacle and
wall interaction terms are concatenated in vwall,obstis for convenience but remain the same as
in Eq. 2.23. As we want the velocity to be bounded, the final form of the desired velocity
vdi is:

vdi =
ṽdi
‖ṽdi ‖

min{‖ṽdi ‖, vmax}, (4.4)

where vmax is the maximum allowed velocity magnitude (see Tab. 3.1).

This resulting desired velocity encompasses 12 parameters, acting on different terms of
the law and producing different behaviors. We will see in Sec. 4.3 how those parameters are
optimized to reach an optimal behavior and what are the resulting performances.

4.2.2 Vásárhelyi and Olfati-Saber: VOS

The second model we propose, denoted VOS (Vásárhelyi + Olfati-Saber), is based on a
combination of Olfati-Saber model, exploiting the stability of the behavior derived from
using its control input (see Eq. 2.11), and two features of Vásárhelyi’s model which are the
self-propelling term and the obstacle avoidance term. The objective here is to have a swarm
fully decentralized and with a limited-range communication. As a consequence, we get rid of
the centralized navigational feedback term of Olfati-Saber’s model (fγi in Eq. 2.13). Instead,
we use the self propelling term which does not encapsulate any shared information but
maintains a perpetual motion which is a necessary condition for the emergence of collective
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motion [9]. In order to prevent the fragmentation, we exploit the alignment term of Olfati-
Saber (fdi ) and the attraction/repulsion term (fgi ). Regarding the obstacle avoidance term,
we use the one of Vásárhelyi as it is designed as a velocity control law.

The VOS model is defined as a nested control structure1 merging both controllers:
ui = αfgi + βfdi (4.5a)

ṽdi =
vi
‖vi‖

vflock +
∑
s

vwall,obstis +

∫
ui dt (4.5b)

where fgi accounts for the attraction and the repulsion, fdi is related to the alignment and
α and β are some linear coefficients which weight the attraction/repulsion and alignment
terms (see Sec. 2.2 for more details). vflock is the self propelling speed and vwall,obstis is
the interaction with walls and obstacles (see Eq. 2.23). The last term of Eq. 4.5b is the
integration of the output of Eq. 4.5a which is an acceleration. This is done in order to get
a velocity given that we design a velocity controller.

For the same reason as before, we also have:

vdi =
ṽdi
‖ṽdi ‖

min{‖ṽdi ‖, vmax}, (4.6)

Similarly to the VAT model, the 10 parameters of the VOS model will be optimized before
evaluation in Sec. 4.3.

4.3 Optimization and Comparison

4.3.1 Optimization process

The models we propose and study have several parameters that must be optimized to reach
their best possible flocking behavior. Most of performance metrics have been defined in
Sec. 2.2.4 and the optimization process has been described in Sec. 3.5. In this chapter
we are going to use Ψcorr, Ψcol, Ψwall and Ψvel as they have been defined in Sec. 2.2.4. In
addition, we modify the cluster metric Ψclust in order to count the number of clusters during
the experiment. This metric concatenates several information that was before divided in
two metrics Ψclust and Ψdisc. By counting the number of clusters with a targeted value of
1, we both minimize isolated agents (previously Ψdisc) and maximize the size of a cluster
(previously Ψclust). We also introduce a new metric Ψpow directly related to the quality of
the communication within a cluster. The goal is to measure the averaged received power of
all the agents:

Ψpow =
1

T

1

N

∫ T

0

N∑
i=1

1

|N+
i | − 1

∑
j∈N+

i

PRxij(t)dt, (4.7)

1The structure is composed of a velocity controller and an acceleration controller which output is directly
transformed into a velocity.
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where PRxij(t) is the power received by agent i from agent j (see Sec. 3.3.1). For this
metric, we only take into account agents within the same active neighborhood as the power
will obviously be lower for agents which are not interacting together but still in the same
communication neighborhood.

Based on these new metrics and the previous ones, the following conditions are required to
obtain an optimal flocking behavior: Ψvel → vflock, Ψcol → 0, Ψclust → 1, Ψwall → 0, Ψcorr →
1, Ψpow → Popt with Popt = −50dBm which corresponds to good quality communications.
The associated fitness functions are given in Tab. 4.1. The mapping functions used are the
same as in Sec. 3.5. The parameters used are δcol = 0.00003, δwall = 0.0005, δvel = 1.5

Table 4.1: Fitness functions for the performances of VAT and VOS

Fitness function Formula

Fcorr (-) Θ(Ψcorr).Ψcorr

Fcol (-) F1(Ψcol, δcol)
Fwall (-) F1(Ψwall, δwall)
Fvel (-) F3(Ψvel, v

flock, δvel)
Fclust (-) F2(Ψclust − 1, δclust)
Fpow (-) F3(Ψpow, Popt, Pmin)

and δclust = 1. We remind that Popt = −50 and Pmin = −70. Most of these values come
from [2] but also from an empirical study and a comparison to realistic hardware (for the
communication metric especially).

The environment used for the optimization is the same for VOS and VAT. It is called
generic and its characteristics are gathered in Tab. 4.2.

Table 4.2: Parameters of the generic environment

Parameter Description Value

Rarena (m) Radius of the arena Rarena = 625m
Nobst (-) Number of obstacles in the environment Nobst = 90
Robst (m) Average length of an obstacle Robst = 24m
σobst (m) Standard deviation of an obstacle length σobst = 12m
D (%) Density of obstacles in the arena D ≈ 3.3%
P (-) Distribution of the obstacles in the arena P = Uniform

We also use the degraded communication model (see Sec 3.3.1) so as to be in the most
challenging case. The number of agents N is set to 10. The optimization process is repre-
sented in Fig. 4.5 which tracks the evolution of the average of the metrics of the Pareto front
at each generation for both models (VOS in blue and VAT in red). The color bar gives an
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Table 4.3: VAT and VOS optimized parameters in GENERIC env. The columns correspond
to the fitness functions Fvel, Fcol, Fclust, Fwall, Fcorr and Fpow.

Vel Col Clust Wall Corr Pow

VAT 0.999 0.99 0.94 1 0.86 0.202

VOS 0.612 0.88 0.92 1 0.784 0.26

index on how advanced we are in the optimization, based on a maximum number of itera-
tions. Although VOS seems to be outperformed by VAT, it is only because its Pareto front
is larger with more widespread values than VAT (refer to Sec. 3.5 for more information).

Figure 4.5: Evolution of the metrics during optimization using degraded communication in
the genetic environment (VAT in red, VOS in blue).

4.3.2 Results and comparison

Once the best solutions of the VAT and VOS models are retrieved, we first evaluate them in
the “training” environment, the generic one, with degraded communication so as to assess
the performances and compare them. In order to cope with the stochastic property of the
simulation, the evaluation consists of averaging the results of a hundred runs. The average
values of the mapped metrics (1 being the best, 0 the worst) are gathered in Tab. 4.3. One
can observe that the VAT model has better performances than the VOS model especially
for the velocity. Regarding the received power metric (Pow), the low values for both models
(0.202 and 0.26) does not mean that the communication is always bad but that there are
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multiple communication outages that penalize the average value. Even if the difference is
small, the VOS model appears to have a better performance regarding the communication.

The models are then evaluated in two new environments different from the optimization
one. We also compare them with degraded and regular communications in order to see
the impact of the communication’s quality. The testing environments are defined by the
characteristics gathered in Tab. 4.4. Their design are very different in order to impact
differently the flocking behavior. In Fig. 4.6, we can see how different the two testing

Table 4.4: Parameters of the forest and city environments

Parameter Description Forest City

Rarena (m) Radius of the arena 625m 625m
Nobst (-) Number of obstacles in the environment 500 15
Robst (m) Average length of an obstacle 4m 200m
σobst (m) Standard deviation of an obstacle length 2m 20m
D (%) Density of obstacles in the arena 0.7% 36.5%
P (-) Distribution of the obstacles in the arena Uniform Uniform

environments are in terms of obstacle density and sizes. On the left, the city environment has
few obstacles but big ones creating some natural paths but also some bottlenecks making it
hard for the agents to explore the arena and move freely. On the right, the forest environment
has many small obstacles in a way of an actual forest. The fragmentation phenomenon is
most likely to happen here and this is exactly what we wanted to test. We will also make a

(a) 3D view of the environment city (b) 3D view of the environment forest

Figure 4.6: Snapshots of the testing environments.

comparison to the Vásárhelyi et al. model, denoted VA, that we simulate using its optimal
set of parameters given in [2]. The original performances of VA are reported in Tab. 4.5.

Tab. 4.6 and 4.7 gather the results for each model. The average values of the metrics as
well their relative variance over the 100 runs are displayed. We also report on the last line of
these tables, the average inter-agent distance within an active neighborhood. Keep in mind
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Table 4.5: VA performances extracted from [2].

Vel Col Clust Wall Corr Pow

VA 0.938 0.945 1 0.997 0.916 N/A

that in these models, the equilibrium distance is optimized and hence, the models will not
have the same desired equilibrium distance.

The first important observation we can draw here is that the VA model has much lower
performances than the original results of [2] reported in Tab. 4.5. This can be explained by
the fact that the authors consider small arenas in their simulations, leading to an indirect
effect of cohesion, the agents having no choice but to head back toward the center of the arena.
In our study, and to avoid this advantageous behavior, we set a large enough value (1250m)
for our arena length. Also the distribution of the obstacles is not explicitly mentioned
in [2] which obviously impacts most of the metrics. Finally, taking into account a radio
propagation model also adds a new constraint to the model that was not considered in
the initial work. The drawbacks of not adding an attraction term are even more visible
on the forest environment where the cluster parameter is relatively low, meaning there has
been some fragmentation (Clust=0.637 in Tab. 4.6). One may also wonder why adding an
attraction term in the VAT model does not create more collisions. This can be explained
by the fact that this attraction term is only effective above a fixed inter-agent distance with
a bounded resulting inertia preventing oscillations and hence collisions. Also, thanks to the
active neighborhood, the interactions are limited to an optimized number of agents preventing
dangerous behaviors.

Maintaining the Connection

One of our goal in this thesis was to implement models capable of preventing the undesired
effect of fragmentation. We can see in both tables that this objective is mostly satisfied.
Indeed, for both VAT and VOS, the average cluster metric is high, 0.868 ≤ Clust ≤ 0.985.
This means that even if fragmentation occurred, the resulting clusters managed to repair
broken connections and got back to a single cluster. This situation is quite frequent in
the forest environment as the obstacles are really small leading recurrent communication
outages.

Received Power and Collision

The inter-agent distance is a resulting parameter of all interactions and is mostly optimized
by the received power metric but also the collision one. Agents must lie within a restricted
range of distances between each other in order to be far enough to avoid collisions but
close enough to remain connected. Please note that in these tables, a low value of the
received power doesn’t mean that the connection is lost. For instance in Tab. 4.7, we have
Pow = 0.573 for the VOS model with degraded communications, but this is equivalent to
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Table 4.6: FOREST

Regular Degraded

VA VAT VOS VA VAT VOS

Vel 0.975 0.946 0.032 0.975 0.955 0.055

σ 0.010 0.03 0.052 0.008 0.023 0.063

Col 0.301 1 0.793 0.286 0.961 0.799

σ 0.429 0.099 0.382 0.429 0.172 0.380

Clust 0.637 0.98 0.923 0.508 0.938 0.868

σ 0.148 0.085 0.13 0.118 0.121 0.163

Wall 1 1 1 1 1 1

σ 0 0 0 0 0 0

Corr 0.133 0.712 0.54 0.128 0.698 0.531

σ 0.068 0.106 0.12 0.06 0.12 0.112

Pow 0.033 0.53 0.517 0 0.045 0.031

σ 0.049 0.11 0.074 0 0.079 0.066

Dist 132.3 37.9 49.9 132.5 42.11 54.37

Table 4.7: CITY

Regular Degraded

VA VAT VOS VA VAT VOS

Vel 0.999 1 0.484 0.999 1 0.501

σ 1.1e-5 0 0.095 4.8e-5 0 0.101

Col 0.71 0.999 0.918 0.654 1 0.86

σ 0.442 0.09 0.264 0.47 0 0.33

Clust 0.671 0.985 0.939 0.54 0.915 0.925

σ 0.18 0.065 0.142 0.197 0.17 0.165

Wall 1 1 1 1 1 1

σ 0 0 0 0 0 0

Corr 0.605 0,912 0.886 0.73 0.945 0.894

σ 0.165 0.067 0.082 0.112 0.04 0.073

Pow 0.512 0.797 0.684 0.335 0.777 0.573

σ 0.205 0.092 0.073 0.286 0.16 0.204

Dist 82.19 29.4 44.3 86.76 33.8 45.55
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a value of PR = −59.4dBm, meaning that the communication was possible on average. As
a comparison, in Tab. 4.6, for VAT model with degraded communications, Pow = 0.045 '
−71.7dBm (−70dBm being the lowest value for a reliable communication). Even if this
means that on average the communication was not possible, it was still sufficient to maintain
the cohesion of the swarm as Clust = 0.938. This shows the resilience of the model and its
robustness to communication outages.

Environment Overfitting

As mentioned earlier, the models we simulate are not optimized on the environments we use
for the comparison. Therefore, there is a risk of overfitting a particular obstacle distribution,
the generic environment in our case. We can observe this for the VOS model in Tab. 4.6
where the average velocity metric is low, 0.032 ≤ Vel ≤ 0.055, equivalent to 60% of the
desired velocity vflock whereas in Tab. 4.3, in the generic environment, Vel = 0.612 which
is much better but the number of obstacle is around 5 times smaller. Within the forest
environment, there are many obstacles close to each other leading to a “cage effect” and thus
slowing down the flock movements. It also creates many oscillations 0.531 ≤ Corr ≤ 0.54
and potential collisions 0.793 ≤ Col ≤ 0.799. The VOS model is hence not robust to the
variation of obstacle distribution.

Regular and Degraded Communication

The resulting effects of the degraded communication model can be observed in both tables.
In particular, the overall tendency to increase the measured inter-agent distance is due to
the frequent communication outages preventing the swarm to efficiently remain cohesive. In
Tab. 4.7, the differences between the two communication models are not significant and the
degraded model leads to better results, for some metrics, than the regular one. However
in Tab. 4.6, because of all the obstacles, there is a huge difference regarding the average
received power metric. The rest of the metrics are quite equivalent.

From these results, we can clearly state that VAT outperforms VOS and VA, whether it is
in the forest or city environments, with regular or degraded communication. Nevertheless the
model is not perfect as some collisions between agents occurred which is highly undesired. In
addition, we have also observed the limits of the received power metric in terms of relevance.
Indeed, it is quite low in all the experiments and its correlation to the desired equilibrium
distance is not straightforward. We will see in the next section how we use it differently to
reach an even better behavior.
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4.4 Exploiting the Equilibrium Distance

4.4.1 Context

Since the beginning of this chapter, we consider the desired equilibrium distance as a param-
eter of the flocking. Indeed, during the optimization, various values of deq (or rrep0 ) can be
generated in order to suit the required objectives (velocity, correlation, collisions and so on).
Fig. 4.7 shows the measured inter-agent distance between an agent and its closest neigh-
bor (as well as the standard deviation and the maximum value) using an optimized VAT
model in a forest environment. In this model, the equilibrium distance is set to deq = 20m
(resulting from the optimization). However in the figure, we can see that the measured
average value is around d = 12m. This phenomenon is explained by the superposition of

Figure 4.7: Inter-agent distance measured between the agents and their closest neighbor.
The red, blue and green lines correspond respectively to the average, the maximum and the
standard deviation of the measure. The black line corresponds to the average value over the
whole experiment and we have d = 1200cm.

the attraction forces that are, in some situations, shrinking the desired equilibrium distance
as it can be seen in Fig. 4.8. In this figure divided in 3 phases, we observe 3 agents with
the same active neighborhood (N+

1,2,3) interacting together. In Phase 1, agents 1 and 3 are
at the equilibrium distance with agent 2 and hence only share information for the alignment
force (represented by the black arrows). Otherwise, agents 1 and 3 being further than deq
will attract each other (red arrows). This leads eventually to Phase 2 where, because of the
attraction, agents 1 and 3 end up being closer than deq with agent 2 resulting in a repulsive
action represented in blue. Finally, all the agents are further than deq with each others as
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shown in Phase 3. This leads to attraction forces among all of them. This cycle will repeat
itself until it reaches an equilibrium close to Phase 2 and hence the observed equilibrium will
be shrunk in comparison to the desired one. This phenomenon also explains the appearance

1 2 3

N+
1,2,3

deq deq

Phase 1

1 2 3

N+
1,2,3

deq deq

Phase 2

1 2 3

N+
1,2,3

deq deq

Phase 3

Figure 4.8: Superposition process leading to the modification of the observed equilibrium.

of oscillations in the measured inter-agent distance as it can be seen in Fig. 4.7. Note that
this is true for VAT but not for VOS as the attraction force vanishes close after deq.

The superposition explains, in part, why the optimization process will most of the time
generate a desired equilibrium distance relatively high. It takes into account this phenomenon
to prevent the collisions leading sometimes to excessively high values but increasing in the
same time the risk of fragmentation. However, depending on the application, the user might
want to set an equilibrium distance which will be observed in the simulation. This motivates
us to include a new optimization criteria based on the desired equilibrium distance.

4.4.2 Introduction of a new distance metric

In this section, we optimize our “best” model VAT with a new objective function based on the
minimum distance between an agent and its neighbors in its active neighborhood. Moreover,
we also removed the received power metric as an objective of the optimization because of
its strong correlation with the inter-agent distance. We still take the received power into
account but rather as a constraint removing all solutions with an average received power less
or equal to Pmin. The new metric we use is defined as follows:

Ψdist =
1

T

1

N

∫ T

0

N∑
i=1

rminij (t)dt,∀j 6= i (4.8)

where rminij (t) = argminj 6=i rij(t). The objective here is to have this metric close to deq,
Ψdist → deq. The advantage is that because we only look at the closest distance between an
agent and its neighbors, it will not affect the rest of the distances which are not meant to be
equal to deq (not for all at least). In addition, because of the environment, agents may have to
be separated further than deq for a short moment and this should not penalize the model. To
take this into account, Ψdist is passed into a mapping function with a penalization only under
deq. The mapping function used is F3 and the resulting fitness is Fdist = F3(Ψdist, deq, dtol)
with dtol = 2m the distance tolerance for this metric. Fig. 4.9 shows the evolution of
the optimization with the new distance component. We will see in the next section the
performances of the resulting model.
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Figure 4.9: Optimization process with the distance and standard deviation metrics.

4.4.3 Performances Analysis

In order to compare the performances of this new variant of the model to the ones of the
previous version we have run the simulation in the same environment as previously with the
VAT model. Fig. 4.10 shows the average, the standard deviation and the maximum value
of the distance between an agent and its closest neighbor. We can see that after a certain
time, considered as a transition time, the system seems to reach an equilibrium around 21m
(represented by the black line) which is close to the desired value of 20m. This proves the
efficiency of the new metric defined in Eq. 4.8. We can also see that we have less oscillations
in time but larger ones. This is also due to the definition of the metric and especially the
fact that it is still “optimum” to have a distance above deq. Even though this is not so much
observed on the average value (in red) it is quite true for the maximum value (in blue).

We can see here the advantages of this new optimization model which appears to be more
suitable for various applications. However it still implies running the optimization for the
different equilibrium distance desired.

In the next chapter we will see how we derive a new measure from neighbors distances
that we exploit in order to get rid of the limitations of the previous models.
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Figure 4.10: Inter-agent distance measured between the agents and their closest neighbor.
The red, blue and green lines correspond respectively to the average, the maximum and the
standard deviation of the measure. The black line corresponds to the average value over the
whole experiment and we have d = 2100cm.
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5
Asymmetric Pressure Regulation

After discussing the limits of the VAT and VOS models, we understand the need of detecting
the risk of collisions and fragmentation more accurately. For this purpose, we introduce a
new individual “pressure” measurement correlated to the risk of collision of an agent with its
neighbors. This pressure is communicated to neighbors, then allowing to define an asymmet-
ric repulsion force. This force aims at regulating the pressure and thus anticipate the risk of
collision. In addition, in order to reduce the risk of fragmentation, we design an asymmet-
ric attraction force based on a neighbors filter. This filter gives more weight to the agents
that are more likely to be isolated. Finally, we come up with a new flocking model, called
Asymmetric Pressure Regulation (APR) integrating the interactions we mentioned above
into a self propelling model including an alignment force as well as an obstacle avoidance
force. The performance of this model is evaluated through simulations in various types of
environment and is compared to the VAT model presented in the previous chapter.
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5.1 Motivations for a New Asymmetric Model

Even though the VAT and VOS models, presented in the previous chapter, have good perfor-
mances in highly constrained environments, they are not perfect and still lead to unwanted
behaviors such as collisions and fragmentation. We understood the duality of these two phe-
nomena and their causes. The collisions are mainly due to the superposition of the attraction
forces (see Sec. 4.4.1) which leads to instabilities and shrinks down the equilibrium space as
we saw with VAT. However, bounding the attraction, as it is done with VOS, may hinder
the cohesion and lead to fragmentation. This apparent dead end is mostly due to the fact
that models include pairwise and symmetric interactions. The symmetry is yet commonly
used as it “guarantees” the stability of the model.

Besides the stability, symmetric models are also used because the interactions rely on
“pairwise” information such as the inter-distance or the difference of velocity between two
agents. In this chapter, we aim at introducing asymmetric interactions based on asymmetric
information which is proper to each agent. The goal is to create independent motion which
does not always impact the neighborhood of an agent and hence participate to its own pur-
pose of avoiding collisions and maximizing the cohesion. To build this information we want
to use the knowledge available to each agent and concatenate it into a single measurement
that would then be shared.

Two different measures will be introduced in order to create a new asymmetric model.
The first one called pressure is a local estimation of the risk of collision of an agent based
on the distance to the equilibrium of all its neighbors. Thanks to the communication of this
pressure, an immediate action can be taken by all the other agents in range and not only the
one below the equilibrium. The second measure is correlated to the risk of fragmentation.
We define an adaptive filter that identifies the agents that are more likely to be isolated
in order to initiate an attractive motion towards the cluster.

The chapter is organized as follows. In Sec. 5.2, we define the new pressure measurement
before introducing the resulting repulsion in Sec. 5.3. In Sec. 5.4, we develop the idea of
the adaptive attraction based on the risk of fragmentation. The entire asymmetric pressure
regulation model is presented in Sec. 5.5 and the performances of the model as well as a
study on the pressure dissipation are given in Sec. 5.6.

5.2 An Individual Pressure Measurement

In most flocking models, the inter-agent distance is exploited as a local and reciprocal input
of the interactions such as the repulsion and the attraction. Hereafter, we want to exploit
the inter-agent distance more globally by defining an information that scales to any neigh-
borhood. More precisely, we aim at assessing the risk of collision of an agent with its
neighbors.
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For this purpose, we identify the neighbors that are evolving under the equi-
librium distance. We derive a measure, called pressure, which calculates the gap to the
equilibrium distance:

pi =
1∑

j∈N+
i

Θ(deq − rij)
∑
j∈N+

i

Θ(deq − rij) ∗ (deq − rij), (5.1)

where pi is the pressure of agent i andN+
i its active neighborhood. rij is the distance between

agents i and j, deq is the equilibrium distance and Θ is the Heaviside step function1. The
Heaviside function allows to consider only neighbors which are closer than the deq distance.
Note that this formula is only valid when at least one agent is below the equilibrium distance
with agent i. Otherwise we consider that the pressure is 0.
We illustrate the pressure in Fig. 5.1 with three agents, where agents 1 and 2 are under the
equilibrium distance and agents 2 and 3 are above. As a consequence, agents 1 and 2 have
a positive pressure value (represented by the orange color on the agents).

1 2 3

< deq > deq

Figure 5.1: Representation of the pressure with 3 agents depending of the inter-agent dis-
tance.

As for position and velocity data, the pressure is also shared between neighboring
agents. Thanks to this sharing, agents can now be informed of a risk of collision with their
neighbors. We will see in the next section how we exploit this information to define a new
repulsion law.

The measure of pressure can also be helpful to identify sudden changes in the environment
such as obstacles. Whenever the flock is being constrained by obstacles, it usually forces
the agents to brutally change their headings or to get closer to each others. Most of the
time, this situation will yield an high pressure region. In Fig. 5.2, we can see that the
narrow path between the two obstacles constrains the agents to move critically close to each
others leading to a lot of pressure represented by the yellow circles around the agents. If this
pressure measurement tells us that some agents in the system are below their equilibrium
state, it also gives us an essential information which is a sudden change in the environment.

1Θ(x) =

{
1, if x > 0

0, otherwise
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Figure 5.2: Measure of the pressure in a narrow path. The pressure is represented by the
yellow circles around the agents. The larger the circle, the greater the pressure measured.

5.3 Pressure Based Repulsion

As we are now able to communicate the risk of collision between neighboring agents, we
define a repulsion law based on this information. Unlike classical models, we want to initiate
a repulsive motion above the equilibrium distance so as to anticipate critical situations.

Repulsion definition

As we want to reduce the pressure in the swarm, i.e. reduce the risk of collision, we design
the repulsion so as to move agents away from pressured areas (areas around agents with
pressure). Thus, the repulsive force vpressij of an agent i receiving the pressure information
of an agent j is:

vpressij = −kpress ∗ pj ∗ ‖vi‖∗nij (5.2)

where kpress is a linear gain, pj is the pressure of agent j, vi is the velocity vector of agent
i and nij is the unit vector between i and j. And the overall repulsive force of agent i is
vpressi =

∑
j∈N+

i
vpressij . One can see that this new force is proportional to the pressure of

the agents sending their pressure information to agent i but also to the velocity of the agent
receiving it. vi acts as a gain in order to adapt the strength of the repulsion. Indeed, if
agent i is moving fast, there is a urge to have a strong braking motion.

Preventive repulsion

This new repulsion defined in Eq. 5.2 differs from state of the art models as it is not
bounded to an area below the equilibrium distance. It means that the repulsion can
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happen simultaneously with the attraction. The idea here is to soften the strength of
the attraction when it drives an agent towards a pressured area. This mechanism acts as
a brake but should not hinder the attraction motion. Hence, we define a condition on the
strength of the pressure repulsion when it is combined with the attraction:

vpressij =
vpressij

‖vpressij ‖
min{‖vpressij ‖, ‖vattij ‖} (5.3)

With Eq. 5.3, we have a guarantee that the pressure repulsion will never be stronger than
the attraction.
In Fig. 5.3 we compare a classical repulsion (see Eq. 2.25) on the left and a pressure
repulsion (see Eq. 5.2) on the right. In this figure, four agents are moving towards a concave

deq

1

2

3

4 deq

1

2

3

4

Figure 5.3: Comparison of two models with 4 agents. On the left we use a classical repulsion
and a pressure repulsion on the right.

obstacle. We only plot the interactions (arrows) related to agent 2. In both images, one
can see that repulsive forces are generated between agents 3 and 2 and between agents 4
and 2, the inter-agent distances being smaller than deq (blue arrows). On the contrary,
the distance between agents 1 and 2 is greater than the equilibrium distance leading to
a reciprocal attraction between them (red arrows). The main difference between the two
models is that the pressure repulsion, on the right, is generated further than deq. It slows
down the attraction towards agent 2 which has already a lot of pressure (indicated by the
orange color of the nodes). On the left image, the repulsion will happen only when agents 1
and 2 will be closer than deq, increasing agent 2 pressure along with the risk of collision.
To summarise, the pressure repulsion can be seen as a corrective action under the equilibrium
distance and a preventive action above it. In Sec. 5.6, we will see the performances of this
repulsion and compare it to the VAT model.
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5.4 Adaptive Neighborhood for Attraction

Most state of the art models consider that the attraction must be applied only to agents in
a limited neighborhood (in terms of distance). If this offers some stability to the system, it
yet leads easily to some fragmentation and isolated agents in presence of obstacles [52]. In
contrast, some models such as VAT apply the attraction force to the entire communication
neighborhood. In that case, the cohesion is improved but we can also observe a gap between
the desired equilibrium distance and the actual inter-agent distance likely to generate colli-
sions as we explained in the previous chapter (see Fig. 4.8). As an illustration of the VAT
model, Fig. 5.4 shows 3 agents at the equilibrium distance two by two. As they share the
same active neighborhood, one can see, in Phase 1, that agents 1 and 3 attract each other
which will get them closer to agent 2. Even though the repulsion will happen once this state
is reached in Phase 2, it will stabilize the movement under the equilibrium distance. This
mechanism can become dangerous when it is applied among many agents.

N+
1,2,3

1 2 3

deq deq

Phase 1: Attraction

N+
1,2,3

1 2 3

deq deq

Phase 2: Stabilization

Figure 5.4: Representation of three agents at the equilibrium two by two in Phase 1 and
once they are stabilized in Phase 2 (VAT model).

In the following, we propose a new approach to overcome this issue while applying the
attraction to a large neighborhood.

Neighbors Filter

We design a neighborhood filter in order to dynamically modify the impact of each agent
regarding the attraction. Indeed, in some environments, the attraction might not be nec-
essary to maintain the cohesion, as in the work of Vásárhelyi et al. and the one of Vicsek
[2, 9] where there is no attraction at all. Thanks to the alignment force, agents within the
same active neighborhood (AN) usually remain together without any other forces. However,
whenever obstacles generate fragmentation, the alignment force is no longer sufficient to
drive the agents back to a single cluster.
In a general manner, neighboring agents tend to align with each other as they have the same
AN. On the contrary, the less similar the active neighborhoods of two agents are, the less
aligned they will be. In this case, the attraction is necessary to avoid a risk of fragmentation.
We illustrate this risk in Fig. 5.5 where there are five agents interacting together with an
AN bounded by Nmax = 2. We can distinct two main clusters formed respectively by agents
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5 and 3 on the left and by agents 1, 2 and 4 on the right. Independently, these clusters will
remain cohesive and aligned as they are fully connected. But the only link between them is
the directed edge from agent 1 to agent 3, they are thus partially connected. This means
that agent 3 is the only one capable of ensuring the cohesion of the whole swarm.

N3

N+
3

N+
1,2,4

N+
5

Nmax = 2

1

2

3

4

5

Figure 5.5: Representation of 5 agents with Nmax = 2. The thick black arrows represent the
current velocities of the agents.

Based on this observation, we can deduce that the impact of the attraction should be in-
creased only between partially connected agents with few similarities between their AN.
Thus, we define a filter Jij, from the point of view of an agent i, comparing its similarities
with another agent j:

Jij =

 1− |N
+
i ∩N

+
j |

|N+
i ∪N

+
j |
, if i 6∈ N+

j

0, otherwise
(5.4)

This filter is directly inspired from the Jaccard index [84]. It measures the ratio of similarities
between neighborhoods and “map” it between 0 and 1. In the following subsection, we use
this filter to weight the attraction between the agents.

Attraction Definition

In order to define the attraction force, we have to take into account some properties. For
obvious reason, we do not want the attraction to be effective below the equilibrium distance.
We also need its strength to be stronger when the inter-agent distance is large so as for
isolated agents to catch up with the main cluster. Finally, we want to use the neighbors
filter Jij in order to have a stronger attraction between agents that do not have a similar
active neighborhood. Doing so, we expect isolated clusters or lone agents to reach the
main cluster. According to these properties, the attraction force vattij of agent i receiving
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information of agent j is:

vattij =

{
patt(D(rij)− deq) ∗ Jij ∗ nij, if rij > deq

0, otherwise
(5.5)

where patt is a gain parameter, rij is the inter-distance between agent i and agent j, D is
a positive increasing function of rij, Jij is the filter defined in Eq. 5.4 and nij is the unit
vector between i and j. Note that in our experiments, we use D(rij) = rij ∗ log(1+qij) as the
quadratic expression was too harsh and the linear one was too soft. The overall attraction
for agent i is vatti =

∑
j∈N+

i
vattij .

From this definition, and especially because of the filter, the attraction is now nonreciprocal,
which means that two agents interacting together can no longer attract each other. As

N+
1,2 N+

3

12 3

deqdeq

Figure 5.6: Representation of the attraction in red based on the neighbors filter.

illustrated in Fig. 5.6 one can see that agents 1 and 2 have the same AN and an inter-
distance larger than deq but are no longer attracting each other as N+

1 = N+
2 = N+

1,2. On
the other hand, agent 3 is attracted by agent 1 (represented by the red arrow) because
their inter-distance is larger than deq and they do not have the same AN (N+

3 6= N+
1 ).

Consequently, agent 3 will reach back to the main cluster formed by agents 1 and 2.
In Figure 5.7 we can see a snapshot of a simulation with a swarm of 15 agents (with Nmax =
7). The red arrows represent the attraction forces derived from Eq. 5.5. We can distinguish
two clusters in this image, one on the top and one on the bottom. The direction of the
attractions appears to drive the clusters to gather which is what we aim with our new
attraction force. The solid lines represent a bidirectional interaction (i.e. i ∈ N+

j and
j ∈ N+

i ) while the dashed lines represent a unidirectional interaction (i.e. i ∈ N+
j and

j 6∈ N+
i ).

In the next subsection, we integrate this new force as well as the pressure repulsion in a
whole model called APR.

5.5 The Asymmetric Pressure Regulation Model (APR)

In this section, we present the general form of the model we propose, called asymmetric
pressure regulation model (APR). It is inspired from Vásárhelyi’s article defined by Eq. 2.23
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Figure 5.7: Attraction forces among a 15 agents swarm represented by the red arrows. The
actual velocity of each agent is not represented here.

and, as the VAT model (see Eq. 4.3), it includes an attraction force. In the proposed APR
model, we introduce the pressure repulsion (see Sec. 5.3) as well as the filter based attraction
(see Sec. 5.4). The goal of this combination is to increase the cohesion (i.e. decrease the
fragmentation) while reducing the risk of collision. The final form of the model is described
by the following desired velocity ṽdi :

ṽdi (t+ 1) =
vi(t)

‖vi(t)‖
vflock + vpressi (t) + vatti (t) + vfricti (t) +

∑
s

vwall,obstis (t), (5.6)

which is bounded to vmax according to the following expression

vdi =
ṽdi
‖ṽdi ‖

min{‖ṽdi ‖, vmax}, (5.7)

where vdi is the desired velocity of an agent i and vmax is the maximum allowed velocity.
Most of the terms have been described in the previous chapters. We decided not to modify
the terms vfricti and vobstacleis as they are already performing well independently, while vpressi

is defined in Eq. 5.2 and vatti is defined in Eq. 5.5.
The acceleration ai of each agent is computed in the same way we explained in Sec. 3.2

and all the parameters are given in Tab. 3.1:

ai = ηi +
vdi − vi − vsi
‖vdi − vi − vsi‖

·min

{
vdi − vi − vsi

τ
CTRL

, amax

}
, (5.8)

where ηi models the outer noise (e.g. the wind), vsi represents the inner noise on the velocity
measurements (e.g. due to GNSS approximations), τ

CTRL
is the settling time of the velocity

controller (e.g. PID controller) and amax is the acceleration boundary.
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In the following section, we evaluate the APR model via simulation through different
types of environments. We optimize the parameters of the model in order to compare it to
other self propelled models.

5.6 Experimentation & Results

5.6.1 Simulation settings

For the simulations, we test flocks of 15 agents evolving in various environments with ob-
stacles. We use the same framework that we presented in Chap. 3. We added a visual
interpretation of the pressure as we showed in Fig. 5.2.

As for the previous models, we define three types of environments. The generic, the forest
and the city. While the first one is used for optimization and testing, the other ones are used
for performance evaluation and comparisons. We decided to use smaller arenas in this series
of evaluations as it makes the simulation faster, the number of obstacles being smaller. The
arena is still large enough for the agents not to reach a wall during an experiment. All the
parameters of the environments are gathered in Tab. 5.1.

Table 5.1: Parameters of the generic, forest and city environments

Parameter Description Generic Forest City

Rarena (m) Radius of the arena 250m 250m 250m
Nobst (-) Number of obstacles in the environment 35 200 15
Robst (m) Average length of an obstacle 24m 2m 60m
σobst (m) Standard deviation of an obstacle length 5m 1m 10m
D (%) Density of obstacles in the arena 10% 0.4% 25%
P (-) Distribution of the obstacles in the arena Uniform Uniform Uniform

All the different experimental constants have been defined in Chap. 3 and remain the
same here. In addition, because we no longer optimize the equilibrium distance, we set it to
deq = 10m.

5.6.2 Metrics and parameters optimization

The APR model integrates several parameters that have to be optimized such as the gains
introduced in Eq. 5.2 and Eq. 5.5, but also an hyper-parameter Nmax (size of the neigh-
borhood). For a given environment, these parameters can be optimized in order to obtain
the best flocking behavior according to some metrics. The optimization strategy defined in
Sec. 3.5 is applied here with a new metric regarding the measured pressure (which must be
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minimal):

Ψpress =
1

T

1

N

∫ T

0

N∑
i=1

pi(t)dt, (5.9)

where pi is the pressure of agent i (see Eq. 5.1), T is the time of an experiment and N is
the number of agents. In Tab. 5.2, we gather the different metrics used for the APR model
and the objective value. All the formulas have been defined previously (see Sec. 3.5.1 and
4.3.1).

Table 5.2: Metrics used for the APR model and the objective value

Metrics Description Objective

Velocity (m/s) Measure the average velocity of the flock Ψvel = 4
Correlation (-) Measure the average alignment per cluster Ψcorr = 1
Cluster (-) Count the number of clusters Ψclust = 1
Collisions (-) Count the number of collisions between

the agents Ψcol = 0
Obstacle collisions (-) Count the number of collisions

between an agent and an obstacle Ψobst = 0
Pressure (m) Measure the average pressure of the flock Ψpress = 0

The associated fitness functions are presented in Tab. 5.3 and the parameters used are
δcol = 0.00003, δwall = 0.0005, δvel = 1.5, δclust = 1 and δpress = 1.

Table 5.3: Fitness functions for the performances of the APR model

Fitness function Formula

Fcorr (-) Θ(Ψcorr).Ψcorr

Fcol (-) F1(Ψcol, δcol)
Fwall (-) F1(Ψwall, δwall)
Fvel (-) F3(Ψvel, v

flock, δvel)
Fclust (-) F2(Ψclust − 1, δclust)
Fpress (-) F2(Ψpress, δpress)

We use the NSGA-III algorithm here again as it gave us quick and reliable solutions in
our previous experiments. We can see in Fig. 5.8 the evolution of the optimization process.
Note that the standard deviation metric has been adapted in order to reach one whenever
its value is minimal. The best solution is retrieved at the end of the optimization process by
selecting it on the Pareto front according to the “rules” we defined in Sec. 3.5.2.
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Figure 5.8: Optimization process of the APR model with the NSGA-III algorithm.

5.6.3 Results

In this section, we gather all the results of the tests we ran regarding the APR model
but also the VAT model in order to compare them. The models are tested on the City
and Forest environments but also on the Generic one so as to discuss the performances on
testing and training environments. For each model, we run one hundred simulations on the
same environment and compute the average and standard deviation of the metrics. One
simulation consists of a T = 600s experiment where the agents are initialized inside a ring
of radius Rinit = 50m with a null velocity.

Generic Environment

We begin the tests with the APR model on the Generic environment as it is the one where we
expect the best results. The average and the standard deviation of the metrics are presented
in Tab. 5.4. We can see that the results are almost optimal. We do not have any collision
between the agents or with the obstacles and none of the agents have left the cluster. In
other words, there is no collapse nor fragmentation. It is also important to note that the
pressure is very low (0.2, considering that the maximum pressure is deq = 10m). It means
that the pressure repulsion is efficient without leading to extreme repulsion as we can see
that, on average, the inter-agent distance is very close to the desired equilibrium distance
and the standard deviation of the pressure is small as well (0.29). The only drawback here is
the velocity of the flock which is at 3.57m/s for an objective of 4m/s. This can be explained
by the fact that the pressure repulsion acts as a brake and hence reduces a bit the velocity
of the swarm. It is yet still in the range of tolerance.
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Table 5.4: Performances of the APR model in the Generic environment.

Generic -

Metrics Average Stdev Objective Tolerance1

Velocity (m/s) 3.57 0.5 4.00 1.00
Correlation (-) 0.94 0.07 1 0.1
Cluster (-) 0 0 0 1
Collisions (-) 0 0 0 0
Obstacle collisions (-) 0 0 0 0
Pressure (m) 0.2 0.29 0 1

Inter-agent distance (m)2 10.8 1.64 ≈ 10 -

aThe tolerance corresponds to the maximum gap with the objective above which the model is considered
as deficient.

bThe inter-agent distance is not optimized. The objective corresponds to deq = 10m.

The good performances here are expected, as we are testing the model in the optimization
environment, and are very encouraging.

Forest and City Environments

It is also important to test the APR model in different environments from the optimization
one in order to check if it is robust. Otherwise, we could be confronted with an overfitting
phenomenon. The results in the Forest and City environments are displayed in Tab. 5.5.

Table 5.5: Performances of the APR model in the Forest and City environments.

Forest City -

Metrics Average Stdev Average Stdev Objective Tolerance

Velocity (m/s) 3.01 0.54 3.71 0.46 4.00 1.00
Correlation (-) 0.90 0.11 0.95 0.05 1 0.1
Cluster (-) 10−6 ≈ 0 10−5 ≈ 0 0 1
Collisions (-) 0 0 0 0 0 0
Obstacle collisions (-) 0.1 0.34 0.04 0.19 0 0
Pressure (m) 0.26 0.36 0.18 0.27 0 1

Inter-agent distance (m) 10.86 1.81 10.72 1.21 ≈ 10 -

For the Forest environment we can see that the performances are not as good as in the
generic environment. First, for the velocity, we have a 25% gap regarding the objective.
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This is clearly explained by the high number of obstacles slowing down the agents repeatedly
combined with the effect of the pressure repulsion. Regarding the collisions, we can see that
we do not have any collision among the agents but a none zero value for the obstacle collisions.
This 0.1 value can be seen as 10% of the experiments generating 1 collision between an agent
and an obstacle over the 600 seconds experiment. The Cluster metric, that we can call
here “agent not in cluster”, is also very low, which is a really good performance in such an
environment where the obstacles are constantly breaking the communication links between
the agents. For the pressure, the value is also low, which is a good indicator for the respect
of the equilibrium distance. Indeed, the inter-agent distance is on average 10.86m, close to
the desired one (10m). Concerning the correlation, the value is really good as we cannot
expect the whole swarm to head in the same direction while avoiding obstacles.

For the City environment, the performances are slightly better and it is due to the low
number of obstacles leading to a better cohesion of the swarm and hence a better velocity,
stronger correlation and less collisions with the obstacles. Indeed, because there are less
obstacles (even though they are bigger), the agents are less frequently constrained by the
environment and there exist wider paths where they can evolve “freely” which is the main
reason why the speed is almost equal to the desired value (3.71m/s). For the same reason,
the agents evolve all together in the same direction leading to a good correlation metric
(0.95) as well as a very good value for the metric “agent not in cluster”. The rest of the
metrics are quite similar to the ones obtained in the Forest environment. However, we cannot
ignore the obstacle collisions value. Even though collisions with the obstacles are rare, there
is room for improvement.

The results of the APR model in the City and Forest environments are very good and
allow us to say that there is no global overfitting in the optimization process. One can
see that no collision among agents happened in any of the environments which is a major
advantage of this model. Nevertheless, we count some collisions with the obstacles. There
might be a local overfitting phenomenon regarding the obstacle avoidance feature as there
are no collision in the Generic environment. Despite this drawback, the gains brought by
APR in terms of fragmentation and collision are significant.

Comparison with the VAT model

After evaluating the APR model in various environments, we can now compare it to other
self propelling models. In particular, we use the VAT model (see Eq. 4.3) as it is robust in
constrained environments and efficient in avoiding fragmentation and collision.

Both APR and VAT have been optimized using the same process and algorithm. The
only difference is that VAT does not use the pressure but the inter-agent distance as a metric
of the optimization. The results of the tests for the VAT model in the Generic, Forest and
City environments are gathered in Tab. 5.6. We have highlighted the metrics in red when
they are worse than the values obtained with the APR model. From this table, we can
see that APR performs better in terms of collisions among agents, fragmentation (agent
not in cluster) and correlation. We also observe that with VAT the inter-agent distance is
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lower than the desired value (10m) in the Generic environment (9.96m) and in the Forest
environment (9.54m). This is caused by the superposition of the attraction leading to a shift
between the desired and actual equilibrium distance as we explained in the introduction of
Sec. 5.4.

Table 5.6: Performances of the VAT model in the Generic, Forest and City environments.

Generic City Forest

Metrics Average Stdev Average Stdev Average Stdev

Velocity (m/s) 3.53 0.60 3.61 0.59 3.28 0.58
Correlation (-) 0.83 0.19 0.85 0.17 0.88 0.14
Cluster (-) 0.03 ≈ 0 0.06 ≈ 0 10−4 ≈ 0
Collisions (-) 0.51 0.92 0.57 0.98 0.47 0.81
Obstacle collisions (-) 0 0 0 0 0.007 0.02
Inter-agent distance (m) 9.96 3.72 10.43 5.53 9.54 2.07

Pressure (m) 0.86 0.72 0.85 0.70 0.88 0.80

The interesting property of the VAT model is that there is no collision with the obstacles
in the Generic and City environments and almost none in the Forest environment. Even
though APR and VAT share the same obstacles avoidance term, it seems that the dynamics
brought by the new interactions in APR affect directly the performances of the obstacle
avoidance. To sum up, we can say that the APR model appears to outperform the VAT
model in many aspects and hence answers our problematic. However, it would be interesting
to study further the obstacle avoidance function, which was not our primary focus in this
work.

5.6.4 Analysis of pressure dissipation

One of the most interesting phenomena regarding the APR model is how it dissipates the
pressure and thus reduces the risk of collision. In this section, we analyze this mechanism
and compare it, in a similar situation, to the VAT model.
For this purpose, we designed a simple experiment, without obstacles, where 15 agents are
initialized without speed, in a deterministic way, in a very small area (a circle of radius
r = 20m) that will for sure generate some pressure as most of them will be under the
equilibrium distance with their neighbors (deq = 10m). The initialization can be seen in Fig.
5.9 and we can see the pressure generated as the agents are below the equilibrium distance
with their neighbors. The idea is to see how the pressure is then dissipated and how it
evolves towards a steady state. The results for the VAT and the APR models are plotted in
Fig. 5.10 and are discussed hereafter through different periods.
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Figure 5.9: Initialization of the experiment with 15 agents.

The Transient State: This state corresponds to the initial response of the models after
the constrained initialization. The first difference is the trend of the average pressure (in red).
While it keeps rising for the VAT model, it almost instantaneously decreases for the APR
model. This property is representative of the preventive action of the pressure regulation.
Regarding the value, both models have almost the same maximum pressure (in yellow) but
it is on average twice as superior for the VAT model (in red).
The second difference concerns the time of this transient state. One can see that while the
VAT model struggles to reduce the average pressure (in red) to a “steady-state” in 6s, the
APR model manages to vanish the average pressure in only 3s which is twice less for the
same amount of pressure initially. This fast response is representative of the corrective action
of the pressure regulation.

The Steady State: This state corresponds to the rest of the experiment where we expect
the agents to reach a steady state after the transient state. One more time, the average
pressure (in red) of the VAT model is much higher than the one of the APR model which is
almost null. Also this average pressure of the APR model remains in a bounded and small
range of values which are negligible in comparison with the VAT model. These small values
of the APR pressure can be caused by the noises and delays (e.g. localization measures and
communication delays) introduced in the simulated environment. As a perspective, it will
be interesting to study an integral controller to see if we could get rid of it.

From this analysis we can see the advantages of measuring and exploiting the pressure.
However, even though there are no obstacles in this experiment, there is still some pressure
and it can be explained by the noises and delays as we mentioned above but also by the
attraction force. But what is the real impact of these elements ? In Fig. 5.11, we have
conducted the same experiment as before but without the attraction and only for the APR
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(a) Measure of the pressure with the VAT
model

(b) Measure of the pressure with the APR
model

Figure 5.10: Measure of the pressure (y axis) over time (x axis). The red, green, blue and
yellow lines respectively represent the average, the standard deviation, the minimum and
the maximum of the pressure among all the agents.

(a) Measure of the pressure with the APR
model with no attraction in realistic
conditions (with noises and delays)

(b) Measure of the pressure with the APR
model with no attraction in idealistic

conditions

Figure 5.11: Measure of the pressure (in cm) over time (in sec). The red, green, blue and
yellow lines respectively represent the average, the standard deviation, the minimum and
the maximum of the pressure among all the agents.

model. The goal is to observe the impact of the simulated conditions regarding the pressure
generation when the attraction is null. The figure on the left corresponds to the measure of
the pressure without attraction in realistic conditions with a delay on the communication
of tcomm = 0.2s and a refresh rate of the localization sensor (GNSS) equals to ts = 0.2s. Also
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the sensor noise is σs = 50cm2/s2. The figure on the right, on the other hand, corresponds to
the same experiment with all the previous values set to zero also called idealistic conditions.
In both figures, we can see that the average pressure (in red) vanishes quickly to a negligible
level and remains as such during the steady state. But in realistic conditions, we observe
some sudden variations in the maximum measured pressure (in yellow). These variations do
not represent an actual risk of collision as they are small but can explain the one we see in
Fig. 5.10.

From this experiment, we can conclude that the attraction is mostly responsible for a
steady pressure but is yet necessary to avoid the fragmentation. The observed pressure is
however bounded in an acceptable range of values and hence does not harm the behavior of
the model.

Reaction towards obstacles

In Sec. 5.6.3, we saw that the APR model was subject to some collisions with the obstacles
whereas the VAT model was more likely to generate some collisions among the agents. Even
though both models share the same obstacle avoidance term, they do not have the same
parameters setting but we know that it is efficient at least in the optimization environment.
To better understand why collisions happen, we have to analyze the global behavior of the
flock when it approaches an obstacle. As we saw in Chap. 4, the VAT model suffers from the
superposition phenomenon (see Sec. 4.4.1) leading the agents to frequently evolve under the
equilibrium distance resulting in some pressure. Hence, whenever the flock is constrained
by an obstacle, the pressure keeps rising leading sometimes to collisions among the agents.
We can see this effect in Fig. 5.12 on the left. On the contrary, agents with the APR model
have more space between them and as we can see on the right picture of Fig. 5.12, the major
part of the pressure is located on the agents close to the obstacles. This acts as a warning
sign for the other agents that are therefore repelled from this area. The obstacle collision
risk is however still high for these pressured agents close to the wall. Indeed, because of the
measurement noises and communication delays, some pressure might be generated within
the flock, leading to a repulsive action potentially pushing the agents close to the wall even
closer to it. This mechanism appears to be the main reason why there are some collisions
with the obstacles. However, the APR model remains interesting as it acts in a preventive
way for agents that have not yet detected the obstacles.

We have shown through simulations that the APR model could not only drastically
reduce the fragmentation phenomenon but also prevent any collision among the agents.
Furthermore, it outperforms on most of the metrics the VAT model which was specifically
designed for constrained environments. Despite its good performances, the APR model
appears to give rise to some collisions with obstacles. We believe it could be interesting to
integrate the pressure measure for the obstacle avoidance as it has given excellent results for
the collision avoidance among the agents.
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(a) Obstacle reaction with the VAT model (b) Obstacle reaction with the APR model

Figure 5.12: Behavior of the models towards obstacles

Given the good performances of this model, it could be interesting to add some func-
tionalities like guiding the swarm toward a defined goal. In the next chapter, we develop
a distributed leader follower strategy in order to satisfy this purpose. We will see that the
APR model is well suited for this application and has better performances than other models
such as VAT.
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6
Incremental Leader-Follower Model

Throughout the previous chapters, we aimed at developing new flocking models that make
it possible for self-propelled agents to evolve safely in constrained environments. One major
hypothesis of this work was the absence of preferred direction or common goal that would
be shared by all the agents. However, this usually means that our system is not suited
for applications like target tracking or leader follower. In this chapter, we aim at coping
with this limitation by introducing a distributed leader follower algorithm. We present an
incremental leader-follower model, inspired from hierarchical leadership and exploiting inter-
agent communications. This model is evaluated in particular in ”tunnel” crossing missions.
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6.1 Context and Objectives

Given the performances of the APR model, we decided to integrate it with a leader follower
approach so as to go through highly constrained environments with a defined goal. The
main objective is to use the APR model to ensure a safe and cohesive motion and a leader
follower model in order to lead the swarm toward a defined position.

Leader follower models have been widely studied in the literature Among them we can cite
the well known work of Olfati-Saber [10] that we have been using in this thesis. In his work,
the author uses a distributed navigational feedback term in order to enhance the cohesion
among the swarm and avoid fragmentation. He shows that it is a necessary condition for
the emergence of a flocking motion independently of the initial conditions. However, as we
mentioned earlier, this requires a global information where the position and velocity of the
virtual leader is known by all the agents. The same concept is used by La and Sheng in [50].
In [85], Balázs et al. introduce a time-dependent leadership hierarchy that adapts locally
to agents intention of changing direction. In other words, the leader follower relationship
adapts itself over time. Doing so, they manage to enhance the responsiveness of standard
collective motion models. Other articles such as [27, 86] consider a distributed leader follower
flocking control where the states of the virtual leader are partially observable but also not
always known by all the agents in the swarm. Last but not least, in [12], the author studies
the emergent behavior of “Cucker-Smale” flocking under hierarchical leadership and shows
the convergence toward cohesive patterns. The hierarchical leadership (HL) introduces the
notion of sub-leaders sharing the role of both a leader and a follower. In Fig. 6.1 we can see
the difference between a classical leader follower approach on the left where the two followers
(in green) can only follow the leader (in red) whereas the HL on the right allows a follower
to become a leader or sub-leader (in green) and a follower to have multiple leaders (in blue).
An explicit definition of the HL will be given in the next section.

1

2

3

Leadership

1

2

3

Hierarchical Leadership

Figure 6.1: Graphical representation of two leadership approaches: on the left the classical
one and on the right the hierarchical one.

In this chapter, we use the hierarchical leadership concept on top of our APR model with
only one leader or sub-leader per follower. The underlying idea is to guide one agent toward
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the most informed agent in its neighborhood. This distributes the information in a local way
and thus we do not violate the hypothesis regarding no use of global information. Doing so
we aim at ensuring the scalability of the model and improve the overall “guidance” of the
swarm. The system remains fully decentralized assuming that the leader is itself autonomous.
In case if the leader is remotely controlled, then the rest of the swarm is decentralized but
not the leader. In the coming sections, we show how we define our tracking force and
our incremental leader follower algorithm in order to fit in the APR model. Simulation
results and comparison with the VAT model and a classical leader follower model will also
be presented.

6.2 Incremental Leader Follower Strategy

In this section, we present a new leader follower strategy. The idea is to prevent the fragmen-
tation phenomenon that usually occurs when the communication links between the leader
and the followers are broken. We aim at allowing followers to become leaders in order to pre-
serve cohesion and movement. The interaction terms as well as the leader follower algorithm
are presented hereafter.

6.2.1 Navigational feedback

The navigational feedback term is used to define the dynamics between a follower and a
leader. It can be seen as a tracking force attracting the follower toward the leader. The
leader being the objective to reach, the navigational feedback is associated to the tracking
force. In order to fit our framework, we define the tracking force by a velocity vtrgi as
follows:

vtrgi = v0 ∗ s(‖ritrg − ri‖, l, d) ∗
ritrg − ri

‖ritrg − ri‖
(6.1)

where v0 is the desired flocking speed, ritrg is the position of the target of agent i and ri is the
position of agent i. s(x, l, d) is the sigmoid function with parameter l and d which represent
the boundaries of the sinusoidal pattern:

s(x, l, d) =


0, if x ∈ [0, l]

sin
(
π
d
(x− l)− π

2

)
+ 1, if x ∈ [l, l + d]

1, if x > l + d

(6.2)

This tracking term is then added to the desired speed from our APR model (Eq.5.6):

ṽdi (t+ 1) =
vi(t)

‖vi(t)‖
vflock + vpressi (t) + vatti (t) + vfricti (t) +

∑
s

vwall,obstis (t) + vtrgi (t) (6.3)

As before, this velocity is bounded by vmax according to the following expression:

vdi =
ṽdi
‖ṽdi ‖

min{‖ṽdi ‖, vmax}, (6.4)
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where vdi is the final desired velocity of an agent i and vmax is the maximum allowed velocity.
This final velocity concatenates both the navigational feedback and the flocking behavior
induced by the APR model which is what we wanted in the first place. This resulting model
will be called APRT model for asymmetric pressure regulation and tracking model.

In this thesis, we assume that the leader is not static and behaves as one of the agents
but without the alignment and the attraction terms. Indeed, as it is attracted by a target
or heading in a known direction, it does not need to align with the rest of the swarm nor
to stay close to them. However the pressure repulsion remains and acts as a fail-safe in case
if the rest of the swarm would reach close enough to the leader. Its velocity ṽdleader can be
described as follows:

ṽdleader(t+ 1) =
vleader(t)

‖vleader(t)‖
vflock + vpressleader(t) +

∑
s

vwall,obstleader/s (t) + vtrgleader(t) (6.5)

All the terms here are the same as before, we just use the subscript “leader” instead of i as it
is unique. Regarding the term vtrgleader, it is the same as in Eq. 6.1 but the parameters might
be different and the target position is initially known by the leader. This target can be static
or dynamic. Indeed because we leave the self propelling term for the leader, even though it
reaches a static target, it will still wander around it without reaching a stable position. This
perpetual movement is not trivial as it prevents the followers from falling into a dangerous
equilibrium state where they would all struggle to reach the same position (the one of the
leader) while being constrained by the pressure repulsion.

In addition to this perpetual motion, another aspect of this model acts in our favor and
relies on the leadership definition. In our model, as we will see in the next section, any
follower can become a leader depending on its position and its “rank” regarding the swarm
and the actual leader. Thanks to this, all the agents in the swarm may have a different
leader and hence will not aim toward the same position.

6.2.2 Incremental leadership

In order to define a model robust to communication failures but also prevent congested
motion (especially in narrow paths), we propose to increase the number of leaders. Selecting
the appropriate leader is a key aspect of our incremental leader follower strategy. From what
we have built in the previous section, we allow each agent to have a specific leader potentially
different from the actual leader. The structure we use to assign leaders is inspired from the
hierarchical leadership structure (see [12]). We begin by giving this definition:

Definition 6.2.1 (Hierarchical leadership flock [12]). A (k+ 1)-flock with adjacency matrix
A = [aij] is said to be under hierarchical leadership if the agents can be labeled [0, 1, ..., k],
such that

(i) aij = aagent i led by j 6= 0 implies that j < i; and
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(ii) if we define the leader set of each agent i by

L(i) = {j | aij > 0}, (6.6)

then for any i > 0,L(i) 6= ∅

If so, the flock is called an HL-flock (Hierarchical Leadership).

From this definition we can see that all the agents are subject to some leadership except
for agent 0 which is the actual leader. In Fig. 6.2, we can see three examples of flock
structures, two HL-flocks and one non-HL-flock due to the fact that agent 2 has no leader.

Figure 6.2: Two examples of HL-flocks and one example of a non-HL-flock. The arrow i→j
represents that agent i is led by agent j. Credits: [12].

This structure is interesting and leads to good results as it is shown in [12] but is yet
not suited for our objective. Indeed we observed in simulation that having multiple leaders
could lead to unwanted situations where the follower would be dragged towards opposite
directions. This situation cannot happen if the follower has only one leader. We propose to
explore an approach where each agent follows a unique leader, which is selected has being
the closest to the true leader. To do so, we introduce a hierarchy, inspired from HL-flock,
computed as a distance from the true leader. We define this hierarchy by a value lr which
is the topological distance to the true leader.

We formalize this proposition by the following definition characterizing our incremental
leadership flocks.

Definition 6.2.2 (Incremental leadership flock). A N-flock with adjacency matrix A = [aij]
is said to be under incremental leadership if the agents can be ranked with a value lri in
[0, N − 1], such that

(i) lr = 0 is reserved for the true leader and will never change

(ii) ∀j ∈ [0, N − 1] and j 6= i, if aij = 0 (i.e. no neighbors) then lri = N − 1
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(iii) if agent i is the follower of the leader j then

lri = lrj + 1 (6.7)

(iv) each agent i 6= 0 has only one leader.

If so, the flock is called an IL-flock (Incremental Leadership).

According to this definition, we can infer an algorithm that will turn a flock into a
IL-flock. The true leader is initialized with a rank equal to 0, lr = 0. The rest of the
agents are all initialized to a rank equal to the number of agents in the system minus one
as it is the maximum rank reachable. Because the system is decentralized and based on
local interactions and asynchronous communications, an agent cannot know its exact rank
instantaneously but will rather increment it according to the one of its neighbors. When the
algorithm starts, each agent will check in its communication neighborhood if there are agents
with a lower rank. If yes, this agent updates its rank to the lowest one of these neighbors
plus one. It also uses this neighbor position as the target position and will hence head in
this direction. This procedure is known as the leader assignment algorithm (LA) and is
presented in Alg. 1. In this algorithm, qitrg is the position of the target of agent i, qi is its
position, Ni is its communication neighborhood and lri is its leading rank.

Algorithm 1 Leader Assignment Algorithm (for agent i): LA(i)

Input: Ni
Output: lri, qitrg

1: lri ← N − 1 . leading rank is initialized by default to nb. of agents
2: qitrg ← qi
3: for j ∈ Ni ordered by distance do . loop on the neighbors
4: if lrj < lri then
5: lri ← lrj + 1 . new level
6: qitrg ← qj . new target assignment
7: end if
8: end for
9: return lri, qitrg

The overall algorithm that is presented in Alg. 2 consists of an infinite loop where all the
agents compute their leader using the LA algorithm before applying the flocking strategy
referred to as FlockingMotion() in the algorithm. We call this algorithm the incremental
leader follower algorithm (ILF).

With these algorithms, we allow each agent to become a leader as long as it is connected to
a leader itself. This increases the number of leaders in a distributed way and we will see in the
next section how it enhances the cohesion and thus prevents the fragmentation. In Fig. 6.3,
we illustrate how the ILF algorithm works. We observe the resulting graph representation
after applying the ILF algorithm on a swarm of 7 agents (lr values are represented by colors).
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Algorithm 2 Incremental Leader Follower Algorithm

Output: lri, qitrg
1: while True do . infinite loop
2: for i← 1 to N do . loop on the agents
3: lri,q

i
trg ← LA(i)

4: FlockingMotion()
5: end for
6: end while

We can clearly see that each agent has only one leader with a higher leading rank except for
the actual leader (agent 1) which does not have any leader. In Fig. 6.4, we can see the same

Obstacle

1

2

34

5

6
7

Figure 6.3: Representation of the graph with the incremental leader follower algorithm. The
colors represent the leading rank with lr = 0, lr = 1, lr = 2, lr = 3 respectively for the red,
green, blue and yellow colors.

concept in the simulator where the agents are moving in a narrow path. The red leading
agent is the real leader (lr = 0), the only one having the true information about the target.
The green ones (lr = 1) are the followers of the red agent but also leaders of the blue ones
(lr = 2) themselves leaders of the yellow ones (lr = 3). It is important to note here that
because of this environment, the communication is restrained especially between the leader
and almost all the rest of the agents. Without such intermediate leaders, it would be less
likely that agents would be able to follow the leader. If the information of the leader were
globally known, like in [10] for example, the yellow agents would directly follow the red agent,
it would increase the risk of hitting the wall before reaching the turn or lead them toward
a deadlock depending on the rest of the environment. By allowing a follower to become a
leader, we somehow propagate the target information through intermediate way-points and
headings. Even though the information of the actual leader is not known by all the agents,
they at least know where to go next in order to get closer to it. The ILF algorithm breaks
down the global attraction towards the leader into a “piecewise attractors” which respects
our aim to have decentralized models.
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Figure 6.4: Swarm of 16 agents applying the ILF algorithm in a narrow corridor. The colors
represent the different leading ranks.

6.3 Simulation and Comparison

In this section, we study the performances of the ILF algorithm applied to different leader-
follower flocking models: the APRT model and the VATT model which is an extended version
of the VAT model with the tracking component presented in Eq. 6.1. To do so, we present
two scenarios. In the first one we compare the results of the ILF applied to the APRT and
the VATT model The idea is to study the impact of the ILF on both models. The second
scenario compares the ILF algorithm to a regular leader follower model such as the one of
Virágh et al. [1]. Both are applied to the APRT model.

A major aspect of these experiments is the complexity of the environment where agents
evolve. It consists of a narrow S-shaped corridor as shown in Fig. 6.5. The green circle
represents the entrance of the corridor and the red circle is the exit. The idea is to make
the agents go through the corridor by using the ILF algorithm and a regular leader follower
algorithm and measure the rate of success. The rate of success is equal to one when
all the agents have reached the red circle and zero otherwise. We also measure the
number of collisions between the agents. The environment being made of two non-convex
obstacles resulting in an highly constrained path, the simulations might lead to collisions
with the obstacles. Indeed, both APRT and VATT share the same interaction term regarding
obstacles avoidance and this latter is not specifically designed for concave obstacles. In these
experiments, 15 agents are simulated. Only one is the leader and knows the position of the
exit of the corridor (the red circle in Fig. 6.5) and the other ones are followers. The leader
is always initialized ahead of the followers in order to be able to go through the corridor
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Figure 6.5: S-shaped environment.

without any trouble.

6.3.1 APRT and VATT

From our previous observations, we have seen that the APR model had the capacity of
deforming the swarm without affecting the cohesion which is a major asset when moving
in tight spaces. On the contrary, the VAT model is more likely to form a compact swarm
preventing fragmentation but increasing the risk of collisions especially in the environment
we use here. The difference of behaviors can be seen in Fig. 6.6 and 6.7 where the ILF
algorithm is being applied to both models, respectively APRT and VATT, in order to make
them go through a narrow corridor. In these snapshots, the red agent corresponds to the
true leader (lr = 0) and the other ones are the followers (lr 6= 0). We can clearly see the
difference between them, especially with the shape of the fleet. The VATT model seems
to be highly constrained leading all the agents to an extreme cohesion with an high risk of
collision whereas for the APRT model the flock looks more elongated and less constrained
with consequently a lower risk of collision. For both models, the optimized version, trained
on the generic environment, has been used but the models have not been optimized on the
S-shaped environment. As we mentioned before, we measure two metrics here:

• Success: All the agents reached the end of the corridor.

• Collisions: Count the number of collisions among agents.

In this experiment, the agents are all initialized in a fixed size circle before the entrance of
the corridor (close to the green circle of Fig. 6.5). After a certain time, a way-point is set on
the red circle (Fig. 6.5) which starts the ILF algorithm and attracts the true leader towards
the exit of the corridor.
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Figure 6.6: APRT with incremental
leader follower

Figure 6.7: VATT with incremental leader
follower

Table 6.1: Performances of VATT and APRT with the incremental leader follower algorithm.

Rate of Success Collisions

APRT 96% 0
VATT 83% 0.28± 0.67

The performances of the models are being evaluated over a hundred runs and are gathered
in Tab. 6.1.

You can see the behavior of the swarm applying the ILF algorithm in the video attached
to this URL: https://youtu.be/zKcpsBHAmAg.

From Tab.6.1, we can see that the APRT model has a better rate of success than VATT
and produces no collision among the agents which is a fundamental property of the APR
model. As a consequence, we can say that the APRT model seems better suited to the ILF
algorithm than the VATT model. The ILF algorithm is yet not responsible for the collisions
of the VATT model as we know from the previous chapters that it leads to collisions on its
own. In addition, when we observe the simulations we can see that some collisions with the
wall occur at the entrance of the corridor which appear to be a very challenging sequence
and is relatively dependent of the initialization of the agents. This part is also responsible
of most of the failure as the leader goes quickly inside the corridor and may leave behind all
the agents while they reshape to fit in as it can be seen in Fig. 6.8. Beside this drawback,
the APRT model seems to be promising with the new incremental leader follower algorithm
and it is quite easy to think about the applications that could be based on it such as guided
exploration or tracking of an external target for example.
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Figure 6.8: Swarm of drones at the entrance of the corridor (leader in red color)

6.3.2 ILF algorithm and classical leader follower algorithm

In order to validate the ILF algorithm, it must also be compared to a classical leader follower
algorithm (noted CLF). For this, we use the control law developed by Virágh et al. in [1].
It consists of the same equation presented in Sec. 6.2.1 (see Eq. 6.1). The only difference is
that the leadership is no longer distributed here which means that there is only one leader
for all the followers and the interaction exists only if the leader is in the communication
neighborhood of the follower. The difference can be seen in Fig. 6.9 where the ILF algorithm
is applied resulting in multiple leadership layers whereas in Fig. 6.10, the CLF is applied
and we can see only four agents in green being attracted by the leader in red. The rest of
the swarm only relies on the attraction term of the APRT model to follow their peers.

So as to properly measure the performances of these two algorithms, the agents are initial-
ized in the exact same position with a null velocity at each simulation. When the experiment
starts, the way-point attracting the leader to the exit of the corridor is already set. Hence
the swarm directly attempts to go into the corridor, following the leader. We have run the
simulation a hundred time for both configurations. The rate of success and the number of
collisions are gathered in Tab. 6.2. The results are quite significant with a rate of success
of 100% for the ILF algorithm and 20% for the CLF algorithm. Not only is the ILF algo-
rithm 400% more efficient than the CLF algorithm, but it also never fails to reach its goal.
Last but not least, there is no collision, as it could be expected when using the APRT model.

From these results we can clearly state that the ILF algorithm has numerous advantages
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Figure 6.9: APRT with ILF algorithm. Figure 6.10: APRT with CLF algorithm.

Table 6.2: Performances of ILF and CLF algorithm with APRT model.

Rate of Success Collisions

ILF 100% 0
CLF 20% 0

namely its adaptability to existing flocking models (requiring minimal modifications) and
the performances it produces in highly constrained environments. The propagation of the
leadership allows to get rid of the limits regarding the number of followers and improve the
robustness of the swarm.
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7
Conclusions

7.1 Synthesis

The initial goal of this thesis was to understand flocking motion and develop new models
based on local communications in swarm of UAVs. The physical environment within which
the UAVs evolve in rapidly became an important aspect of this thesis after realizing the
impact it had on the global behavior of the swarm. Eventually, the main objective during
these three years has been to identify the different flaws of existing flocking models in highly
constrained environments and develop new models with better performances. We believe
this work shows that we managed to do so but it is important to remember that it relies on
a specific simulator and the hypothesis we took remains to be confirmed with other frame-
works and real UAVs. In this direction, note that the VAT and APR models have been
recently implemented in the GAZEBO simulator with the IntelAero drone model, by Johan
Faure, engineer in the Chroma team. First results, illustrated in Fig 7.1.a show that the
main properties are kept and the simulated flocking is efficient. Moreover, the team has also
started to implement and test flocking models with real PX4 Vision UAVs (see Fig 7.1.b).
However, this is only the beginning of a new phase of evaluation of the different flocking
models proposed.

To come back to this thesis, our main contributions can be summed up into the following
threads:

1. We showed the limits of existing flocking models. In environments with many obstacles,
state of the arts models appear to generate unwanted phenomena such as fragmentation
and collision. These situations occur under specific yet realistic conditions that we fixed
in our work such as the consideration of more realistic communications, the removal
of any centralized information or the exclusive use of self-propelled aerial robots. This
led to extend the flocking simulator of Virágh in Chap. 3.

2. In order to cope with the limitations we highlighted in the previous point, we extended
two flocking models from the literature. We managed to significantly improve their
performance in various environments. This led to define the models VAT and VOS in
Chap. 4. In particular, we added an attraction force to the initial model of Vásárhelyi
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Figure 7.1: a. Snapshot of 5 IntelAero drones flocking together with the VAT model in the
GAZEBO simulator b. Experiment of a 3-drones flocking by the Chroma team on April
2023 (CITI lab.)

et al. [2] making it more robust and less prompt to fragmentation (VAT). Regarding the
VOS model, we merged both the model of Vásárhelyi et al. and the one of Olfati-Saber
[10], taking advantage of their performances.

3. We developed a new flocking model mostly based on asymmetric interactions. It relies
on a novel measure of pressure that concatenates crucial information regarding the
neighborhood of an aerial robot. It also includes an adaptive attraction force that
efficiently selects the agents used for the computation of the force. This model, called
APR, leads to some serious improvements with a collision-free behavior in all the
environments we designed.

4. From the perspective of developing flocking based applications, we proposed a leader-
follower algorithm that aims at leading the flock toward a given destination. It benefits
from an adapted hierarchical leadership model. This new algorithm called incremental
leader follower can be easily stacked on all flocking models and proved to be much
more efficient than a classical leader follower algorithm

Most of these contributions result from a huge empirical work that have been made possible
by the use of the simulator developed by Virágh et al. [1]. All our simulations have been
conducted in this simulator that we progressively enhanced in order to suit our different
needs such as the integration of a communication model, the measure of the pressure or the
on-line computation and display of the clusters. These functionalities, mostly visual, greatly
helped us in the understanding of the behaviors of the aerial robots. Besides this aspect of
the simulator, we also managed to integrate it into an optimization process that happened to
be essential in the development of new flocking models. Through this step, we also learned
how to properly measure and asses the performances of a model.
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The work done during this three years has resulted in several models, in particular the
asymmetric pressure regulation model which broadly answers to the main problematic of this
thesis. New questions have yet arisen from this study like the stability of the control law or
the different ways to interact with obstacles. These questions are essential and need to be
studied further as to build more and more robust and efficient flocking systems.

7.2 Perspectives

As we progressed in this thesis, we thought about many enhancements and tools that could
be developed to improve our flocking models but also the general framework including the
simulator and the optimization strategy. We also encountered some obstacles that remain to
be dealt with. The major perspectives of these work can be summarized into the following
items:

• The asymmetric pressure regulation model, which is the most promising model, con-
catenates two asymmetric terms resulting in a global asymmetric control law. This
asymmetric property makes it very difficult to prove the stability of the model. It
appears that the model oscillates between symmetrical and asymmetrical phases de-
pending on the configuration of the swarm. Studying this stability could be very
interesting in order to prove the robustness of the APR model which has, until now,
only be “proven” empirically.

• Integrating a communication model into the simulator has been one of the contributions
of this thesis. It has yet showed us the limits of such models and the difficulties of
accurately modeling radio waves. As explained in research articles such as the one of
Vásárhelyi et al. [2], communications are seriously challenged in outdoor experiments
and not as reliable as we could model it. Paring network and robotic simulators
in a long-lasting way would be a major advance that would be beneficial for both
communities.

• In all our models, we used the same term for the obstacles avoidance. This choice
was made because of the good performances it led to on various models and situ-
ations. However, we saw at the end of this thesis that it is not flawless and some
situations lead to collisions. This is clearly not acceptable and put at risks our wish
for real experiments. By looking closely, these collisions happen in highly constrained
environments and under harsh, almost unrealistic conditions. In such situations, we
are confident that the UAVs we plan to use would not collide with any obstacles as
they integrate fail-safes, taking over control to avoid any harm. However, this action
usually interrupts the motion of the UAVs. This is why we need to develop safer ob-
stacle avoidance methods, that better fit in the flocking behavior without impacting
the agility it provides.
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• Thanks to the incremental leader follower algorithm, we understood that multiple ap-
plications could benefit from the flocking. Even though we measured the performances
of this algorithm, it still requires some investigation in order to prove its reliability
and applicability. We are currently working on an advanced version where we limit the
number of followers a leader can “have”. This could fluidify the motion and prevent
dangerous situations where all the agents would be dragged by the real leader to a
fixed position potentially leading to collisions.

Even though some aspects of the flocking remain to be deepened, we believe that the
models we presented are ready to be used on swarm of UAVs. This validation step is
crucial in the development of aerial systems but is yet very challenging and requires multiple
contributions from the financial point of view as well as the technological one but also
the legal aspect along with finding the appropriate facility where the UAVs could fly. We
are currently on good tracks to start experimenting as we now have enough UAVs and an
appropriate environment where they can fly safely.

While we listed the most interesting perspectives in our opinion, conducting real exper-
iments, as we mentioned above, is obviously the ultimate validation that we can get. We
believe that during these three years, we have pave the way to that end, by developing
new models, underpinning the emergence of reliable, efficient, decentralized and bio-inspired
behaviors.
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[85] Boldizsár Balázs, Gábor Vásárhelyi, and Tamás Vicsek. Adaptive leadership overcomes
persistence–responsivity trade-off in flocking. Journal of The Royal Society Interface,
17(167):20190853, June 2020. ISSN 1742-5689, 1742-5662. doi: 10.1098/rsif.2019.0853.
URL https://royalsocietypublishing.org/doi/10.1098/rsif.2019.0853.

[86] Wenwu Yu, Guanrong Chen, and Ming Cao. Distributed leader–follower flocking
control for multi-agent dynamical systems with time-varying velocities. Systems
& Control Letters, 59(9):543–552, September 2010. ISSN 01676911. doi:
10.1016/j.sysconle.2010.06.014. URL https://linkinghub.elsevier.com/retrieve/
pii/S0167691110000782.

113

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0040/these.pdf 
© [A. Bonnefond], [2023], INSA Lyon, tous droits réservés

https://linkinghub.elsevier.com/retrieve/pii/S2405896316309661
https://linkinghub.elsevier.com/retrieve/pii/S2405896316309661
http://ieeexplore.ieee.org/document/1272912/
http://ieeexplore.ieee.org/document/1570372/
http://arxiv.org/abs/2110.09619
https://royalsocietypublishing.org/doi/10.1098/rsif.2019.0853
https://linkinghub.elsevier.com/retrieve/pii/S0167691110000782
https://linkinghub.elsevier.com/retrieve/pii/S0167691110000782


FOLIO ADMINISTRATIF
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