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Introduction 

1. The human genome is non-randomly organized at multiple scales 

1.1 The human genome is highly folded in the cell nucleus. 

1.1.1 Packing a 2-meter-long genome in a 6 µm diameter nucleus 

The haploid human genome is made of 3.2 billion base pairs which are distributed 

across 23 chromosomes. The whole diploid genome is stored in each nucleus of almost all 

human cell types. It is organized as a double helix of 0.34 𝑛𝑚 𝑏𝑝 x 6.4x109 bp ≈ 2 meters 

long. However, the whole genome is stored in a nucleus of only 6 µm diameter. 

Consequently, the genome is highly folded in the nucleus. Despite this tight folding, nuclear 

processes such as DNA replication, DNA repair and gene expression need to access the 

genome efficiently. The genome was found to be organized at different scales rather than 

randomly folded in the nucleus, as described in later sections. 

1.1.2 Nucleosomes wrap DNA around them 

The first level of genome compaction is achieved by histone proteins (Figure 1A). A 

histone protein octamer (two H2A-H2B dimers and a H3-H4 tetramer) together with DNA 

forms the nucleosome1. These cylindrical structures (11 nm diameter and 4 nm in height) 

wrap 1.7 turns of DNA around them, which equals 146 bp of DNA1. This interaction is 

passively made since the negatively charged DNA is attracted to the positively charged 

histones (a free energy gain of about a few dozens of kbT)2,3. This complex of DNA and 

histones form the chromatin fiber. Although the interaction between histones and DNA is a 

passive mechanism, nucleosomes are dynamic structures that assemble, unwrap, slide and 

exchange histone variants4.  

This dynamic repositioning of nucleosomes is an energy-driven mechanism which is 

dependent on adenosine triphosphate (ATP, one of the cellular sources of energy) and occurs 

on the whole genome. The distribution of nucleosomes along the chromatin is well controlled. 

Indeed, nucleosomes are barriers for RNA Polymerase II (RNA Pol II), which allows the 

expression of genes by transcription5 and they restrict the binding of transcription factors to 

DNA6. As a consequence, close to transcription start sites, the region just upstream of the 
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gene promoter is depleted from nucleosomes and downstream nucleosomes occupy specific 

and defined locations relative to the transcription start site7–9. 

Also, the tails of the histone proteins forming the nucleosome are accessible to 

enzymes that can add or remove covalent chemical bonds from the protein (respectively 

called ‘writers’ or ‘erasers’). Therefore, each histone tail can receive a wide diversity of 

covalent protein modifications (acetylations (ac), methylations (me), ubiquitinations, 

sumoylation, etc.). The combination of such histone modifications creates the histone 

code10,11. This histone code defines different states of chromatin, which are associated to 

functional regions (Figure 1A). For instance, H3K27ac together with H3K4me1 are markers 

for transcriptional enhancers9, while H3K27me3 and H3K9me3 marks define a repressive 

transcriptional environment12. Using this knowledge, it is possible to define chromatin states 

based on Chromatin ImmunoPrecipitation followed by next-generation sequencing (ChIP-

Seq) data for histone modifications13. These histone marks can be bound by ‘reader’ proteins 

that affect the transcriptional state of chromatin by inducing either a repressive or a 

permissive chromatin environment14. These dynamically reversible changes can affect the 

transcriptional state of the chromatin both at short (hours and duration of a cell cycle15) and 

long timescales (memory across cell divisions and across individuals16,17). Histone 

modifications, together with DNA chemical modifications (e.g. methylation) are part of a 

larger group of mechanisms leading to changes in phenotypes without changes in genotypes 

called epigenetics18. 

Thus, nucleosomes form the first level of genome compaction, but their role is not 

solely structural. Indeed, based on their genome-wide occupancy and the chemical histone 

modifications, nucleosomes define functional regions of chromatin. 

8



 

 

Figure 1: The genome is functionally non-randomly folded at multiple scales in the 
nucleus. A: The DNA double helix molecule is wrapped around nucleosomes. These histone 
octamers can be submitted to covalent chemical bond modifications. The epigenetic 
modifications creating the histone code regulate locally the chromatin environment and gene 
expression. At scales of a few hundreds of kilobases, chromatin loops and Topologically 
Associating Domains (TADs) are observed. Loops and TADs exhibit higher frequencies of 
contacts within them than outside their boundaries. At few Mb, epigenomic compartments 
organize chromatin in functional compartments that segregate from each other. The A 
compartment is a transcriptionally active compartment, while the B compartment is repressive 
and tends to be located at the nuclear lamina. At the scale of the nucleus, chromosomes 
segregate from each other and preferentially occupy specific radial positions in the nucleus. 
Reproduced from 19. B: Genome organization as observed in contact maps. TADs form 
squares of enriched contacts along the main diagonal (left). Compartments exhibit a 
checkerboard pattern (middle). Chromosomes tend to segregate from each other, low levels of 
interactions are observed between chromosomes (right). Adapted from 20. 
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1.2 Hi-C describes genome architecture 

1.2.1 Mapping genome-wide 3D spatial contacts using Hi-C 

The study of 3D genome organization is based on methods assessing the frequency of 

physical contacts between different fragments of chromatin. These 3C techniques allow to 

map fragments of chromatin that are in close proximity in space. A variety of 3C methods 

were developed to map spatial contacts but most of them are based on the same principle, 

detailed below. First, chromatin crosslinking chemically creates bonds between two (or more) 

fragments of chromatin that are in close proximity. DNA is then digested with one (or more) 

restriction enzymes to fragment bonded DNA segments. These crosslinking and 

fragmentation steps are key for the downstream analysis of Hi-C data21. DNA ends are filled 

and labelled with biotin for future purification. Finally, ligation between fragments is 

performed in dilute conditions to favor intramolecular ligation and biotinylated fragments are 

purified (Figure 2A)22,23. High-throughput sequencing is then used to map all spatial contacts 

genome-wide and create the Hi-C contact maps (Figure 2B). 

Over time, the 3C-related methods expanded from the analysis of one vs one fragment 

of chromatin24 to genome-wide mapping of contacts with Hi-C25, and at high genomic 

resolution with Micro-C26–28, enabling to inspect chromatin organization at a wide range of 

scales (from base-pair resolution29 to chromosomal interactions). 
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Figure 2: Hi-C maps genome-wide DNA spatial contacts. A: In situ Hi-C protocol scheme. 
Reproduced from 30. B: Example Hi-C map of a 0.8 Mb region in HCT116 cells. Reproduced 
from 31. C: Schematic showing how a Hi-C map (left) is obtained from the averaging of 
multiple contacts obtained in many different single cells. The pattern of the average map (left) 
only emerges from the statistical averaging of preferential contacts within the region in single 
cells (right). Not all single cells exhibit the contacts observed in the averaged map. 
Reproduced from 32. 

1.2.2 Limitations of Hi-C and other 3C methods 

Hi-C uses fixed cells and is generally a bulk average technique where ~1 million of 

nuclei are used to produce the final Hi-C map. Contacts seen in bulk Hi-C maps (Figure 2B) 

result from the statistical average of ~1 million of cells (Figure 2C). Hence, they do not 

reflect the chromatin architecture of single cells but rather emerge from the averaged 

preferential interactions between specific sequences (Figure 2C)19. Moreover, the sparsity of 

long-range compared to short-range contacts needs to be taken into account during contact 

map normalization33. Also, the consequences of the fixation step in Hi-C are not fully 

understood: (i) crosslinking occurs between proteins or between proteins and DNA, but not 

between DNA fragments only, although histone proteins decorate most of the chromatin fiber, 

to what extent the crosslinking rate is heterogenous genome-wide is unknown; (ii) the 

distance length at which crosslinking captures contacts is not well defined34–36 and more 

importantly, it is unclear if it is constant across the whole genome; (iii) formaldehyde is used 

as a fixative agent but it is a highly denaturing agent for nucleic acids37, and using different 

fixative agents was found to affect downstream analysis of Hi-C maps21. As the resolution of 
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3C methods increases and reaches base pair resolution29, defining sources of noise and 

artifacts might become more and more important in the analysis of the resulting contact maps. 

However, other 3C-like methods were developed to alleviate some of the drawbacks 

of bulk Hi-C. Namely, single-cell Hi-C enabled to identify high cell-to-cell heterogeneity in 

chromatin architecture38. Genome Architecture Mapping (GAM) which does not use chemical 

fixation and keeps single-cell information recapitulated and extended Hi-C findings39. Other 

methods such as Split-Pool Recognition of interactions by Tag Extension (SPRITE) enabled 

the identification of multiway-specific interactions, both intra and inter-chromosomal23,40. 

Although each of these techniques have their own specificities (e.g. levels of resolution 

depending on genomic distance), they all recapitulated and extended the previous results 

obtained from bulk Hi-C data41. 

1.3 DNA and chromatin can be modelled as polymers 

1.3.1 DNA is a string of monomers linked by bonds 

DNA is made of billions of base pairs that are covalently linked to each other. This 

structure falls into the definition of a polymer: a molecular structure built from similar units 

(called monomers) bonded together (Figure 3A-B). Polymers have universal properties 

derived from physics theory, which can be applied to chromatin. Most results from statistical 

physics assume that the polymer is at equilibrium. Although this assumption is violated by the 

chromatin fiber (multiple energy-consuming processes simultaneously occur on chromatin), 

polymer models used at a wide range of scales (from DNA around a single nucleosome to the 

whole genome) recapitulated the spatio-temporal behavior of chromatin in the nucleus42–44. 

1.3.2 Polymer physics can recapitulate chromatin structure and dynamics 

 Polymers are made of identical monomers (beads) linked by bonds (Figure 3A). 

Consecutive bonds can rotate, relative to each other, which produces a semi-flexibility 

property of the whole polymer. At short length scales, the polymer is rigid, while at longer 

scales the polymer is more and more flexible. Therefore, the polymer can adopt an infinite 

number of conformations (Figure 3B). Statistical physics allows to derive scaling laws from 

the averaging of many conformations, depending on the number of monomers that constitute 

them45. 
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 The simplest polymer model is the ideal chain (or freely jointed chain) where 

monomers ignore each other (i.e. monomers can overlap). In this model, the average end-to-

end distance increases as N1/2, with N the number of monomers, while the contact probability 

(P(s)) decreases as s-3/2, with s the distance in monomers (or the genomic distance for DNA)45. 

Other models where excluded volume interactions are added (monomers cannot overlap, i.e. 

the chain is self-avoiding) lead to a higher scaling of the end-to-end distance as N3/5. In the 

first experimental measurements of intrachromosomal P(s) curves, a s-1 scaling was observed 

(Figure 3C). This was interpreted as evidence for a fractal globule, an out-of-equilibrium 

model without topological entanglements (absence of knots) (Figure 3C)25,46. However, the 

fractal globule model did not capture the entire set of experimental data describing genome 

architecture. The plateauing of mean squared spatial distance as function of genomic distance 

due to chromatin confinement in the nucleus and differences in the scaling of s between 

organisms and chromatin states47,48 could not be reproduced using a unique fractal globule 

model (Figure 3D)49. To reconcile these observations, an alternative polymer model (the 

Strings and Binders Switch (SBS) model) was developed. In this model, a self-avoiding 

polymer chain is folded by the interactions with freely diffusing binders50. This model 

recapitulated imaging and Hi-C experiments altogether and reproduced, as one of other 

possible conformations, the s-1 scaling observed in Hi-C49. 

 Apart from structural estimates, polymer physics also predicts the dynamic behavior of 

the monomers, which are submitted to random motion due to thermal agitation. Unlike single 

molecules suspended in a liquid medium, the motion of individual monomers is affected by 

the links between their neighboring monomers. The Mean Squared Displacement (MSD) as 

function of time interval is a widely used quantity to describe stochastic motion of a particle. 

It is defined as: 𝑀𝑆𝐷 ∆𝑡 = 𝐫 𝑡 + ∆𝑡 − 𝐫 𝑡 𝟐
 where 𝐫 𝑡  is the position vector of the 

particle at time t, and brackets denote averaging over time. An isolated diffusing molecule 

(i.e. not part of a chain) will display a MSD proportional to the time interval: 𝑀𝑆𝐷 ∆𝑡 ∝

∆𝑡42. By contrast, for an ideal chain, a single monomer of the polymer will undergo sub-

diffusion with the MSD increasing like the square root of the time interval: 𝑀𝑆𝐷 ∆𝑡 ∝

∆𝑡 !.! over short timescales42. It then reaches a plateau at larger time intervals: 𝑀𝑆𝐷 ∆𝑡 =

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 if the polymer is confined, well recapitulating in vivo tracking of chromatin loci51–

53. This scaling of 𝑀𝑆𝐷 ∆𝑡  with a powerlaw of exponent 0.5 is characteristic of the Rouse 

dynamics, a good approximation of chromatin behavior54. 
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1.3.3 Molecular dynamics simulations help to understand genome architecture 

The statistical properties derived from polymer physics are used to model genome 

architecture. Using molecular dynamic simulations, the chain formed by linked monomers 

can be subjected to stochastic motion, such as Langevin dynamics, which approximates the 

effect of the solvent instead of fully computing the interactions between the polymer and the 

solvent. The overall conformation of the polymer(s) and its motion can be recorded and 

further analyzed (Figure 3B). This computational approach potentially enables a large variety 

of assumptions and hypotheses to be tested, at low temporal and economic costs as compared 

to experiments. From these in silico models, various approaches allow to better understand 

the mechanisms driving genome organization, as well as highlight the remaining unknown or 

poorly described mechanisms55,56. Such approaches can be grouped in two different categories 

described below: bottom-up and top-down models (Figure 3E)56,57. 

Bottom-up	approaches:	chromatin	conformation	emerges	from	polymer	physics	
laws	

Bottom-up approaches model chromatin as a polymer obeying the classical physics 

laws. A priori mechanism(s) of polymer folding (e.g. interactions, static or dynamic links 

between beads) are applied on the polymers. The resulting polymer conformations or motions 

are compared to experimental data or theoretical considerations to find sufficient and simple 

assumptions recapitulating the observations (Figure 3E). These predictive models do not rely 

on experimental data. Although, parameter space exploration can be needed to identify the 

most probable parameters, as well as the landscape of possible alternatives, physics laws 

constrain this search by multiple orders of magnitude as compared to top-down approaches58. 

The output conformations mostly depend on the set of assumed rules, hence rendering their 

interpretation easier due to their parsimonious nature32,59–62. 

However, the agreement between simulations and experiments is not a proof that the 

assumed mechanism occurs in the cells. Many different models (even beyond the ones tested) 

might match experimental data and a single model agreement is not sufficient to claim 

experimental relevance but can guide future experimental design towards a better 

understanding of the studied mechanism. 

Top-down	approaches:	chromatin	conformation	is	defined	by	experimental	data	
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Top-down approaches are data-driven. Based on chromosome conformation capture 

(3C) experimental methods, a specific genomic region is used to define the interactions and 

links between polymer beads (Figure 3E). Because of the stochastic nature of polymer 

structures, these models better satisfy the input data (typically Hi-C matrices) when yielding 

an ensemble of single conformations63,64 rather than a single consensus conformation65. 

Taking into account physical constraints of the polymer, the best set of modelled parameters 

is found by finding the minimum of the defined cost function (generally a measure of the 

disagreement between simulated and experimental contact matrices)56.  

These models proved to be powerful in identifying and explaining the different forces 

driving the spatial organization of a single locus or whole chromosomes63,64,66,67. Moreover, 

once the interactions between beads are defined, in silico perturbations (such as removal of 

specific genomic sequences or of one specific folding mechanism) of the polymer can be 

studied to predict the experimental outcome of the corresponding genomic mutation63,64. For 

example, it is possible to silence the interactions from specific bead(s) (corresponding to a 

specific genomic locus) on the polymer. This in silico perturbation reproduces an 

experimental genomic deletion of the locus. This strategy enabled the identification of a 

genomic locus controlling long-range interactions within the Tsix locus on the X 

chromosome63. However, due to the data-based approach, top-down models heavily depend 

on the initial quality of experimental data and are sensitive to bias or overfitting for machine 

learning methods68. Therefore, they may identify less generalizable mechanisms than bottom-

up approaches since they usually focus on a specific genomic region63,64. 

The chromatin fiber can be modelled as a polymer at various scales (from a few 

nucleosomes to the whole genome). Based on polymer physics theory, polymer simulations 

and comparison with experimental data, hypothesized molecular mechanisms of genome 

folding can be tested. 
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Figure 3: Polymer simulations are used to model chromatin. A: Polymers are made of 
beads linked by bonds acting as springs. The motion of monomers, as well as topological 
properties of the polymer chain can be derived from statistical polymer physics. Reproduced 
from 69. B: Example of three different polymer conformations. During the course of a 
simulation, the polymer is subjected to stochastic Langevin dynamics. These random 
movements can produce an infinite number of polymer conformations. The polymer 
conformations can be recorded as function of time and compared to theoretical considerations 
or experimental data. C: Contact probability as function of genomic distance measured 
experimentally by Hi-C (left, averaged over the entire genome) and predicted from an 
equilibrium or fractal globule model (right). Examples of simulated chromosome 
conformations are shown in the right panel (green circle is fractal globule and orange circle is 
the equilibrium model). Adapted from 25,70. D: Mean squared spatial distances as function of 
genomic distance obtained by DNA FISH. A plateau is seen starting at ~1 Mb. Predictions 
from the fractal globule (FG) and Strings and Binders Switch (SBS) models are shown. 
Reproduced from 49. E: Two different approaches can be used to compare polymer 
simulations and experimental results: top-down models (left) where experimental contact data 
are used to infer polymer conformations, and bottom-up models (right), which are based on 
polymer physics laws and hypothesized molecular mechanisms. Reproduced from 56. 
 

16



 

1.4 The genome is spatially non-randomly organized 

1.4.1 Chromosomes occupy specific territories in the nucleus 

Despite the large size of chromosomes, they do not exhibit a homogeneous spatial 

distribution in the nucleus. Indeed, chromosomes tend to occupy preferential radial positions 

within the nucleus, named chromosome territories (Figure 1)71–73. 

 The appearance of chromosome territories might be explained by the timescale needed 

for chromosomes to relax after mitosis. Due to the inability of polymer fibers to cross each 

other, the relaxation time needed to reach genome-wide equilibrium is much longer than the 

human cell cycle duration60. This prediction is supported by the agreement of the 

experimental contact probability scaling s-1 with an out-of-equilibrium fractal globule model, 

where chromosomes occupy distinct locations in the nucleus (Figure 3C)25. However, active 

and passive mechanisms (e.g. topoisomerases, differential transcriptional activity, 

compartmentalization, loop extrusion) occurring on the genome might help to decrease this 

relaxation time following mitosis and were not taken into account in these simulations69. 

1.4.2 Chromosome compartmentalization into active and inactive domains: a functional 

partitioning of the genome 

Electron microscopy images of interphase nuclei already exhibited spatial partitioning 

of the genome. Dense chromatin regions near the nuclear envelope and around nucleoli were 

identified as heterochromatin. By contrast, the center of the nucleus was occupied by less 

dense chromatin, the euchromatin74. 

Hi-C maps show the frequency of contacts between each portion of the genome vs all 

other portions of the genomes. Obviously, a strong main diagonal appears as DNA segments 

close on the DNA sequence are also close in space (Figure 1B and Figure 2B). But 

surprisingly, specific patterns emerged from the main diagonal, which were not expected if 

the chromatin would be randomly organized in the nucleus. 

Specifically, chromatin compartments on the order of a few Mb that segregate from 

each other were identified as a checkerboard pattern in Hi-C maps (Figure 4A and Figure 

1B)25. An eigenvector analysis, together with ChIP-Seq analysis, suggested that the two 

compartments corresponded to transcriptionally active chromatin (A compartment or 
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euchromatin, defined by permissive histone marks and open chromatin) and a repressive 

compartment (B compartment or heterochromatin, defined by repressive histone marks and 

dense chromatin regions)75. A deeper analysis of Hi-C data, together with polymer 

simulations, suggested that A and B compartments could be separated into sub-

compartments30,76,77. These sub-compartments have varying degrees of transcriptional 

activity, as well as histone epigenetic histone marks and could be stemming from different 

mechanisms of segregation (lamin-associated heterochromatin, preferential cis interactions, 

replication timing)76. 

Compartment location correlates with functional processes of the genome, such as a 

later replication timing in B compartments, and a higher gene expression level in A 

compartments69. However, it is difficult to disentangle the causes and consequences from 

these correlations. Nevertheless, compartments were found to be remodeled upon cell 

differentiation78 and are sufficient to cluster cell lineages79, suggesting a functional role 

associated with genome compartmentalization.  

The mechanism of compartmentalization is not yet well understood. However, 

polymer simulations, based on the observation that A and B compartments are enriched for 

specific histone marks, helped to define a compartmentalization mechanism. The sole 

addition of weak specific attractive interactions between monomers of the same type in 

heteropolymers (polymers where monomers exhibit different properties) is sufficient to 

mediate compartmentalization as seen in Hi-C maps (Figure 4B-C)61,77,80,81. More precisely, 

compartmentalization is mostly driven by stronger attractions between the B regions as 

compared to weaker attractions between A regions81. The molecular mechanism by which this 

attraction happens could emerge from phase separation44,82,83, for instance in the B 

compartment, driven by HP1α’s ability to self-interact84,85. 

Thus, A and B compartments are more likely to interact with regions of the same 

compartment than with regions of the other compartment. These specific attractive 

interactions are sufficient to explain the segregation between the two compartments. 
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Figure 4: Compartmentalization can be modelled by the sole addition of interactions 
between regions of the same compartment. A: Schematic showing compartments as 
observed in Hi-C maps (A compartment in red and B compartment in blue, around the Hi-C 
map). B: Heteropolymer with A and B regions. Interactions within the A compartment (A) 
and within the B compartment (blue) are sufficient to mediate compartmentalization. C: 
Example result of a polymer simulation showing spatial segregation of A and B 
compartments. Panels A-C are reproduced from 61. 
 

1.4.3 Topologically associating domains and chromatin loops preferentially interact within 

themselves 

As Hi-C genomic resolution increased, more specific structures could be discerned 

from the contact maps. At the scale of a few hundred kilobases (kb) (an intermediate distance 

scale whose structure remained poorly characterized), squares of increased contact 

frequencies, named Topologically Associating Domains (TADs), were uncovered. TADs 

display more interactions within their domain than with regions located outside their 

boundaries (Figure 1B)86,87. The corner of TADs (which defines the TAD boundaries, also 

called borders or anchors) can exhibit a peak in interaction frequencies (Figure 2B). These 

peaks indicate the presence of loop structures where the two distant anchors exhibit a higher 

contact frequency than with the interior of the loop. Visual inspection of Hi-C maps at the 

resolution of TADs shows that these structures cover almost the entire genome. Automatic 

calling of TADs and loops show that there are several dozens of thousands of these structures 

with a median size of about 200 kb throughout the genome88. These structures were later 

observed by imaging as forming physical domains in single cells89,90. 

In addition to the contact enrichment peaks defining loops, other specific features were 

uncovered at TAD location in Hi-C maps. Stripes (or flames), which are horizontal or vertical 

lines darkening the TAD edges, indicate preferential contacts between the TAD boundary and 

the whole TAD compared to other loci within the TAD (Figure 6A)91. Moreover, a complex 
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network of TADs and loops emerged from high genomic resolution Hi-C when it was noticed 

that smaller TADs could be nested within bigger TADs (Figure 6A)26,27. 

Hi-C revealed the presence of chromatin loops and TADs spanning a few hundreds of 

kb. These structures interact more within themselves than with other parts of the genome and 

create a complex network of nested chromatin organization. Once these structures were 

unveiled, two main questions emerged: 

- What is the molecular mechanism of TAD formation? 

- What is the biological role(s) of these structures? 

We will discuss these two questions in the following sections.  
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2. The loop extrusion model: cohesin extrudes loops between CTCF anchors 

2.1 CTCF-bound CTCF motifs and cohesin are found at loop anchors 

As the location of chromatin loops was identified genome-wide, searching for 

potential protein candidates involved in their formation became possible. The inspection of 

genome-wide ChIP-Seq data revealed that cohesin subunits and the CCCTC-Binding Factor 

(CTCF) were associated at 86% of loop anchors30. Moreover, examining the DNA sequences 

located at loop anchors unveiled the presence of CTCF binding sites oriented more than 90% 

of the cases in a convergent orientation30. Finally, cohesin and CTCF were found to colocalize 

spatially as assessed by super-resolution imaging92,93 and ChIP-Seq30, and they co-

immunoprecipitated together92,94. These observations made CTCF and cohesin ideal 

candidates for putative proteins involved in loop formation. 

2.2 Depletion of cohesin or CTCF differently alters Hi-C maps 

To investigate further the role of these proteins in chromatin loop formation, Hi-C 

maps of cells depleted from CTCF or cohesin subunits were built.  

The depletion of cohesin led to a drastic change in Hi-C maps: the elimination of all 

loops throughout the genome31. TADs and loops observed in wild type (WT) cells vanished 

within 1 hour after cohesin depletion. In these cohesin-depleted Hi-C maps, no specific 

feature other than the typical genomic distance-dependent decay in contact frequency was 

distinguishable at the scale of TADs and loops (Figure 5A). After allowing the cells to 

synthesize cohesin again, chromatin loops rapidly reappeared within 90 min (Figure 5B), 

proving the formation of such loops was cohesin-dependent31.  

The depletion of CTCF led to more subtle changes in genome-wide Hi-C maps. TAD 

and loop boundaries were still detectable but were faded (Figure 5C)95,96. This suggested that 

CTCF is not directly involved in the formation of loops, but rather defines their boundaries. 

These experimental observations suggested that cohesin is the main protein involved 

in the formation of chromatin loops, while CTCF defines their boundaries. Further 

investigation led to the loop extrusion model as the mechanism explaining chromatin loop 

formation. 
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Figure 5 : Depletion of cohesin and CTCF led to different changes in Hi-C maps. A: The 
depletion of RAD21 (subunit of the cohesin complex) led to the complete disappearance of 
loops and TADs. B: Pileups of Hi-C maps centered on chromatin loop anchors genome-wide 
after RAD21 depletion (treat), and after allowing for cohesin resynthesis (withdraw). Loops 
disappear within one hour of treatment and reappear after 90 min of cohesin resynthesis. The 
Aggregate Peak Analysis (APA) score is a measure of the intensity of dots in pileups Hi-C 
matrices. A and B are reproduced from 31. C: Hi-C maps without (left) and with (right) CTCF 
depletion. After CTCF depletion, TADs are still detectable, but their boundaries are faded. 
Reproduced from 95. 

 

2.3 Cohesin is the motor of loop extrusion and is halted by CTCF 

Because random collisions due solely to thermal fluctuations of chromatin cannot 

explain the contact peaks observed in statistically averaged Hi-C maps, a molecular 

mechanism was needed to explain the formation of loops97. The loop extrusion model 

recapitulated the experimental observations made from Hi-C. According to this model, 

cohesin binds on chromatin and forms a loop by actively pulling out (extruding) DNA, until it 

unbinds or encounters an obstacle such as a bound convergent CTCF-site (Figure 6B)98. If 

cohesin reaches a bound CTCF site, cohesin stalls. If CTCF unbinds, cohesin can resume 

extrusion or unbinds, which dissolves the loop99. CTCF binding site orientation defines the 
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boundaries of TADs where cohesins stop extruding, creating a peak of contact probabilities in 

Hi-C maps. 

Polymer simulations successfully recapitulated experimental observations by 

modelling the loop extrusion process. Polymer models where an extruding complex (or 

extruder) dynamically extrudes loops until encountering an obstacle defining the TAD 

anchors were sufficient to accurately recapitulate experimental Hi-C data32,62. These models 

matched the genomic distance-dependent decay in contact frequencies observed in Hi-C data. 

They also displayed the features observed in Hi-C such as TADs, loops and stripes (Figure 

6A). Not only did these models recapitulate the experimental observations, but they also 

predicted the effect of mutated boundaries, as well as enabled estimations of dynamic 

parameters of loop extrusion. As expected by the loop extrusion model, deletions or inversion 

of the CTCF sites at TAD boundaries led to fusion of neighboring TADs and disappearance 

of the peak at the deleted boundary, both in polymer simulations and in experiments62,100. 

Finally, the extruder processivity (average size of a loop extruded by a single cohesin during a 

single binding event) and separation (genomic distance between two bound extruders) could 

be estimated by exploration of the parameter space. The extruder processivity and separation 

in simulations led to estimates of about 120 kb for both quantities32. 

The loop extrusion model well explains features observed in Hi-C. Focal peak 

enrichments are created by cohesin stopping at specific locations such as CTCF anchors. 

Stripes (or ‘flames’) can be explained by unidirectional extrusion from a TAD boundary91,101, 

while ‘jets’ or ‘flares’ (antidiagonal structures observed in quiescent cells) might emerge from 

bidirectional extrusion at specific cohesin loading sites102,103 (Figure 6A). This model was 

further verified by numerous perturbation studies (described in section 3. Loop extrusion 

dynamics is tightly regulated) and a more detailed view of the molecular process was 

described98,104. 
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Figure 6: The loop extrusion model: cohesin extrudes loops and halts at bound-CTCF 
sites. A: Hi-C features (top and schematized in the middle) are well explained by a dynamic 
loop extrusion model. Several single-cell models of interacting regions are shown at the 
bottom for each Hi-C feature. Reproduced from 105. B: In the loop extrusion model, the 
cohesin complex extrudes a loop until encountering a pair of convergent CTCF-bound CTCF 
sites. Reproduced from 98. C: The cohesin ring (right) is composed of several proteins: 
RAD21, STAG1 or STAG2, SMC1 and SMC3. SMC1 and SMC3 form the cohesin ring with 
their coiled-coil regions and join at the hinge (top). CTCF halts cohesin when its N-terminal 
domain faces cohesin, and this protein-protein contact might stabilize CTCF and cohesin 
interaction. Adapted from 99. 
 

2.4 Cohesin: a ring-shaped protein complex extruding loops 

Human cohesin is a ring-shaped protein complex consisting of four subunits: SMC1, 

SMC3, RAD21 and either STAG1 or STAG2. The SMC subunits are coiled coil domains of 

about 50 nm long, which form the two sides of the cohesin ring (Figure 6C)98. 
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2.4.1 Cohesin DNA-loading mechanism upon binding 

The exact molecular mechanism of cohesin loading is not yet clear. Two possible 

scenarios are: (i) topological loading (DNA is inserted inside the cohesin ring by opening of 

the hinge, Figure 6C and Figure 7A) or (ii) pseudo or non-topological loading (the loop is 

extruded without the need for cohesin to open its ring) (Figure 7A)104. It was shown that 

cohesin is able to extrude loops by pseudo or non-topological loading in vitro106. Moreover, 

the observation that Structural Maintenance of Chromosomes (SMC) complexes are able to 

traverse physical roadblocks (up to 200 nm) much bigger than their ring size (50 nm) argues 

in favor of non-topological loop extrusion loading rather than topological or pseudo-

topological107,108. These two scenarios are not mutually exclusive and could co-exist in the 

cells109. They may be used differentially to achieve the different cohesin functions (e.g. 

pseudo or non-topological loading for loop extrusion in G1 and topological loading for sister 

chromatid cohesion98). 

Although several evidence argue in favor of the non-topological mechanism of 

cohesin chromatin binding, there is still no clear evidence to reject one loading mechanism. 

2.4.2 Cohesin effectively extrudes loops bidirectionally 

After cohesin loading on DNA, loop extrusion starts. Loop extrusion could happen 

asymmetrically (a single DNA strand is reeled into the cohesin ring) or symmetrically (both 

DNA strands are reeled into the cohesin ring) (Figure 7B). Polymer simulations indicate that 

asymmetric extrusion alone does not meet the required compaction observed in mitotic 

genome organization110–112. However, models of effective bidirectional extrusion such as 

switching asymmetric extrusion or a mix of one-sided and two-sided extrusion, as well as 

purely two-sided extrusion are able to recapitulate experimental and theoretical findings 

(Figure 7B)110–112. In vitro visualization of loop extrusion with purified components showed 

that human cohesin extrudes loops symmetrically106,113. Evidence for bidirectional extrusion 

was also present in Hi-C maps of quiescent cells where ‘jets’ (antidiagonal stripes) were 

observed102,114. Thus, cohesin can effectively extrude bidirectionally. However, this may be 

achieved by cohesin dimers, each extruding unidirectionally or by cohesin monomers 

extruding bidirectionally (Figure 7C). 
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The stoichiometry of cohesin complexes needed for loop extrusion remains under 

debate115. Cohesin was found to exist mostly as a monomer in living yeast116 and human 

cohesin monomers are sufficient to extrude loops in vitro106,113. However, dimerization or 

oligomerization of cohesin is also observed in vitro113 and in vivo (>8% of cohesin molecules 

exist in an oligomerized form)117. Thus, the minimal functional unit of loop extrusion is a 

monomeric cohesin but whether cohesin is extruding loops as a monomer or as dimers (or 

oligomers) in vivo remains unclear. 

2.4.3 Cohesin extrudes loops at high speed 

In vitro studies of loop extrusion on naked and nucleosomal DNA showed that 

cohesin-dependent loop extrusion was an active process, consuming ATP (~1 ATP molecule 

per second)106,113. The studies could estimate the loop extrusion speed at 0.5-1 kb/s106,113. This 

speed is moreover tension-dependent and is lowered in high-tension conditions113,118. 

Although this estimate allows to better understand the kinetics of loop formation, it has not 

been measured in vivo where other components might accelerate or decelerate cohesin-

mediated loop extrusion104,107. For instance, DNA tension can be created by several nuclear 

processes (e.g. transcription or replication forks). Although suffering from approximations, 

indirect measures of loop extrusion speed in vivo estimated the process at a lower rate of 0.1-

0.2 kb/s (from the average size of TADs: 200 kb and the mean binding duration of cohesin: 20 

min92)119 or about ~0.38 kb/s from the reappearance of TADs after cohesin depletion and 

resynthesis31. In addition, the in vivo extrusion speed might not be homogenous throughout 

the genome. Indeed, loops in the A compartment were found to reappear faster than loops in 

the B compartment after cohesin depletion and resynthesis31. This difference could stem from 

differences in loop extrusion speed, but also from differential binding of cohesin (or other 

factors) in A and B compartments. 

Cohesin is a fast nuclear motor since these estimates of loop extrusion speed are at 

least an order of magnitude higher than the speed of some nuclear motors (e.g. 0.02 kb/s for 

RNA Pol II120 and 0.025 kb/s for the RSC translocase121).  
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Figure 7: Models of loop extrusion loading, extrusion directionality and cohesin 
stoichiometry. A: Several possible mechanisms of cohesin loading on DNA. In the 
topological model, DNA is entrapped within the cohesin ring, unlike in the two other 
mechanisms. Pseudo or nontopological mechanisms are the most likely models for cohesin-
mediated loop extrusion. Reproduced from 107. B: Cohesin could extrude unidirectionally 
(also called one-sided or asymmetrically) or bidirectionally (also called two-sided or 
symmetrically). For each mechanism, its ability to recapitulate or not theoretical both 
interphase and mitotic considerations is indicated by a green check mark or a red cross 
symbol, respectively. Adapted from 111. C: Possible models of cohesin extrusion with 
monomeric (i) or dimeric ((ii) and (iii)) cohesin complexes. Cohesin can perform loop 
extrusion in its monomeric or dimeric (and oligomeric) states in vitro. Reproduced from 105. 
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2.4.4 Cohesin trafficking on a crowded chromatin fiber 

The DNA molecule in nuclei is bound by multiple proteins. Nucleosomes wrap DNA 

around them, the transcription machinery as well as transcription factors are continuously 

binding and unbinding from DNA. Moreover, condensates as well as spatially distinct 

chromatin bodies (e.g. nucleoli) locally increase the concentration of proteins122. Despite the 

in vitro characterization of loop extrusion, it is not a priori obvious to what extent chromatin 

crowding affects loop extrusion. Several pieces of evidence suggest that cohesin can cope 

with chromatin crowding. First, cohesin molecules can traverse one another in vitro and thus 

create Z-loops (a double loop created by two cohesin molecules passing through each other) 

while simultaneously extruding the same DNA molecule123. In vivo assessment of bacterial 

Hi-C patterns showed that SMC complexes can indeed traverse each other124. This showed 

that cohesin extrusion on chromatin should not create traffic jams. Second, the interaction of 

cohesin with other molecules was assessed in vitro. Sparsely DNA-bound nucleosomes113 and 

other single DNA-bound proteins were not found to block cohesins more than 10% of the 

time107 but can restrict its movement125. Furthermore, synthetic beads bigger (up to 200 nm) 

than the cohesin ring size (50 nm) allow cohesin to extrude loops (about 50% of cohesins pass 

through the obstacle). Although these particles can transiently trigger cohesin pausing, 

extrusion can resume after stalling. 

Thus, cohesin is a ring-shaped protein complex that can bidirectionally and/or 

unidirectionally extrude loops at high speeds and bypass obstacles bigger than its own size. 

Because cohesin can bypass large obstacles, a specific barrier is required to halt extrusion and 

defines TAD borders. Despite its small size (3-5 nm), CTCF specifically halts extruding 

cohesin molecules99. 

2.5 CTCF is an oriented permeable boundary to extruding cohesins 

2.5.1 CTCF specific orientation halts cohesin 

From the identification of CTCF sites at chromatin loop anchors, a striking feature was 

the convergent orientation of CTCF sites. CTCF sites at loop boundaries were generally found 

(90%) in a convergent orientation31. A careful investigation of CTCF structure as well as 

functional assays shed light on the polarity mechanism by which the 5 nm CTCF protein halts 

extruding cohesins (Figure 6B). 

28



 

Since the convergent orientation of CTCF sites seemed to be important for CTCF-

mediated cohesin halting, inversions of CTCF sites were specifically made at TAD borders. 

As expected, these genetic modifications of CTCF sites led to a decrease in contact frequency 

and in cohesin binding at the inversed CTCF sites62,126–128. Hence, the molecular polarity of 

CTCF is key to its ability to halt extruding cohesins. 

CTCF is a protein containing 11 zinc finger domains (Figure 6C). These domains 

were identified to bind DNA (ZF 3-9) or RNA (ZF1, 10-11)129. Moreover, the C- and N-

terminal domains contain sites of post-translational modifications such as parylation or 

sumoylation129,130. Systematically deleting the C- or N-terminal domains from CTCF 

transgenes allowed to define how the polarity of CTCF binding halts cohesin. The deletion of 

CTCF N-terminal domain blurred the frontiers of TAD and loop domains, similarly to a 

CTCF depletion, and is therefore involved in cohesin positioning at CTCF sites130. Further 

structural work confirmed that CTCF interacts with cohesin by its N-terminal domain and 

suggested that this interaction stabilizes cohesin by preventing its unbinding from DNA94. 

Two point mutations in the CTCF N-terminal domain were sufficient to blur TAD boundaries 

in Hi-C (recapitulating whole CTCF depletion Hi-C maps, Figure 5C95,96) and to decrease 

cohesin binding at CTCF sites94. 

Although depletion of CTCF does not affect the overall amount of chromatin-bound 

cohesin130,131, the molecular mechanism by which CTCF halts cohesin remains unclear99. 

Identification of the two key CTCF residues interacting with cohesin proved that a direct 

protein-protein interaction occurs between cohesin and CTCF, albeit with low affinity 

(𝐾! = 0.6 µM)94. Since these residues bind the same cohesin interface as the cohesin 

unloader Wings Apart-Like Protein (WAPL), CTCF might help stabilizing cohesin once it 

reached a CTCF site by competing with WAPL (Figure 9C)99. 

Thus, convergent bound CTCF sites position CTCF to face its N-terminal domain 

towards incoming extruding cohesins and explains the molecular polarity of CTCF barriers. 

Nonetheless, CTCF is not an impassable obstacle and extruding cohesins can sometimes 

bypass CTCF-bound CTCF motifs. 
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2.5.2 CTCF is a permeable obstacle to loop extrusion 

Although CTCF has the ability to block cohesin, multiple evidence show that it is not 

a completely impermeable barrier. Single-cell imaging of chromosome organization revealed 

a high variability in chromatin organization and TAD structures at the single cell level89,132–

135. While averaged spatial distance-maps recapitulated genome-wide Hi-C maps, single-cell 

distance maps indicated that TAD structures exist at the single-cell level but that their 

boundaries are less defined than in statistically averaged maps59,133. This observation 

highlighted that CTCF boundaries were not as impermeable to cohesin as averaged Hi-C 

maps suggested. High-resolution Hi-C (Micro-C) also indicated that CTCF sites can be 

bypassed. Indeed, arrays of peaks aligned on stripes in Micro-C maps suggested that cohesin 

can bypass a CTCF site and reach further CTCF sites26,27. A deeper analysis of Hi-C data also 

indicated that the borders between TADs were often not sharp but rather displayed a zone of 

transition of elevated contact frequency136, which is expected if cohesin can bypass a CTCF 

border. Finally, the permeability of CTCF boundary was estimated in vitro: CTCF facing 

cohesins on their N-terminal side had a 75% chance of blocking cohesin at their first 

encounter137. 

The insulation created by cohesin-mediated loop extrusion inside TADs is only about 

a 2-fold enrichment in contact frequency compared to outside TADs136,138. Indeed, 

consecutive TADs can significantly overlap in space despite the presence of CTCF sites 

borders89,139. This domain intermingling is also observed as increased contact frequency zones 

at TAD borders in Hi-C maps136. Loop extrusion may enable consecutive TADs to 

intermingle to a relative extent by stacking TADs borders together in space140. CTCF borders 

are leaky and can allow cohesin to travel between consecutive TADs and increase their spatial 

overlap. 

Thus, although TAD contact frequencies are enriched within themselves relative to 

outside their boundaries, CTCF is not an impermeable barrier to cohesin. This property could 

promote intermingling between consecutive domain rather than pure insulation. However, 

CTCF is not the only protein that can halt cohesin-mediated extrusion and other factors were 

identified as loop extrusion barriers. 
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2.6 CTCF is not the only barrier to cohesin 

Despite the high observed colocalization of cohesin and CTCF in the nucleus92,93 and 

at TAD borders30, CTCF is not the only protein that can stop cohesin extrusion. 

Approximately 20% of borders do not depend on CTCF, indicating that other factors can act 

as loop extrusion barriers141.  

2.6.1 RNA polymerases are mobile barriers to loop extrusion 

In CTCF-depleted cells (absence of the main cohesin barrier), cohesin was found to 

accumulate at transcription start sites of active genes142,143. In addition, transcription can 

relocate cohesin over long distances (up to 70 kb) and actively transcribing genes are freed 

from cohesin142,144. Both experimental and polymer simulations showed that RNA Pol II is 

able to act as a moving barrier for SMC complexes and translocate extruding complexes in 

bacterial cells. RNA Pol II can also reduce SMC complex speed if both protein complexes 

move in opposite directions145. This relocation of extruding cohesin by transcribing RNA Pol 

II was shown to be transcription-dependent in mammalian cells142,143. Finally, inhibition of 

transcription affects cohesin distribution in the whole nucleus, maybe due to a lower 

supercoiling in transcription-depleted cells146. 

Complicating the picture, an RNA binding domain of 38 amino acids was identified in 

CTCF. The loss of this domain led to loss of chromatin loops normally maintained by 

cohesin/CTCF, suggesting a supplementary role of transcription (or the RNA molecule itself) 

in the structural shaping of chromosome organization147. 

2.6.2 Other proteins can interact with cohesin and affect loop extrusion 

Unveiling that CTCF was not the sole barrier to loop extrusion and refining the loop 

extrusion model using mobile barriers revealed that other proteins could finetune loop 

extrusion translocation. 

For instance, the minichromosome maintenance (MCM) complex, essential for DNA 

replication, was found to be a permeable barrier to loop extrusion based on in silico, in vitro 

and in vivo data148. It is not surprising to identify a DNA replication machinery protein as a 

barrier since stalled replication forks were identified as barriers for loop extruding 
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cohesins149. Also, the border of TADs were found to correlate with replication domain 

boundaries150, strengthening the putative interplay of DNA replication and loop extrusion. 

It has been showed that topoisomerase II β (TOP2B) interacts with cohesin and CTCF 

at TAD borders151 and its binding is dependent on cohesin152. TOP2B was found to 

accumulate specifically after the CTCF barrier (i.e. just outside the TAD border). However, 

the exact role of topoisomerase at TAD border is not yet identified. TOP2B could be recruited 

at loop anchors to resolve loop extrusion-mediated knots or supercoiling, or travel together 

with the extrusion complex153. Replication and transcription processes both induce 

supercoiling and act as permeable barriers of loop extrusion. However, it is not yet clear to 

what extent the induced supercoiling or the very process of DNA replication or RNA 

transcription contribute to cohesin stalling. 

Finally, other proteins have been shown to interact with cohesin (Yin Yang 1 (YY1), 

Mediator), but they were not found to stall cohesin on chromatin and act as barriers88,104,154,155. 

These proteins may help to reinforce cohesin-mediated interactions between specific genomic 

regions such as enhancers and promoters104,154. Because of the tension-dependent extruding 

activity of cohesin113, densely protein-bound segments of chromatin (e.g. arrays of 

nucleosomes) may contribute to cohesin stalling, especially if their physical size is bigger 

than the cohesin step size (~40 nm)104. 

Thus, the loop extrusion model is more complicated than a simple dynamic extrusion 

halted by CTCF sites. Other proteins and nuclear processes can interact with cohesin and 

affect its extruding function to finetune genome architecture. To date, no completely 

impermeable barrier to cohesin was discovered, suggesting that cohesin is generally actively 

extruding loops rather than stalled on chromatin. 

2.7 The interplay of loop extrusion and genome compartmentalization 

Chromatin loops and compartments are two mesoscale structures of chromatin 

spanning a few hundreds of kb and a few megabases, respectively. These chromatin 

organization features are shaped by two different molecular mechanisms (Figure 4, Figure 

6B and Figure 8A). However, since their length scale is roughly comparable, it is likely that 

their formation mechanisms interact with each other. 
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A/B compartments were observed to be strengthened in cohesin-depleted31 or in 

Nipped-B-like (NIPBL, cohesin loader) depleted cells (Figure 8B)156. This argues for a 

‘mixing’ role of loop extrusion, which counteracts genome compartmentalization. Moreover, 

after depleting cohesin from cells and allowing for cohesin resynthesis thereafter, the fastest 

loops to be resolved were located in the A compartment, while the slowest were found in the 

B compartment31. This finding was reinforced by the observation that silent chromatin states 

are less permissive to CTCF binding, likely due to a higher DNA methylation level76. 

Therefore, it is expected that loops in the A compartment are shorter and faster to form again 

than loops in B compartments, where extruding cohesins are less likely to be halted by 

CTCF76. This latter study also underlined the two-way interplay of loop extrusion and 

epigenetic mechanisms as both mechanisms can affect each other. 

Therefore, cohesin-dependent loop extrusion counters the compartmentalization of 

chromosomes by allowing dynamic movements of chromatin across compartments and by 

‘mixing’ chromatin. The complex relationship between these two processes still need to be 

clarified. 
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Figure 8: Genome organization is an interplay of loop extrusion and 
compartmentalization. A: Two different mechanisms (loop extrusion, left and 
compartmentalization, right) explain the folding of chromatin at the megabase scale. Cohesin 
extrudes loops by dynamically inducing interactions between monomers away from each 
other. Compartmentalization can be modelled by specific attraction potentials between beads 
of the same type (A or B compartment). Reproduced from 157. B: Impact of depleting 
different proteins on Hi-C maps at the scale of TADs (left) or compartments (right). Depletion 
of RAD21 (a) or NIPBL (c) eliminates all loops and TADs from the genome, while 
compartmentalization is strengthened. Depletion of CTCF blurs TADs boundaries. Depletion 
of the cohesin unloader WAPL strengthens existing loops and creates longer loops, while 
decreasing compartmentalization. Reproduced from 69. 
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3. Loop extrusion dynamics is tightly regulated 

The stochastic motion of chromatin, the finite processivity of cohesin and the 

permeable barriers contribute to chromatin loop dynamics. Cohesin chromatin binding 

kinetics and stalling rates are regulated by numerous molecules, in space and time. 

3.1 Chromatin loops are likely to be dynamic rather than static structures 

Several indirect evidence from various techniques suggested that chromatin loops 

emerging from loop extrusion are dynamic rather than static.  

First, auxin-dependent depletion of RAD21 followed by an auxin washout showed that 

chromatin loops reappear quickly (about 1 hour) after cohesin synthesis (Figure 5B)31. This 

indicates that cohesin is able to quickly form loops throughout the whole genome. 

Second, measuring CTCF and RAD21 residence times on chromatin by single-particle 

tracking showed that the two proteins have residence times orders of magnitude shorter than 

the typical 24 hours cell cycle duration (averages of 2 min for CTCF and 22 min for 

RAD21)92. Therefore, cohesin can go through multiple cycles of binding, extruding and 

unbinding events during a single G1 phase, thereby allowing loops to be extruded several 

times. The low CTCF residence time, as compared to cohesin residence time, can explain the 

nested TADs and loops found in Hi-C maps. CTCF sites may only be occupied by CTCF 

proteins 50% of the time on average117. Unbound CTCF sites would not block cohesin, which 

could continue extrusion and unbind or stop at the next encountered CTCF site, creating 

nested TADs at the population level (Figure 6A). Furthermore, absolute quantification of 

cohesin molecules in cells led to the conclusion that ~5.3 cohesin molecules / Mb are 

simultaneously bound on the genome117,158, while the median loop size is ≈200 kb. Hence, it 

strengthens the possibility that loops are constantly extruded though cycles of cohesin binding 

and unbinding, and explains the high cell-to-cell heterogeneity observed in single-cell Hi-C38 

or in imaging89,133,134,159,160. 

Third, chromatin tracing of loops or TADs in single cells by DNA FISH demonstrated 

the high cell-to-cell heterogeneity in chromatin architecture89,133–135,139,159,161. These single-

cell studies, along with single-cell Hi-C data38,162, highlighted the fact that loops observed in 

bulk Hi-C maps are statistical averages while single cells display much higher variation in 
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chromatin architecture (Figure 2C). This observation underlines the role of stochasticity in 

genome organization, which possibly partly emanates from the dynamics of extrusion. 

Fourth, polymer simulations best explained experimental Hi-C maps when dynamic 

rather than static loops were formed on the polymer44,61,105. Moreover, these simulations 

allowed to estimate the finite processivity and separation of cohesin complexes (both about 

120 kb32), which were further confirmed by estimates from absolute quantifications of 

RAD21 molecules in single cells117,158. Consequently, loop extrusion dynamics could be 

partly controlled by modulating cohesin binding and unbinding rates on chromatin. 

These converging results arising from various methods provided evidence for an 

understanding of chromatin loops as dynamic rather than static structures19. This dynamic 

nature of loops can be explained by the finetuning of cohesin binding kinetics and other 

molecules involved in loop formation at various timescales and by different molecules (DNA, 

RNA, proteins). During the course of my PhD, two different groups directly measured loop 

dynamics as function of time by fluorescently labeling loop anchors and found that loops 

were rare and transient163,164. These publications are discussed in section 5.4 First evidence 

of the dynamic nature of chromatin loops in living cells and in the Discussion. 

3.2 Cohesin binding kinetics is regulated by its protein partners 

Cohesin binding is regulated at several timescales in the cell. First, the cohesin 

complex interacts with several proteins, which regulate the chromatin binding kinetics of 

cohesin during G1. Second, cohesin is involved in several distinct functions throughout the 

cell cycle. These different roles are tightly regulated by protein partners. 

3.2.1 Regulation of cohesin binding and unbinding in G1 

During the G1 phase, cohesin extrudes loops according to the loop extrusion model 

described above (Figure 6B). Various cohesin protein partners regulate its chromatin binding 

and unbinding rates, hence affecting chromatin organization.  

NIPBL and MAU2 were identified as cohesin loaders, necessary for the loop extrusion 

activity of cohesin in vitro (Figure 9A)106,113. NIPBL depletion completely eliminated loops 

throughout the genome and copies a RAD21 depletion phenotype (Figure 8B)156. Although 

DNA sequence-encoded cohesin loading sites were not identified, the appearance of stripes 
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and jets in bulk averaged Hi-C maps of quiescent cells indicated that uni or bidirectionally 

extruding cohesins can be preferentially found at specific locations or extrude chromatin at 

different speeds on each side91,102,103. These specific locations harbored elevated NIPBL and 

H3K27ac ChIP-Seq peaks102,103. By controlling cohesin loading rate, NIPBL levels alter 

chromatin organization at the scale of TADs and compartments. 

Cohesin variants co-exist in the cells depending on the STAG subunit integrated in the 

cohesin complex (Figure 6C). STAG1 or STAG2 were found to exhibit different 

contributions to cohesin-dependent genome topology. Cohesin-STAG1 variant was 

preferentially found at the TADs or loop boundaries and had longer residence times on 

chromatin, while cohesin-STAG2 was involved in cell-type specific transcription and was 

enriched at non-CTCF sites165. Therefore, these two cohesin variants have distinct dynamics, 

which might be the cause or the consequence of the different regions they are binding to and 

regulating165. Their differential incorporation in the cohesin complex regulates cohesin 

dynamics across the genome. 

The cohesin unloading factor WAPL releases cohesin from chromatin. In accordance 

with the loop extrusion model, WAPL depletion leads to increased loop length and number of 

loops95,166, as well as increased levels of chromatin-bound cohesin95,166,167 due to higher 

cohesin processivity (Figure 8B)61. PDS5A and PDS5B proteins also act as unloading factors 

of cohesin and their depletion results in increased cohesin residence time95,168,169 and 

increased long-range chromatin interactions95, similar to a WAPL depletion phenotype. By 

increasing cohesin unbinding rates, WAPL and PDS5 proteins influence the length and 

insulation of chromatin loops (Figure 9B). 

Finally, it was shown that CTCF and WAPL compete for the same binding site on 

cohesin (Figure 9C)94. Hence, the interaction between CTCF and cohesin could protect 

cohesin from WAPL-dependent unloading99. Despite the absence of direct evidence, a CTCF-

cohesin interaction might stabilized the two proteins on chromatin, potentially prolonging the 

spatial interaction between anchors at TAD borders (Figure 10E). 

These protein regulators finetune cohesin binding kinetics and therefore affect TAD 

and loop chromatin structures. This finetuning was well illustrated by co-depleting the 

cohesin loader NIPBL and the cohesin unloader WAPL, which have opposite effects on 

cohesin binding and unbinding rates. In this double depletion, the spatial overlap between 
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consecutive TADs was similar to the WT, while single depletion drastically affected this 

overlap (reduced for NIPBL and increased for WAPL)170. This experiment proved that loop 

extrusion dynamics needs to be correctly controlled to ensure proper spatial genome 

organization. The correct balance between cohesin binding and unbinding creates TADs and 

loops of physiological insulations and lengths and allows long-range chromatin interactions to 

occur at the required frequency. 

 

Figure 9: Protein regulators of cohesin processivity. A: NIPBL-MAU2 are cohesin loaders 
required for the loop extrusion activity of cohesin. B: WAPL and PDS5 proteins unload 
cohesin from chromatin. C: CTCF and WAPL compete for the same binding site on the 
STAG subunit of cohesin. Reproduced from 171. 
 

3.2.2 Regulation of cohesin during replication and mitosis 

Cohesin mediates sister chromatid cohesion (maintain the two chromatids together) 

between S phase and mitosis. Concomitantly to S phase entry, cohesin is acetylated by 

ESCO1 and ESCO2, which promotes sister chromatid cohesion172,173. This acetylation is 

dependent on ESCO1-PDS5 interaction174 and protects cohesin from release by WAPL. This 

protection of cohesin from WAPL leads to increased cohesin residence time on chromatin 

after DNA replication, which allows efficient sister chromatid cohesion175–177. Also, STAG1-

associated cohesins were found to be more acetylated and to have longer residence times than 

STAG2-associated cohesins, which would suggest that separated pools of cohesins exist 
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during the cell cycle (Figure 10F)177,178. Subsequent recruitment of sororin during G2 further 

stabilizes cohesin on chromatin179. Finally, upon entry in prophase, cohesin dissociates from 

chromatin due to sororin dissociation from chromatin by PLK1 phosphorylation180,181. Only 

centromeric regions remain bound by cohesin, which is released by separase in 

anaphase180,181. 

Although its exact role remains unclear, cohesin acetylation might also play a role in 

regulating cohesin residence time and loop length in G1178,182. 

 

The control of cohesin variants and cohesin processivity by protein partners enables 

cohesin to fulfill different functions (sister chromatid cohesion and loop extrusion) throughout 

the cell cycle. Thus, cohesin binding and unbinding rates are highly regulated at multiple 

timescales and cell cycle phases. Cohesin protein partners constitute a first layer of loop 

extrusion dynamics regulation, but other molecules contribute to this finetuned control of 

chromatin loop dynamics. 
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Figure 10: Mechanisms contributing to increased cohesin halting at TAD boundaries 
despite low CTCF residence time. A: CTCF site distribution is heterogenous genome-wide 
and CTCF site clusters are observed at TAD boundaries. B: CTCF sites at TAD borders 
display higher affinity to the CTCF protein. C: CTCF site clusters trap and alter CTCF 
diffusion, increasing its likelihood to bind on adjacent CTCF sites. D: CTCF can self-interact 
and can therefore locally increase its local concentration at CTCF site clusters, thus its 
likelihood to bind on nearby CTCF sites. E: CTCF and WAPL compete for the same cohesin 
binding site. In regions with CTCF clusters, cohesin has a higher probability of binding CTCF 
than WAPL. Its processivity is therefore increased at these clusters. F: Cohesin-STAG1 are 
more often found at TAD boundaries and exhibit higher residence times than Cohesin-STAG2 
complexes. G: CTCF can bind RNAs and about half of the loops genome-wide are dependent 
on the CTCF RNA binding region. H: CTCF occupancy is lower in heterochromatin, perhaps 
due to CTCF site CpG methylation. Therefore, chromatin loops are longer and weaker in 
heterochromatin than in euchromatin. 
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3.3 DNA sequence-specific regulation of loop extrusion through CTCF binding strength 

and clustering 

3.3.1 Differential CTCF binding strength: not all CTCF sites are equal 

The CTCF protein binds to a 19 bp specific DNA motif 

(TGGCCACCAGGGGGCGCTA)31,183. However, DNA sequence motifs are averaged 

probabilistic sequences. Throughout the genome, some sequences will display the exact 

consensus motif, but the majority will display slight differences compared to the consensus 

motif. Therefore, CTCF might not bind with the same strength to different sequences. 

Moreover, because the CTCF binding motif is not palindromic, its orientation constitutes a 

code by itself to define loop anchor location. 

By computing the binding affinity of CTCF binding sites genome-wide, CTCF sites 

located at TAD boundaries were found to exhibit a higher affinity and a higher CTCF ChIP 

enrichment than non-TAD boundary CTCF sites (Figure 10B)184. Therefore, the strength of 

CTCF binding is modulated by its DNA motif sequence and differs functionally throughout 

the genome. It was also shown that CTCF sites can initiate TAD boundaries outside of their 

genomic context185,186. Moreover, it is not only the CTCF site itself that can modulate CTCF 

binding affinity, but also its flanking sequences185. CTCF binding sites that are shared across 

different species, are more often found at TAD boundaries than at non-TAD boundaries, 

highlighting the importance of maintaining strong CTCF binding at TAD boundaries184. The 

affinity of CTCF binding for its binding motif could be converted into a cohesin permeability 

parameter. Indeed, the top 4000 CTCF ChIP-Seq peaks are more enriched in RAD21 and 

SMC3 peaks than the weakest 4000 peaks32, showing that the binding affinity of CTCF 

regulates cohesin distribution or vice versa. 

The differential binding affinity of CTCF on its binding sites also reflects functional 

differences. After incompletely depleting CTCF, some of the CTCF binding sites are lost, 

while others are retained187,188. The retained CTCF sites (high affinity) are mostly involved in 

architectural function (they are enriched at TAD boundaries and enriched at RAD21 CHIP-

Seq peaks)187,188, while the lost binding sites (low affinity) are located near Transcription Start 

Sites (TSS) and enhancers and might reflect a transcriptional role188. 
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The CTCF motif contains CpG, which are subjected to methylation. Methylated 

regions of the genome are often associated with heterochromatin, and CTCF was shown to 

preferentially bind to open chromatin regions76,189. Methylated cytosines in CTCF binding 

sites decrease CTCF affinity190,191. It is not clear whether the methylation of the CTCF motif 

or the overall higher chromatin compaction is the cause of CTCF loss of occupancy in 

heterochromatin regions. However, heterochromatin regions can vary depending on cell types 

and therefore affect CTCF occupancy. Actually, it is possible to cluster cell types based on 

CTCF occupancy genome-wide, and tumor cells specifically display a higher CTCF site 

methylation probability than normal cells191. Therefore, CTCF occupancy and thus, chromatin 

loop location can be regulated through epigenetic modifications of the genome (Figure 10G). 

This CTCF binding code is sufficient to predict 3D genome conformation as shown by 

the computational predictions of Hi-C maps based solely on DNA sequence192,193. In these 

models, the CTCF motif was identified as the main feature determining 3D genome 

organization. 

The modulation of CTCF binding affinity by its DNA motif controls cohesin halting 

and the location of loop anchors throughout the genome. DNA binding sites locally regulate 

loop extrusion by preferentially halting or allowing cohesin to bypass CTCF sites32. The 

differential binding affinity, the orientation of CTCF sites and their methylation or location 

relative to AB compartments create a functional CTCF binding code to control chromatin 

loop borders. Finally, this CTCF binding code translates into structural and transcriptional 

roles of loop extrusion. However, how can CTCF sites halt cohesin when CTCF has a low 

residence time (2 min vs 20 min for cohesin92) on chromatin and is a permeable barrier? 

3.3.2 CTCF clustering provides robustness to loop anchors 

The DNA sequence distribution of CTCF binding sites, as well as the distribution of 

CTCF ChIP-seq peaks is not homogeneous across the genome. Some regions of the genome 

display high CTCF site clustering and accumulate CTCF binding, while others only display 

sparse single CTCF sites and are depleted from CTCF. CTCF clustering could compensate for 

CTCF permeability and low residence time and provides robustness to loop anchors. 

TAD boundaries generally do not consist in a single pair of convergent CTCF sites but 

rather in clusters of multiple CTCF binding sites that cooperate redundantly to provide 
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boundary robustness (Figure 10A)100,184,194. Moreover, clusters of CTCF sites co-localize 

more often with RAD21 than single CTCF sites, independent of their relative position to TAD 

boundaries184. Also, single CTCF sites are more often found close to TSS than clusters, which 

could explain why low-affinity CTCF binding is associated with transcriptional binding, 

while high-affinity CTCF binding is associated with architectural functions184,188,194 (Figure 

10A). Finally, these CTCF clusters are populated by more CTCF sites when they are 

conserved across species184,195, underlining their importance in maintaining chromatin 

architecture. 

Super-resolution imaging provided estimations of CTCF and cohesin clustering in 

cells. CTCF protein clusters contained approximately 2-8 molecules, while cohesin formed 

clusters of about 3-15 molecules. In addition, 25% of CTCF clusters were coupled with 

cohesin clusters at distances of about 65 nm, similar to the cohesin ring size (50 nm)92,93. This 

clustering could be mediated by the self-interaction ability of CTCF (Figure 10C)147. Despite 

the difficulty to image CTCF sites and the CTCF protein simultaneously, we can speculate 

that the CTCF protein clusters are located on CTCF site clusters at TAD borders, suggesting 

that several cohesin and CTCF molecules maintain the TAD borders in close proximity. 

Moreover, more than 60% of CTCF ChIP-Seq peaks overlap multiple CTCF binding 

sites194, suggesting that CTCF site clusters attract multiple CTCF proteins. Because CTCF has 

a short residence time on chromatin (2 min on average)92, the probability that an extruding 

cohesin encounters a bound CTCF motif is low if the boundary is marked by a single CTCF 

site. However, clustering of CTCF sites increases the probability for cohesin to encounter a 

bound CTCF site (Figure 10A-C). Furthermore, several CTCF proteins could bind multiple 

CTCF sites of a cluster at the same time, consequently increasing the duration of cohesin 

blocking at this location. Another role of CTCF site clustering might be the spatial trapping of 

CTCF196. CTCF site clusters attract and trap CTCF by offering multiple binding sites in a 

small space. This alters CTCF diffusion and locally increases its concentration 

(simultaneously increasing the probability of CTCF to self-interact147) and likelihood to bind 

(Figure 10D)196. 

The non-homogeneous distribution of CTCF binding sites and their clustering enable 

them to finetune chromatin loop dynamics by halting cohesin with different probabilities, 

depending on their size and binding affinity. Also, CTCF clusters increase the probability of 

recruiting CTCF locally by hindering its diffusion, therefore increasing its local concentration 
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by CTCF self-interactions. Therefore CTCF site clusters potentiate CTCF ability to halt loop 

extrusion despite its short chromatin residence time. Thus, sequence-encoded information 

instructs loop extrusion to shape chromatin architecture through CTCF binding site affinity 

and clustering. 

3.4 RNA-dependent regulation of loop extrusion 

RNA Pol II was proved to be a mobile barrier of loop extrusion. However, the RNA 

molecule itself can affect chromatin loop dynamics. 

CTCF can bind RNA with an affinity at least two orders of magnitude higher than 

DNA197. Its RNA interactome is not specific but CTCF can bind thousands of transcripts with 

high affinity (Kd ≈ 0.5 nM)197. Specific zinc fingers (ZF1 and ZF10-11) of the CTCF protein 

mediate its RNA-binding ability. The interaction between CTCF and RNA is involved in 

CTCF binding to DNA since deletion of the RNA-binding domains in CTCF disturbs its 

chromatin binding147,198, its self-interaction and clustering ability147. Furthermore, due to 

alteration of chromatin binding, TAD organization is modified upon deletion of the CTCF 

RNA-binding regions. A significant fraction of chromatin loops (about 45%) disappears when 

CTCF cannot interact with RNA, and most chromatin loops become weaker, even if CTCF 

and cohesin are still bound to chromatin anchors (Figure 10H)147,198. 

More specifically, long non-coding RNAs (lncRNAs) were identified to interact with 

the loop extrusion machinery199. The HOTTIP lncRNA was found to reinforce CTCF 

boundary and maintain TAD structure by mediating R-loops (DNA-RNA hybrids) and its 

targeted degradation at the boundary impaired TAD structure199. An in vitro study has 

identified that R-loops slow cohesin translocation, which could partly explain how non-

coding RNAs affect loop extrusion200. Enhancer RNAs (eRNAs) are produced by enhancer 

transcription. In a specific case, an eRNA was found to interact with cohesin, as well as to 

recruit and maintain cohesin at the Myogenin locus, although the interaction with CTCF was 

not assessed in this study201. More studies are needed to better understand how non-coding 

RNAs affect chromatin loops and TAD structure. Nonetheless, these initial results open new 

possibilities in the regulation of chromatin organization. 

Thus, in addition to RNA Pol II, RNA molecules are able to alter chromatin loops and 

TADs, mostly through their interaction with the RNA-binding domains of CTCF. 
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The extrusion process appears to be simple: cohesin is the motor of loop extrusion and 

extrudes loops until encountering an obstacle or unbinding from chromatin. However, the 

regulation of cohesin dynamics is tightly controlled and complex (Figure 9 and Figure 10). 

Its binding kinetics is regulated by several partner proteins that can either shorten or extend its 

lifetime on chromatin, therefore controlling loop length, loop insulation and frequency of 

extrusion. CTCF, among other molecules, is a barrier to cohesin and defines the boundaries of 

TADs. The short residence time of CTCF on chromatin and its small size seem to argue that 

CTCF is a poor barrier molecule. However, CTCF affinity to its binding motif, CTCF site 

orientation, CTCF site clustering which increases CTCF local concentration and self-

interaction and CTCF interactions with RNAs all can potentiate CTCF’s ability to halt 

cohesin. Thus, chromatin loop length and insulation, as well as frequency of extrusion are 

tightly controlled through interactions with numerous molecules in the nucleus. Moreover, 

this tight control of chromatin loop dynamics is conserved across species184,202–205. The 

conservation of this mechanism indicates that chromatin loop extrusion plays key functional 

roles in the nucleus202. 
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4. Loop extrusion as a process to adjust long-range chromatin interactions 

in various nuclear functions 

4.1 Cohesin and its regulators are mutated in diseases 

The evolutionary conserved mechanism of loop extrusion as well as its conserved 

regulation mechanisms underlines its functional importance. Mutations of the cohesin 

complex lead to severe genetic developmental diseases such as Cornelia de Lange syndrome 

and Mungan syndrome206. These diseases are commonly termed cohesinopathies and exhibit 

major phenotypes such as mental retardation, facial dysmorphism, among other symptoms206. 

These observations highlight the major role of cohesin and potentially loop extrusion in cell 

physiology. 

Almost all members of the cohesin complex, as well as its protein partners, were found 

to be significantly and recurrently mutated among 33 cancer types. Namely, STAG2, 

SMC1A, SMC3, RAD21, CTCF and NIPBL were identified as cancer driver genes207,208. 

Moreover, CTCF binding is altered in cancer, as more CTCF peaks are found genome-wide in 

cancer cells than in primary cells129,209. Although the specific cohesin function(s) promoting 

cancer were not identified in these studies, these results highlight the essential role of cohesin 

and its partners in the physiological integrity of the cell. 

Since cohesin is involved in multiple nuclear functions, the outcome of its mutation is 

complex to study. Understanding the multiple functional roles of cohesin and loop extrusion 

in the nucleus will allow us to better understand its dysfunctions in diseases. Specifically, 

cohesin partners involved in the regulation of loop extrusion dynamics such as STAG2 or 

NIPBL were also found to be mutated in diseases. Therefore, characterizing the dynamics of 

loop extrusion might shed light on potential mechanism(s) of nuclear dysfunction leading to 

abnormal phenotypes. 

4.2 Loop extrusion can help to regulate gene expression 

One of the main hypothesized roles of loop extrusion is to regulate gene expression. 

For instance, genomically distant enhancer and promoters could be brought into close spatial 

proximity by loop extrusion, hence activating transcription (Figure 11A). Conversely, the 

relative insulation of TADs created by loop extrusion could prevent ectopic gene transcription 
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by keeping enhancers and promoters that should not get into contact away from each other 

(Figure 11A). Although, this simple view of loop extrusion-dependent gene regulation is 

challenged by experimental observations, some evidence argues in favor of this model. 

Below, I describe the different findings highlighting the context-dependency of gene 

regulation mediated by loop extrusion. 

4.2.1 Enhancer-promoter interactions are favored within TADs and prevented between TADs 

Enhancers are short DNA regions that can be bound by protein activators to activate 

gene transcription. The exact mechanism of how enhancers can activate the transcription of 

genes located hundreds to thousands of kb away from the enhancer location is not well 

defined. The increase of long-range chromatin interaction frequencies mediated by loop 

extrusion might be a useful process to allow enhancers to find and regulate their target 

promoter, or on the contrary impede ectopic activations by insulating promoters and/or 

enhancers into different domains (Figure 11A)210. 

It is noteworthy that Enhancer-Promoter (EP) interactions are able to form loops by 

themselves without cohesin or CTCF27,88,211, and RNAs are also able to shape long-range 

DNA contacts212. Genome-wide analysis of Micro-C data showed that although cohesin-

mediated loops are the strongest loops detected (for long-range interactions), loops can also 

form through EP, promoter-promoter (PP) interactions or at TSS27,88. These EP and PP loops 

are slightly smaller (100 kb) than cohesin-mediated loops (160 kb)88. Moreover, the strength 

of EP, PP and TSS loops correlates with gene expression levels and these loops are abrogated 

by RNA Pol II inhibition, while cohesin-dependent loops remain unchanged27,88. Although 

these loops represent a significant part of the loops detected in Micro-C maps88, their 

description is beyond the scope of this introduction, and I will focus solely on cohesin-

mediated gene regulation.  

Using genome-wide studies, it was shown that genes dysregulated by cohesin 

depletion were more often found near TAD boundaries and, among these genes, their fold-

change correlated positively with their spatial proximity to a TAD boundary139. Moreover, 

genes located in the same TAD shared a higher correlation in their transcriptional dynamics 

than genes in different or random domains87. Cohesin depletion also led to dysregulations of 

inducible genes rather than housekeeping genes, during differentiation or external stimuli213–

217. Also, viral infections triggered modifications of chromatin architecture and loop extrusion 
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alterations to easily replicate218–220. Moreover, despite CTCF sites being present on the DNA 

sequence of all cells in a single organism, differential chromatin looping was observed 

between cell types167,217,221–224, and these differences could be effectively used to cluster cell 

types217. Different cell types can harbor various epigenetic modifications on the same 

chromatin region, likely creating differences in CTCF binding. Differential binding of CTCF 

depending on chromatin state27,76 might explain partially the transcriptional differences in 

chromatin loop location and insulation across cell types. Therefore, loop extrusion may play a 

role in cell type-specific transcriptional programs. These studies suggested that loop extrusion 

is mainly required for changes in transcriptional programs rather than steady-state 

transcription and is important for tissue-specific gene expression. 

Using synthetic gene activation by targeted recruitment of a transcription factor, it was 

shown that cohesin was required to activate gene transcription only in conditions where the 

enhancer was located away (at least 400 kb) from its target promoter. In the same study, 

depletion of CTCF did not trigger transcriptional changes. This suggests that the extrusion 

process itself, rather than the integrity of border elements, drove the observed transcriptional 

changes, possibly by decreasing EP distance225. Strengthening these results, several studies 

found that genes located in loops of bigger sizes are more sensitive to cohesin 

depletion211,213,226, suggesting that cohesin is only required for long-range, rather than short-

range, control of transcription. 

CTCF sites can act as insulators when located between an enhancer and its target 

promoter, and the disruption of loop extrusion leads to ectopic transcription in these specific 

cases (Figure 11A)227–230. Indeed, deletions and inversions of CTCF sites in TADs lead to 

severe developmental phenotypes through ectopic enhancer-driven gene transcription231,232. 

Chromatin loop extrusion can therefore insulate enhancers from promoters to prevent ectopic 

gene expression. 

By systematically displacing an ectopic enhancer from its promoter at various 

genomic distances within a TAD, the expression level was found to heavily depend on EP 

distance (Figure 11B)211,230 and followed a sigmoidal law with respect to contact frequencies 

(Figure 11C)230. The sole addition of the enhancer initiated a local self-interacting domain. 

But the addition of either a triplet of strong CTCF sites, or the presence of cohesin, creating a 

smaller domain encompassing the enhancer and the promoter, drastically increased both 

contact frequencies within the created domain, as well as gene expression level211. As already 
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described, loop extrusion was only required for long-range gene activation and was 

dispensable for short-range enhancer action211. Conversely, insulation of the enhancer by 

inserting a CTCF boundary greatly reduced the transcriptional output185,230. More strikingly, 

this decrease in gene expression was proportional to the number of CTCF inserted to create 

the boundary185. Moreover, in the cell lines where the enhancer was mobilized outside the 

TAD, no transcription was detected, as if the TAD was sufficient to prevent transcription 

from the enhancer230. Finally, by placing two different promoters and a single enhancer within 

a domain, it was possible to assess how enhancers regulate multiple promoters. In this 

configuration, a smaller domain size helped the competing promoter to be transcribed, 

showing that domain size can help to target enhancers to their promoters211. Using synthetic 

constructions, these studies showed a clear dependence of the transcriptional output on the 

enhancer-promoter contact frequency, and the ability of loop extrusion to act as an insulator 

or to foster EP interactions. 

Thus, by insulating or favoring EP interactions, chromatin loop extrusion can 

modulate gene expression. 

 

Figure 11: Loop extrusion may control gene expression through enhancer-promoter 
interactions. A: Simple model of gene expression control by loop extrusion. Cohesin-
dependent TADs constrain enhancer-promoter contacts and only enhancer and promoters 
located within the same TAD can come into contact (top). Removing the TAD boundary 
merges the two TADs together and expression from gene C can occur (bottom). However, 
further investigation showed that this model was not universal and more complex (see below). 
Reproduced from 233. B: An ectopic enhancer was systematically moved within a TAD. The 
level of expression correlates negatively with distance to promoter. C: Mean mRNA number 
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as function of contact probability. A sigmoid function (best fit) is plotted in light red. Panels 
C and B are reproduced from 230. 

4.2.2 Enhancer-promoter contacts and gene expression are robust to changes in genome 

organization 

Altering the loop extrusion process and its insulation ability can lead to transcriptional 

changes. However, several lines of evidence argue against these observations and show that 

gene expression can be robust to chromatin organization changes. 

The global deletion of CTCF or RAD21 in steady-state cell lines only leads to modest 

changes in nascent gene transcription31,88. In these cell lines, gene expression is assessed a 

few hours after protein depletion, as compared to days or many cell generations in 

developmental studies or in studies using genetic modifications such as CTCF deletions. It 

was shown that transcriptional levels were not stabilized more than a month after chromatin 

topology perturbation in mouse embryonic stem cells (mESCs)211. Despite modest changes in 

average gene expression, the variance of gene expression across single cells was higher when 

cohesin was depleted140, arguing in favor of a model where chromatin architecture finetunes 

gene expression levels. The temporal dependence of transcriptional changes might explain the 

discrepancies in interpreting the relationship between genome organization and gene 

regulation. 

The depletion or inversion of CTCF sites during development was assessed in the Hox 

gene cluster, a cluster of genes whose order on the chromosome is the same as their spatial 

expression in the developing embryo. This spatial collinearity in the expression of Hox genes 

was maintained upon CTCF site deletion or inversion, despite abnormal gene expression 

boundaries. However, the timing of expression was altered by these TAD modifications234,235. 

Although TAD insulation was disrupted in the mutated embryos, enhancers could bypass the 

TAD border and promote proper gene expression234–237. Other developmental studies revealed 

that deletions of CTCF sites resulted in TAD fusions, as expected. However, these genome 

topology perturbations only led to moderate changes in gene expression and spatial patterns 

of gene expression238–241. Hence, TAD insulation might enable to finetune the spatio-temporal 

expression of genes by providing robustness and precision rather than being essential for 

turning transcription on and off. 
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The model in which enhancers need to be in close spatial proximity with the promoter 

to activate gene transcription was also contradicted by several lines of evidence. The 

disruption of loop extrusion by CTCF site deletions or mutations showed that changes in EP 

spatial distance generally led to only modest changes in gene expression240,242–244. Also, no 

correlation was found between the EP spatial distance and the transcriptional level of the 

Sox2 endogenous locus in living mESCs244. 

Thus, gene expression and EP interactions can be robust to chromatin structure 

changes and bypass CTCF borders to promote gene expression, albeit with reduced precision. 

4.2.3 Reconciling experimental observations 

Despite the apparent discrepancies between experimental observations in different 

model systems and at various timescales, a recent attempt to reconcile the different findings 

that genome folding can or cannot regulate gene expression has been made138. I summarize 

below its main findings. 

As already mentioned, the genomic context of the studied TAD is important. CTCF 

sites are found across the whole genome and some of them correspond to TAD borders, while 

others do not (Figure 10). Using endogenous CTCF sites in a reporter assay, it was possible 

to show that not all CTCF sites can insulate or promote gene expression and this ability 

depended on their genomic context185,186. Therefore, loop extrusion control over gene 

expression is context-dependent, and trying to define general rules might be difficult. One 

paradox is that the insulation of TADs created by loop extrusion is only about 2-fold (Figure 

12A), while changes in transcriptional levels can be 10-fold or more upon gene activation138. 

How can a subtle change in chromatin structure create such large changes in transcription138? 

The observation that depletion of cohesin or CTCF only mildly alters gene expression 

was made after a few hours of depletion (Figure 12B)31,88. But developmental assays or 

CTCF deletions that assayed transcription after days or many cell divisions often display 

higher transcriptional changes (Figure 12B)228,230,245. Adding complexity in the temporal 

relation between chromatin topology and transcription, correlations between enhancer-

promoter proximity and transcriptional output might not be observed despite the two being 

dependent on each other. Indeed, it is possible that the frequency and temporal accumulation 

of transient contacts rather than prolonged enhancer-promoter contact are the main regulator 
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of transcription activation. In order to observe this, a large amount of single-cell temporal data 

needs to be acquired138. Functional processes, such as transcription, that depend on chromatin 

architecture might exhibit hysteresis (i.e. the system has memory and its behavior depends not 

only on its current state, but also on previous states). A temporal delay between causes 

(chromatin architecture changes) and consequences (transcriptional changes) might occur, 

hence obscuring experimental correlations between chromatin architecture and transcriptional 

output. 

Using modeling, it is possible to explain this paradox. Experiments showed that the 

transcriptional output has a sigmoidal relationship with contact frequency (Figure 11C)230. 

Depending on the sigmoidal regime (super-linear or sub-linear) of the studied locus, small 

changes in TAD structures could either trigger a massive transcriptional response (super-

linear regime) or no response at all (sub-linear regime) (Figure 12C)138. The two outcomes 

are still in agreement with a model where promoters activate transcription in a contact-

dependent manner, possibly explaining the different and seemingly conflictual experimental 

observations. Indeed, certain 3D topology perturbations might show no effect on transcription 

because the promoter is in the sub-linear regime. This model also exhibited hysteresis: the 

transcription rate and the location of the sub- and super-linear regimes were modified 

depending on the initial state of transcription (gene already transcribing or gene not expressed 

at the start of genome architecture changes)138. Hysteresis might explain the apparent modest 

changes in gene expression after global disruption of chromatin architecture on the timescales 

of hours (e.g. RAD21 or NIPBL depletion31,156) (Figure 8B). In these conditions, genes may 

retain their initial transcription state after a few hours, but such memory may be lost after 

days. We could speculate that the memory may be provided by epigenetic changes for 

example, which would be compatible with the timescales considered. 

 Despite the seemingly contradictory results about the role of loop extrusion in gene 

expression, it may be possible to unify them in a model where loop extrusion regulates gene 

regulation in a context-dependent manner138, but is not the only regulator of EP interactions. 

Tight genome folding regulation can enable precise and robust spatio-temporal gene 

expression by controlling the possible interactions between enhancers and promoters. The 

influence of loop extrusion on gene regulation is still an active domain of research and many 

mechanisms are yet to be understood. 

 

52



 

 

Figure 12: Subtle changes in contact frequency can lead to large changes in 
transcriptional levels. A: Hi-C maps of Drosophila embryos at Hox genes in WT embryos 
(left) and in embryos where the domain boundary was deleted (right). Only 1-2.5 fold change 
in contact frequency was observed between the two maps. B: Seemingly contradictory 
observations that a global disruption of chromatin architecture only leads to modest changes 
in gene expression (top), while local disruption of chromatin architecture over several days 
can lead to large changes in transcription (bottom). C: These seemingly contradictory 
observations (B) can be explained by a model exhibiting a sigmoidal function between 
transcription output (PolII at promoter is used as a proxy) and contact frequency (loop rate is 
used as a proxy). In the super-linear regime, small changes in contact frequency can lead to 
large changes in transcription. These results are from a computational model. All panels are 
reproduced from 138. 

 

4.3 Loop extrusion occurs at DNA repair foci 

Recent evidence that chromosome organization and cohesin-mediated loop extrusion 

are involved in DNA repair extended the functional roles of this process196,246–248. 

One of the first steps to repair damaged DNA is the deposition of γH2AX on 

chromatin by phosphorylation of the histone variant H2AX249, which forms foci in the 

damaged nucleus (Figure 13A)250. The deposition of these histone marks was found to be 

restricted to TADs and stopped at their boundaries247. These marks are deposited over 

megabase-scale in dozens of minutes in a cohesin-dependent manner, while the DNA repair 
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machinery is recruited and anchored at the damaged DNA (Figure 13B). Stripes emanating 

from the double-strand break (DSB) were visible in Hi-C maps as expected from a 

unidirectional scanning of chromatin247. It is not clear whether cohesin is the motor of the 

DSB-dependent loop extrusion and deposition of γH2AX marks since knockdown of a 

cohesin subunit only slightly decreased γH2AX deposition profiles247. Other loop extruding 

complexes (e.g. SMC5/6251) could also help or be the main motors of extrusion at DSB sites. 

At DSB sites, cohesin could restrain chromatin movement and therefore limit the 

DNA target search to neighboring DNA. This movement restriction might prevent aberrant 

repair with false homologous pairing by promoting cis interactions251,252. Polymer simulations 

showed that targeted loading and stabilization of cohesin at DSB sites would allow efficient 

DNA repair as experimentally observed (Figure 13C)253. A recent study where ESCO2 was 

found to be recruited at DSB sites and acetylated, hence stabilizing, SMC3 consolidated these 

theoretical considerations248. 

 Some recent evidence describes loop extrusion as a mechanism to help repair DNA 

breaks. However, more work is required to better understand to what extent loop extrusion is 

involved in DNA repair and the exact molecular mechanism of the interplay between the two 

processes. 

 

Figure 13: Loop extrusion helps repairing DNA damage. A: Upon DNA damage (+DSB) 
H2AX foci appear in the cell nucleus. Reproduced from 247. B: Model in which loop extrusion 
helps to phosphorylate the H2AX histone variant within a damaged TAD. The deposition of 
γH2AX marks stops at TAD boundaries. Adapted from 104. C: Theoretical possible 
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mechanisms of cohesin dynamics changes upon DNA repair, inferred from polymer 
simulations. Reproduced from 253. 
 

4.4 Maximal diversity of antibodies is ensured by loop extrusion during V(D)J 

recombination 

B cells are among the few cells that rearrange their genome during their lifetime. 

V(D)J recombination allows them to produce an almost infinite number of unique DNA 

sequences, which translates into a unique antigen for each B cell clone. This large diversity of 

antigens is obtained by two mechanisms: V(D)J recombination and somatic hypermutation254. 

Different segments of the genome can stochastically recombine to form the antigen sequence. 

Moreover, some of these sequences are hypermutated on purpose to create randomness in the 

resulting antigen sequence. 

Loop extrusion plays a fundamental role in the recombination process of V and DJ 

segments. While dozens of V sequences can be recombined with DJ segments, a single V 

sequence will be part of the final antigen sequence. In the genome, V sequences form an array 

and they are separated by convergently oriented CTCF sites. Cohesin can scan this array and 

depending on CTCF site binding at this moment, the recombination will stochastically occur 

in various segments of the V segments array255,256. The ability of loop extrusion to scan 

sequences separated by long genomic distances is used in V(D)J recombination to ensure 

maximal diversity of generated antigens. This process highlights the importance of loop 

extrusion dynamics since the binding kinetics of CTCF controls the sequences used in V(D)J 

recombination. 

 

Apart from these processes occurring in G1 phase of the cell cycle, chromatin loop 

extrusion and extruding SMC complexes are involved in sister chromatid cohesion, the firing 

and positioning of replication origins and the organization of mitotic chromosomes98,104,257. 

 The process of loop extrusion has the ability to increase long-range chromatin 

interactions. Several described nuclear processes exploit this ability to allow contacts between 

sequences that are unlikely to come into close proximity by random collisions. But other 

processes, that are still to be discovered, might also take advantage of loop extrusion to favor 
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long-range contacts. The dynamics of loop extrusion seems to be more important than the 

actual formation of stable loops for these processes. Therefore, the quantification of 

chromatin loop extrusion dynamics is key to understand how loop extrusion helps achieving 

genome integrity, expression and replication. 
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5. Visualizing chromatin loop extrusion dynamics 

5.1 Limitations of fixed cell techniques 

The study of genome organization essentially relied on fixed cells (DNA FISH) and 

bulk-averaged techniques (Hi-C, ChIP-Seq)69. These methods generally use cell fixation. The 

effect of cell fixation and its potential induction of artifacts is yet understudied, while of 

major importance to understand how it affects experimental data. It was found that fixation 

can alter phase separated compartments258, as well as contact probability curves in Hi-C 

data34.  Furthermore, albeit powerful, these techniques lack temporal resolution, although time 

is a key component to understand loop extrusion function. 

For instance, CTCF ChIP-Seq tracks generally exhibit CTCF binding at most 

identified CTCF binding sites. However, at a single timepoint in a single cell, it is likely that 

CTCF is only found at a fraction of its binding sites92. The low CTCF residence time and the 

low probability of a CTCF site to be bound explain how cohesin can bypass CTCF site 

barriers. CTCF residence time and binding probability represent two of the numerous 

regulations of loop anchor location and insulation. However, this information is hidden in 

averaged genomic assays. 

As indicated above, there is evidence that the dynamics of extrusion itself is exploited 

by biological processes rather than the final loop structure. Hence, it is necessary to study 

chromatin loop extrusion in living rather than fixed cells as the temporal study of this process 

is of major importance to understand its functions. 

5.2 Chromatin loop extrusion was visualized and quantified in vitro 

Knowing that cohesin was the motor of loop extrusion, it was possible to determine 

the minimal components required for cohesin-mediated loop extrusion. Using purified 

proteins, in vitro DNA loop extrusion was made possible by the sole addition of cohesin, 

NIPBL and ATP to DNA106,113. This showed that extrusion was an active process that needs 

energy and does not act by a molecular ratchet fueled exclusively by Brownian 

collisions106,113. 

These assays revealed fundamental mechanisms of the extrusion process described 

above (e.g. bidirectional extrusion, monomeric and oligomeric extrusion (Figure 7)). Also, 

57



 

they allowed to estimate the loop extrusion rate to be between 0.5-1 kb/s, demonstrating that 

cohesin is a fast motor (e.g. as compared to the slower 1 kb/min of RNA Pol II for 

instance)106,113. 

Although of major importance for the understanding of chromatin loop extrusion 

mechanism, these assays were performed in vitro with purified proteins and short segments of 

DNA. It is difficult to extend these results to living cells, where the crowded chromatin 

environment, as well as the numerous cohesin partners could potentially decrease or increase 

loop extrusion speed by an unknown factor. Consequently, fully describing chromatin loop 

extrusion requires a quantification of this process directly in living cells. 

5.3 Visualizing specific chromatin loci in living cells 

Quantifying chromatin loop extrusion in living cells requires to track and follow 

specific chromatin loci as function of time. Fluorescently labelling chromatin while keeping 

cells alive requires the use of a non-invasive method of visualization. 

5.3.1 Usual methods to stain DNA are lethal for cells 

Imaging specific DNA loci in living cells is challenging since most methods used to 

stain DNA (e.g. DAPI) are unspecific and lethal for the cells.  

DNA FISH can be used to target specific loci in single cells, but can only be used in 

fixed cells since it requires harsh treatments and cell permeabilization to let the probes enter 

the nucleus and hybridize on chromatin. Multiplexed and sequential DNA FISH has been 

extensively used to trace chromatin fibers and to describe the heterogeneity of loop structure 

in single cells89,133,134,159,160. DNA FISH enables to obtain high localization accuracy in single 

cells but lacks temporal information and is subjected to fixation artifacts. However, it is a 

useful technique as it does not require any genome editing and can be directly performed on 

cells. Furthermore, given that a high number of fixed cells are analyzed, it is possible to 

obtain a satisfying statistical sampling of chromatin conformations. 

Although fixed cell DNA labeling methods are informative, quantifying the dynamics 

of chromatin loop extrusion requires to record temporal information and therefore to visualize 

and track specific chromatin loci as function of time in living cells. 
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5.3.2 Methods to label DNA in living cells 

Several techniques were developed to fluorescently label specific chromatin loci in 

living cells (Table 1 and Figure 14). These techniques can be divided into two different 

categories: (i) inserting sequences that will be bound by fluorescent proteins, (ii) targeting 

fluorescent proteins to a specific sequence (Figure 14). 

Inserting	sequences	bound	by	fluorescent	proteins	

Fluorescent repressor operator systems (FROS) are composed of dozens to hundreds 

of repetitive sequences (each spanning ~20 bp) that are known to be tightly bound by bacterial 

transcription factors. By fusing these transcription factors to fluorescent tags, it is possible to 

visualize their exogenous binding site with sufficient signal due to the dozens to hundreds of 

bound proteins (Figure 14A)259,260. Several orthologous systems exist (LacO, TetO, CuO261), 

enabling color multiplexing to visualize different loci simultaneously (Table 1)262. Another 

possibility is the ANCHOR system, which uses a 1 kb parS bacterial site to recruit ParB 

protein. The amplification of the signal is made by oligomerization of the ParB proteins fused 

to a fluorescent tag over several kbs (Figure 14A)263. Repetitive arrays are generally large (4-

10 kb) compared to the ANCHOR system (< 1 kb), but both require genome editing to insert 

them at the desired location of the genome (Table 1). 

Targeting	fluorescent	proteins	to	a	specific	sequence	

The second type of live-cell chromatin methods consist in directly recruiting proteins 

to a specific sequence. Initially, Transcription Activator-Like Effector (TALE) proteins were 

designed specifically to target the sequence of interest (Figure 14B). Generally restricted to 

repetitive sequences to increase the fluorescent signal, and because TALEs had to be designed 

for each targeted sequence, TALEs were replaced by the use of catalytically-inactive dead 

Cas9 (dCas9). Cas9 proteins can be targeted to virtually any sequence in the genome by a 

single-guide RNA (sgRNA) (Figure 15). While Cas9 was initially used for genome editing 

due to its cutting ability, the catalytically inactive version allows to target specific regions of 

the genome without inducing DNA breaks264. 

Hence, by targeting the region of interest with sgRNA(s) and fluorescently labeling 

the dCas9 molecule, it is possible to visualize specific genomic loci in living cells265. 

Numerous studies have improved this initial method to enhance its signal by labeling the 
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sgRNA through MS2 and PP7 loops266,267 or RNA-binding domains268, using unique arrays of 

sgRNA sequences269 or orthologous Cas9 for multicolor imaging270 (Figure 14C). Despite 

these extensive improvements, dCas9 imaging is still difficult to use to image non-repetitive 

regions of the genome and suffers from heterogeneous fluorescent intensities (Table 1)269,270. 

Method Advantages Disadvantages Genome editing 
FROS 

(TetO, LacO, 
CuO) 

- Signal can be tuned 
based on the number 
of repeats 
- Orthologous systems 
(allows multicolor 
imaging) 

- Repetitive sequences can 
recombine 
- Long arrays might alter 
chromatin motion 
- Possible disruption of chromatin 
state 

- Required, 
difficult due to 
long arrays 

ANCHOR - Small sequence 
- High signal 
- Orthologous systems 
(allows multicolor 
imaging) 

- No control over oligomerization 
length (signal-to-noise ratio is 
difficult to tune) 
- Protein oligomerization might 
alter chromatin motion 
- No orthologous system 
- Possible disruption of chromatin 
state 

- Required, 
small insertions 

TALE - No genome editing - Needs to be designed for each 
sequence 
- Mostly restricted to repetitive 
sequences 

- No 

dCas9 - No genome editing 
- Orthologous systems 
(allows multicolor 
imaging) 
- Small sequence 
(minimal 
invasiveness) 

- Off-targets 
- Still difficult to use on non-
repetitive loci 
- R-loop formation 

- No (except for 
CRISPR-tag269) 

Table 1: Comparison of live-cell chromatin labeling techniques. 

 These methods all have their own advantages and drawbacks (Table 1). Their impact 

of on chromatin is not known. For instance, long repetitive arrays and/or ANCHOR-based 

protein oligomerization might alter chromatin motion by stiffening chromatin (thereby 

affecting loop extrusion since it is a tension-dependent process113) and could also alter 

chromatin state (e.g. by inducing CpG methylation). Moreover, cells may have trouble to 

replicate repetitive arrays, which could also recombine and progressively lose repeats244. 

These potential experimental artifacts need to be assessed to ensure that the visualization 

method is minimally invasive. 
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 Inserting sequences at precise genomic loci to visualize specific sequences (e.g. 

chromatin loop anchors) in living cells requires the use of CRISPR-Cas9, a useful tool for 

targeted genome editing. 

 

Figure 14: Techniques to label specific DNA loci in living cells. A: Repetitive short 
sequences (or FROS) or a parS sequence are inserted in the genome at the target locus. They 
are bound by many fluorescently labelled proteins (repetitive sequences) or the fluorescently 
labelled proteins oligomerize around chromatin over several kb (ANCHOR). B: Fluorescently 
labelled TALEs are specifically designed to bind to a defined sequence. C: dCas9 is directly 
recruited by its sgRNA to the targeted locus. Several improvements were made to increase the 
signal, such as adding MS2 or PP7 loops to the sgRNA (middle). Most dCas9-based methods 
do not require genome editing. Adapted from 260. 
 

5.3.3 CRISPR-mediated genome engineering 

 Cas9 is a baceterial enzyme that can cut regions of the genome by being targeted to a 

specific genome location through a 20 bp sgRNA271,272. Cas9 will cut just before the PAM 

sequence (NGG for Streptococcus pyogenes Cas9), which is needed to design the sgRNA. 

Once a DSB has been induced at the desired location, the cellular DNA repair machinery is 

used to insert, delete or mutate the targeted genomic region271. 

 The cell can then repair the DSB in two different ways: (i) non-homologous end 

joining (NHEJ) and (ii) homology-directed repair (HDR) (Figure 15). NHEJ can add or 

delete one or a few bp at the DSB site and is generally used to mutate sites. However by 

HDR, the DNA repair machinery searches for homology in the neighboring sequences to 
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recombine homologous sequences, consequently, it can be used to insert long sequences in 

the genome273. Therefore, by providing the cell with a DNA repair cassette containing the 

desired sequence surrounded by homology arms, it is possible to insert it specifically at the 

desired location. Hence, by expressing the Cas9 enzyme, the sgRNA and providing a repair 

template containing for instance a TetO array, it is possible to fluorescently label specific 

regions of the genome. 

 The discovery of CRISPR-Cas9 as an extremely easy and useful tool to perform 

genome editing opened numerous possibilities to study the genome264. However, a few minor 

drawbacks of CRISPR-Cas9 emerged. The knock-in rate is highly dependent on the location 

of the insertion and the size of the insert274 and can vary from 0 to 80%275–277. It can be 

modulated by chemical modifications of the donor DNA277 and the DNA template source 

(PCR, plasmid, single-stranded oligos)278. Finally, insertions can happen at undesired 

location, which is known as off-target insertions279. 

 

Figure 15: CRISPR genome-editing outcomes. The Cas9 enzyme is targeted to a specific 
locus by its sgRNA. Cas9 cuts DNA before the PAM sequence, generating a double-strand 
break. The cellular DNA repair machinery can repair the break using either non-homologous 
end joining (NHEJ, left) or homology-directed repair (HDR, right). NHEJ creates deletions, 
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additions of one to a few bp and can be used to induce mutations. HDR is used to insert 
desired long sequences at the target locus, thanks to the homology arms (green and blue 
sequences) surrounding the sequence to insert (grey). Figure made with Biorender.com. 

 

5.4 First evidence of the dynamic nature of chromatin loops in living cells 

During my PhD, two groups published results of chromatin loop anchors tracking in 

living mESCs. A full discussion of their results is made in section 2. Chromatin loops are 

consistently dynamic across model systems and Figure 20. 

The two studies compared the distance between chromatin loop anchors in conditions 

where cohesin or CTCF were mutated, as well as conditions where CTCF sites were deleted. 

From these experimental data, together with modeling approaches, they were able to 

demonstrate that chromatin loops were rarely found in a ‘closed’ state where both anchors are 

in close proximity. Quantitatively, loops were found in the closed state 3-6%164 or 27%163 of 

the time with mean lifetimes of 5-15 min163 and 15-45 minutes164. Moreover, TADs were 

found to be undergoing extrusion 92% of the time164, arguing in favor of a model where 

cohesin constantly extrudes chromosomes but only rarely stalls at loop boundaries. Also, by 

comparison with polymer simulations, they were able to estimate loop processivity (150 kb) 

and loop density (1 cohesin/240 kb) with comparable results to previous estimates32, as well 

as the probability of CTCF to stall cohesin (12.5%)164. 

The results of the two studies are interestingly consistent with each other, considering 

the differences in experimental designs. One of the two studies targeted a smaller (150 kb), 

synthetic loop created by the insertion of a triplet of strong CTCF sites163, while the other 

targeted a large (505 kb) endogenous TAD164. Accordingly, the fractions and fractions of 

closed states were higher in the smaller loop than in the bigger loop. However, none of these 

studies quantified the in vivo loop extrusion rate, as well as the heterogeneity between 

different loops and TAD structures. Moreover, these studies quantified chromatin loop 

dynamics in mESCs, which are known to display a more dynamic and accessible genome than 

differentiated cells280–282. 

The two above-mentioned studies have shed first light on the dynamics of chromatin 

loop anchors in mESCs. Each of these studies focused on a single genomic locus with a 

defined genomic length and chromatin environment. However, the size of chromatin loops 
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can go from ~100 kb up to 1 Mb and more than 10,000 loops are identified genome-wide, 

each harboring their unique chromatin environments26,27. As discussed in this introduction, 

this variability in chromatin environments is likely to affect chromatin loop dynamics and was 

not captured by these studies. Also, a significant part of the estimations made in these papers 

was based on the comparison between polymer simulations and experimental data. Although 

such approach allowed the authors to estimate otherwise masked parameters, models cannot 

capture the whole biological complexity. Hance, results emanating from the comparison 

between polymer simulations and experimental data should be interpreted with caution. A 

fuller and more empirical characterization of loop extrusion, across multiple genomic loci is 

still lacking. 

6. Objectives of the PhD 

6.1 Multiple-loci quantification of loop anchor dynamics in living human cells 

This introduction showed that cohesin-mediated loop extrusion in the G1 phase of the 

cell cycle is tightly regulated. Protein partners, RNA, chromatin states and DNA sequence 

(through the location, distribution and affinity of CTCF binding sites) all contribute to modify 

cohesin dynamics on chromatin. Loop extrusion dynamics is involved in the regulation of 

multiple key nuclear processes (e.g. gene expression regulation or DNA repair) that guarantee 

genome integrity and is conserved across evolution. Despite the seemingly great importance 

of this mechanism for the cell physiology, the dynamics of chromatin loops, the structures 

emanating from loop extrusion, is yet partially characterized. 

During my PhD, I aimed at quantifying chromatin loop dynamics in living human 

cells. Using CRISPR genome editing and live-cell fluorescent labeling of chromatin, as well 

as conditional depletion of cohesin, we could efficiently visualize and quantify the molecular 

process of loop extrusion. Using dedicated analysis methods tested on polymer simulations, 

we estimated the effective loop extrusion speed directly from experimental data. We then 

compared chromatin loop dynamics of multiple genomic loci to characterize the variability of 

loop anchor dynamics. This allowed us to determine whether common parameters of loop 

extrusion can explain the dynamics of chromatin loops at different loci. 
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6.2 Motivating questions 

The goal of my PhD was to visualize and quantify chromatin loop extrusion in living 

human cells. To achieve this goal, I wanted to answer the following questions: 

- Can loop extrusion be detected and quantified by fluorescently imaging loop 

anchors, despite the unavoidable corruption of experimental data by various 

sources of noise?  

- Which methods can I use to estimate biophysical parameters of loop extrusion 

from fixed and live-cell imaging of loop anchors? 

- How long and frequent are the interactions between loop anchors? 

- What is the effective speed of loop extrusion in living cells? 

- What is the variability of chromatin loop dynamics between different genomic loci 

and can genomic features explain this variability? 

6.3 Computational and experimental quantification of chromatin loop extrusion 

dynamics 

To address these questions, I made use of a wide panel of techniques ranging from in 

silico polymer modeling to live-cell imaging. I detail below the different necessary steps to 

achieve the quantification of chromatin loop extrusion dynamics in living human cells. 

• The use of fluorescent labels to track chromatin loop anchors has a major drawback: 

one can only follow the loop anchors, while the rest of the loop structure is hidden. 

Due to this lack of information, together with the stochastic movements of the 

chromatin polymer and the unavoidable noise in experimental data, it is not a priori 

obvious whether it is possible to detect and quantify loop extrusion by imaging loop 

anchors. Therefore, I turned to polymer simulations where the known ground truth 

allowed me to test the experimental conditions in which loop extrusion can be 

detected and to validate analysis methods to quantify this process. 

• The visualization of chromatin in living cells had to be optimized while keeping the 

invasiveness of the method minimal. I developed molecular cloning strategies to 

efficiently create numerous CRISPR repair cassettes and optimized CRISPR-mediated 

insertion rates. Finally, I optimized live-cell imaging conditions to enable long and 

accurate tracking of loop anchors. 
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• I could visualize the loop extrusion process at three different regions of the genome, 

each displaying unique loop strengths, genomic distances and epigenetic profiles. By 

using the methods developed and validated on the polymer simulations, I could 

quantify and compare loop extrusion dynamics across different genomic loci, with or 

without loop extrusion. 

In this manuscript, I present the different modeling and experimental results in the following 

order: 

- Using polymer simulations, I defined guidelines about how to detect loop 

extrusion experimentally and estimate meaningful biophysical parameters from 

chromatin loop imaging (Results section 1. Polymer simulations guide the 

detection and quantification of chromatin loop extrusion by imaging). 

- The experimental design and optimization of the live-cell imaging method (Results 

section 2. Tracking loop anchors in living cells). 

- The visualization and quantification of chromatin loop extrusion by imaging 

multiple loops and TADs in living cells (Results section 3. Visualization and 

quantification of chromatin loop extrusion in living human cells). 
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Results 

1. Polymer simulations guide the detection and quantification of chromatin 

loop extrusion by imaging 

1.1 Can we detect and quantify chromatin loop extrusion by fluorescently imaging loop 

anchors? 

To quantify chromatin loop extrusion dynamics in living cells, I decided to label loop 

anchors fluorescently, each with a different color. However, the fluorescent labeling of loop 

anchors requires sequential rounds of CRISPR-Cas9 genome editing and cell cloning. It is a 

tedious and long process to build and obtain such cell lines. Before rushing into time-

consuming experiments, I used polymer simulations to assess the experimental feasibility and 

define the experimental conditions under which loop extrusion can be detected and quantified 

by tracking loop anchors fluorescently (Figure 1 of Sabaté et al, NAR, 2023)101. 

Molecular dynamics simulations are used to model molecular processes and 

interactions in silico. They constitute a powerful tool, in particular when combined with 

experiments. The computational modeling of molecular processes allows to test an extensive 

number of parameters and a wide range of conditions at low temporal and economical costs. 

By modeling molecular processes (e.g. chromatin loop extrusion), one can gain access to data 

that are experimentally limited or difficult to obtain, test hypothetical mechanisms, validate 

analysis methods prior to experimental design, define methods’ limitations and the impact of 

various sources of noise on the inferred results. 

From the experimental tracking of fluorescently labelled loop anchors, I aim to 

quantify the loop extrusion process and its dynamics. In principle, this goal appears 

straightforward. As the loop is enlarged by the moving cohesin complex, the distance between 

the two loop anchors is expected to decrease. The anchor-anchor distance then becomes 

minimal when the cohesin complex reaches the two anchors and stalls. However, numerous 

complications arise from the biological and experimental sources of uncertainty (e.g. finite 

localization precision (standard deviation of localization errors) in noisy images and 

stochastic movements of the chromatin fiber). Furthermore, the anchor-anchor distance 

constitutes a limited amount of information since I lack information about the whole loop 
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structure. Hence, it is a priori unknown to what extent loop extrusion can be detected and 

quantified by labeling loop anchors. I have chosen to use polymer simulations and model the 

loop extrusion process in silico, in order to evaluate the experimental and technical conditions 

enabling the detection of loop extrusion by measuring the loop anchor distance (Figure 1 of 

Sabaté et al, NAR, 2023). 

 Live-cell tracking of two genomic loci separated by a few hundred kbs has not been 

widely used to study genome architecture163,164,283–285. Because of this novelty, few analytical 

methods have been developed to analyze such data. Using polymer simulations where the 

ground truth is known, I tested and validated analytical methods to quantify loop extrusion 

dynamics from static and dynamic imaging of loop anchors (Figure 1 of Sabaté et al, NAR, 

2023). Namely, I developed methods to: 

- Use static imaging alone to estimate the fraction of loops in three different states: 

open (completely unextruded), extruding (actively extruding), and closed (fully 

extruded) state. 

- Segment the closed states, quantify their lifetime and the effective speed of loop 

extrusion from live-cell dynamic imaging. 

Thus, the use of polymer simulations guided the experimental design and data 

analysis, allowing to maximize the amount of information retrieved from such experiments. 

Simulations allowed us to prove that loop extrusion can be detected by imaging loop anchors 

alone, despite numerous sources of noise. Finally, I could define what information can be 

estimated from static or dynamic imaging, as well as test and validate analytical methods to 

analyze this novel type of data. 
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ABSTRACT

Genome-wide chromosome conformation capture
(Hi-C) has revealed the organization of chromatin into
topologically associating domains (TADs) and loops,
which are thought to help regulate genome func-
tions. TADs and loops are understood as the result
of DNA extrusion mediated by the cohesin complex.
However, despite recent efforts, direct visualization
and quantification of this process in single cells re-
mains an open challenge. Here, we use polymer sim-
ulations and dedicated analysis methods to explore
if, and under which conditions, DNA loop extrusion
can be detected and quantitatively characterized by
imaging pairs of fluorescently labeled loci located
near loop or TAD anchors in fixed or living cells. We
find that under realistic conditions, extrusion can be
detected and the frequency of loop formation can be
quantified from fixed cell images alone, while the life-
time of loops and the speed of extrusion can be es-
timated from dynamic live-cell data. Our delineation
of appropriate imaging conditions and the proposed
analytical methods lay the groundwork for a system-
atic quantitative characterization of loop extrusion in
fixed or living cells.

INTRODUCTION

Over the last decade, much progress has been made in un-
derstanding the three-dimensional organization of chro-
matin, thanks to powerful genomic techniques such as Hi-
C (1), which provides genome-wide maps of DNA–DNA
contact frequencies (2,3). A notable milestone was the dis-
covery of topologically associating domains (TADs) (4,5),
sub-megabase scale regions of enhanced chromatin contacts
that appear as blocks on the diagonal of Hi-C maps and
that are believed to help regulate gene expression by facili-

tating - or on the contrary impeding - enhancer-promoter
interactions (6–15). TADs are often associated with off-
diagonal peaks (or ‘corner dots’) in the Hi-C maps, reflect-
ing enriched contacts between the two distant loci that de-
fine the TAD boundaries (hereafter called ‘anchors’), and
which are interpreted as chromatin loops. TAD or loop an-
chors are typically binding sites for the insulator protein
CTCF (1) (with convergent orientation of the CTCF mo-
tifs) and TADs with corner dots (also called loop domains)
depend on the ring-like cohesin complex, as they disappear
upon cohesin removal (16). The formation of TADs and
corner dots is now understood as the result of DNA loop
extrusion mediated by the cohesin complex (2,3,17–20). In
this process, the cohesin ring complex binds to DNA and
progressively pulls out a loop of chromatin, until the com-
plex unbinds or stops extruding at obstacles such as CTCF-
bound anchor loci. At this point, the loop is temporarily
stabilized until the cohesin complex or CTCF dissociate and
the anchors detach from each other (21,22). This extrusion
mechanism is supported by several lines of evidence, includ-
ing polymer modeling (19,20,23), Hi-C studies where co-
hesin (16), CTCF or other regulators of the cohesin com-
plex are experimentally depleted (18,24,25), as well as direct
visualization of cohesin-mediated DNA extrusion in vitro
(17,26). The dynamic nature of TADs and loops is further
supported by multiplexed DNA FISH studies, which under-
lined the high cell-to-cell heterogeneity in chromatin struc-
ture within TADs or loops (27–32), and by single-molecule
tracking of CTCF and the cohesin subunit RAD21, which
showed that these factors have residence times on chromatin
orders of magnitude shorter than the cell cycle (1–2 min for
CTCF and 22 min for RAD21) (33).

Despite these studies, visualizing and characterizing the
dynamic process of loop extrusion directly in single living
cells remains a largely unaddressed challenge (34), except
for two very recent reports (35,36). A seemingly straight-
forward experimental approach to visualize loop extru-
sion in living cells is to track two loop anchors with light
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microscopy, using distinct fluorescent reporters located at
or near each anchor, and to monitor the progressive de-
crease of the reporter-reporter distance that is expected to
result from extrusion (37). Fluorescent labeling of anchors
can be achieved using DNA FISH probes in fixed cells (28),
while arrays of repeats (38), dead Cas9 (39–41) or parS-
parB (42) can be used to label loci both in fixed and living
cells. In practice, however, direct visualization of extrusion
by tracking fluorescent loci is complicated by several biolog-
ical and experimental sources of uncertainty. These include:
(i) unavoidable errors in computing spatial coordinates and
distances between genomic loci from noisy imaging data,
(ii) photobleaching, which limits the number of time points
over which loci can be tracked with sufficient signal inten-
sity for accurate localization, (iii) the size of fluorescent la-
bels and the distance of fluorescent reporters to the an-
chors (hereafter called reporter–anchor separation), (iv) the
stochastic movements of chromatin, which can bring to-
gether genomically distant loci in space even in absence of
any active process such as loop extrusion, (v) the potential
rarity of extrusion events and by consequence the poten-
tially large number of cells that must be analyzed to accu-
rately characterize statistical parameters such as the average
lifetime of loops. Because of these complicating factors, it is
not a priori evident whether loop extrusion can be unam-
biguously visualized by imaging at all, and if it can, under
what experimental conditions, and whether key biophysical
parameters of loop extrusion can be quantified. Here, we
aim to clarify these requirements considering basic expecta-
tions from polymer dynamics, taking into account available
Hi-C data, and considering various technical limitations of
imaging techniques. We approach this by (i) simulating re-
alistic distributions and time series of anchor–anchor dis-
tances, (ii) proposing analytical methods to characterize
loop extrusion from these data and (iii) quantitatively test-
ing these methods on the simulations. Our results will guide
future experimental work aiming to quantify loop extrusion
and its dynamics in fixed and living cells.

MATERIALS AND METHODS

Our study involves (i) numerical simulations of polymers
undergoing loop extrusion, (ii) analytical models of proba-
bility distributions of anchor–anchor vectors and distances,
(iii) analyses of simulated data, and (iv) analysis of experi-
mental data from Hi-C, ChIP-seq or imaging. The following
provides details on these four methodological parts.

Polymer simulations with loop extrusion

Langevin dynamics simulations. We used polymer simu-
lations to model the dynamics of a chromatin fiber seg-
ment subjected or not to loop extrusion. The simulated
polymer consisted of 600 beads, and polymer motions
were simulated with Langevin dynamics in fixed boundary
conditions using LAMMPS (43). Consecutive beads were
connected by a harmonic bond with a potential Ebond =
30(r − 1)2, where r is the distance between bead centers.

The polymer stiffness was modeled using a harmonic po-
tential Ebending = K0 (θ − θ0)2, where K0 is the stiffness
parameter (set to K0 = 0.1), θ is the angle between three

consecutive beads and θ0 = 180◦ is the equilibrium value
(corresponding to three aligned beads). We verified that
the contact frequencies did not strongly depend on the ex-
act value of K0 (see section ‘Simulated contact frequency
maps’ below). By default, the polymer was confined in a
sphere of radius 18 bead diameters using the energy poten-
tial Ewall = 4[( σ

R)12 − ( σ
R)6] for R < Rc, where R is the dis-

tance between the surface of the confining sphere and the
center of a bead, σ is a size factor set to 0.5 bead diame-
ters and Rc is the cutoff distance set to 0.5 bead diameters
(for R ≥ Rc, Ewall = 0). This confinement implied a volume
occupancy ratio of the polymer of � = 1.3%. While this is
much lower than estimates of chromatin volume occupancy
in vivo (∼10–15%) (44–46), this discrepancy is not critical
given the consistency of our simulation predictions with Hi-
C and imaging data (see Results sections ‘Comparing poly-
mer simulations to Hi-C data’ and ‘Comparing polymer
simulations to imaging data’). We considered the polymer
to be equilibrated when its radius of gyration and end-to-
end distance were both stabilized, which was the case after
∼7.5 million time steps (Supplementary Figure S1A, B). Af-
ter this, we recorded the positions of each bead every 1000
time steps until the end of the simulation (≈12 million time
steps). Polymer coordinates were imported for further anal-
ysis in Python using MDAnalysis (47).

In order to convert simulation time and space dimensions
to physical units, we compared Mean Squared Displace-
ment (MSD) from simulations to experimental MSD curves
of chromatin loci tracked by live-cell microscopy (40,41,48).
This comparison led to the conversion of 1000 simulation
time steps to 0.3 s and of 1 bead diameter to 2r0 = 50 nm.
Assuming a chromatin compaction of C = 60 bp/nm (49),
as previously estimated by comparing simulation predic-
tions to experimental data in yeast, this implies that 1 bead
corresponds to g = 2r0C = 3 kb and the entire 600 bead
polymer to 1800 kb of chromatin.

Simulating loop extrusion. To model loop extrusion, we
forced the formation of a harmonic bond between non-
consecutive beads. We assumed that loop extrusion ini-
tially occurs bidirectionally (17,26), i.e. that if beads i and
j (i < j ) are bonded at time t, then beads i − 1 and j +
1 are bonded at time t + �t (while the bond between beads
i and j is deleted), where �t is the time needed to ex-
trude two beads (Supplementary Figure S2A). The speed
of loop extrusion (in base pairs per seconds) is thus defined
as V0 = 2g/�t. By default, our simulations assumed that
extrusion started at a random location between the beads
representing the anchors (extrusion barriers) and proceeded
bidirectionally at V0 = 1 kb/s (17,26) until reaching an an-
chor. Thereafter, loop extrusion proceeded unidirectionally,
at the halved speed V0/2 = 0.5 kb/s until reaching the sec-
ond anchor (18,50–52), whereupon extrusion stopped (Sup-
plementary Figure S2A). By default, we then maintained
the bond between the two anchor beads until the end of
the simulation. However, for simulations used in the Re-
sults sections ‘Quantifying closed loop lifetimes from live-
cell trajectories’ and ‘Quantifying the speed of loop extru-
sion from live-cell trajectories’, the time spent in the closed
state (i.e. when the anchors are maintained in contact by
a bond) was drawn from a truncated exponential distribu-
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tion. At the end of the closed state, the bond linking the two
anchors was deleted and the polymer was allowed to relax
without loops until the end of the simulation. We simulated
loops ranging from 150 kb to 990 kb in size, and defined the
positions of the anchor beads using the following bead in-
dexes: 150 kb loops: {275, 324}, 228 kb loops: {262, 337},
300 kb loops: {250, 349}, 450 kb loops: {225, 374}, 504 kb
loops: {216, 383}, 600 kb loops: {200, 399}, 702 kb loops:
{183, 416}, 798 kb loops: {167, 432}, 990 kb loops: {135,
464}.

For Supplementary Figure S11, and unlike elsewhere in
the paper, we performed simulations where extrusion always
started in the middle of the loop and proceeded bidirec-
tionally at constant speed, until both anchors were reached
simultaneously. This was done to ensure that extrusion
started and ended at the same time in all cases, which fa-
cilitated the comparison of simulations with the theoretical
linear model (see Eq. (3) and Supplementary Figure S10B,
green dashed line). For each value of these parameters, four
hundred synchronized time series were averaged together.
We simulated loops of 150 kb, 300 kb, and 600 kb extrud-
ing at speeds of 0.2, 1 and 5 kb/s, and loops of 990 kb ex-
truding at speeds of 1 and 5 kb/s. We also repeated these
simulations with much weaker confinement (using a sphere
of radius 150 rather than 18 bead diameters).

Analytical models

Anchor–anchor vector distributions. In the Results sec-
tion ‘Estimating the fraction of loop states from static
imaging data’, we used an analytical model to estimate
the fractions of loops in open vs extruding vs closed
states (these states correspond respectively to absence
of loops, loops whose size increases with time, and to
a stable loop with the two anchors in contact) based
on the measured coordinates of anchor–anchor vectors.
This model is based on the basic properties of an ideal
polymer chain, for which the anchor–anchor vector �R =
(δx; δy; δz) is a random variable that obeys the normal prob-

abilitydensity: P
(

�R; σ
)

= Px (δx; σ ) Py (δy; σ ) Pz (δz; σ )

with: Pw(δw; σ ) = (
√

2πσ )
−1

exp(− δw2

2σ 2 ) for each coordi-
nate w ∈ {x, y, z} and where the variance σ 2 is proportional
to the number Nb of Kuhn lengths b separating the anchors
and is given by σ 2 = Nbb2/3. This implies that : P( �R; σ ) =
(2πσ 2)

− 3
2 exp(− R2

2σ 2 ) and the mean squared anchor–anchor
distance (MSAAD) is given by:

〈
R2

〉 = Nbb2, where the
brackets denote statistical averaging. In presence of a loop,
we assume that the parts of the polymer outside the loop be-
have as if the part within the loop was absent, thereby short-
ening the number of Kuhn lengths between the anchors.
Note that in the absence of bending stiffness (K0 = 0), the
Kuhn length coincides with the bead diameter (b = 2r0 =
50 nm), which for an anchor–anchor separation of 150 kb,
corresponding to 150/g = 50 beads and 49 Kuhn lengths

would imply σopen =
√

Nbb2

3 ≈ 202 nm. However, because
of the bending potential Ebending assumed above, the vari-
ance measured on simulated data is slightly larger, namely
σopen = 216 nm, implying a slightly larger Kuhn length of

b = 53.5 nm. Also note that the finite bead radius of r0 = 25
nm used in our simulations affects anchor-to-anchor vec-
tors in the closed state and at the end of the extruding phase,
since distances between anchors fluctuate around 2r0 = 50
nm. To avoid this bias, which is not accounted for by the
above analytical model, we shortened the anchor–anchor
distances predicted by the simulations in the closed state by
50 nm, and between 0 and up to 50 nm for the last 60 time
points of the extruding state. After this correction, in the
closed state, measurement of the MSAAD led to a small
value of σclosed ≈ 7 nm.

The number of Kuhn lengths Nb between the two anchors
depends on the loop state. It is largest (Nb = N0) when the
loop is open, equals zero when the loop is closed, and as-
sumes intermediate values during extrusion.

The above model for anchor–anchor vectors applies to
the open state with σ 2

open = N0b2/3 and to the closed state
with σ 2

closed 
 σ 2
open. Hence:⎧⎪⎨

⎪⎩
Popen

w (δw) = 1

(2π )
1
2 σopen

exp
(
− δw2

2σ 2
open

)
Pclosed

w (δw) = 1

(2π )
1
2 σclosed

exp
(
− δw2

2σ 2
closed

)
In the extruding state, the number of Kuhn lengths con-

tinuously varies from N0 to 0. As a result, the probability
density Pextruding

w (δw) is an integral over σ 2 varying from
σ 2

closed up to σ 2
open. If the speed of extrusion was constant,

then loops of all sizes (from Nb = 0 to Nb = N0) would be
represented equally in the integral, such that:

Pextruding
w (δw) =

σ 2
open∫

σ 2
closed

Pw(δw; s)ds2

= 1

(2π )
1
2

σ 2
open∫

σ 2
closed

1
s

exp(−δw2

2s2
)ds2.

A complication arises from the fact that the speed of ex-
trusion is halved once the extrusion complex reaches one of
the two anchors and extrusion switches from bidirectional
to unidirectional. As a consequence, extruding states with
unidirectional extrusion are twice more frequent than states
with bidirectional extrusion, leading to twice more frequent
cases where Nb = 0 than where Nb = N0. To take this into
account, we introduce a weighting factor D(σ ) in the inte-
gral, such that:

Pextruding
w (δw) =

σ 2
open∫

σ 2
closed

D(s)Pw(δw; s)ds2

= 1

(2π )
1
2

σ 2
open∫

σ 2
closed

D(s)
s

exp(−δw2

2s2
)ds2.

Assuming that extrusion is initiated at uniformly random
locations between the two anchors, D(σ ) increases linearly
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with σ 2 between σ 2
open and σ 2

closed, such that:

D (σ ) = 2σ 2
open − σ 2

closed − σ 2

3
2σ 4

open + 3
2σ 4

closed − 3σ 2
closedσ

2
open

This equation can be derived by considering a linear func-
tion that equals 2 when σ = σclose and 1 when σ = σopen and
whose integral between σ 2

close and σ 2
open equals 1 (to ensure

that it is a probability density).
In practice, the coordinates of anchors (or nearby fluo-

rescent reporters) are not perfectly known, but are com-
puted from noisy images. Because of noise, these coordi-
nates are estimated with a finite precision, which is usually
different along the axial and lateral directions of the micro-
scope. To reflect this, we assumed that coordinates are per-
turbed by random, normally distributed anisotropic errors
(hereafter called localization errors), with standard devia-
tions σw along each axis w ∈ {x, y, z}. This leads to the fol-
lowing modified equations for the probability densities of
anchor–anchor coordinate differences in each of the three
loop states:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Popen
w (δw) = 1

(2π )
1
2
√

σ 2
open+2σ 2

w

exp
(
− δw2

2σ 2
open+4σ 2

w

)
Pclosed

w (δw) = 1

(2π )
1
2
√

σ 2
closed+2σ 2

w

exp
(
− δw2

2σ 2
closed+4σ 2

w

)

Pextruding
w (δw) = 1

(2π )
1
2

σ 2
open∫

σ 2
closed

D(s)√
s2+2σ 2

w

exp
(
− δw2

2s2+4σ 2
w

)
ds2

(1)

For a combination of the three states with fractions
Aclosed, Aopen and Aextruding = 1 − Aclosed − Aopen, the full
probability density of anchor–anchor coordinate differ-
ences reads:

Pw (δw) = Aclosed Pclosed
w (δw) + Aopen Popen

w (δw)

+ Aextruding Pextruding
w (δw) (2)

Mean anchor–anchor distance as function of time. In the
Results section ‘Quantifying the speed of loop extru-
sion from live-cell trajectories’, we analyzed time series of
anchor–anchor distances using an analytical model of the
MSAAD

〈
R2

〉
(t) as function of time. For a given time series,

we defined t = 0 as the time point when extrusion stops,
i.e. the start of the closed state. We further assumed, as
above, that the MSAAD obeys the properties of an ideal
polymer chain whose length (i.e. its number of monomers) is
diminished by the length of the loop. Accordingly, if extru-
sion proceeded at a constant speed V0, then the number of
Kuhn lengths between the two anchors would decay linearly
with time as Nb(t) = N0(V0/s0)(−t) for t ∈ [− s0

V0
, 0], where

N0 is the number of Kuhn lengths in the open state and s0
is the genomic distance between the anchors, in base pairs.

Under the assumptions above, and ignoring localization
errors, we have

〈
R2

〉
(t) = Nb(t)b2=Nb(t)/N0 R2

0, where R2
0 is

the MSAAD in the open state (before extrusion starts). Be-
cause of random localization errors, the measured MSAAD
is

〈
R2

〉
(t) = Nb(t)/N0 R2

0 + R2
loc, where R2

loc = 4σ 2
x,y + 2σ 2

z is
the contribution of random localization errors.

Thus, for a constant extrusion speed V0, the MSAAD
obeys the following linear law:〈

R2〉 (t) = R2
0 (V0/s0) (−t) + R2

loc (3)

However, we assumed that loop extrusion switches from
bidirectional to unidirectional, and the speed of extrusion
changes from V0 to V0

2 , which leads to a non-linear depen-
dence of the MSAAD with time (Supplementary Figure
S10A). For any given set of time series with the same ex-
trusion initiation site, the MSAAD is bounded by R2

0 and
d2

1 = R2
0

V0(−t)
2s0

for times t ≤ − s0
V0

, whereas it is bounded by

d2
1 and d2

2 = R2
0

V0(−t)
s0

for times t ≥ − s0
V0

(Supplementary
Figure S10B).

We now denote as
〈〈

R2
〉〉

(t) the ensemble average of the
MSAAD (EMSAAD) over many time series, still assum-
ing that t = 0 is the start of the closed state for all time se-
ries. The theoretical EMSAAD can be derived under the
assumption that extrusion is initiated with uniform ran-
dom probability between the two anchors. With this as-
sumption, for times t ≤ − s0

V0
, the MSAAD equals R2

0 with

probability p1(t) = − 3V0t
4s0

− 1
2 and equals d2

1 with proba-
bility 1 − p1(t) (Supplementary Figure S10C). Thus, for
t ≤ − s0

V0
, we have:

〈〈
R2

〉〉
(t) = p1(t)R2

0 + (1 − p1(t))d2
1 . For

times t ≥ − s0
V0

, the MSAAD equals d2
2 with probability

p2(t) = − V0t
4s0

and equals d2
1 with probability 1 − p2(t) (Sup-

plementary Figure S10C), hence
〈〈

R2
〉〉

(t) = p2(t) d2
2 + (1 −

p2(t))d2
1 . This leads to a complete, parameter-free model for

the EMSAAD at all times:

〈〈
R2〉〉 (t) =

⎧⎨
⎩

−R2
0

(
3V0t
2s0

(
V0t
4s0

+ 1
)

+ 1
2

)
+ R2

loc if t < t0

R2
0

V0t
2s0

(
V0t
4s0

− 1
)

+ R2
loc if t0 ≤ t ≤ 0

(4)

where t0 = −s0/V0 . Note that for t = t0, the EMSAAD
is:

〈〈
R2

〉〉
(t = t0) = 5

8 R2
0 + R2

loc.

Analysis of simulated data

Simulated contact frequency maps. To predict chromatin
contact frequency maps for comparison with Hi-C data,
we used ensembles of simulated polymer conformations as
follows. For simulations of 300 kb loops or larger, we gen-
erated 2500 independent simulations and randomly picked
80 polymer conformations per trajectory, yielding 200 000
single conformations in total. For 150 and 228 kb loops,
we randomly picked 50 conformations from 4000 indepen-
dent simulations, also resulting in 200 000 single conforma-
tions in total. Predicting a contact map from an ensemble
of polymer conformations requires to define a capture ra-
dius (i.e. a threshold for the spatial distance between bead
centers below which any pair of beads generates a contact
event). To determine this radius, we first computed contact
maps at 3 kb resolution for various radii, then calculated
the average contact frequency along each diagonal of the
contact map as function of genomic separation, P(s). We
compared simulated P(s) curves to the experimental Hi-C
counterpart over the range s ∈ [5, 300] kb. We achieved the
best match for a capture radius of 3 beads (150 nm) (Sup-
plementary Figure S2B). This radius agrees with distance
thresholds used in previous studies to reproduce Hi-C maps
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from distances between pairs of loci measured by DNA
FISH (30,31). As mentioned above (section ‘Langevin dy-
namicssimulations’ above), we also verified that changes in
the stiffness parameter K0 around its assumed default value
of 0.1 did not strongly affect simulated P(s) (Supplementary
Figure S2D). Contact frequency maps were normalized by
the total number of conformations.

Contact peak scores. In order to quantitatively compare
the strength of loops in simulated contact maps and Hi-
C data, we defined a peak score as the contact frequency
between the two anchors divided by a background contact
frequency (Figure 2B). For this purpose, the simulated con-
tact maps and the selected Hi-C contact maps (see section
‘Analysis of ChIP-Seq and Hi-C data’ below), with genomic
resolutions of 3 and 5 kb, respectively, were re-binned to a
common resolution of 15 kb and were normalized to a sum
of 1. The background frequency was defined as the average
contact frequency inside a 30 × 30 kb (i.e. 2 × 2 bin) win-
dow located at 30 kb from each anchor and inside the loop
domain (Figure 2B). Peak scores of simulated or experimen-
tal (Hi-C) contact frequency maps were compared using a
one-sample t-test.

Quantification of loop extrusion detectability. The abil-
ity to detect loop extrusion from anchor–anchor distances
measured in fluorescence microscopy images depends on
different parameters that include loop size, extrusion speed,
localization precision, reporter–anchor separation, frac-
tions of loop states (open, extruding and closed) and the
sample size. To assess the ability to detect loop extrusion for
a given set of parameters, we randomly picked N anchor–
anchor distances from 1000 independent simulation tra-
jectories, each containing 3400 time points, with or with-
out extrusion (Figure 3A). We compared cumulative dis-
tance distributions with and without extrusion (F(x) and
G(x), respectively) using one-sided Kolmogorov–Smirnov
tests (with the alternative hypothesis F(x)<G(x)). This test
was repeated on 5000 independent random samples of the
two distance distributions. We defined detectability of loop
extrusion as the percentage of Kolmogorov–Smirnov tests
revealing significant differences (P < 0.05 after Benjamini–
Hochberg correction) (53) (Figure 3B).

To mimic reporter–anchor separation (Figure 3C), we
measured the distances between beads that were shifted rel-
ative to the beads representing loop anchors. To mimic lo-
calization errors (Figure 3D), we shifted the (x, y, z) coor-
dinates of the tracked bead centers using random normally
distributed displacements (δx, δy, δz) of mean 0 and stan-
dard deviations σx = σy = σx,y and σz = 2σx,y, respectively,
where the factor 2 reflects the typical anisotropy due to the
axial elongation of widefield or confocal point spread func-
tions (54). To model different loop extrusion speeds (Fig-
ure 3H), we modified the time interval �t after which new
bonds were created during loop extrusion (see section ‘Sim-
ulating loop extrusion’ above).

Fitting theoretical distance models. In the Results section
‘Estimating the fraction of loop states from static imag-
ing data’, we used the theoretical model from (Eq. 2)
above to estimate the three state fractions Aclosed, Aopen

and Aextruding = 1 − Aclosed − Aopen from simulated anchor–
anchor vectors. We randomly picked N anchor–anchor
vectors from 4000 independent simulation trajectories,
each containing 3000 time points and fitted the analyti-
cal model to these data. Because the covariance of P( �R) =
Px(δx)Py(δy)Pz(δz) is zero, rather than fitting this 3D func-
tion to the anchor–anchor vectors �R, we simultaneously fit-
ted the three 1D probability densities Px(δx), Py(δy) and
Pz(δz) (Eq. 2) to the three axial projections of anchor–
anchor vectors (δx,δy and δz), respectively. We performed
these fits using a Python script that employs the curve fit
function of the scipy package (55), with the three propor-
tions initialized to 1/3 each (Aclosed = Aopen = Aextruding =
1
3 ). Note that to perform this fit we assumed the values of
σ 2

open and σ 2
closed defined in section ‘Anchor–anchor vector

distributions’ above to be known (see Discussion).

Segmentation of time series into closed states. In the Re-
sults section ‘Quantifying closed loop lifetimes from live-
cell trajectories’, we analyzed time series of anchor–anchor
distances to estimate the duration of closed states. To do
this, we segmented these time series into intervals of (in-
ferred) closed states based on a spatial and a temporal
threshold (Supplementary Figure S8A). Our procedure to
detect closed states in simulated time series of anchor–
anchor distances as function of time is as follows. First, we
defined the spatial threshold as the 99.9% quantile of the
anchor–anchor distances in the closed state (assumed to be
known independently, see Discussion). The anchor–anchor
distance in the closed state fluctuates around the diameter of
1 bead (50 nm). This is similar to the ∼40 nm diameter of the
cohesin ring (56,57), which may enclose the two anchors in
the closed state (17,26,58,59). Second, from time series ob-
tained in simulations without extrusion, we measured the
duration of time intervals during which the anchor–anchor
distance was always below the spatial threshold (ignoring
intervals reduced to a single time point). We then defined the
temporal threshold as the 99.9% quantile of these time in-
tervals. Within a time series, all time intervals with anchor–
anchor distances below the spatial threshold and with dura-
tions exceeding this temporal threshold were segmented as
closed state intervals. This resulted in binary time series with
values of 1 for inferred closed states and 0 otherwise (i.e. for
open or extruding states). In order to reduce the number of
false negatives in closed state detections due to brief fluctu-
ations of the distance above the spatial threshold, we then
applied a rolling average to this binary time series (with a
temporal window equal to the temporal threshold), and re-
labelled as closed states all timepoints with values above 0.5.

Estimation of the mean closed state lifetime. In the Results
section ‘Quantifying closed loop lifetimes from live-cell tra-
jectories’, we analyzed the segmented time series to esti-
mate the mean lifetime of closed states assuming an expo-
nential distribution of closed states (Figure 5C). This was
done by fitting a 2-parameter linear function to the loga-
rithm of the histogram of the durations of segmented closed
state intervals. In order to reduce the influence of spurious
closed states, we used a robust least-squares fit combined
with a ‘soft L1’ loss function from scipy (55), and the f scale
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parameter set to 0.002. We assessed the quality of the fit
with 4000 bootstrapped samples of 1000 simulations each,
drawn from a total of 10 000 independent simulations (Sup-
plementary Figure S9A).

Estimation of extrusion speed. In the Results section
‘Quantifying the speed of loop extrusion from live-cell tra-
jectories’, we estimated the extrusion speed by fitting an an-
alytical function to

〈〈
R2

〉〉
(t), the ensemble average of the

MSAAD (EMSAAD) over many time series, where t = 0
is the start of the closed state for all aligned time series.
As described above (section ‘Mean anchor–anchor distance
as function of time’), the theoretical EMSAAD follows a
quadratic dependence with time, given by (Eq. 4). Neverthe-
less, for simplicity, and because the theoretical EMSAAD is
close to a linear function for t > −s0/V0 (Supplementary
Figure S10), we fitted a linear curve as function of time,
whose slope defines an effective extrusion speed Veff :〈〈

R2〉〉 (t) ≈ R2
0 (Veff/s0) (−t) + R2

loc (5)

After segmentation of closed state intervals (see section
‘Segmentation of time series into closed states’ above), we de-
fined a window size of 150 s, which is the minimal duration
of extrusion for a 150 kb loop with V0= 1 kb/s. In general,
the minimal duration of extrusion is unknown, but it can
be estimated in experimental data by choosing the window
size with the highest estimated extrusion speed (see Results
section ‘Quantifying the speed of loop extrusion from live-
cell trajectories’; Supplementary Figure S9B). We removed
all intervals shorter than this time window. We then com-
puted the EMSAAD as function of time and fitted a lin-
ear function using least square from scipy (55) (Figure 5D,
Supplementary Figure S9B–F).

Analysis of experimental data

Analysis of ChIP-Seq and Hi-C data. For all genomic
analyses, we used the hg19 reference genome. For ChIP-
Seq data of CTCF, SMC1 and RAD21, we used publicly
available data from Rao et al. (16). Raw reads were quality-
checked with FastQC (60). Reads from different replicates
were first mapped independently using bowtie2 v2.2.6.2
(61) with default parameters, and the correlation between
replicates was computed using wigCorrelate (62). Repli-
cates with correlations larger than 0.9 were pooled together
and mapped again. We removed blacklisted regions (63)
and called peaks using MACS2 v2.1 (64) with default pa-
rameters. CTCF motifs were identified genome-wide using
FIMO (65) with the flags -max-stored-scores 50 000 000 and
–thresh 0.001. We then mapped CTCF sites identified with
a P-value < 1 × 10−5 onto CTCF ChIP-Seq peaks.

For Hi-C data of HCT-116 cells, we used publicly avail-
able contact maps at 5 kb resolution from Rao et al.
(16). To call contact frequency peaks genome-wide, we
used HICCUPS from Juicer 1.19.02 (66) with the flags -r
5000, 10 000 -k KR -f 0.1 -p 4,2 -I 7,5 -t 0.02,1.5,1.75,2
and -d 20 000, 20 000. ChIP-Seq peaks of CTCF, SMC1
and RAD21 were intersected with 20 kb regions cen-
tered around the loop anchors using pgltools (67) inter-
sect1D. For comparison with simulation predictions, we se-
lected experimental loops with at least one pair of CTCF-

bound convergent CTCF sites, SMC1 and RAD21 ChIP-
Seq peaks at both anchors and genomic lengths ±10% of
the simulated loop size.

From the experimental Hi-C maps at 5 kb resolution, we
extracted the count matrices of selected loop domains using
the dump function of Juicer 1.19.02 (66) (with the flags ‘Ob-
served’ and ‘NONE’). We then converted them to full ma-
trices using the sparse2full function of HiCcompare (68).
To identify contact frequency peaks in experimental Hi-C
maps re-binned at 15 kb, we searched for the coordinates of
the maximum intensity value in a 75 × 75 kb box centered
on peak locations identified by Juicer (66). We removed ex-
perimental Hi-C maps that had a peak score above 5 since
they were found to originate from artifacts (either bins with
unusually low signal in the 30 kb × 30 kb background win-
dow or extremely high peak signal) and were outliers of the
peak score distribution.

To build aggregated maps (Figure 2C), we extracted a
150 × 150 kb window around the loop anchors in each sin-
gle Hi-C map. We summed these cropped Hi-C maps to-
gether and normalized by the number of maps used. We
then binned the aggregated map to 15 kb resolution.

Analysis of imaging data. In the Results section ‘Compar-
ing polymer simulations to imaging data’, we considered
data from two experimental studies (Supplementary Figure
S4). First, we used multiplexed DNA FISH data in mouse
embryonic stem cells (mESC) from replicates 1 and 2 of
Takei et al. (31). This dataset covered one genomic region on
each of the 20 chromosomes at 25 kb resolution, each region
comprising 60 consecutive loci and spanning at least 1.5
Mb, from which we extracted pairs of genomic loci. We re-
moved from the analysis all cells where more than two iden-
tical chromosomes were detected. The pair-wise distances
from all chromosomes were pooled together. Second, we
considered live-cell imaging data from Gabriele et al. (35).
From this study, we used data from the C36 clone without
auxin treatment or with 4 h auxin treatment (which leads to
RAD21 depletion).

From the simulations used for comparisons with these
data, and for each considered genomic distance between
pairs of loci, we computed the distributions of anchor–
anchor distances assuming mean fractions of loop states
consistent with experimental Hi-C data (as in Figure 2). We
subsequently added random localization errors (σx,y = 41
nm, σz = 65 nm) consistent with Takei et al. (31).

RESULTS

Overview of simulation and analysis workflow

Our goal is to examine, using simulations, if, how and to
what extent loop extrusion can be detected and quantita-
tively characterized by imaging two fluorescently labeled
loop anchors. We considered two types of experiments: (i)
imaging fixed or living cells at a single time point (hereafter
called static imaging), which provides a snapshot of anchor–
anchor distances in a number of single cells and (ii) dy-
namic imaging of living cells, where the two anchors can be
tracked and the anchor–anchor distance can be measured
and followed as function of time (Figure 1A). Crucially, we
assumed that extrusion can be experimentally abolished,
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Figure 1. Overview of simulation and data analysis framework to characterize loop extrusion from imaging data. (A) Schematic of the assumed experi-
mental plan. We assumed that 3D imaging data are obtained from cells in which extrusion can be abolished, e.g. by depleting cohesin. The two anchors
of a loop are fluorescently labeled in two different colors (here, red and green) and imaged either at a fixed time point (static imaging) or tracked using
time-lapse microscopy (dynamic imaging). This allows to determine the approximate 3D coordinates of the two anchors and the anchor–anchor distances
(d) in a population of cells, either as a single snapshot or as function of time in single cells. Hi-C data shown on top are from Rao et al. (16). (B) Polymer
simulations were used to model the dynamics of a generic chromatin segment with or without loop extrusion. The chromatin loop was assumed to tran-
sition between three different states, in the following order: open (the polymer is free of loops), extruding (the loop is actively extended) and closed (the
loop is fully formed and the two anchors are kept close to each other). We used these simulations to generate 3D coordinates of each anchor as function
of time (trajectories in the middle). From these trajectories, we obtained simulated distributions of anchor–anchor distances in cell population snapshots
(static imaging) or simulated time series of anchor–anchor distances (dynamic imaging), either in absence (blue) or presence (red) of loop extrusion. We
then used dedicated analysis methods to detect the presence of extrusion (bottom left), to estimate the fractions of cells in each of the three loop states
(bottom center), or to determine the closed state lifetime and the speed of extrusion (bottom right). Based on the simulations, we determined the ranges
of biological and experimental parameters (here noted generically parameters 1 and 2) for which extrusion can or cannot be detected (yellow and black,
respectively) or for which loop state fractions or extrusion speed can be determined.

e.g. using an auxin-dependent degron (69,70) fused to
RAD21, thus providing an essential negative control with-
out loops in the genome (16) (Figure 1A).

Our analysis comprises the following steps, sketched in
Figure 1B. First, we simulated the dynamics of polymers in
presence or absence of loop extrusion and assuming vari-
ous biological parameters, such as the loop size or the speed

of loop extrusion. We supposed that the loop can be found
in three different states hereafter called ‘open’, ‘extruding’
and ‘closed’. In the open state, the chromatin segment de-
limited by the two anchors is free of any loop, e.g. because
no extrusion complex is bound to it; in the extruding state,
a loop located in between the two anchors is progressively
enlarged by the action of an extrusion complex; in the closed
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state, the two anchors are brought in close proximity and the
loop is temporarily stabilized (the extrusion complex main-
tains the loop anchors together). Second, we compared sim-
ulated contact maps to available Hi-C data in order to de-
termine plausible ranges for the fractions of loops in each
state (open, extruding or closed) within a population of
cells. Third, we used the same simulations to predict distri-
butions of anchor–anchor distances for different biological
and experimental parameters. We then used a statistical test
to determine (for each set of parameters), whether and to
what extent the presence of loop extrusion can be detected
from distance distributions. Fourth, we proposed and tested
a method to estimate the fractions of the open, closed, or
extruding states based on distance distributions from static
imaging data. Fifth, we analyzed how live-cell anchor tra-
jectories can be used to estimate the duration (lifetime) of
closed states and the speed of loop extrusion. In the follow-
ing, we detail each of these steps and determine the condi-
tions under which extrusion can be detected and quantified.

Simulating polymer dynamics and loop extrusion

In the following, we considered a generic, 1.8 Mb long chro-
matin segment centered around two loop anchors separated
by 300 kb (unless otherwise stated). We modelled this chro-
matin segment as a polymer chain made of 600 beads linked
by harmonic bonds and subjected to Langevin dynamics.
We verified that mean squared displacements (MSD) of an
internal bead in a non-extruding polymer (i.e. in the ‘open’
state) obeyed the subdiffusive power law expected from
Rouse dynamics (MSD proportional to the square root of
time) at small time scales and saturated at long time scales
due to confinement (Supplementary Figure S1C).

To model loop extrusion, we assumed that a single loop
extrusion complex was loaded on the polymer at a random
position between the two anchors, whereafter both sides of
the polymer chain were extruded simultaneously (bidirec-
tional extrusion (26,71)). Unless stated otherwise, we as-
sumed that extrusion began at t = 333 s after the start of the
recorded simulation trajectories and proceeded at a nom-
inal speed of V0 = 1 kb/s (17). As soon as the extrusion
complex reached one of the two anchors, it stopped, and
the other side of the chain continued to be extruded uni-
directionally (18,50,51), at a speed of V0/2 (26), until the
extrusion complex reached the second anchor (Supplemen-
tary Figure S2A). At this point, extrusion stopped entirely,
and the two anchors were maintained in the closed state un-
til the end of the simulation, unless stated otherwise. For any
given set of biological or experimental parameters, we ran
at least 1000 independent simulation trajectories, with ≈12
million time steps each. From these simulations, we directly
extracted anchor coordinates as function of time, mimick-
ing live-cell tracking data, or computed the distributions of
anchor–anchor distances (and anchor–anchor vectors) in a
random ensemble of configurations, mimicking population
snapshots taken at a single time point.

Comparing polymer simulations to Hi-C data

Since TADs and loops were primarily defined from Hi-C
data (4,5,16), realistic simulations must be able to account

for these features in simulated contact frequency maps. In
order to generate contact frequency maps from simulations,
we used a capture radius of 150 nm, which provided the
best match between simulated and experimental P(s) curves
(Supplementary Figure S2B). We first verified that our sim-
ulations, in which extrusion was assumed to start at random
genomic locations between the anchors, can qualitatively re-
produce blocks of enriched contacts with corner peaks on
the contact map diagonal, consistent with TADs and loops
(Supplementary Figure S2C). Note that if extrusion was in-
stead initiated at one of the two anchors or at the mid-point
between them, the contact maps exhibited different features,
namely stripes (18,52,72), and hairpins (73) or jets (50), re-
spectively (Supplementary Figure S2C). However, we ex-
cluded such structures from our analyses to focus on canon-
ical TADs and loops instead.

The strength of contact blocks and/or corner peaks in
Hi-C data is expected to depend on the fractions of cells in
which the anchors are in an open, closed, or extruding state.
Obviously, these fractions also strongly determine the dy-
namics of tracked anchors and the expected distribution of
anchor–anchor distances, and therefore impact the feasibil-
ity of detecting and/or characterizing loop extrusion (37).
For example, a high fraction of cells in a closed state could
give rise to a bimodal distribution of anchor–anchor dis-
tances (one mode at small distances corresponding to closed
states and a second mode at larger distances corresponding
to open or extruding states), whereas a low fraction might
not. These fractions are poorly known - one aim of imaging-
based approaches is precisely to estimate them. Nonethe-
less, to determine a realistic range of state fractions, we pro-
ceeded to vary them in our polymer simulations and com-
pared simulated contact maps to a selection of experimen-
tal loops in Hi-C data (Figure 2, Supplementary Figures
S2E, F and S3). Below, we describe (i) the Hi-C data set
considered, (ii) the simulations and the range of parameters
explored, (iii) the metric we used to compare data to simu-
lation predictions and (iv) the results of this comparison.

We started from the Hi-C data (16) of RAD21-mAID-
GFP tagged HCT-116 cells, in which addition of auxin
depletes RAD21 (69). We computationally identified 4470
loops in the 5 kb resolution Hi-C maps of cells without
auxin treatment. We then narrowed down this data set to
229 loops that satisfied the following criteria: (i) a size of
300 ± 30 kb, for consistency with the 300 kb size of sim-
ulated loops, (ii) the presence of ChIP-Seq peaks of the
cohesin subunits SMC1 and RAD21, as well as ChIP-Seq
peaks of CTCF at both loop anchors, and (iii) at least one
pair of bound convergent CTCF sites at the anchors (Fig-
ure 2A). These selection criteria were intended to focus the
analysis on loops that depend on cohesin-mediated loop ex-
trusion stabilized by CTCF, rather than on other biological
mechanisms (10,74).

Using 200 000 single polymer conformation snapshots
from 2500 independent simulations, we built 231 distinct
contact maps, each corresponding to a different combina-
tion of the open, extruding or closed state fractions (Supple-
mentary Figure S3). The extreme cases, where all conforma-
tion snapshots are from the same state, showed the expected
behavior: for 100% open states, the contact map displayed
no specific structure, and only reflected the uniform decay
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Figure 2. Estimation of loop state fractions consistent with experimental Hi-C data. (A) Starting from 4,470 loops detected in Hi-C data of HCT-116 cells
from Rao et al (16), we selected a subset of 229 loops with sizes of 300 ± 30 kb, with ChIP-seq peaks of CTCF, RAD21 and SMC1 at both anchors and
at least 1 pair of CTCF-bound convergent CTCF sites. (B) Top: For each of these loops, a peak score was computed as the ratio of the peak Hi-C contact
frequency between the two anchors (blue square) and the background contact frequency (average of the black square). Bottom: Peak scores were used
to compare simulated contact frequency maps (for varying fractions of each loop state) to experimental Hi-C maps. (C) Heat maps show differences in
peak scores between simulated and experimental contact maps for each combination of extruding, closed and open state fractions, for 300 ± 30 kb loops.
The cells were subjected or not to a 6 h auxin treatment to deplete the cohesin subunit RAD21 (16). Red and blue colors indicate a positive or negative
difference between the simulated and the experimental mean peak scores, respectively, whereas white indicates similar peak scores. The open state fraction
is: Aopen = 1 − Aclosed − Aextruding where Aclosed and Aextruding are the fractions of closed and extruding states, respectively. The black contour denotes
state fractions for which the peak scores of simulated and experimental loops were indistinguishable (P-value > 0.05 for a one sample t-test). Insets show
aggregated maps of the experimental Hi-C data centered on the loop anchors and their mean peak score is displayed on the bottom left. The same display
range was used for all aggregated maps. (D) Simulated contact maps for selected fractions of loop states. The first three maps from the left show extreme
cases corresponding to 100% open, 100% closed or 100% extruding states. The fourth map corresponds to the state fractions that achieved the best match
with the experimental Hi-C data (40% open, 40% extruding and 20% closed). The peak score for each simulated map is indicated below. All contact maps
are shown with the same display range. Simulated and experimental Hi-C maps in panels B–D are shown at 15 kb resolution. (E) Mean fraction of closed
states in simulations that are consistent with Hi-C data (P-values > 0.05) for loops of different genomic sizes. Error bars indicate the 95% confidence
interval.
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of contact frequencies as function of genomic distance, P(s);
for 100% closed states, the contact map exhibited a strong
peak at the corner of a moderately intense contact block; for
100% extruding states, the map showed a block of enhanced
contact frequencies delimited by the anchors, without a cor-
ner peak (Figure 2D and Supplementary Figure S3).

For a more quantitative comparison of simulation pre-
dictions with Hi-C data, we computed a ‘peak score’ in in-
dividual contact maps. The peak score was defined as the
contact frequency between the two anchors divided by the
contact frequency inside a 30 × 30 kb window located be-
tween the two anchors (Figure 2B). A higher fraction of
closed states led to a high peak score, while a higher frac-
tion of extruding states led to a higher background and
thus a lower peak score (Figure 2D). We then systematically
compared simulated and experimental peak scores for frac-
tions of open, extruding and closed states ranging from 0
to 100%. For this purpose, we first verified the consistency
of our metric with experimental findings that cohesin de-
pletion leads to elimination of chromatin loops using Hi-C
maps of auxin-treated cells (16). As expected, only simu-
lations without closed states and with a large majority of
open states (>70–80%) had peak scores statistically consis-
tent with the Hi-C data in these cells (Figure 2C, right; P >
0.05).

We then used this peak score to compare simulation pre-
dictions to Hi-C maps in cells without auxin treatment. We
found that simulation predictions were consistent with the
Hi-C data for a range of closed state fractions of 15–25%
and a large range of extruding state fractions (Figure 2C,
left; P > 0.05). Within these ranges, the best match between
simulations and Hi-C data was obtained for 20% closed
states, 40% extruding states and 40% open loop states (Fig-
ure 2C, D). Simulations with 100% closed states were in-
consistent with the experiments, leading to peak scores two
times higher than in the Hi-C data (Figure 2D, P < 10-150),
consistent with previous studies arguing against the exis-
tence of stable loops in cells (20,33,75,76). However, our
metric did not enable us to determine tight constraints on
the fractions of open versus extruding states, as a wide range
of fractions for each of these two states was compatible with
the Hi-C data (Figure 2C and Supplementary Figure S2E).

To account for differences in the genomic sizes of loops,
we then repeated the above simulations and analyses for
loop sizes ranging from 150 to 990 kb. We found that the
mean fraction of closed states consistent with the Hi-C data
was larger for small loops than for large loops (33% for 150
kb loops, versus 16% for 504 kb loops and 13% for 990 kb
loops) (Figure 2E and Supplementary S2F).

Thus, we used Hi-C data to estimate plausible ranges for
the fractions of open, closed and extruding states in our
polymer simulations. This allowed us to subsequently simu-
late loop extrusion dynamics and imaging observations un-
der realistic conditions.

Comparing polymer simulations to imaging data

Having determined the fractions of loop states consistent
with experimental Hi-C data, we next compared our sim-
ulations to published measurements of distances between
chromatin loci from experimental imaging data. We first

compared simulations of 504 kb loops with or without ex-
trusion to recent live-cell imaging data from a study by
Gabriele et al. (35) that specifically targeted a pair of loop
anchors in mouse embryonic stem cells (mESC) with and
without cohesin and found good agreement between exper-
iments and simulations in both cases (Supplementary Fig-
ure S4). Next, we compared our simulations to a larger ex-
perimental data set where DNA FISH was used to measure
distances between pairs of loci in mESC for a large range
of genomic distances between these loci (31). These exper-
iments did not specifically target loop anchors, but loops
were nonetheless present in the targeted genomic regions.
As a result, we expected anchor–anchor distances predicted
by our simulations with and without extrusion to bracket
the distances measured by DNA-FISH. This was indeed
the case, and distances predicted by simulations with extru-
sion were slightly lower than the experimentally measured
distances and closely followed the predicted trend as func-
tion of genomic distance (Supplementary Figure S4). These
comparisons indicated that our simulations were also con-
sistent with imaging data in fixed and living cells.

Detecting chromatin loop extrusion from imaging data

Chromatin loop extrusion is expected to reduce anchor–
anchor distances compared to conditions without extru-
sion. We therefore asked whether loop extrusion can be
detected simply by measuring anchor–anchor distances in
populations of single cells and comparing them to distances
measured when loop extrusion is abolished (Figure 3A). We
aimed to assess the ability to reveal loop extrusion (here-
after called ‘detectability’ and defined quantitatively below)
depending on several relevant biophysical and experimen-
tal parameters. The biological parameters were: the frac-
tions of loop states (open vs. extruding vs. closed), the ge-
nomic size of loops, and the speed of loop extrusion. The
experimental parameters were: the reporter-anchor separa-
tion, which we varied from 0 to 300 kb, the localization
precision of fluorescent labels, defined as the standard de-
viation of errors in estimated coordinates, which we var-
ied from σx,y = 0 nm to σx,y = 200 nm laterally (with an
axial error σz = 2σx,y due to the anisotropy of the micro-
scope point spread function (54)) and the number of ana-
lyzed anchor–anchor distances, which we varied from N =
10 to 10 000.

In order to determine whether extrusion can be detected,
we compared the distributions of anchor–anchor distances
in simulations with and without extrusion, thereby mim-
icking the experimental comparison of cells with and with-
out cohesin. For each pair of simulated distance distribu-
tions, we performed Kolmogorov–Smirnov tests on thou-
sands of random samples. We then defined the detectability
of loop extrusion as the fraction of tests that revealed sta-
tistically significant differences between these distributions
(Figure 3B).

To explore the effect of the different parameters above
on the detectability of extrusion (Figure 3C–I), we var-
ied two parameters at a time, holding the other param-
eters constant. We used the following state fractions as
defaults, based on the above comparison to Hi-C data:
20% closed, 40% extruding, 40% open (Figure 2C). Other
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Figure 3. Experimental and biological parameters allowing to detect loop extrusion. (A) Polymer simulations assumed that distances between fluores-
cently labeled anchors are measured in a population of cells at a given time, both in conditions allowing extrusion, and in a condition where extrusion
is experimentally abolished. (B) Cumulative distribution functions (CDFs) of anchor–anchor distances sampled from simulations with (red) or without
(blue) extrusion were compared using a Kolmogorov-Smirnov test. Sampling was repeated 5000 times, P-values were corrected for multiple testing with
the Benjamini–Hochberg procedure. Detectability of loop extrusion was defined as the fraction of tests revealing significant differences (P < 0.05) and is
displayed on a color scale from black (no significant difference) to yellow (all tests show significant differences). Histograms show examples of distance dis-
tributions for these extreme cases of low and high detectability. (C–H) Effect of experimental or biological parameters on the detectability of loop extrusion.
Heat maps show detectability as function of various parameters, including: the reporter-anchor separation (C), the localization precision of fluorescent
reporters σx,y = σz/2 (D), the fractions of closed and extruding states (E), the sample size (i.e. the number of distance measurements), N (F), the genomic
size of the loop (G) and the speed of loop extrusion (H). Two parameters were varied at a time, with the other parameters set to the following default values:
fractions of loop states: 40% open, 40% extruding, 20% closed; loop size: 300 kb; extrusion speed: 1 kb/s; reporter-anchor separation: 0 kb; localization
precision: σx,y = σz = 0 nm; sample size: N = 100. Distributions of anchor–anchor distances with and without extrusion (red and blue, respectively) and
for different parameter values are shown in (C)–(E) (note that we used N = 100 000 to plot these distributions for better legibility, irrespective of the
sample size N used for the detectability heat maps). The arrows show the peaks at small distances due to closed states. Note that ‘anchor–anchor distance’
designates the distance between the corresponding reporters (which differ from the actual anchors for panel C). In the heat map of panel (E), the red con-
tour denotes loop state fractions consistent with experimental Hi-C data from Figure 2C (without auxin treatment). (I) Detectability of loop extrusion in
realistic experimental conditions with: reporter-anchor separation of 2 × 3 = 6 kb and excellent ( σx,y = σz/2 = 15 nm, top) or poor ( σx,y = σz/2 = 100
nm, bottom) localization precision. Other parameters were set to the default values above.
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default parameters were as follows: loop size: 300 kb; ex-
trusion speed: 1 kb/s, based on measurements of DNA loop
extrusion in vitro (17,26); localization precision σx,y = σz =
0 nm; reporter-anchor separation = 0 kb (corresponding to
a direct labeling of the anchors); sample size: N = 100 mea-
surements (anchor–anchor distances).

We first analyzed the effect of the reporter-anchor sep-
aration (Figure 3C). In the ideal case where this separa-
tion is zero (i.e. the anchors themselves are fluorescently
labeled), the clearest signature of extrusion was an addi-
tional peak in the anchor–anchor distance distribution at
very low distances due to closed states (Figure 3C, arrows).
In this case, extrusion detectability was high (95%) for a
sample size N as low as 50. As expected, increasing the
reporter-anchor separation tended to reduce and broaden
the low distance peak, and for a total separation of 18 kb
or more the distribution became unimodal again (Figure
3C). Consistently, increasing the reporter-anchor separa-
tion lowered detectability when the sample size N was kept
constant. However, even for reporter-anchor separations of
54 kb, extrusion remained detectable using N > 100 mea-
surements (detectability>92%). Increasing the random lo-
calization errors had a qualitatively similar effect as increas-
ing the reporter-anchor separation (Figure 3D). Neverthe-
less, even for poor localization precisions of σx,y = σz

2 = 100
nm, detectability was high (>97%) as long as the sample size
N exceeded 200 (Figure 3D).

Obviously, these results strongly depended on the as-
sumed fractions of closed, extruding and open states. For
example, for a fixed extruding state fraction of 10%, it be-
came more challenging to detect extrusion from N = 100
measurements when closed state fractions were lower than
20% (Figure 3E). Interestingly, increasing the sample size to
N = 1000 measurements allowed extrusion to be detected
for almost all combinations of state fractions, except in the
quasi-absence of closed states combined with an extremely
high fraction of open states (>80%) (Supplementary
Figure S5A).

We then assessed the effects of sample size, loop size and
extrusion speed, assuming 40% of extruding states as based
on the above analysis of Hi-C data. A larger sample size al-
ways helped to detect extrusion in unfavorable conditions.
For example, for a small closed state fraction of 5%, in-
creasing the sample size from N = 100 to N = 1000 im-
proved detectability from 70% to 100% (Figure 3F). The
loop size, which we varied between 150 and 900 kb, had
only a marginal effect on detectability (Figure 3G). Sim-
ilarly, varying the speed of extrusion in the range 0.2–5
kb/s, which encompasses extrusion speeds measured in vitro
(17,26), did not appreciably affect the detectability of loop
extrusion (Figure 3H).

Next, we considered the detectability of extrusion as
function of localization precision and sample size for real-
istic values of all other parameters combined (Figure 3I).
Specifically, we assumed 20% closed, 40% extruding and
40% open states; a loop size of 300 kb; an extrusion speed
of 1 kb/s; and a total reporter-anchor separation of 6 kb.
We tested excellent, good and poor localization precisions
(σx,y = σz

2 = 15, 50 and 100 nm (31,32,77), respectively).
The presence of closed loops was identifiable as a low dis-
tance peak in the distance histogram for excellent localiza-

tion precision, but not for good or poor precision (Supple-
mentary Figure S5B). Nevertheless, even for poor precision,
loop extrusion detectability was still high (96%) for a rea-
sonable sample size of N = 200 (Figure 3I).

Finally, we performed simulations using experimental
and biological parameters approximating those of the
above-mentioned Gabriele et al. study (35), which reported
the identification of loop extrusion from anchor–anchor
distances measured using live-cell imaging. Based on these
simulations, we found loop extrusion to be detectable at
97% with as little as N = 100 measurements, while at least
45 000 distances were measured in (35) (Supplementary Fig-
ure S6). Hence, this study’s experimental approach indeed
matches the conditions defined by our theoretical analysis
to detect loop extrusion from imaging data.

In summary, our analysis suggests that under a relatively
wide range of realistic biological and experimental condi-
tions, the presence of loop extrusion can be detected in
cells by imaging pairs of loop anchors, measuring their dis-
tances and comparing them to distances measured in cells
where extrusion is abolished. The above results also define
the minimal experimental parameters that are required (and
satisfied by Gabriele et al. (35)) to detect the presence of
loop extrusion depending on the fractions of different loop
states.

Estimating the fraction of loop states from static imaging
data

Next, we aimed to move beyond the mere detection of
loop extrusion and assess if static imaging data from a
population of single cells allows to quantitatively esti-
mate the fractions of loop states (closed vs. extruding vs.
open) (Figure 4). We approached this by fitting to the
data a ‘three-state’ mathematical polymer model that in-
cludes these fractions as adjustable parameters. Specifi-
cally, we considered the differences in x, y and z co-
ordinates between the two anchors (δx = x1 − x2; δy =
y1 − y; δz = z1 − z2) and fitted a model, P(δx, δy, δz) =
Px(δx)Py(δy)Pz(δz) to the three distributions of coordi-
nate differences (δx, δy, δz) simultaneously. For each co-
ordinate difference δw ∈ {δx, δy, δz}, Pw(δw) is a linear
combination of three models, Popen

w , Pclosed
w and Pextruding

w ,
one for each loop state (open, closed and extruding, re-
spectively), weighted by the fractions of each state (Aopen,
Aclosed, and Aextruding = 1 − Aclosed − Aopen), and is given
by (Eq. 2). For the open state, we assumed that the poly-
mer behaves as a freely jointed chain and each coordinate
difference δw ∈ {δx, δy, δz} follows a normal distribution
Popen

w = N (0, N0b2

3 + 2σ 2
w), where b is the Kuhn length, N0 is

the number of Kuhn lengths between the anchors, and σw is
the localization precision along axis w ∈ {x, y, z}. For the
closed state, where the two anchors are in contact or in close
proximity, we assumed that each coordinate difference fol-
lows a normal distribution Pclosed

w (δw) = N (0, σ 2
c + 2σ 2

w),
where the added variance σ 2

c reflects a possible non-zero dis-
tance between the anchors in the closed state (e.g. because
of the ∼40 nm size of the cohesin ring (56,57)). We assumed
that the probability distributions Popen

w and Pclosed
w can be

determined experimentally (see Discussion).
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Figure 4. Quantifying fractions of loop states from static images. (A) Total distribution of the differences δw between coordinates of the two anchors
(w ∈ {x, y, z}) as obtained from simulated data (black dots) and the fitted three-state model (grey curve, Eq. 2). (B) Same as A, but with the three fitted
components of the three-state model (corresponding to the closed, extruding and open states) shown separately. Dots show the simulated data and colored
curves show the fitted model components. (C, D) Quantification of errors in estimation of loop state fractions. (C) Root mean square error (RMSE) of
estimated fractions for the three states as function of the sample size (number of measured anchor–anchor vectors) N. The simulations used for panels
(A), (B) and (C) assumed the following loop state fractions: 35% closed, 15% extruding and 50% open. (D) Heat maps show the signed error (bias) in the
estimated fractions of closed, extruding or open states, for each combination of loop state fractions, estimated for N = 500 000. Overestimates are shown in
red, underestimates in blue. The absolute bias did not exceed 13.1%. All simulations used in this Figure assume a localization precision σx,y = σz/2 = 15
nm.

For the extruding state, we assumed that the coordinate
differences follow the probability density Pextruding

w (δw; t) =
N (0,

Nb(t)b2

3 + 2σ 2
w), with Nb(t) = N0 − Nloop(t), where t =

0 is the end of loop extrusion (during extrusion t < 0), and
Nloop(t) is the number of Kuhn lengths extruded at time
t. This assumption effectively derives from the hypotheses
that (i) the anchors in the extruding state behave as if part
of a shorter polymer from which the extruded loop is ab-
sent and (ii) this polymer has time to equilibrate at each step
of the extrusion process. In the Materials and Methods sec-
tion, we derived an explicit model for Pextruding

w (δw; t) (Eq. 1)
based on the additional assumptions that extrusion initi-
ates with uniformly random probability between the two
anchors and switches from bidirectional at constant speed
V0 to unidirectional at constant speed V0

2 upon reaching an
anchor. Having specified these models for Popen

w , Pclosed
w and

Pextruding
w , we could estimate the fractions of each loop state

(open, closed and extruding) by fitting the three-state model
of (Eq. 2) to the measured distributions of coordinate dif-
ferences δx, δy and δz.

To test this method, we first simulated coordinates of
anchor pairs from 4000 independent simulations assuming
35% closed, 15% extruding and 50% open states (based on
the analysis of Hi-C data in Supplementary Figure S2F)
for a 150 kb loop, with localization errors σx,y = σz/2 =
15 nm (29,31,32), drew N = 500 000 samples (anchor–
anchor vectors) and fitted our three-state model (Eq. 2) to
these data (Figure 4A-C). As before, these simulations as-
sumed that extrusion initiates with uniformly random prob-
ability between the two anchors, and that the extrusion
speed is halved once the first anchor is reached. As shown
in Figure 4A and B, the fitted model was in very good

agreement with the simulated data. We computed a root
mean square error (RMSE) of estimated fractions Aclosed,
Aopen and Aextruding for varying sample size N (Figure 4C).
For N = 100, the RMSE for open and extruding states re-
mained substantial (14% and 16%, respectively), implying
that larger sample sizes are needed for accurate estimation
of loop state fractions. For N > 5000, the RMSE dropped to
<3% for all three states, and decreased further for larger N.
Open and extruding states still had RMSE <2.5% even for
large sample sizes (Figure 4C), a residual bias that presum-
ably reflects a minor mismatch between the analytical model
and the simulations. We then systematically varied the frac-
tions of open, extruding and closed states and quantified the
absolute biases of the estimated fractions for a sample size
of N = 500 000 (Figure 4D). The closed state fraction was
always very accurately estimated, with absolute bias <0.5%.
The extruding state tended to be slightly underestimated,
while the open state was slightly overestimated, but the ab-
solute bias always remained at an acceptable level (<13.1%)
(Figure 4D).

We repeated this analysis but changed the localization er-
rors to either σx,y = σz = 0 or σx,y = σz/2 = 50 nm (Sup-
plementary Figure S7). Paradoxically, the state fractions
were estimated more accurately for larger localization er-
rors (maximum absolute bias of 7.4%) than without local-
ization errors (maximum absolute bias of 17.7%) (Supple-
mentary Figure S7D and H), likely because the Gaussian
localization errors reduce the mismatch between the Gaus-
sian model and the simulations in the closed state. Never-
theless, for sample sizes N > 8000, the RMSE were <5%
both without localization errors and for large localization
errors, assuming 35% closed, 15% extruding and 50% open
states (Supplementary Figure S7C and G).
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Figure 5. Quantifying the lifetime of closed states and the speed of loop extrusion by dynamic tracking of loop anchors. (A) Six example time series of
anchor–anchor distances from simulations with loop extrusion. The true loop state is indicated by color bars on top (blue: open, green: extruding, red:
closed). Black dotted lines indicate state changes, i.e. when loop extrusion starts or ends or when closed loops are released. The segmentation of the time
series in intervals of closed states is shown below (indigo bar indicates inferred closed state intervals). (B) Estimated vs. true lifetimes of closed loops. Each
indigo dot corresponds to a distinct segmented closed state interval. Black dotted line denotes y = x. The inset shows a close-up for short lifetimes (0–20
s). (C) Histogram of 1000 estimated lifetimes of closed states. The dotted red line shows a robust exponential fit to the segmented closed state lifetimes
and the solid black line shows the theoretical distribution. (D) Ensemble mean squared anchor–anchor distance (EMSAAD) as function of time, averaged
over >1000 time series, after aligning the estimated start time of the closed state to t = 0 (solid orange curve). An effective loop extrusion speed V̂eff = 0.72
kb/s was estimated by fitting a linear function for –150 s < t < 0 (red dotted line). The theoretically expected EMSAAD (Eq. 4) is a non-linear function
of time and is shown in solid grey. A linear fit to the theoretical EMSAAD (Eq. 5) is shown as a dashed black line and corresponds to a theoretical speed
of 0.63 kb/s. Localization errors were ignored in the simulations used here.

To sum up, our analysis indicates that the fractions
of loop states can be estimated accurately by measuring
anchor–anchor distances from static imaging data of a suf-
ficiently large number of cells.

Quantifying closed loop lifetimes from live-cell trajectories

While the analysis of static data can provide important
quantitative information on loop states, as shown above, a
full characterization of the dynamic aspects of loop extru-
sion, in particular extrusion speed and the lifetime of closed
loops, requires dynamic data. Here and in the next section,
we assess to what extent these parameters can be estimated
from live-cell tracking of loop anchors.

For this purpose, we generated 1000 independent
Langevin dynamics simulations of a polymer undergoing
extrusion and recorded the trajectories of the two anchors
as function of time. We considered a polymer with two loop
anchors separated by 150 kb and simulated trajectories of
1330 s each. We assumed that extrusion started 83 s after the
beginning of each simulation at a random position between
the two anchors, and that extrusion proceeded until the loop
was closed. The two anchors were then maintained in this

closed state during a time interval drawn from an exponen-
tial distribution, in order to mimic a memory-less (Poisson)
process of loop dissociation, with a mean closed state life-
time of 466.6 s (and a maximum of 833 s). After dissoci-
ation, the two anchors were released from each other, and
the polymer relaxed rapidly to the open state. Typical time
series of the anchor–anchor distance during a simulation
trajectory are shown in Figure 5A.

In order to quantify closed state lifetimes, we aimed to
segment these time series into disjoint time intervals cor-
responding to closed, open or extruding states. As appar-
ent from the examples in Figure 5A, it is difficult to distin-
guish the open state from the extruding state, especially in
the early phases of the extrusion process where the anchor–
anchor distances fluctuate widely. We therefore focused on
segmenting the closed state only, without attempting to dis-
tinguish open from extruding states. Nonetheless, the dis-
tance distribution in the closed state can still significantly
overlap that of the extruding and open states, since in these
two states anchors can still come into close vicinity due
solely to random polymer movements (Supplementary Fig-
ure S8A). For this reason, a distance threshold alone is ill
suited to segmenting closed states (Supplementary Figure
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S8A). We therefore decided to use a combination of spa-
tial and temporal thresholds and identified closed states as
long-lived small distance states that were not present in time
series without extrusion (as measured in an experimental
condition that abolishes extrusion). We defined small dis-
tances as those below the 99.9% quantile of distances in
the closed state. We defined the temporal threshold as the
99.9% quantile of time intervals during which the anchor–
anchor distance was always below the spatial threshold in
time series of extrusion-free simulations (Supplementary
Figure S8A).

Next, we evaluated this segmentation method on simu-
lated time series with extrusion by quantifying the number
of time points correctly or incorrectly classified as closed
states. Using the above spatial and temporal thresholds,
closed states were identified with a precision (ratio of true
positives over all positives) of 99.75% and a recall (ratio
of true positives over the sum of true positives and false
negatives) of 99.87%, proving high classification quality for
individual time points (Supplementary Figure S8B). Preci-
sion and recall could be traded-off against each other by
varying the spatial and temporal thresholds (Supplemen-
tary Figure S8B). We then analyzed the performance of
our segmentation method for a total reporter-anchor sep-
aration of 6 kb and different localization errors. Recall re-
mained above 99% for localization errors σx,y = σz/2 <
50 nm, while segmentation precision decreased when in-
creasing localization errors (from 96% for σx,y = σz = 0 nm
to 78% for σx,y = σz/2 = 50 nm) (Supplementary Figure
S8C). Localization errors above σx,y = σz/2 = 75 nm dras-
tically reduced both recall (from 93% for σx,y = σz/2 = 75
nm to 7% for σx,y = σz/2 = 200 nm) and precision (73%
for σx,y = σz/2 = 75 nm vs. 49% for σx,y = σz/2 = 200 nm)
(Supplementary Figure S8C).

We then proceeded to estimate closed loop lifetimes.
This was much more challenging and error-prone, because
any time point with a false negative closed state detection
led to a fragmentation of segmented closed state intervals
and therefore to an underestimation of the true lifetime,
while false positive time points generally led to spurious
short-lived closed states. Nevertheless, using the thresholds
above, the estimated lifetimes of closed states were in ex-
cellent overall agreement with the true lifetimes (Figure
5B). The exception to this were very short lifetimes (Fig-
ure 5B, C), which originated from the residual false pos-
itives in the detection of closed states. 95% of these spu-
rious closed states were detected during extruding states,
typically at the end of the extrusion phase (Supplementary
Figure S8D).

To estimate the mean lifetime of closed states, we fitted an
exponential function to the histogram of estimated lifetimes
using a robust approach that rejects outliers. We found that
with this robust fit, we could accurately estimate the mean
closed state lifetime (Figure 5C and Supplementary Figure
S9A). The estimated mean closed lifetime across 4000 boot-
strapped samples (each containing 1000 time series) was
465.9 s, in excellent agreement with the expected value of
466.6 s (Supplementary Figure S9A).

Therefore, our analysis suggests that closed state lifetimes
can be accurately estimated by tracking loop anchors in live-
cell imaging.

Quantifying the speed of loop extrusion from live-cell trajec-
tories

Finally, we assessed whether loop extrusion speed could
be quantified from 1000 time series of anchor–anchor dis-
tances obtained by live-cell imaging. Because the above ap-
proach identified closed loop intervals that depend on the
presence of extrusion (thanks to the control condition that
abolishes extrusion, Supplementary Figure S8A), we rea-
soned that timepoints before these intervals should be in
the extruding state. Assuming, as before, that the polymer
with a loop behaves at each time point as an ideal polymer
from which the loop portion is absent, we derived analyti-
cal models for the temporal evolution of the mean squared
anchor–anchor distance (MSAAD)

〈
R2

〉
(see Materials and

Methods for details). If loop extrusion occurred at a con-
stant speed V(t) = V0, the MSAAD would follow a simple
linear function of time, given by (Eq. 3). However, we as-
sumed that the speed of extrusion switches from bidirec-
tional with speed V(t) = V0 to unidirectional with speed
V(t) = V0/2 when the extrusion complex reaches one of the
two anchors (Supplementary Figure S2A). The time point
of switching depends on the genomic site where extrusion is
initiated: switching occurs earlier if this site is closer to one
of the two anchors. As a result, fitting equation (Eq. 3) to
measured MSAAD is expected to lead to an effective speed
Veff between V0/2 and V0, whose exact value depends on the
site of initiation.

Under the additional assumption that the site of extru-
sion initiation (i.e. the loading site of the extrusion com-
plex) is uniformly random between the two loop anchors,
we further derived a model for the ensemble average of the
MSAAD (EMSAAD) over many time series, denoted as〈〈

R2
〉〉

(t), obtained after aligning the starting times of closed
states for all time series at t = 0, and given by Eq. (4) (Sup-
plementary Figure S10B).

Equipped with this model, we proceeded to analyze time
series simulated with a bidirectional extrusion speed V0 = 1
kb/s that switched to a unidirectional extrusion with speed
V0/2 upon reaching an anchor. Although the dependence
of

〈〈
R2

〉〉
(t) on time in Eq. 4 is non-linear, we found that

a linear fit of the EMSAAD, assuming a single speed Veff
(Eq. 5), led to a reasonably accurate estimation of the mean
effective extrusion speed (V̂eff = 0.72 kb/s estimated speed
versus ( 5

8 )V0 = 0.63 kb/s for the true mean effective speed,
Figure 5D). The theoretical EMSAAD was well approxi-
mated by a linear fit of slope −5/8R2

0 V0/s0 (Figure 5D).
Therefore, multiplying the estimated effective speed V̂eff by
8/5 allowed us to recover the bidirectional extrusion speed
V0. This yielded V0 = 1 kb/s for the theoretical curve, as
expected, and V̂0 = 1.15 kb/s for the estimated speed. The
remaining discrepancy between estimated and true bidirec-
tional speeds (V̂0 and V0) can be attributed to two effects:
(i) the simulated polymer does not have time to equilibrate
given the assumed extrusion speed of V0 = 1 kb/s, and (ii)
the polymer is confined. Both effects are ignored by our
model and lead to a departure from linearity of the EM-
SAAD as function of time. Indeed, the EMSAAD is closer
to the theoretical (equilibrium) value in simulations with
slower extrusion and a relaxed confinement (Supplemen-
tary Figure S11). Note that the estimated speed depends on
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the size of the time window used for fitting. The optimal
window size depends on the actual speed and is therefore
not known, but correct time windows and speeds can be de-
termined experimentally from a peak in the estimated speed
as function of the time window, as shown in Supplementary
Figure S9B. This is explained by the slope of the theoretical
EMSAAD, which is maximum at t = −s0

V0
(Supplementary

Figure S10B).
Finally, we assessed how experimental parameters af-

fected the estimation of loop extrusion speed. Unsurpris-
ingly, localization errors negatively impacted the estima-
tion of extrusion speed (by deteriorating the accuracy of
closed state segmentation). Localization errors of σx,y =
σz
2 = 30 nm led to underestimations of the speed by 7%, and
σx,y = σz

2 = 75 nm led to underestimations by 51% (Sup-
plementary Figure S9C and S9E). Similarly, increasing the
reporter-anchor separation from 0 to 30 kb led to an under-
estimate of the loop extrusion speed by 27% (Supplemen-
tary Figure S9D and F).

Nevertheless, this analysis suggests that under realistic
conditions it should be possible to extract meaningful es-
timates of the speed of DNA loop extrusion by analyzing
trajectories of loop anchors in time-lapse microscopy of liv-
ing cells.

DISCUSSION

We used polymer simulations and presented dedicated anal-
ysis techniques to determine if, and under which conditions,
chromatin loop extrusion can be detected and/or character-
ized quantitatively by imaging two loop anchors with fluo-
rescence microscopy (Figure 1). We separately considered
static imaging experiments, as can be performed in fixed
cells, e.g. using DNA-FISH (28), or using single snapshots
in live-cells, and dynamic imaging experiments in which two
loop anchors are tracked over time (35,78). Our analyses as-
sume that imaging experiments are performed both in cells
where loop extrusion takes place and in cells where extru-
sion is experimentally abolished, e.g. by depletion of the co-
hesin subunit RAD21 (16), which provides a crucial nega-
tive control. We considered the effect of multiple biologi-
cal and experimental parameters. Biological parameters in-
clude the fractions of closed, open and extruding states, the
speed of loop extrusion and the genomic size of the loops.
Experimental parameters include the reporter-anchor sep-
aration, the localization precision of fluorescent reporters,
and the sample size (number of measured anchor–anchor
distances).

To estimate plausible ranges of loop state fractions, we
compared simulations to Hi-C data of ≈300 kb large loops
(Figure 2), and found that only small (15–25%) fractions of
closed states are consistent with the data, in line with pre-
vious studies (20,35). Despite this relative rarity of closed
loops, we showed that in most cases the presence of loop
extrusion can be detected from static images alone for re-
alistic localization precisions, provided that the sample size
N (i.e. the number of measured anchor–anchor distances)
is large enough (Figure 3). For example, for loops of 300
kb with 20% closed and 40% extruding states, a reporter-
anchor separation of 6 kb, and a lateral localization pre-
cision of 15 nm (30 nm axially), extrusion can be detected

reliably from as little as N ≈75 measurements (Figure 3I).
With a poor lateral localization precision of 100 nm (200 nm
axially), reliable detection requires N ≈200 measurements,
which is still within reach of standard microscopy experi-
ments (Figure 3I). An important result of our analysis is
that loop extrusion can be detected even in absence of a sec-
ond peak in small anchor–anchor distances, which to our
knowledge has never been observed in DNA-FISH (28,79)
or live-cell imaging (35–38). Furthermore, we showed that
analysis of static imaging data also enables to estimate the
fraction of closed loops with high accuracy, and the frac-
tions of loops in extruding and open states with reason-
able accuracy (Figure 4). Finally, we demonstrated that un-
der realistic conditions, dynamic imaging data can be an-
alyzed to estimate the lifetime of closed states as well as
the speed of loop extrusion (Figure 5). Our study therefore
establishes the feasibility of an imaging approach to iden-
tify and quantitatively characterize loop extrusion. This is
a non-trivial finding considering the many challenges aris-
ing from the highly stochastic nature of chromatin motion
(80), the potential rarity of closed states, and technical limi-
tations of image acquisition. We have defined the minimum
conditions that are required to detect and characterize loop
extrusion in terms of localization precision, proximity of
reporters to anchors and sample size, and highlighted the
critical importance of comparing cells with and without ex-
trusion. We also verified that the recent experimental study
of loop extrusion by Gabriele et al. in mouse embryonic
stem cells indeed matched these conditions (35). The anal-
ysis methods proposed here (statistical comparisons of dis-
tance distributions and fitting to theoretical polymer mod-
els) should be directly applicable to experimental data in
follow-up studies.

Nonetheless, we acknowledge that our analyses have
caveats. First, our method for detecting loop extrusion (Fig-
ure 3) assumes that extrusion can be specifically abolished
in experiments such as RAD21 depletion (16). We cannot
exclude that potential changes to chromatin structure due
to RAD21-depletion that are unrelated to extrusion, such
as epigenetic modifications (81,82) or increased compart-
mentalization (23,24), may be picked up unspecifically by
this approach. Second, in our analysis of dynamic imaging
data, we identified the closed state as a temporally stable
low-distance state absent from conditions without extru-
sion. This method will miss short-lived closed states whose
duration is below the temporal threshold. The segmenta-
tion of closed states could potentially be made more specific
by also considering conditions that permit loop extrusion
but not closed states. Such conditions could be achieved ex-
perimentally by removing obstacles to loop extrusion, e.g.
by depleting the CTCF protein or mutating CTCF bind-
ing sites (19,24). Third, our quantification of closed state
fractions from static imaging data and our quantification
of closed state lifetimes from dynamic data assume that
the distributions of anchor–anchor distances in the closed
state are known, which is not straightforward. One possi-
ble way to estimate these distances (together with localiza-
tion errors) is to measure the distance between two fluores-
cent markers separated by a genomic distance equal to the
summed distance between anchors and reporters. Fourth,
we did not consider the possibility that multiple cohesin
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complexes may simultaneously extrude chromatin loops be-
tween the two anchors (76,83,84), which would consider-
ably complicate the analysis of state fractions and extrusion
speed. Fifth, our analysis ignores the possibility that loops
may be in the closed state at the start or end of dynamic
imaging experiments (censoring). Sixth, our assumption of
a continuous extrusion activity at constant (bidirectional
or unidirectional) speed does not account for the possibil-
ity of pausing (85), which may lead to underestimations of
the peak extrusion speed. Fully considering these complica-
tions will require follow-up work.

In spite of these limitations, our study highlights how
imaging in fixed or living cells can be used to rigor-
ously identify and quantitatively characterize the funda-
mental process of chromatin loop extrusion. With DNA-
FISH, fractions of closed, extruding and open states could
be estimated in a high-throughput manner by targeting
probes against the anchors of TADs and loops for hun-
dreds of genomic loci. Since each of these loci is associ-
ated with a unique epigenetic state, gene expression pattern
and spatial neighborhood, such a systematic analysis might
shed light on the intermingling between these factors and
loop extrusion, and its consequences on genome functions
(30,31,86,87). The possibility to analyze loop extrusion by
live-cell imaging is illustrated by two above-mentioned ex-
perimental studies in mESC (35,36), which estimated closed
loop fractions ranging from 3% to 27% and median loop
lifetimes ranging from 5 to 30 minutes. We expect that sub-
sequent experiments will extend this initial work by analyz-
ing many more TADs and loops and their dynamics in liv-
ing cells of multiple organisms. By providing clear quantita-
tive guidelines and analytical techniques, we hope that the
present study will be instrumental in reaching a better quan-
titative understanding of how loop extrusion affects chro-
matin dynamics and function.
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89. Sabaté,T., Lelandais,B., Bertrand,E. and Zimmer,C. (2023) Polymer
simulations guide the detection and quantification of chromatin loop
extrusion by imaging. https://doi.org/10.5281/ZENODO.7525055.

D
ow

nloaded from
 https://academ

ic.oup.com
/nar/article/51/6/2614/7058223 by Institut Pasteur -  C

eR
IS user on 08 July 2023

87



1 
 

Supplementary Figures 

 

Polymer simulations guide the detection and quantification of chromatin loop 

extrusion by imaging 

Thomas Sabaté1,2,3,* , Benoît Lelandais1,4, Edouard Bertrand2,†, Christophe Zimmer1,*,† 

1. Institut Pasteur, Université Paris Cité, Imaging and Modeling Unit, F-75015 Paris, France 

2. IGH, University of Montpellier, CNRS UMR 9002, Montpellier, France  

3. Sorbonne Université, Collège Doctoral, F-75005 Paris, France 

4. Institut Pasteur, Université Paris Cité, Bioinformatics and Biostatistics Hub, F-75015 Paris, France 

† These authors contributed equally to this work. 

* To whom correspondence should be addressed: Thomas Sabaté and Christophe Zimmer 

 

 

 

 

 

 

 

 

 

 

88



2 
 

 

Figure S1: Equilibration and Rouse dynamics of simulated polymers  
A-B: Mean end-to-end distance (A) and mean radius of gyration (B) of simulated polymers as function 
of simulation time steps (the means are computed over n=1,000 independent simulations). Black 
dotted lines show the beginning of conformation snapshots recorded for subsequent analyses. The 
blue shaded area shows the 95% confidence interval. C: Mean-Squared Displacements (MSD) as 
function of lag time for bead #300 of a simulated polymer with 600 beads. Blue and red curves 
correspond to polymers with confinement (in a sphere of radius 18 beads) or without confinement, 
respectively. The MSD is proportional to the square root of lag time at small time scales, consistent 
with the Rouse regime expected for an ideal polymer (black line) (1). The MSD reaches a plateau at 
long time scales due to polymer confinement. 
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Figure S2: Comparison of polymer simulations to experimental Hi-C data 
 A: Sketch of the loop extrusion model showing bidirectional extrusion at 1 kb/s until one of the two 
anchors is reached, followed by unidirectional extrusion of the other side of the polymer at 0.5 kb/s 
until the second anchor is reached. The arcs show pairs of beads kept in close proximity during the 
extrusion process. B: Simulated contact maps for different capture radii thresholds (shown with the 
same display range) and the corresponding P(s) curves (average contact frequency as function of 
genomic separation). Black curves show the experimental P(s) for loops of size 300 +/- 30 kb. C: 
Simulated contact maps for various conditions of extrusion initiation. D: Simulated P(s) curves for 
polymers with different stiffness parameters K!. K! = 0.1 was used for all simulations analyzed 
elsewhere. Black curves as in B. Simulated P(s) curves in B and D were shifted vertically to facilitate 
comparison. In B, C and D, the simulated contact maps were generated assuming the following loop 
state fractions: 40% open, 40% extruding and 20% closed states. E: Simulated contact maps with peak 
scores consistent with the experimental Hi-C data (statistical test with p-value>0.05) for loops of 300 
kb (+/- 30 kb). Different fractions of loop states can recapitulate experimental peak scores. The fraction 
of each loop state is indicated above each map in the following order: open, extruding, closed. F: Same 
as Fig. 2C, but for loops of 150 kb +/- 15 kb (n=179, left) and 600 kb +/- 60 kb (n=91, right). Contact 
maps in B, C, E are shown at 3 kb resolution, the two aggregated contact maps in F are shown at 15 kb 
resolution, using a different display range. 
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Figure S3: Simulated contact maps for all combinations of loop state fractions.  
Simulated contact maps based on simulations with different combinations of the three loop state 
fractions, shown at 3 kb resolution. The fractions of each loop state are indicated above each map in 
the following order: open, extruding, closed. Top right: closed states only. Bottom right: extruding 
states only. Bottom left: open states only. 
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Figure S4: Comparison of simulations to imaging data.  
Median spatial distance between pairs of loci as function of genomic distance for simulated polymers 
with (blue) or without (red) loop extrusion, and measured in experimental imaging data (grey and 
green). The grey curve shows DNA-FISH measurements in mouse embryonic stem cells (mESC) by Takei 
et al (2). This study did not specifically target loop anchors. The green dots show the distance between 
two loop anchors measured in live mESC cells by Gabriele et al (3) (clone 36) without auxin (light green) 
or with a 4h auxin treatment leading to RAD21 depletion (dark green). For the simulations, we sampled 
anchor-anchor distances using mean loop state fractions consistent with experimental Hi-C data and 
assumed random localization errors consistent with Takei et al (2) (𝜎",$ = 41	nm, 𝜎% = 65 nm). Error 
bars show standard deviations. 
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Figure S5: Detectability of loop extrusion for large samples and realistic experimental parameters.  
A: Same as the heat map in Fig. 3E, but for N=1,000 (instead of N=100) measurements of anchor-
anchor distances. B: Distribution of anchor-anchor distances in simulations with (red) and without 
(blue) loop extrusion for excellent, good and poor localization precisions (as indicated), assuming the 
following realistic parameters: reporter-anchor separation: 3 kb on each side (6 kb total); extrusion 
speed: 1 kb/s; loop size: 300 kb; sample size: N=10,000 distances; loop state fractions: 40% open, 40% 
extruding and 20% closed. Lateral and axial localization precisions are indicated above each plot. A 
peak at low distances due to the closed state is visible only for excellent localization precision. 
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Figure S6: Detectability of loop extrusion using experimental parameters from Gabriele et al.  
The color bar (bottom) shows loop extrusion detectability (defined as in Fig. 3) for different sample 
sizes (number of distance measurements) N, based on simulations using parameters similar to those 
reported in the experimental study by Gabriele et al. (3), as shown in the table (top). 
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Figure S7: Quantifying fractions of loop states from static images for different localization precisions. 
A-D: Same as Fig. 4 but without localization errors (𝜎",$ = 𝜎% 2⁄ = 0 nm). E-H: Same as Fig. 4, but with 
larger localization errors (𝜎",$ = 𝜎% 2⁄ = 50 nm). 
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Figure S8: Segmentation of closed loop states from anchor-anchor distance time series.  
A: Pipeline to segment closed loop states. First, a spatial threshold was defined as a quantile of anchor-
anchor distances in the closed state. Second, a temporal threshold was defined as the number of 
consecutive frames with distances below the spatial threshold in time series without extrusion. The 
two thresholds were then used together to define closed state segments as stable low-distance time 
intervals absent from extrusion-free time series. As in Fig. 5A, colored bars on top indicate the true 
loop state (blue: open, green: extruding, red: closed), while the indigo bar at the bottom indicates a 
segmented closed state. B: Precision and recall of segmented closed state timepoints for varying 
spatial and temporal thresholds. The spatial quantiles used to define the temporal threshold are 
indicated in different colors, while the temporal thresholds are indicated with different shapes. C: 
Precision and recall of segmented closed state timepoints using 0.999 quantiles as spatial and temporal 
thresholds for different localization precisions and with a total reporter-anchor separation of 6 kb, 
mimicking realistic experimental conditions. Assumed localization errors 𝜎",$ = 𝜎% 2⁄  are indicated for 
each data point. D: Fraction of the genomic distance between the anchors that was extruded at the 
start of falsely detected closed states (0 means that extrusion did not start, 1 means that the two 
anchors were brought into contact). False positives are defined as either: (i) segmented closed state 
intervals that did not overlap any true closed interval, or (ii) if two or more segmented intervals 
overlapped a single true interval, the longest segmented interval was defined as the true positive and 
the smaller interval(s) as false positive(s). Only false positive closed states detected during extrusion 
(which accounted for 95% of false positives) were plotted. 
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Figure S9: Estimation of closed state lifetimes by bootstrapping and estimation of extrusion speed.  
A: Histogram shows the distribution of the estimated mean closed state lifetimes based on 4,000 
bootstrapped simulated samples of 1,000 time series each. The red dotted and black continuous lines 
show the estimated and theoretical mean lifetimes, respectively (the two lines overlap). B: The orange 
curve shows the estimated mean effective loop extrusion speed as function of the time interval before 
the start time of the segmented closed states. The black dashed line shows the theoretical extrusion 
speed. The grey vertical line shows the minimal duration of extrusion (corresponding to extrusion 
initiation at the mid-point between the two anchors). To the left of this line, all time series are in the 
extruding state; to the right, some time series are in the open state and others in the extruding state. 
C-D: Orange curves show the mean estimated loop extrusion speed from segmented closed states as 
function of localization precision (C) or reporter-anchor separation (D). The black dotted line indicates 
the theoretical average loop extrusion speed. E-F: Ensemble mean squared anchor-anchor distance 
(EMSAAD) obtained by averaging and aligning time series (orange curves), are shown together with a 
linear fit (red line) for different localization precisions (E) or total reporter-anchor separations (F). 
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Figure S10: Theoretical model of mean squared anchor-anchor distances with loop extrusion.  
This Figure describes theoretical models for the mean squared anchor-anchor distance (MSAAD) or the 
ensemble MSAAD (EMSAAD) as function of time based on an analytical polymer model with loop 
extrusion (see Materials and Methods). No molecular dynamics simulations were used here. A: The 
seven colored curves show the theoretical MSAAD as function of time, with each curve corresponding 
to a different site of extrusion initiation (due to random landing of the extrusion complex between the 
two anchors). Each curve consists of three linear parts, because the instantaneous extrusion speed (in 
base pairs per second) varies from 𝑉 = 0 (before extrusion begins), to 𝑉 = 𝑉! (bidirectional extrusion, 
before reaching the first anchor), then to 𝑉 = 𝑉! 2⁄  (unidirectional extrusion, after one of the two 
anchors has been reached). The genomic distance between the two anchors is 𝑠!. The black curve 
shows the EMSAAD assuming that extrusion is initiated with uniform random probability between the 
two anchors. The EMSAAD was obtained by aligning 104 individual time traces (such as the seven 
colored curves) at the beginning of the closed state (𝑡 = 0) and averaging. B: Theoretical EMSAAD as 
function of time for averaged and aligned time traces as predicted by Eq. 4 (black). Note that this 
theoretical model perfectly matches the black curve in A. The colored dashed curves indicate lower 
and upper bounds corresponding to a constant extrusion speed of 𝑉 = 0 (red), 𝑉 = 𝑉! 2⁄  (blue) or 
𝑉 = 𝑉! (green). C: Dashed lines indicate probabilities as function of time that the MSAAD equals 𝑅!& 
(𝑝',	blue), or equals 𝑑'& = −𝑅!& 𝑉!𝑡 (2𝑠!)⁄  (1 − 𝑝', for 𝑡 ≤ −𝑠! 𝑉!⁄  and 1 − 𝑝&,			for	𝑡 ≥ −𝑠! 𝑉!⁄  ) or 
equals 𝑑&& = −𝑅!& 𝑉!𝑡 𝑠!⁄  (𝑝&,	red). 
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Figure S11: Deviation of extruding polymer simulations from theoretical model at equilibrium. 
 A-B: Red curves show the ensemble mean squared anchor-anchor distance (EMSAAD) as function of 
time, averaged over 400 synchronized trajectories for different speeds of extrusion (0.2 kb/s, 1 kb/s 
and 5 kb/s), different radii of confining spheres (C=18 or C=150 bead diameters) and for loops of 150 
kb (A) or 600 kb (B). For these simulations, extrusion was assumed to initiate at the mid-point between 
the two anchors, therefore proceeding bidirectionally until both anchors are reached simultaneously. 
The first and second vertical black dotted lines show the start and end of extrusion respectively. The 
dark red dashed line shows the theoretical (linear) EMSAAD for equilibrated polymers assuming a 
constant extrusion velocity (Eq. 3 and Fig. S10B, green dashed line). The light red area shows the 95% 
confidence interval. Simulations matched the theoretical model for low extrusion speeds and weak 
confinement (e.g. 𝑉! = 0.2 kb/s and C=150 bead diameters), whereas high extrusion speed and/or 
confinement (e.g. 𝑉! = 5 kb/s and C=18 bead diameters) led to deviations from the linear model. 
C: Median absolute relative error between theoretical and simulated EMSAAD. Blue and red bars 
indicate the radius of the confining sphere (C=18 and C=150 bead diameters, respectively). The error 
was defined as ∣ 𝑦()*+ − 𝑦,-. ∣ 𝑦()*+⁄ for every timepoint in the extruding state, where the subscripts 
‘theo’ and ‘sim’ refer to theoretical and simulated values, respectively. Error bars show the 95% 
confidence interval. 
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1.2 Polymer simulations define the minimal requirements for quantifying chromatin 

loop extrusion 

1.2.1 Summary of polymer simulations results 

We modelled loop extrusion on a generic fragment of chromatin, modelled as a 

polymer undergoing Langevin dynamics. By comparing experimental and simulated contact 

maps, I could estimate the fraction of each loop state that was consistent with our simulations. 

This estimation was necessary to analyze anchor-anchor distance distributions in realistic 

conditions since they are heavily impacted by varying fractions of loop states (Figure 2 of 

Sabaté et al, NAR, 2023). I then defined the minimal experimental requirements to detect 

chromatin loop extrusion by imaging loop anchors. It was found that loop extrusion can 

generally be detected, using realistic levels of noise and sampling size. For instance, mixing 

all sources of noise together, loop extrusion could still be detected with N=200 measurements 

of anchor-anchor distances and with a poor localization precision of 𝜎!" =
!!
!
= 100 nm 

(Figure 3 of Sabaté et al, NAR, 2023).  

Next, we developed an analytical method to estimate the fraction of loop states from 

static imaging (e.g. DNA FISH) of loop anchors using cells with and without cohesin. The 

decomposition of the total anchor-anchor distance distribution into three different 

distributions corresponding to the closed, extruding and open states is based on two main 

assumptions. First, in the extruding state, the anchors behave as if part of a shorter polymer 

from which the extruded loop is absent. Second, the polymer has time to equilibrate at each 

extrusion step. Based on this model, we could determine with an overall good performance 

(absolute bias lower than 13%) the fraction of each state (Figure 4 of Sabaté et al, NAR, 

2023). Being able to estimate these parameters from static imaging alone is powerful since it 

requires much less experimental work to measure anchor-anchor distance in fixed rather than 

in living cells. In addition, hundreds or thousands of loop anchors could be targeted by using 

sequential FISH134,159,286 or high-throughput DNA FISH132 to estimate these parameters 

genome-wide and define how loop structures vary in different chromatin environments. 

Finally, we segmented closed states in dynamic tracking of loop anchors to estimate 

the fraction of closed states and their lifetime (Figure 5 of Sabaté et al, NAR, 2023). As 

opposed to published methods of closed state segmentation163,164, our method does not rely on 

any assumptions (except that the anchor-anchor distance is higher in cohesin-depleted cells) 
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or models. Our closed state segmentation had good performance for low to moderate (73% 

precision and 93% recall for 𝜎!,! =
!!
!
= 75 nm and 6 kb of reporter-anchor genomic 

separation) levels of noise. Based on this closed state segmentation and the above-mentioned 

assumptions, we could accurately fit the effective loop extrusion speed from the temporal 

tracks (Figure 5 of Sabaté et al, NAR, 2023). Applied to experimental data, this method 

would provide a completely novel information on the in vivo loop extrusion speed. 

Apart from validating analytical methods to quantify loop extrusion, polymer 

simulations allowed us to define crucial controls for this quantification. Indeed, two controls 

were necessary to make these estimations: 

- A closed state control used to approximate the closed state. 

- An open state control where all loops are eliminated. This can be obtained by 

depleting a cohesin subunit such as RAD2131 or the cohesin loader NIPBL156. 

1.2.2 Limitations and possible improvements 

This polymer simulation analysis also comes with some limitations (mentioned in the 

Discussion of Sabaté et al, NAR, 2023). I highlight some of them below: 

Minimal	experimental	requirements	to	detect	loop	extrusion.		

The experimental conditions defined to detect loop extrusion are likely to be 

optimistic. Indeed, in our simulations the links between beads were solely created from the 

loop extrusion process. However, apart from loop extrusion, several other processes might 

create long-range interactions in the nucleus (compartmentalization, transcription, phase 

separation75,287), which would make loop extrusion more difficult to detect. Moreover, the 

nature or strength of these links might be modified in RAD21-depleted cells (e.g. 

strengthened compartmentalization in RAD21-depleted cells31,44,61,156) as compared to WT 

cells, which would complicate the detection of loop extrusion-dependent changes in anchor-

anchor distance. 

Analytical	models	and	their	assumptions.		

The analytical models assume two main hypotheses. First, in the extruding state, the 

anchors behave as if part of a shorter polymer from which the extruded loop is absent. 
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Second, the polymer has time to equilibrate at each extrusion step. In our simulations, loop 

extrusion did not proceed at equilibrium for rates higher than 0.2 kb/s and both assumptions 

are likely to be violated in the cells. Deriving out-of-equilibrium models would require 

extensive work, while the current model still accurately estimated the fitted parameters 

despite at least one assumption being violated in the simulations. 

Simplicity	of	loop	extrusion	modeling.		

In our simulations, we modelled loop extrusion with a single cohesin molecule 

extruding the loop. Cohesin exhibited two different speeds, did not pause and did not unbind 

before reaching the anchors. A larger diversity of scenarios could be found in the cells and 

would complicate the analysis. 

 We defined the minimal experimental design requirements to detect loop extrusion 

and validated analysis methods to quantify loop extrusion in living cells. Despite the 

mentioned limitations, these analysis methods should be applicable to experimental data, 

using appropriate controls.  
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2. Tracking loop anchors in living cells 

2.1 Visualizing specific chromatin loci with repeat arrays 

Among the available techniques to visualize specific chromatin loci in living cells, I 

chose to use repeat arrays (such as lacO, tetO or CuO) bound by fluorescent proteins (Table 1 

and Figure 14). These repeat arrays represent an established and efficient method to visualize 

chromatin259. The fluorescent signal and repeat array length can be easily tuned depending on 

the number of repeats, which is not possible with the ANCHOR system. Two orthologous 

repeats were used to enable two-color imaging of the anchors. Among the three main repeat 

types available, I chose to use tetO and CuO because lacO repeats were reported to induce 

chromosomal instability in mESCs288. 

At the time that I designed the strategy to visualize chromatin loci, dCas9 was still in 

development and seemed difficult to use for targeting non repetitive loci265–267,289. Although 

dCas9 imaging of specific chromatin loci is extremely promising due to its theoretical ease of 

use and the numerous method improvements, it is still challenging to image non-repetitive 

chromatin loci269. 

Despite their advantages, repeat arrays are repetitive sequences that may recombine 

during DNA replication and therefore fluorescent signal might be lost upon cell divisions. 

Furthermore, the impact on chromatin motion and state of inserting long sequences bound by 

transcription factors, as well as on interference with loop extrusion remains poorly 

characterized. Finally, the significant length of the arrays required to provide sufficient signal 

makes their CRISPR-mediated insertion in the genome difficult. I describe below how I 

tackled some of these challenges. 

2.2 Difficulty of inserting long repeat array in specific genomic regions by CRISPR-Cas9 

2.2.1. Low expected rate of repeat array insertion by CRISPR-Cas9 

The visualization of a pair of chromatin loop anchors was made possible by inserting 

two orthogonal repeat arrays (TetOx96 and CuOx150) in specific regions of the genome using 

CRISPR-Cas9. 
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The insertion of our repeat arrays is complicated by several reasons. First, because the 

intensity of the fluorescent spot depends on the number of repeats, long segments of DNA (6 

and 8 kb) must be inserted. However, the length of the donor DNA was found to anti-correlate 

with the efficiency of CRISPR-mediated genome insertion274,290. Second, homology arms of 

at least 500 bp are necessary to reach good insertion efficiency274,278,290. In addition to the 

long sequences of our repeat array, this hinders the use of PCR DNA donors, which are 

known to increase HDR efficiency during CRISPR genome editing as compared to plasmid 

donors278. Third, I label endogenous loops and need to be as close as possible to the CTCF 

site defining the loop anchor (based on the polymer simulation analysis of reporter-anchor 

genomic separation, Figure 3C of Sabaté et al, NAR, 2023), limiting the choice of useable 

sgRNAs. Fourth, an antibiotic-resistance gene used for selection is expressed by its own 

promoter. In contrast with gene labeling where the resistance marker is under the expression 

of the endogenous targeted gene, any incorrect integration of our cassette within the genome 

will drive the resistance gene expression. Therefore, a higher number of incorrect clones will 

grow despite the antibiotic selection, as compared to traditional gene editing. 

Thus, the length of our repeat array is likely to decrease its CRISPR integration rate. 

However, by using long homology arms and optimizing sgRNA design, I expect to reach a 

sufficiently high HDR efficiency to label several loops in the genome. 

CRISPR is known to be error-prone and to display high heterogeneity in integration 

outcomes. Insertions can be made at non-desired locations (off-target events) or with 

truncated, extended or duplicated integrations278. These undesired events can be filtered out 

by (1) imaging: off-target events yield fluorescent spots several micrometers away from each 

other, which is not expected from loci separated by a few hundreds of kb134,286 (2) PCR 

genotyping allows to filter out incorrect on- and off-target integrations. 

2.2.2 Degenerated repeats reduce the risk of repeat recombination 

Repeat arrays typically comprise 100-200 repetitions of short sequences (about 20 bp). 

The repetition of the same sequence can trigger recombination and thus reduce the length of 

the array, which would reduce the signal of the visualized spot. To reduce this risk, both in 

bacteria during molecular cloning and in cells during CRISPR-induced HDR or DNA 

replication, I used degenerated sequences between each repeat. Repeats within a cluster of 

repeats were separated by short random sequences, while clusters of repeats were separated 
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by longer random sequences. All steps of the molecular cloning process involving bacteria 

amplification were carried out at 30°C to ensure integrity of the whole repeat array. 

2.2.3 Sequential clonal selection is a tedious process 

Inserting exogenous DNA in the genome requires to select clones that integrated the 

exogenous DNA and to carefully check if insertions are correct. The final cell population 

must emerge from a single clone to ensure the reproducibility of the results. Because human 

cells have doubling times of about 20h, the process of clone selection, clone genotyping and 

clone expansion takes at least 50 days for each genome insertion and thus requires an 

extensive amount of cell handling. 

We decided to insert our two orthogonal repeats sequentially rather than 

simultaneously. Although the simultaneous insertion of repeat arrays seems faster because it 

requires only one round of clonal expansion (about 50 days) instead of two for sequential 

insertions, we cannot ensure that a clone with a double correct insertion will be identified 

among all clones. Moreover, recombination can occur between co-transfected plasmids of the 

repeat arrays. This could lead to incorrect insertions in the genome and further decrease the 

fraction of selected clones that can be used for imaging. For these reasons, I decided to insert 

our repeat arrays one after the other. Due to the lower efficiency of repeat insertion (see 

above-mentioned reasons), it was difficult to obtain homozygote clones. Therefore, after a 

first heterozygote insertion on one anchor, half of the correct insertions of the other anchor 

can occur on a different allele. This decreased by 50% the fraction of clones with correct 

insertions that could be used for imaging during the second CRISPR-mediated insertion. 

 

Our goal was to track and quantify multiple chromatin loops and TADs throughout the 

genome by inserting long repeat arrays in specific regions of the genome using CRISPR-

Cas9. For this aim, I needed to generate multiple repair plasmids containing the repeat array 

surrounded by the two homology arms for each specific genomic locus. The lower expected 

CRISPR-mediated insertion efficiency, the multiplicity of the repair cassettes to be generated 

and the tedious process of sequential clone selection and genotyping prompted us to carefully 

design an efficient, versatile, and robust molecular cloning strategy to generate multiple repair 

cassettes. 
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2.3 An efficient molecular cloning strategy to generate numerous CRISPR repair 

cassettes 
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2.4 Further genome editing improvements 

We developed a molecular cloning strategy to efficiently generate CRISPR repair 

cassettes targeting numerous genomic loci and limiting as much as possible the tedious 

process of clone expansion and genotyping.  

The final homology arms are obtained by a genomic PCR performed on the cell line 

used for CRISPR genome editing. This allowed us to capture potential Single Nucleotide 

Polymorphisms that are not represented in the averaged human genome. 

After publishing this protocol291, I further improved the design of the cassettes by (i) 

using a degenerated CuOx150 array and (ii) adding a Blasticidin-Thymydine Kinase (Bsd-

TK) fusion. First, the degenerated CuOx150 array reduced the risk of losing repeats during 

the molecular cloning steps in bacteria or during DNA replication throughout cell divisions. 

Second, I was concerned that the strong transcription of the neomycin and blasticidin 

resistance genes used for clone selection would alter locus mobility or the loop extrusion 

process. Indeed, it has been proven that transcription confines chromatin motion292 and that 

RNA Pol II are mobile barriers for cohesin143. Hence, transcription of these resistance genes 

could alter the motion of tracked loci and obscure the extrusion-dependent chromatin motion. 

To minimize the influence of the repeats on loop extrusion, I inserted them just outside of the 

CTCF anchors. Therefore, incoming cohesin molecules within the loop should not be affected 

by the repeats before reaching the CTCF anchors. To avoid the strong transcription emanating 

from the resistance genes, I therefore flanked the resistance cassettes with loxP and FRT sites 

to enable their removal using the Cre and flippase (Flp) recombinases, respectively. However, 

a negative selection marker was needed to ensure that growing clones have effectively 

performed the recombinations, rather than blindly genotyping all clones. TK gene expression 

selectively kills cells upon ganciclovir addition to the culture medium293. This suppressed the 

burden of expanding and genotyping clones that still expressed the Bsd antiobiotic resistance 

gene, which would not have been possible without the Bsd-TK fusion. Nonetheless, I could 

not design a working Neomycin-TK fusion (neomycin is used to select the CuOx150 array 

insertion) and had to rely on co-transfection events of Cre and Flp to select clones where both 

selection markers were removed. 

Still based on the idea of reducing the burden of clone expansion and genotyping, I 

tested the use of the Diphteria Toxin (DT) gene. The expression of DT leads to cell death. 
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Positioning the DT gene outside of the repair cassette in the same plasmid enables to 

selectively kill the cells that integrated the whole plasmid or parts of the plasmid DNA that 

are not intended to be inserted. However, I did not detect a difference in correct insertion rate 

with or without the DT gene. Also, I was concerned that the DT gene expressed from the 

plasmid would tend to counter select transfected cells since plasmids can remain in the 

nucleus for several days. Therefore, I finally did not use the DT gene as a counter-selection 

gene. Clones with integrations of additional parts of the repair cassette plasmid were anyway 

discarded at the genotyping step. 

This molecular cloning strategy allowed us to efficiently generate CRISPR repair 

cassettes targeting 14 different regions of the genome (7 pairs of chromatin loci). For reasons 

described below, only 5 of these cell lines could be obtained, due to either low CRISPR 

integration rate and/or excessively high fluorescent background in the parental cell line. A 

high variance of integration efficiency was observed between genomic loci: the percentage of 

genotyped clones with correct integrations ranged from 10 to 65% depending on the targeted 

locus. Additionally, the signal-to-noise ratio of the fluorescent spot was also variable as 

assessed by imaging, and called for further optimization. 

2.5 Optimizing DNA visualization by maximizing signal-to-noise ratio and minimizing 

invasiveness 

2.5.1 Tracking a spot within a fluorescent background 

Our goal was to track in time a spot within a fluorescent background. The spot needs 

to display a higher fluorescent intensity than the background. This common challenge in 

imaging can be resolved by (i) increasing signal intensity and (ii) decreasing background 

intensity. Additionally, live-cell imaging requires to deal with photobleaching, the progressive 

loss of fluorescence intensity due to fluorophore excitation. 

In our case, the signal intensity depended on binding of the fluorescently labelled TetR 

or CymR to TetO or CuO repeats, respectively. The background fluorescence arose from 

freely diffusing fluorescent TetR and CymR in the nucleus. I needed to amplify the signal of 

the fluorescent spot as compared to the background fluorescence. I detail below how I 

resolved the trade-off between maximizing signal-to-noise ratio and minimizing 

photobleaching. 
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2.5.2 Maximizing signal-to-noise ratio 

Signal intensity directly depends on the number of repeats that are present in the array: 

the higher the number of repeats, the higher the spot intensity. I used 150 repetitions of the 

CuO array and 96 of the TetO array. I tried to limit the length of these arrays to increase 

CRISPR integration rate and minimize the potential artifactual effect of these arrays on native 

chromatin.  

To limit background intensity, I FACS sorted the low fluorescently positive cells and 

filtered out the ones with a high fluorescence intensity after transposase-mediated integration 

of the freely diffusing TetR-GFP and CymR-2xHalo proteins in the genome. 

The CuOx150 array was bound by a CymR-2xHalo fusion. Duplicating the Halo tag 

allowed us to double the fluorescent signal without increasing the number of repeats. The 

Halo-tag enables binding of organic fluorescent dyes, which are brighter and more 

photostable than fluorescent proteins. I used the recent Janelia Farm (JF) X646 dye, which is 

fluorogenic (does not fluoresce when not bound to its target), very bright and photostable294. 

In the green channel, background fluorescence intensity is higher than in far-red, even 

in absence of fluorophores, due to the presence of a higher level of cellular auto-fluorescence 

at this wavelength. To maximize and amplify the signal on the TetOx96 array, I used split 

GFP295. The 11 β-strands of the GFP protein constitute a β-barrel, which is split into two 

different parts. The 1-10 β-strands are expressed in the cell and freely diffuse without emitting 

fluorescence. The 11th β-strand is fused to the TetR protein and the whole GFP β-barrel can 

self-reconstitute (Figure 16A-B). To amplify the signal, GFP11 fragments were multimerized 

on the TetR fusion which harbored 16 GFP11 fragments so that each repeat should be bound 

by one TetR protein fused to 16 splitGFP (Figure 16C)295. In addition, some evidence 

suggested that the reconstitution of the GFP β-barrel is dynamic and can be reversed. The 

photobleached GFP1_10 fragments can thus be exchanged for intact fragments, hence 

reducing the photobleaching rate (Figure 16D)295. 
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Figure 16: splitGFP allows signal amplification and long-term fluorescent imaging. A: A 
protein fused with the 11th β-strand of the fluorescent protein (FP) barrel can be fluorescently 
labelled by self-complementing with a freely diffusing FP1-10 containing 10 β-strands of the 
FP barrel. B: Schematic structure of the reconstituted GFP β-barrel. The green β-strand 
represents the 11th β-strand, which reconstitutes the whole FP. C: Signal amplification by 
multimerization. The protein of interest is labelled with several copies of the 11th β-strand. 
Hence, multiple reconstituted FPs label the protein of interest and increase its fluorescent 
signal as compared to the background. D: Fluorescent photobleaching time traces of GFP 
(black), splitGFP with a single GFP11 fragment (blue) and splitGFP with 7 repeats of the 
GFP11 fragment (red). Note that photobleaching rate is lower in the single GFP11 fragment 
(blue) as compared to the whole GFP (black). This suggests that replacement with unbleached 
fragments can occur at short timescales. Reproduced from 295,296. 
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We also optimized signal-to-noise ratio and reduced photobleaching using suitable optics. I 

used a spinning disk microscope allowing to optically section the sample, thus diminishing 

out-of-focus fluorescence and photobleaching. Moreover, I kept laser power and exposure 

time as low as possible to reduce photobleaching while keeping a sufficient signal intensity. 

The GFP and far-red dye could easily be separated using a dichroic mirror to avoid any 

crosstalk between the fluorescent channels. Thus, I optimized signal-to-noise ratio and 

reduced photobleaching using signal amplification techniques, photostable or exchangeable 

fluorophores, reducing background fluorescence intensity and choosing a suitable microscope 

(Table 2). 

 Increase signal Decrease background Reduce photobleaching 

CuOx150 

- Bright organic dye 

- CymR-2xHalo fusion 

- High number of repeats 

- FACS selection of cells 
with low background 
fluorescence 

- Fluorogenic dye 

- Photostable organic dye 

TetOx96 
- split GFP multimerization 

- High number of repeats 

- FACS selection of cells 
with low background 
fluorescence 

- GFP1_10 is dim when not 
bound to GFP11 fragment 

- split GFP exchange 

Optics - Sensitive EMCCD 
cameras 

- Optical sectioning 

- Low laser power 

- Low exposure time 

- Optical sectioning 

- Low laser power 

- Low exposure time 

Table 2 : Optimized parameters for maximizing signal-to-noise ratio and minimizing 
photobleaching during loop anchor tracking 

 

2.5.3 Minimal number of TetO repeats enabling genomic locus visualization 

We were concerned about the impact of the repeat length on chromatin biology. To 

minimize the invasiveness of our visualization method, I assessed the minimal number of 

repeats that allowed visualization of the repeat array. 

Using the split GFP and the TetO array, I imaged TetO arrays of 24, 48 and 96 repeats. 

We found that 48 and 96 repeats allowed to detect the fluorescent spot reasonably well, while 

cells with 24 repeats displayed an extremely dim spot (Figure 17). Although minimizing 
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invasiveness would favor low number of repeats, I decided to keep the 96 repeats to obtain 

sufficient precision in spot localization and longer tracks.  

 

Figure 17: Images of spots with 96 (left), 48 (middle) or 24 (right) TetO repeats. TetOx48 
and TetOx24 images were acquired using a Zeiss apotome to increase contrast. In these cells, 
the TetO repeats can barely be distinguished without the use of apotome. Scale bar: 2 µm. 

 

2.5.4 Limitations and possible improvements 

While the far-red channel (CuOx150 bound by CymR-2xHalo) had an extraordinary 

bright and photostable signal, we were limited in our acquisition by the GFP channel due to a 

relatively low signal. Theoretically, each repeat may be bound by 16 reconstituted GFP 

molecules, making the whole array bound by up to 1536 GFP molecules, which would result 

in an extremely bright spot. However, this was not observed, and several reasons can explain 

this limitation. 

First, the TetO array contained only 96 repeats and increasing to 150 repeats would 

certainly improve the signal. Second, split GFPs are difficult to use because they require to 

obtain the correct ratio between the GFP1_10 and the TetR-GFP11x16 fragments to fully 

benefit from their potential and tuning this ratio is difficult. Theoretically, we would like to 

have 16 times more GFP1_10 than TetR-GFP11x16 molecules in the cell so that each TetR 

protein is fused to 16 fully reconstituted GFP molecules. By multiple lentiviral infections, I 

introduced the GFP1_10 fragments several times in the genome and noticed that this 

incomplete GFP already emitted low levels of fluorescence. Therefore, the background 

intensity might have been too high as compared to the signal intensity. Third, the GFP11 
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fragments were close to each other spatially, which may lead to steric hindrance (preventing 

all TetR-splitGFP molecules to be reconstituted at a given time) or fluorescent quenching 

between GFP. These issues might decrease the spot fluorescence intensity in the green 

channel. 

Several exciting technical developments were published during my PhD, which could 

greatly enhance the imaging of the TetO array. New highly photostable and bright green 

fluorescent proteins, as compared to GFP, were identified in Aequorea species297 and in C. 

uchidae298. These proteins, especially the StayGold298, allow long-term tracking with bright 

signal and will certainly greatly help future live-cell imaging studies. Also, fluorogenic arrays 

of fluorescent proteins based on mutated proteins that reconstitute with low affinity were 

recently developed. Therefore, high exchange rate can occur during imaging, allowing 

photobleached molecules to be replaced by new fluorescent ones. They allowed virtually 

unlimited tracking of proteins and chromatin loci299,300. Signal amplification methods such as 

Suntag labeling301 could replace our sub-optimal split GFP system. Another solution would 

have been to use the SNAP-tag (orthologous to the Halo-tag) to label the TetOx96 array and 

use bright organic dyes. However, I already labelled RAD21 with the SNAP-tag with the idea 

of tracking single cohesin molecules simultaneously to loop anchors. To reduce fluorescence 

background levels, I thought of using a Nuclear Localization Signal (NLS) fused to a Nuclear 

Export Signal (NES), which would have reduced TetR-GFP levels in the nucleus while still 

allowing some proteins to bind to TetO repeats in the nucleus302. 

Despite the frustration of using a sub-optimal split GFP system, I could nevertheless 

track loop anchors for a sufficiently long amount of time and with sufficient accuracy to 

extract valuable information. 

 

In conclusion, I extensively tested and optimized the fluorescent visualization of 

chromatin loop anchors, as well as the CRISPR integration rate to enable the accurate 

quantification of chromatin loop dynamics on multiple endogenous loci. 
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3. Visualization and quantification of chromatin loop extrusion in living 

human cells 

3.1 Cohesin-mediated loop extrusion creates dynamic loops in living human cells 

I present below the current results obtained from the visualization and quantification of two 

endogenous chromatin loops in living human HCT116 cells. However, more data are 

currently being acquired, several analyses are still in development and finer analysis of the 

data will be performed in the future. Therefore, the results presented below should be 

considered as preliminary and are expected to be reinforced and expanded by new data and 

analyses. 
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Abstract 

Animal genomes are folded into loops and Topologically Associating Domains by 

cohesin-mediated loop extrusion. This process has important consequences for 

gene regulation and other genomic functions, yet its temporal dynamics in vivo 

remain poorly known. Here, we dynamically tracked loop anchors to directly visualize 

and quantify cohesin-dependent loop extrusion at two genomic regions in living 

human cells. Using dedicated analyses methods, we found that anchors are brought 

in close proximity by extrusion on average 0.8-1.3 times per hour, and remain in 

closed loops for 2-16 min, corresponding to less than 27% of the time, on average. 

We found that both chromatin regions are rarely in an entirely open state as 

expected in absence of cohesin, but either closed or partially extruded. In addition, 

we estimated that cohesin molecule(s) effectively extrude DNA at a speed of 0.23-

0.34 kb/s in living cells. Our results confirm that chromatin loops are formed by a 

dynamic process that generates short-lived rather than prolonged long-range 

chromatin interactions and provide novel quantitative estimates of loop lifetimes, 

frequency and extrusion speed in human cells. Our results have implications for a 

quantitative understanding of gene expression regulation or DNA repair mechanisms 

that exploit chromatin loop extrusion. 

Introduction 

Genome-wide chromosome conformation capture methods (such as Hi-C) revealed 

that mammalian genomes are folded into thousands or tens of thousands of 100-

1500 kb large Topologically Associating Domains (TADs)1–3. TADs are defined by an 

enriched contact frequency within them, as compared to outside their boundaries, 

and hence appear as blocks on the diagonal of Hi-C contact matrices1,2. Their 
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boundaries are defined by convergently oriented CTCF sites, which act as barriers to 

extruding cohesin molecules3–6. TADs can display peaks of enhanced contact 

frequencies at their corners, which are interpreted as signatures of chromatin loops. 

TADs and loops critically depend on the cohesin complex, since degradation of its 

subunit RAD21 leads to disappearance of both from human cell lines5,7. Both TADs 

and loops, as defined from Hi-C data, are now understood as the result of cohesin-

driven DNA loop extrusion, a process wherein the DNA is progressively pulled out of 

the cohesin complex, generating a loop of increasing size5,8–11.  

Cohesin-dependent loop extrusion is believed to play a role in key nuclear processes 

such as gene expression regulation, DNA repair and V(D)J recombination12. For 

instance, loop extrusion could favor long-range enhancer-promoter contacts within 

TADs and prevent ectopic gene expression across TADs13–16. Characterizing the 

dynamics of cohesin-mediated extrusion is therefore essential to better understand 

the mechanisms of these and other genomic functions.  

Critical questions about loop extrusion include how frequently any given genomic 

region undergoes extrusion, how frequently loop anchors are brought into contact, 

how long anchors remain in contact, and how rapidly DNA is extruded by the cohesin 

complex. Answers to these questions remain partial5,10,11,17,18.  

Experimentally, TADs and loops are usually characterized using contact maps that 

represent statistical averages over millions of cells in bulk Hi-C experiments. 

However, single-cell Hi-C19, multiplexed DNA FISH studies20–22, single-particle 

tracking23 and polymer simulations9 revealed that chromatin structure can vary from 

cell to cell within an isogenic population. Furthermore, Hi-C and DNA FISH are 

intrinsically limited to fixed cells, and therefore ill-suited to characterizing the 
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dynamics of specific chromatin regions. Thus, a full understanding of loop extrusion 

requires analyzing this process in single and living cells. 

Experiments that recapitulate loop extrusion in vitro have shed light on some 

dynamic features of loop extrusion, e.g. by measuring the cohesin-mediated 

extrusion rate of 0.5-1 kb/s10,11. However, it remains uncertain whether extrusion 

occurs at a similar, higher or lower rate in chromatin within living cells, where many 

molecular factors may potentially slow down or on the contrary accelerate this 

process. 

Two recent studies used live cell imaging to analyze chromatin loop dynamics at a 

single genomic locus each in mouse embryonic stem cells (mESCs). These studies 

confirmed that TADs are highly dynamic structures, and estimated that loop anchors 

are in close contact 3-6%17 or 20-30%18 of the time for median durations of 5-30 

min17,18. One study showed that the TAD was found to be 92% of the time in a 

partially extruded state17, consistent with the estimation that several cohesin 

molecules actively extruded TADs at the same time17,18. However, these results were 

limited to a single locus each in mESCs, whose chromatin is less condensed and 

features many differences with chromatin in differentiated cells24–28. In addition, 

these studies did not provide measures of loop extrusion speed. Thus, a full dynamic 

characterization of loop extrusion in single human cells remains lacking. 

Here, we used live-cell fluorescence microscopy together with quantitative analysis 

methods validated on polymer simulations to visualize and quantify loop extrusion by 

labelling several pairs of endogenous loop anchors in living human HCT116 cells. 

We found that the looped state was occasional (<26%), transient (2-16 min) and 

infrequent (it occurred once per hour). Moreover, loops were found to be submitted 
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to almost constant extrusion and were rarely found in their purely relaxed state. 

Finally, we estimated that loops are effectively extruded at a rate of 0.23-0.34 kb/s in 

vivo. 

 

Results 

Visualizing chromatin loop anchor dynamics 

To visualize and quantify cohesin-mediated chromatin looping in living cells, we 

labelled endogenous loop anchors by CRISPR-mediated insertion of TetOx96 and 

CuOx150 arrays, bound by TetR-splitGFPx16 and CymR-2xHalo (imaged with the 

bright and photostable JFX646 dye29) proteins, respectively (Fig. 1A). Since 

transcription is known to constrain chromatin motion and interfere with loop 

extrusion30, we removed the antibiotic resistance genes used to select array 

integration from the genome by Cre and Flippase-mediated recombinations (Fig. 

1A). 

Chromatin loops or TADs exhibit different genomic sizes and are characterized by 

different contact patterns in Hi-C maps31,32. To account for this variability, we 

selected two pairs of anchor loci, Lv1 and Lv4, separated by genomic distances of 

350 kb and 570 kb, respectively, and both corresponding to a TAD with corner peak. 

We also selected one pair of anchors, Tv1, separated by 925 kb and corresponding 

to a TAD without corner peak (Fig. 1C). In order to minimize the complicating effects 

of transcription on chromatin motion and long-range contacts30,33,34, the domains 

were selected not to contain genes at their anchors and to have no or low gene 

expression within the domain. All three domains exhibited SMC1, RAD21 and CTCF 

ChIP-Seq peaks at both anchors, as well at least one pair of convergent and bound 
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CTCF sites. In addition to these three genomic loci, we generated two control cell 

lines. In the first control cell line, the genomic distance between labeled loci was 581 

kb, similar to Lv4, but one of the two labeled loci was located outside of a TAD and 

not at a CTCF border, therefore extrusion is not expected to induce prolonged 

contacts between the two loci. Thus, this cell line effectively served as a negative 

control of CTCF-dependent loops (Fig. 1C). In the second control cell line, we 

inserted the two fluorescent reporters close to each other, at a mid-array distance of 

6 kb, to serve as a proxy for loops in the closed state, i.e. when the two loop anchors 

are in close proximity. This cell line thus acted as a positive control for closed states 

(Fig. 1C).  

We used spinning disk confocal microscopy to image the cells in 3D every 30 s 

during 2 hours preceded or not by a 2-hour auxin treatment (Fig. 1B, Fig. S1). Then, 

we detected and tracked fluorescent spots, and computed their relative 3D distance 

as function of time. We obtained 154-606 distance vs time tracks per cell line and 

experimental condition (Fig. 1D-F, Table S1). In order to avoid measuring sister-

chromatid interactions, we removed replicated spots from the analysis and therefore 

only analyzed cells in G1 or early S-phase (Fig. S2).  

For each cell line, excepting the closed control, we either left cells untreated or 

treated them for 2 hours with auxin, leading to depletion of RAD21, a condition in 

which no loops are expected5 (Fig. S3). We used the AtAFB2 auxin-dependent 

degron, which yielded an efficient depletion (91% depletion after 1 hour of auxin 

treatment, Fig. S3B-C) with minimal basal degradation (>76% of endogenous 

RAD21 level in untreated cells, Fig. S3D,F)35. Because the presence of cohesin-

mediated loop extrusion is expected to reduce anchor-anchor distance, auxin 

treatment is expected to increase this distance, on average. This is indeed the case 
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for all three domains Lv1, Lv4 and Tv1 (Fig. S4A). Likewise, we observed an 

increase in chromatin motion upon RAD21 depletion, in agreement with predictions 

from polymer simulations and prior observations17,18 (Fig. S5).  

Thus, we could visualize the dynamics of endogenous chromatin loci in living human 

cells in presence or absence of loop extrusion and accurately compute the 3D 

distance between loop anchors as function of time (Table S1). 

 

The closed state is infrequent and transient 

At any given time, a pair of anchors is in only one of three possible states: (i) the 

open state, where the chromatin region between anchors is free from cohesin, (ii) the 

extruding state, where one or more cohesin molecules actively extrude one or 

several loops and (iii) the closed state, where the chromatin between anchors is fully 

extruded and the anchors are maintained in close proximity by cohesin (Fig. 1B). We 

first aimed to quantify the fraction of time, frequency and lifetime of closed states. 

The Lv1 and No loop cell lines have not been analyzed yet, therefore, we present 

and discuss results from the Lv4 and Tv1 cell lines. As already observed in previous 

studies17,18, our control for the closed state had an unexpectedly large distribution of 

distances. Simulated polymers in the looped state with localization errors higher than 

the ones measured on this cell line exhibited lower 3D distances than the 

experimental measured distances, suggesting highly decondensed DNA in a fraction 

of the cells (Fig. S4B). This closed control cell line could not be fully genotyped and 

might exhibit unexpected genomic rearrangements. A different cell clone will be 

imaged and analyzed to check if this behavior is reproducible and better understand 

the unexpected behavior of this control. 
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Below, we discuss results obtained on Lv4 and Tv1 cell lines. We first segmented 

tracks into intervals of closed states (without differentiating the open and extruding 

states), using a method previously validated on polymer simulations36. This method 

involves two thresholds: a spatial threshold defined using closed control distances 

and a temporal threshold, defined on the RAD21-depleted cells. We thus identified 

temporally sustained low distance intervals, which are absent upon cohesin 

depletion, as a proxy for closed state intervals (Fig. 2A, Fig. S6). Specifically, we set 

the thresholds to obtain a closed state fraction of 5% in RAD21-depleted cells (proxy 

for false positive detection rate) (Fig. S7D-F), and used them to analyze tracks from 

untreated cells. This led to a mean closed state fraction of 26 ± 2% for Lv4 and 18 ± 

2% for Tv1 (Fig. 2B).  

In addition to these fractions, our segmentation of tracks allowed us to estimate the 

frequency of loop closure, i.e. the number of transitions from extruding to closed 

states per unit time. We found that closed states occurred at a rate of, on average, 

1.32 ± 0.17 and 0.78 ± 0.14 times per hour, for Lv4 and Tv1 respectively (Fig. 2C), 

implying that during a typical G1 phase of 10 hours, the closed state was formed 

between 8 and 13 times. By exponential fitting of the distribution of closed state 

durations, we estimated that closed state median lifetimes were 9.3 ± 0.69 min for 

Lv4 and 11.6 ± 1.1 min for Tv1 (Fig. 2D).  

Interestingly, we found that fraction and frequency of closed states were higher in the 

smaller and stronger loop Lv4 than in the larger and weakier TAD Tv1 (Fig. 2B-D). 

Hi-C patterns and more specifically the appearance of a ‘dot’ at TAD corners might 

be explained by a higher probability of closed state. Assuming constant processivity 

and extrusion speed, the shorter loop Lv4 should close more frequently than the 

longer loop Tv1 and have higher fractions and lifetimes of closed states. Our results 
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are consistent with this prediction (Fig. 2B-C). However, assuming homogeneous 

loading and unloading rate of cohesin to and from chromatin throughout the genome, 

larger TADs should be bound by a higher number of cohesin molecules. It is 

therefore not a priori evident whether larger loops should exhibit lower or higher 

fractions of closed states than smaller loops. Using modeling and the different 

targeted loops, we plan to further analyze the interplay of cohesin processivity and 

cohesin density and its role on loop dynamics. 

Upon auxin treatment, as expected, the fraction, frequency and lifetime of closed 

states always exhibited the lowest values (Fig. 2B-D), while the highest values were 

found in the closed state control (Fig. S7A-C). However, it was not purely identified 

as the closed state due to its unexpected large distribution of distances. 

Using different pairs of spatial and temporal thresholds, while still assuming 5% of 

false positive rate, we found closed state fractions of 21-27% and median lifetimes of 

3-13 min for Lv4, 11-20% closed state and median lifetimes of 3-12 min for Tv1 (Fig. 

S7D-F). These results mildly changed when using a false positive rate of 1%. Under 

these more conservative conditions, we found closed state fractions of 7-10% for Lv4 

and 8-12% for Tv1 (Fig. S7D) and median lifetimes of 2-16 min for Lv4 and 3-12 min 

for Tv1 (Fig. S7E). Although median lifetimes slightly depended on the chosen 

temporal threshold (Fig. S7F), their values were consistently within the 2-16 min 

range. 

Thus, we found that the closed states occur occasionally and transiently in human 

HCT116 cells and that loop anchors contact each other about 8-13 times during a 

10-hour G1 phase, for a total summed duration of about 2 hours.  
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Chromatin loops are extruded constantly 

After quantifying the closed states, we aimed to quantitatively characterize the open 

and extruding states. 

First, we estimated the average fraction of the TAD length that was unextruded (i.e. 

the portion of the TAD left without cohesin-dependent extrusion) by comparing the 

mean squared distances in untreated vs auxin-treated cells: 
𝑅2

𝑅0
2, where 𝑅0

2, is the 

mean squared distance in auxin-treated cells and 𝑅2 is the mean squared distance in 

untreated cells. Using this method, we observed that 24% and 36% of the Lv4 loop 

and Tv1 TAD, respectively, were left unextruded on average. Thus, by subtraction, 

we found that extrusion and CTCF sites together reduced the physical distance 

between the two fluorescent reporters by 76% and 64% for Lv4 and Tv1, 

respectively (Fig. 2E). Since a major part of the TAD is extruded on average, this 

suggested that TADs were generally under active extrusion, rather than free from 

cohesin molecules. 

We next used a method previously validated on simulations to quantitatively estimate 

the fractions of each loop state (closed, extruding and open) in each cell line from 

the total distribution of anchor-anchor distances. This method requires knowing the 

anchor-anchor distance distribution in the closed and open states. For the former 

distribution, we used the distances in untreated cells during time intervals segmented 

as closed states, whereas the latter distribution was determined from all distances 

measured in RAD21-depleted cells). From these two distributions, we can model the 

extruding state and retrieve the fractions of each loop state36. 

Unsurprisingly, the closed control exhibited 100% of closed states in both cell lines. 

In the auxin-treated cells, we estimated 2% and 9% of median closed states for Lv4 
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and Tv1, respectively, which is close to the chosen threshold for closed state 

segmentation that yields 5% false positive in the dynamic analysis (see above). More 

significantly, we estimated open state fractions of 87% for Lv4 and 71% for Tv1 (Fig. 

2F), consistent with the disappearance of most chromatin loops expected from 

cohesin depletion. In the untreated cells, by contrast, we estimated 24% of closed 

states for Lv4, similarly to the temporal analysis (Fig. 2B) and 40% for Tv1 (Fig. 2F), 

more than double the fraction obtained from the temporal analysis (Fig. 2B). We 

further estimated extruding state fractions of 82% and 54% for Lv4 and Tv1, 

respectively. Strikingly, the open state was completely absent (0%) in both cell lines 

(Fig. 2F). 

Thus, the extruding state is the most frequently observed state in both cell lines and 

our data indicate that loops are never found in a completely relaxed (open) state. 

Therefore, our results suggest that TADs are constantly undergoing active cohesin-

dependent DNA loop extrusion. 

 

Cohesin molecules effectively extrude loops at 0.3 kb/s in living 

cells 

Next, we aimed at determining the speed of loop extrusion in vivo, which has not 

hitherto been directly measured in living cells. This task is challenging, because the 

progressive decrease in anchor-anchor distance expected from extrusion can be 

obscured by stochastic fluctuations due to random chromatin motion compounded by 

random localization errors36. To reduce these stochastic fluctuations, we reasoned 

that timepoints immediately preceding the closed loop states should all be 

undergoing active extrusion and therefore averaged the distance time series from a 

142



 

large number of cells, after alignment on the starting time of the closed states36 (Fig. 

3A-B). We filtered out closed states preceded by another closed state to ensure that 

timepoints before the closed state were in the extruding state. We then computed a 

linear fit to the ensemble mean squared anchor-anchor distance over time intervals 

before closed states, allowing us to estimate the effective speed at which loops are 

extruded in vivo36. 

By definition, anchor-anchor distances preceding closed states are larger than during 

closed states, potentially leading to a biased estimation of extrusion speed. To verify 

that our method does not lead to erroneous estimates in absence of extrusion, we 

randomly shuffled all time points within single time series, thereby destroying any 

signature of processive dynamics and providing a negative control for extrusion 

speed estimation. Segmentation of closed states, alignment and fitting of these 

randomized time series yielded loop extrusion rates of 0.03 ± 0.05 kb/s and -0.03 ± 

0.06 kb/s for Lv4 and Tv1, respectively, consistent with an absence of extrusion (Fig. 

3B-C). Therefore, both our closed state segmentation and extrusion speed fitting 

methods did not bias the extrusion speed estimation in time series where extrusion is 

not expected to be detected. 

We next proceeded to estimate extrusion speed in untreated cells. From n=427 and 

n=606 single time series for Lv4 and Tv1, respectively, we averaged ~338 and ~319 

closed states for Lv4 and Tv1, respectively. By linearly fitting the ensemble mean 

squared anchor-anchor distance, we estimated effective loop extrusion speeds of 

0.23 ± 0.07 kb/s for Lv4 and 0.34 ± 0.11 kb/s for Tv1 (Fig. 3C). The two targeted 

regions exhibited statistically significant extrusion speeds, which may indicate that 

cohesin molecules do not effectively extrude at similar speeds on different locations 
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of the genome, as previously observed5. These estimates constitute the first direct 

estimate of effective extrusion speed in living cells. 

 

Discussion 

By tracking chromatin loop anchors in living human cells, we found that contacts 

between loop anchors are observed 7% to 27% of the time, occur on average 0.8 to 

1.3 times per hour and last for 2-16 min. This means that anchor-anchor contacts are 

short compared to the typical 10-hour G1 phase and occur on average 8-13 times 

during a single G1 phase. In addition, we found that both examined genomic loci (of 

570 and 925 kb) were almost constantly submitted to loop extrusion and were never 

found in a purely open state 0% in both cell lines. Moreover, we estimated that DNA 

is extruded effectively at rates of ~0.3 kb/s in living cells, and that this rate may vary 

between different regions of the genome. 

Our estimates of the duration of closed loop states are in relatively good agreement 

with two previous studies in mESCs, despite the different mammalian models and 

different analysis methods. Both studies found loops to be dynamic and short-lived, 

with median lifetimes of 3-30 min17,18 similarly to our 2-16 min estimate in human 

cells. The fraction of time spent in the closed state was more variable between 

studies and ranged from 3-6% for an endogenous 505 kb loop17 to 27% for a strong 

synthetic 150 kb loop18, compared to 7-27% and 8-18% in our endogenous 570 and 

925 kb loops in human cells. A high number of confounding factors (human cancer 

vs mESCs cells, heterogenous cohesin dynamics across the genome, genomic 

distance and loop insulation) may explain the remaining differences and more work 
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is needed to determine the biological vs technical causes of differences between 

these results. 

Our finding that 570 kb and 925 kb sized chromatin loops are most often found in a 

partially extruded state and rarely in an open state, similarly to a previous study17, 

argues in favor of a model where loops emerge from a collection of growing loops37. 

Therefore, it is likely that several cohesin molecules are simultaneously bound within 

the region of a single loop. 

Our study provides the first direct estimate of DNA loop extrusion speed in vivo. 

Because several cellular factors could potentially accelerate or decelerate extrusion 

rates in cells as compared to in vitro, our estimated speed of 0.23-0.34 kb/s is 

surprisingly close to estimates of 0.5-1 kb/s from in vitro experiments with purified 

proteins10,11. We note that while in vitro studies measured the speed of single 

cohesin molecules, we measured an effective loop extrusion speed in vivo, i.e. the 

speed at which loops are extruded, independently of the number of cohesin 

complexes extruding the loop. This estimate potentially reflects the combined effect 

of occasional stalling of single molecules and possibly of the action of multiple 

cohesin complexes (monomeric or dimeric) extruding simultaneously.  Because of 

stalling, single cohesin complexes may potentially reach higher peak speeds, but 

because of the possibility of multiple cohesin complexes, the average speed of a 

single complex may be lower than our effective extrusion speed estimate. Our 

estimated effective speed of 0.3 kb/s is also remarkably consistent with the speed of 

about 0.38 kb/s inferred indirectly from a dynamic Hi-C study at distinct time points5. 

Thus, as compared to other nuclear motors (e.g. RNA Polymerase II transcribing at 

about 0.02 kb/s38, 0.025 kb/s for the RSC translocase39), cohesin is a fast motor 
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extruding DNA at high rates. This elevated speed likely contributes to the transiency 

and highly dynamic nature of cohesin-induced long-range interactions. 

We found that loop extrusion speed was statistically different between the two 

considered regions. While it is yet not clear whether this difference emerges from a 

technical or biological difference, it may indicate that cohesin can effectively extrude 

at various rates in different regions of the genome. Indeed, after auxin-dependent 

and auxin washout to allow for a resynthesis of cohesin, it was shown that the 

reappearance of loops was not synchronized throughout the genome5. For instance, 

loops in the B compartment reappeared at a slower rate than in the A compartment5. 

Although this might not come from a difference in the speed of single cohesin 

molecules, this might emerge from a different binding rate of cohesin or CTCF 

between these two regions40. 

We note that several unknowns impose limitations to our analysis. First, the high 

effective rate (~0.3 kb/s) at which chromatin loops are extruded could prevent 

extruded chromatin to reach equilibrium. If extrusion is not at equilibrium, out of 

equilibrium polymer models might be needed to better describe the loop extrusion 

process. Second, our analysis ignored cohesin stalling, which was observed in vitro 

when cohesin encounters roadblocks41. Since the TADs chosen here also contained 

bound CTCF sites, cohesin may be susceptible to stall within the loop. A clear 

understanding of how CTCF binding site affinity and number of CTCF sites affect 

cohesin pausing could help to provide better estimates. Third, as previously 

assessed in polymer simulations, the finite localization precision of fluorescent spots 

affects closed state segmentation and distance measurements, which may lead to 

an underestimation of loop extrusion speed36. 
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Taken together our results describe the highly dynamic nature of cohesin-induced 

interactions in human genomes. They support a model where cohesin complexes 

almost constantly extrude loops at high rates, but yield transient rather than 

prolonged contacts between loop anchors. This model has implications on our 

quantitative understanding of how frequent but short-lived contacts produced by 

extrusion between enhancers and promoters may help regulate gene activation. The 

generation of short-lived long-range interactions by loop extrusion is likely to be 

exploited by other biological processes that involve direct contacts between DNA 

sequences, such as DNA repair, which may also tune and alter loop extrusion 

dynamics17,42. 

 

Acknowledgements 

We acknowledge the MRI imaging facility, part of the national infrastructure France-

BioImaging supported by the French Nation Research Agency (ANR-10-INBS-04, 

Investments for the future). T.S. was supported by a Contrat Doctoral Spécifique aux 

Normaliens and Fondation ARC pour la recherche sur le cancer. We also 

acknowledge Investissement d’Avenir grant ANR-16-CONV-0005 for funding 

computing resources used in this work. 

Author Contributions 

T.S. designed the project, performed the experiments and the analysis and wrote the 

manuscript. M.C.R. participated in cell line construction. B.L. developed the image 

pre-processing pipeline and the extrusion speed analysis. J.Y.T. contributed to 

image analysis. C.Z. and E.B. supervised the project and wrote the manuscript. 

147



 

Competing interests 

All authors declare no competing interests. 

Materials and methods 

Cell line culture, generation and treatment conditions 

Cell culture 

HCT116 cells were cultured in McCoy’s medium supplemented with GlutaMAX 

(Thermo Fisher Scientific 36600021), 10% Fetal Bovine Serum (FBS) and Penicillin-

Streptomycin (50 U/mL and 50 µg/mL respectively). Cells were grown at 37°C in a 

humidified incubator with 5% CO2. Cells were tested monthly for the presence of 

mycoplasma. 

Cell line generation and genome-editing 

Genome-editing was performed using a nickase Cas9. We co-transfected a repair 

plasmid, a nickase Cas9 expressing plasmid and a pair of single guide RNAs 

(sgRNAs) (total of 2 µg of DNA) using Prime Jet according to manufacturer’s 

protocol. The pair of sgRNAs were designed using ChopChop43. 

300,000 cells were seeded in a 6-well plate and transfected 24 hours later. Less than 

24 h after transfection, cells were detached from the well and split into four different 

10 cm plates for selection. Each 10 cm plate contained a different dilution of the 

initial 6-well plate (from 1/40 to 4/5). Cells were kept under selection until unique 

colonies were seen (about 2 weeks). Single colonies were then picked using cloning 

disks and put into 24-well plates. Once sufficiently grown, each clone was split in 

half: One half was used for clone expansion and the other half was seeded on a 

glass slide for image-based screening. Three days after seeding, Halo tag was 
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labeled, if needed, with JFX646 by incubating the cells for 15 min at 37°C. Cells 

were then fixed with 4% formaldehyde (28908) in PBS for 20 min and slides were 

mounted in Vectashield antifade medium with DAPI (Vector H-1200-10). Clones 

were imaged with a widefield microscope (Zeiss Axioimager, 63X Plan Apochromat 

NA=1.4 objective with a LED Xcite 120LED as illumination source and an ORCA-

Flash4 LT Hamamatsu camera with 2048x2048 pixels and a pixel size of 6.5 µm). 

Clones that displayed one or two fluorescent spots per nucleus were further split in a 

6-well plate and genomic DNA (gDNA) was extracted (Lucigen). PCR genotyping 

was made by amplifying 5’ and 3’ junctions. The unmodified wild-type band was 

amplified to assess the zygosity of the insertion. High-quality gDNA of clones verified 

by images and PCR was purified (Promega A1120) and each PCR fragment was 

sent for sequencing. Finally, we checked the TetOx96 array integrity by PCR 

amplifying and sequencing the whole array with the 3’ junction primer. 

We first homozygously inserted the RAD21-mAID-SNAP-IRES-Hygromycin fusion, 

using 100 µg/mL hygromycin for selection. Next, we inserted the AtAFB2-IRES-

Puromycin fusion at the AAVS1 locus by selecting cells with 1 µg/mL puromycin 

(Invivogen ant-pr-1) to enable auxin-mediated RAD21 degradation. We chose the 

AtAFB2 degron protein instead of the more common OsTIR1 because AtAFB2 was 

reported to minimize basal degradation of the degron-tagged protein35. 

We then expressed the fluorescent reporters needed to visualize the repeat arrays. 

Using piggybac transposase, we inserted CymR-2xHalo and TetR-GFP11x16 in the 

cells. We infected the cells with lentiviruses containing the monomeric GFP1-10 

fragment to reconstitute the split GFP. Cells were sorted three times once a week to 

keep only low expressing levels of the reporter proteins. Then, we re-infected the 

cells with the GFP1_10 lentiviruses to increase the GFP1-10 over TetR-GFP11x16 
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ratio and optimize the signal from the multimerized GFP11 fragments. These cells 

constituted the parental cell line used for repeat array insertion. 

We then sequentially inserted the loxP-Blasticidin-HSVTK-loxP-TetOx96 or 

CuOx150-FRT-Neomycin-FRT arrays at each anchor of the targeted loops (Fig. 1A). 

Insertion of the TetOx96 and CuOx150 repair plasmids were selected using 6 µg/mL 

blasticidin (Invivogen ant-bl-1) and 400 µg/mL G418 (Invivogen ant-gn-5), 

respectively. The expression of antibiotic resistance genes was designed to direct 

transcription outwards of the loop interior to avoid interference with loop extrusion. 

Finally, once TetOx96 and CuOx150 array insertion on the same allele was verified, 

we removed the antibiotic cassettes using Cre and Flippase (Flp) recombinases. 

This was done to remove strong transcription of antibiotic resistance genes because 

it is known that transcription alters chromatin dynamics30,34 and acts as a mobile 

barrier of cohesin. 1 µg of Cre and 1 µg of Flippase (FlpO) recombinases were 

transfected and clones that lost the antibiotic cassettes were selected by the loss of 

the herpes virus simplex thymidine kinase (HSVTK) gene, making cells sensitive to 8 

µg/mL ganciclovir (Invivogen sud-gcv). 

Repeat arrays were inserted at the following locations in the human genome: Lv1 

(chr8:60,964,180 ; chr8:61,310,370), Lv4 (chr2:235,458,700 ; chr2:236,026,413), 

Tv1 (chr1:36,980,442 ; chr1:37,901,640), No Loop (chr8:60,733,873 ; 

chr8:61,310,370), Closed control (chr1:37,900,310 ; chr1:37,901,640). 

Auxin-mediated RAD21 degradation and western blotting 

To deplete RAD21 fused to the mini auxin inducible degron (mAID)44, we added 

auxin (Merck I5148-2G) to a final concentration of 500 µM (from a 500X stock 

solution diluted in PBS) in fresh culture or imaging medium. 
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RAD21 depletion kinetics was measured by live-cell imaging and western blotting 

(Fig. S3). For western blotting, cells were grown in 10 cm plates and incubated with 

auxin for the indicated times. After auxin treatment, cells were washed three times 

with cold PBS and lysed with 350 µL of HNTG buffer (HEPES pH 7.4 50 mM, NaCl 

150 mM, Glycerol 10%, Triton-X-100 1%) with 1X protease inhibitor (Roche 

5056489001). After cell collection, lysates were rotated for 30 min at 4°C, sonicated 

and rotated 30 min at 4°C before centrifugation and supernatants were stored at -

80°C until loading. Protein levels were quantified using the Pierce BCA protein assay 

(Thermo Fisher Scientific, 23225). Samples were boiled for 5 min at 100°C in 1X 

Laemmli and 10 µg of protein extract were loaded into a 10% Mini-protean TGX gel. 

Samples were run for 90 min at 110 V and protein transferred to a nitrocellulose 

membrane for 75 min at 100 V. Membranes were blocked with 5% milk in 1X Tris-

Buffered Saline (Tris 20 mM, NaCl 150 mM). Immunostaining was performed with 

the following antibodies: Rad21 1:1500 (Abcam ab154769), GAPDH 1:50000 

(Abcam ab8245), anti-rabbit IR800 1:10000 (7074), anti-mouse IR800 1:10000. We 

measured fluorescence intensity with the Chemidoc MP Imaging system (Bio-Rad). 

For live-cell imaging quantification of auxin-mediated RAD21 degradation kinetics, 

we used Rad21-mAID-SNAP cells containing the TetR-GFP11x16-NLS and CymR-

2xHalo-NLS constructs. Cells were cultured in glass-bottom imaging dishes (Ibidi 

81158) for two days. Before imaging, the SNAP JF646 dye was added to fresh 

medium at a final concentration of 100 nM and cells were incubated for 90 min at 

37°C. Cells were washed three times with warm PBS and imaging medium 

(DMEMgfp (Evrogen MC102) supplemented with 10% FBS or Fluorobrite DMEM 

(Thermo Fisher Scientific A1896701) supplemented with 1X Glutamax (Thermo 

Fisher Scientific 35050061) and 10% FBS) was added to the cells. Time-lapse 
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images were acquired in a bespoke microscope equipped with a 488 nm TA 

Deepstar Diode Laser (Omicron-Laserage Laserprodukte GmbH) and a 647 

nm OBIS LX (Coherent Corp.) for excitation. The microscope was equipped with an 

Olympus UPLAPO 60x 1.42NA objective, and additional optics leading to a 102 nm 

pixel size in the final image. Green and far-red fluorescence emission was split at 

580 nm by a FF580-FDi02-t3-25×36 dichroic mirror (Semrock) and filtered with 

525/50 nm and 685/40 nm fluorescence filters (Alluxa Inc.) respectively. Images 

were captured by two separate sCMOS cameras: a Zyla 4.2 plus for the green 

fluorescence and a Zyla 4.2 for the far-red (Oxford Instruments). Sample 

environment (CO2 concentration, temperature and humidity) was controlled with a 

top-stage chamber (Okolab SRL). All devices of the microscope were controlled 

using python-microscope45 and using cockpit as graphical interface46. We took 31 z-

slices separated by 0.4 µm each and z-stacks were taken every 15 min for 45 min at 

multiple positions. Then, cells were removed from the microscope stage and auxin 

was added to the medium. Next, we imaged the cells at the same frequency for 4 

hours. 

To measure RAD21 levels in live-cell images, we used a custom Python script on 

max intensity projected images. We segmented (with Labkit47) and tracked (with 

TrackMate48) nuclei using the green channel containing the TetR-splitGFP-NLS 

signal. We removed all dividing cells and cells at the edge of the image from the 

analysis. Using these segmentation masks, we measured the median fluorescence 

intensity in the RAD21 channel. Background intensity was subtracted, and 

fluorescence intensities were normalized to the first timepoint of imaging without 

auxin. 
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Cell cycle analysis by Fluorescent Activated Cell Sorting (FACS) 

To assess the G1 to early S phase fraction of cells, we used FACS to quantify cell 

cycle phases by propidium iodide staining of fixed cells. Cells were grown in 6-well 

plates and collected 48 hours later. Cells were trypsinized, centrifuged and 

resuspended in 500 µL PBS. 4 mL of ice-cold 70% ethanol was added for fixation. 

Cells were kept at 4°C in 70% ethanol until staining. Cells were washed twice in PBS 

and incubated for 5 min at room temperature with 50 µg/mL RNAse A solution. 

Finally, 750 µL of 50 µg/mL propidium iodide solution was added and cells were 

incubated for 10 min at room temperature. 

From the distribution of propidium intensity, the percentage of cells in G1 was 

computed using the Dean-Jett-Fox model49 with FlowJoTM software. 

Choice of genomic loci for chromatin loop anchor labeling 

Using Hi-C, ChIP-Seq and PRO-seq data from 5, we filtered loops and TADs based 

on the following criteria: size comprised between 300 kb and 1.5 Mb, at least one 

peak of SMC1, RAD21 and CTCF at both anchors, at least one pair of convergent 

CTCF sites at anchors, no gene at loop anchors and low gene expression within the 

loop (<0.5 reads per kilobase million, RPKM) to avoid as much as possible cohesin-

independent interactions. In addition, we removed loops that contained co-binding of 

the three proteins SMC1, RAD21 and CTCF to avoid cohesin pausing during 

extrusion of the whole loop. From this subset of loops, we removed loops exhibiting 

enhancers at their anchors (identified in the genehancer double elite set50) to ensure 

that our loops were cohesin-dependent. We then manually removed nested loops 

and loops containing alignment artifacts in Hi-C maps. 
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For the closed control cell line, we inserted the TetOx96 repeats 6 kb away (mid-

array distance) from the CuOx150 repeat array used to label the 3’ anchor of the Tv1 

locus. For the no loop control, we inserted the TetOx96 repeats away on the 5’ side 

of the 5’ anchor of the Lv1 locus in a cell line that already contained the CuOx150 

repeat array at the 3’ anchor. 

Genomic data analysis 

The hg19 genome was used for all genomic analyses. All HCT116 genomic data 

were retrieved from 5. Loops and TADs were called using Juicer 1.19.0251 HiCCUPS 

and Arrowhead, respectively. The following flags were used for HiCCUPS: -r5000, 

0000 -k KR -f 0.1 -p 4,2 -I 7,5 -t 0.02,1.5,1.75,2 -d 20000, 20000; and for Arrowhead: 

-m 2000 -r 5000 -k KR --threads 10.  

For ChIP-Seq data of CTCF, SMC1, RAD21 and NIPBL, we used publicly available 

data from 5. Raw reads were quality-checked using FastQC52. Reads from different 

replicates were first mapped independently using bowtie2 v2.2.6.253 with default 

parameters, and the correlation between replicates was computed using 

wigCorrelate54. Replicates with correlations larger than 0.9 were pooled together and 

mapped again. We remove blacklisted regions55 and called peaks using default 

parameters of MACS2 v2.156. CTCF motifs were identified genome-wide using 

FIMO57 with the flags -max-stored-scores 50000000 and -thresh 0.001. We then 

mapped CTCF sites identified with a P-value < 1x10-5 onto CTCF ChIP-Seq peaks. 

ChIP-Seq peaks from CTCF, SMC1, RAD21 and NIPBL were intersected with 20 kb 

regions centered around the loop anchors using pgltools intersect1D58. 

AB compartments were identified using eigenvector from Juicer with the flags KR BP 

100000. 
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Live-cell imaging of loop anchors 

Cells were plated on a 35 mm glass-bottom imaging dish (Fluorodish FD35-100). 48 

to 72 hours after seeding, the medium was replaced with fresh medium containing 

100 nM of JFX646 Halo dye and the cells were incubated for 15 min at 37°C. Cells 

were washed twice with PBS and the medium was replaced with live-cell imaging 

medium (DMEMgfp (Evrogen MC102) supplemented with 10% FBS or Fluorobrite 

DMEM (Thermo Fisher Scientific A1896701) supplemented with 1X Glutamax and 

10% FBS). Before imaging, cells were allowed to equilibrate in the microscopy 

incubation chamber for at least 15 min at 37°C and 5% CO2. 

Movie acquisition was performed with an inverted microscope (Nikon) coupled to the 

Dragonfly spinning disk (Andor) using a 100X Plan Apo 1.45 NA oil immersion 

objective. Excitation sources were a 488 nm (150 mW) and 637 nm (140 mW) 

lasers. Exposure time was set to 85 ms for both channels with 1.5% laser power in 

far-red and 5-8% laser power in the GFP channel depending on the imaged cell line. 

Z-stacks of 29 optical slices separated by 0.3 µm each were acquired every 30 s 

using the perfect focus system and five different stage positions were imaged for 

each 2-hour acquisition. The two channels were acquired simultaneously on two 

distinct EMCCD iXon888 cameras (1024 x 1024 pixels, effective pixel size: 0.121 

µm). 

Image analysis 

Image pre-processing 

Images were converted from .ims to .tif format using a custom Fiji macro. 

Shift correction 
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Due to misalignment of the motorized microscope stage device, a small shift can 

appear between consecutive 3D images. While axial shift can be ignored thanks to 

the perfect focus device, lateral shifts can reach a few hundreds of nanometers, 

limiting the efficiency of our tracking analysis. To attenuate lateral shifts, we 

computed registration parameters between all 3D images from the red channel 

projected in a 2D space and the first imaged timepoint using 2D cross correlation. To 

avoid affecting spot detection, we then corrected the displacement on both green 

and red channels with a pixelic precision to avoid pixel interpolation. 

Estimating chromatic aberrations  

Correcting chromatic aberrations is crucial to precisely analyze the distance between 

2-color loci. To estimate chromatic aberrations in the same plate and media as when 

imaging the loop anchors, we acquired 3D reference images of actin in WT HCT116 

cells in the green and far-red channels using CellMask Deep Red and green actin 

stains (ThermoFisher A57245 and A57243). At least ten actin images were acquired 

every two days of imaging. Chromatic shifts were then measured with Chromagnon59 

using the averaged actin images as references and the estimated 3D XYZ 

translations, 3D magnifications and 2D lateral rotations were used to correct the 

coordinates of spot localizations throughout the time series.  

Eliminating replicated spots 

To eliminate replicated spots (i.e. spots in cells that, at least, started their S phase), 

we computed the elongation of the detected spots and manually inspected max-

intensity projected movies (Fig. S2A). We developed a tool providing a score 

function of the elongation of the detected spots. A sharp spot might correspond to an 

isolated spot whereas an elongated spot might correspond to two overlapping spots 
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coming from replicated DNA. Spot elongation was measured in two steps. First, a 3D 

Laplacian of gaussian filter was applied on images, and spots were detected by 

searching for local maxima above a given threshold. Next, we fitted each spot with a 

3D second order polynomial function. We measured the amplitude of the paraboloid 

at 8 positions regularly positioned on a circle around the vertex, and estimated the 

covariance among these 8 positions. The ratio between the maximum and the 

minimum of the eigen values minus 1 was used as a score to identify the elongation 

of the spots. A score closed to 0 corresponded to a sharp spot, whereas a large 

score corresponds to an elongated spot. We computed this score for each spot and 

plotted a 2D time- and z-projected map for each movie as a guide to detect 

replicated spots. By comparing the fraction of cells in G1 (or early S phase) obtained 

in images and the fraction of G1 cells measured by FACS, we found that our method 

to eliminate replicated spots was conservative since fractions of cells in G1 were 

slightly lower in images than in FACS data (Fig. S2B). 

Tracking fluorescent spots 

The 3D image time-series were processed using Fiji. Cells in G1 were encircled by 

ROIs based on the XYZ elongation of the spots and visual inspection (Fig. S2). 

Detection and tracking of fluorescent spots were performed separately for each color 

channel in TrackMate. Spots were detected using the Hessian detector of TrackMate 

with normalized quality (per ROI) and sub-pixel localization. Detected spots were 

joined in tracks using the simple LAP tracker from TrackMate with the following 

parameters: 0.9 µm linking distance, 1.4 µm gap-filling distance and 12 max frame 

gap. A threshold on the number of spots in each track was then applied to remove 

tracks emerging from spurious spots. Finally, a second round of detection was 

performed using the ‘fill gaps’ action in TrackMate with a sphere of radius 0.5 µm, 
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using interpolated positions as seeds. Detection and tracking parameters were 

optimized using the Trackmate-Helper plugin on manually annotated images as 

ground truths. 

Pairing of 3D trajectories in the two channels was then performed in Fiji, using the 

Pair-TrackMate files plugin. Green and red trajectories were paired together by 

maximizing the number of paired spots under a 2 µm distance threshold. In the 

cases where several tracks could be paired together, the longest pair in time was 

chosen.  

Trajectory quality filtering 

Before analysis, the quality of distance time series was controlled to minimize 

detection or tracking errors. We filtered track pairing errors by applying a threshold 

on median track anchor-anchor distance of 0.7 µm in - auxin tracks (except for Tv1 

where a 0.9 µm threshold was used), 1.4 µm in + auxin tracks and 0.4 µm in closed 

control cell line. These thresholds were chosen based on the cumulative distribution 

function of distances. We filtered out tracks with less than 20 timepoints and 

removed timepoints where the distance changed by more than 0.5 µm. This removed 

less than 3% of timepoints. Finally, gaps in tracks were filled by interpolating the 

distance between the last and next known timepoints. These interpolated distances 

represented less than 8% of all timepoints. 

Measuring localization accuracy 

All paired localizations, including interpolated positions, were localized again, but 

with an optimal method. First, a 1D affine transformation was applied to all pixels to 

convert the images in photon counts in order to get poisson statistic. The affine 

transformation was learned by measuring on 100 images of fixed cells the mean and 
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variance of each pixel, and by fitting an affine curve such as the mean approximates 

the variance. Then all spots were localized using 3D Gaussian model by Maximum 

Likelihood Estimation. The spot positions identified by trackmate or by interpolation 

were used as seeds. This method was used twice. First by fitting the localizations, 

the amplitudes of the spot, the background and the standard deviation of the model. 

Second by fitting the localizations and the amplitudes while fixing the standard 

deviation of the model with the average estimation obtained in the first step. 

Furthermore, for each localization, we computed the Cramér Rao bound, providing 

us an estimation of the localization precision in nanometer unit for each spot. 

Visualization of images 

Solely for visualization purposes, photobleaching of loop anchor movies was 

corrected by the exponential fitting function of ImageJ. 

Imaging data analysis 

2-point Mean-Squared Displacement 

2-point MSD was computed on the distances as function of time. The exponent was 

estimated by linear fitting of the logarithm of 2-point MSD in the 30 – 900 s range. 

Quantification of closed states 

Closed state segmentation 

To segment tracks in closed states, we used a simple, model-free approach 

previously validated on polymer simulations36. This method uses a spatial and a 

temporal threshold. The spatial threshold was defined as a quantile of the closed 

control distance distribution. To set the temporal threshold, we measured the 

duration of intervals during which the anchor-anchor distance was always below the 

spatial threshold (ignoring intervals of 1 timepoint) in RAD21-depleted cells. The 
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temporal threshold was then defined as a quantile of these time interval distribution. 

We chose a pair of spatial and temporal thresholds that yielded close to 5% closed 

state in auxin-treated cells, a temporal threshold lower than 5 min (to avoid missing 

short closed states as much as possible), an estimated lifetime at least twice higher 

than the temporal threshold value (to avoid that estimated lifetime is limited by the 

temporal threshold choice, Fig. S7F) and yielded unique results. We used 0.26 µm 

and 3.5 min for Lv4 and 0.28 µm and 5 min for Tv1 as spatial and temporal 

thresholds, respectively. Next, we segmented time intervals with anchor-anchor 

distances below the spatial threshold for durations exceeding the temporal threshold. 

This allowed us to retrieve a binary trajectory, where 0 indicated no closed state and 

1 indicated a closed state. We applied a median rolling filtering to reduce the number 

of false negative due to brief fluctuations of distances and avoid closed state 

fragmentation, as validated on polymer simulations36. We re-labelled as closed 

states timepoints exhibiting a value above 0.5. Because of the temporal threshold, 

our method cannot detect closed states shorter than the temporal threshold. 

Computing fraction, frequency and lifetime of closed states 

The fraction of closed states was computed as: 
𝑁𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑙

𝑁𝑡𝑜𝑡𝑎𝑙
, where 𝑁𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑙 denotes 

the number of timepoints spent in the closed state and 𝑁𝑡𝑜𝑡𝑎𝑙 denotes the total 

number of timepoints (Fig. 2B). 

The frequency of closed states was computed as: 
𝑁𝑜𝑐𝑐

𝑁𝑡𝑜𝑡𝑎𝑙∗𝑑𝑡
, where 𝑁𝑜𝑐𝑐 is the number 

of occurrences of closed states and dt is the frame interval (0.5 min). 

The mean lifetime of closed states was computed by exponential fitting of the closed 

state duration, taking into account censoring as in 17 (Fig. 2D). 
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Bootstraps were computed using 100% of the initial dataset size with replacement. 

Estimation of loop state fractions 

To estimate loop state fractions, we used a method previously described and 

validated on simulations (Figure 3 of Sabaté et al, NAR, 2023)36 in which an 

analytical model is fitted to the distribution of coordinate differences. Briefly, the 

model takes as input the closed and open (auxin-treated cells) coordinate difference 

distributions, which are known. The extruding distribution is then modelled as an 

integral over 𝜎2 varying from 𝜎𝑐𝑙𝑜𝑠𝑒𝑑
2  to 𝜎𝑜𝑝𝑒𝑛

2 . The full analytical model fitted to the 

data reads: 

𝒫𝑤(𝑅𝑤; 𝜎) = 𝐴𝑐𝑙𝑜𝑠𝑒𝑑𝚸𝐰(𝑅𝑤; 𝜎𝑐𝑙𝑜𝑠𝑒𝑑) + 𝐴𝑜𝑝𝑒𝑛𝚸𝐰(𝑅𝑤; 𝜎𝑜𝑝𝑒𝑛) + 𝐴𝑒𝑥𝑡𝑟𝑢𝑠𝑖𝑜𝑛 ∫ 𝚸𝐰(𝑅𝑤; 𝑠)𝑑𝑠2
𝜎𝑜𝑝𝑒𝑛

2

𝜎𝑐𝑙𝑜𝑠𝑒𝑑
2

 

where 𝐴𝑐𝑙𝑜𝑠𝑒𝑑, 𝐴𝑒𝑥𝑡𝑟𝑢𝑑𝑖𝑛𝑔, 𝐴𝑜𝑝𝑒𝑛 are the three state fractions that we estimate, 𝜎2 is 

the variance of the coordinate difference distribution, 𝑅𝑤 is the anchor-anchor vector 

and Pw reads: 

𝚸𝐰(𝑅𝑤; 𝜎) =
1

(2𝜋)
3
2(𝜎2 + 2𝜎𝑤

2 )
1
2

𝑒𝑥𝑝 (−
1

2
(

𝑅𝑤
2

𝜎2 + 2𝜎𝑤
2 )) , with 𝑤 ∈ {𝑥, 𝑦, 𝑧} 

To estimate these fractions, the analytical model assumes that extrusion occurs at 

equilibrium at each step and that the anchors in the extruding state behave as if part 

of a shorter polymer in which the loop is absent. We used the segmented closed 

states as input for the closed distribution and the auxin-treated time series for the 

open distribution.  

To compute confidence intervals, we used bootstrapping by randomly drawing time 

series with replacement from the original dataset of closed, open and untreated time 

series. The whole set of coordinate differences was used to estimate loop states on 
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untreated time series, while for closed and open states, the collection of coordinate 

differences was split in two sets. One set was used to estimate the variance of the 

coordinate difference distribution for the open and closed states. While the other set 

was used to infer loop states. This bootstrapping procedure was repeated 1,000 

times to compute confidence intervals. 

Estimation of DNA loop extrusion speed  

To estimate loop extrusion speed, we aligned and averaged segmented closed 

states on the closed state start and fitted a linear law, as previously described and 

validated on polymer simulations36. 

〈𝑅2〉(𝑡) = 𝑅1
2(𝑉0 𝑠0⁄ )(−𝑡) + 𝑅loc

2  

Where 〈𝑅2〉(𝑡) is the mean square anchor-anchor distance, 𝑅1
2 is the mean squared 

anchor-anchor distance in untreated cells after removal of closed states, 𝑉0 is the 

extrusion speed, 𝑠0 is the genomic distance between loop anchors and 𝑅loc
2  is the 

localization error contribution. We used 𝑅1
2 as opposed to 𝑅0

2, the mean squared 

anchor-anchor distance in open states, which was used in the polymer simulation 

analysis36. Since cells were only rarely found in the open state (Fig. 2E-F), 𝑅0
2 was 

rarely reached in the experimental tracks and did not recapitulate the steady-state of 

loop anchor distance. Therefore, using 𝑅0
2 would lead to an underestimation of the 

loop extrusion speed.  

The loop extrusion speed depends on the window size chosen for fitting36. However, 

using simulations, we showed that the best estimation of the extrusion speed is 

given by using the window size yielding a plateau in extrusion speed estimations 

(Fig. S8). Thus, our optimal window size was 17.5 min before the closed state start 
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as this fit window size exhibited a plateau in the estimated extrusion speed 

depending on the window size (Fig. S8). 

As negative controls for the extrusion speed estimation, we randomly shuffled 

distances within single tracks. We then segmented closed states and fitted loop 

extrusion speed as before. 

To compute confidence intervals on the loop extrusion speed, we bootstrapped 

1,000 times the closed states, using 100% of the dataset with replacement. 
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Figure 1: Tracking chromatin loop anchors in living human cells.  

A: Loop anchor labeling strategy. TetOx96 and CuOx150 repeat arrays were 

sequentially inserted in HCT116 cells and visualized using TetR-splitGFPx16 and 

CymR-2xHalo (JFX646 dye1), respectively. Multimerized GFP11 fragments are not 

shown for clarity. Antibiotic cassettes (Bsd-TK and Neo) were removed by Cre and 

Flippase (Flp) recombinases. B: Cells were imaged with or without auxin, which 
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depletes RAD21. The distance (d) between the two fluorescent reporters was 

computed as function of time. In absence of auxin, the chromatin region between the 

two anchors can be in one of three states: open (no extrusion activity), extruding (i.e. 

containing a DNA loop(s) of growing size(s)), closed (where the two anchors are in 

close contact). C: Hi-C maps of HCT116 cells left untreated or treated with auxin for 

6 h. Green and red spots indicate the approximate genomic locations of inserted 

repeat arrays. The genomic distance between the two fluorescent reporter centers is 

indicated below each Hi-C map. Hi-C maps are from 2. D: Example images of Lv1 

loop anchors at t=0 min. The arrows indicate spots that were not replicated.  E: Time 

series of a magnified region corresponding to the dotted white box in D, showing the 

movement of the two Lv1 loop anchors. Scale bar: 2 µm. F: Example time series of 

anchor-anchor distances for Lv4 and Tv1 cell lines in untreated (red) or auxin-treated 

(blue) cells. All images are maximum intensity projections and were corrected for 

photobleaching for better visualization. 
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Figure 2: Chromatin loops are dynamic.  

A: Example time series of anchor-anchor distances in presence and absence of 

auxin treatment. The indigo bar indicates time intervals segmented as closed states. 

B-D: Fraction (B), frequency (C) and lifetime (D) of the closed state. Error bars in B-
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C indicate the 95% confidence interval of 1,000 bootstrapped samples. Error bars in 

D indicate the 95% confidence interval of the exponential fit used to compute closed 

state lifetime. Red and blue colors indicate cells without or with auxin treatment, 

respectively. E: Fraction of TAD extruded computed as 1 - the ratio of mean squared 

distances in untreated and auxin-treated cells F: Fraction of loop states for Lv4 (left) 

and Tv1 (right) cell lines. For each cell line, the fraction of loop states in the closed 

control, untreated and auxin-treated cells is shown. Purple, orange and green colors 

indicate the fraction of closed, extruding and open states, respectively. ***: P-value < 

0.001 from the post hoc Dunn’s test performed after Kruskal-Wallis test. N=50,000 

bootstrapped samples	
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Figure 3: Chromatin loops are effectively extruded at 0.3 kb/s in living human cells.  

A: Time series of 3D anchor-anchor distances in untreated cells.  Indigo bars indicate 

segmented closed state intervals. Dotted lines indicate how the starting times 𝑡!"#$%& 

of segmented closed states are aligned across single time series. B: Time series of 

squared anchor-anchor distances obtained after alignment of closed state starting 

times, with (top) or without (bottom) random shuffling of time points. N=319 time 

series (grey) are averaged (red) to linearly fit (black dashed line) the effective loop 

extrusion speed. C: Estimated effective loop extrusion speed. Blue shaded area 

represents the 95% confidence interval of the estimated speed in randomly shuffled 

time series. Error bars are 95% confidence interval of n=1,000 bootstrapped 

samples. ***: P-value<0.001 for a Tukey’s test preceded by an ANOVA. *** between 

error bars and blue shaded area indicate significant differences between extrusion 

speeds estimated from untreated and shuffled time series. 
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Figure S1: Example time-lapse images of each cell line.  

Examples of time-lapse imaging data for the four cell lines Lv1, Lv4, Tv1 and the 

closed control in the two color channels. Image intensities were corrected for 

photobleaching using an exponential fit for visualization purposes. Maximum 

intensity projections are shown. Timepoints are indicated in minutes. Scale bar: 2 

µm. 
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Figure S2: Elimination of cells in S or G2 phases.  

A: Example images of unreplicated (left) and replicated (right) fluorescent spots in 

the two fluorescent channels. A single z-plane centered on the spot center is shown. 

The spot elongation was computed as a measure of spot spreading and projected in 

z and time (bottom). Scale bar: 0.5 µm. B: Fraction of cells in G1 or early S phase as 

determined by imaging or FACS analysis. For images, the fraction of cells remaining 

after elimination of cells exhibiting replicated spots is shown. Each dot shows the 

fraction of cells in G1 (or early S phase) for one field of view. For FACS data, each 

dot shows the G1 fraction of one replicate. N=3 replicates for FACS data. 
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Figure S3: RAD21 degradation kinetics using the auxin-dependent AtAFB2 degron.  

A: Live cell images of cell nuclei after auxin treatment. TetR-split-GFPx16-NLS 

(green) was used to segment nuclei. Time after auxin addition is indicated on top. B: 
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Western blot of the kinetics of RAD21 depletion upon auxin treatment in parental cell 

lines. C: Quantification of RAD21 level as function of auxin treatment duration from 

live-cell imaging (red line) and western blot (grey dots). For live-cell imaging, the 

RAD21-mAID-SNAP median fluorescence intensity inside segmented nuclei is 

shown. Each timepoint shows the median RAD21 intensity over all cells from a single 

replicate. The red shaded area shows the 95% confidence interval. N=4 replicates 

(165-596 cells per replicate). For western blot, RAD21 level was normalized to 

GAPDH. Horizontal black lines indicate the mean of N=4 replicates. The black dotted 

line shows the timepoint at which auxin was added to the medium. D: Same as C for 

each cell line containing repeat arrays with or without a 3-hour auxin treatment. E: 

Western blot quantification of RAD21 degradation in the different cell lines without 

(red) or with (blue) a 3-hour auxin treatment. Bars indicate the mean of N=3 

replicates. F: Quantification of basal degradation in untreated cell lines as compared 

to the WT RAD21 level. Black horizontal lines indicate the mean of N=3 replicates 

(N=7 replicates for the WT and parental cell lines). 
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Figure S4: Distributions of anchor-anchor distances, with and without auxin.  

A: Histograms of anchor-anchor distances for the cell lines Lv4, Tv1, with (blue) or 

without (red) auxin treatment and the closed control, with reporters separated by only 

6 kb (grey). The histogram of the closed control is shown superposed in grey for all 

cell lines. B: Green histogram shows anchor-anchor distances predicted by polymer 

simulation assuming 6 kb between reporters (as in the closed control experimental 

cell line) and the maximal localization errors measured in this cell line. Despite these 

inflated localization errors in the simulation, the simulated distances are much 

smaller than the experimental ones (grey) for a reason yet to be determined. 
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Figure S5: RAD21 decreases chromatin motion.  

2-point Mean Squared Displacements (MSD) for untreated (red), auxin-treated (blue) 

Lv4 and Tv1 cell lines, and the closed control (grey) cell lines are shown. The 

untreated cells exhibited the α=0.2 exponent observed previously3, while this 

exponent increased after RAD21 depletion. 
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Figure S6: Example time series of anchor-anchor distances and closed state 

segmentation.  
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Red time-series show untreated cells, blue time series show auxin-treated cells. The 

untreated closed control is shown in grey. Segmented closed state intervals are 

indicated by indigo bars. Auxin-treated cells were plotted with a vertical axis limit of 

1.4 µm, instead of 1 µm for other tracks. 
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Figure	S7:	Quan%fica%on	of	closed	 loop	states	 for	different	pairs	of	spa$al	and	temporal	

thresholds.		
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A-C: Fraction (A), frequency (B) and lifetime (C) of closed states for Lv4 and Tv1, as 

in Fig. 2B, but including the closed control. Error bars in A and B indicate 95% 

confidence interval of n=1,000 bootstrapped samples, while they indicate the 95% 

confidence interval of the exponential fit in C. D-E: Fraction of closed states (D) or 

closed state lifetimes (E), for various pairs of spatial and temporal thresholds used in 

closed state interval segmentation, as function of the assumed fraction of falsely 

detected closed states in the auxin-treated cells (false positives). Black dotted lines 

correspond to 1% and 5% false positives. F: Median closed state lifetimes estimated 

using various pairs of spatial and temporal thresholds, as function of the temporal 

threshold. For each temporal threshold, black crosses indicate the median lifetime 

over all spatial thresholds. In D-F, each dot corresponds to a pair of spatial and 

temporal thresholds and the black dot indicates the pair of thresholds used to 

segment closed states in Fig.2 and Fig. 3. In E-F, the vertical axis was cut at 50 min 

for legibility. 
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Figure S8: Effective loop extrusion speed as function of the size of fitting window 

before closed state start.  

A: Estimated effective loop extrusion speed as function of the fit window size. Loop 

extrusion speed reaches a maximum depending on the fit window size, as predicted 

by simulations4, using the timepoints up to 17.5 min before the closed state. No 

bootstrapping was performed to estimate loop extrusion speed. 
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Condition 
Number 

of 
movies 

Number of 
single time 
series 

Average 
number of 
frames per 
time series 

(without 
interpolation) 

Average 
length of 

time 
series 

(in min) 

Average 
random 

localization 
errors (𝜎!, 
𝜎!, 𝜎!) in 

nm (green 
channel) 

Average 
random 

localization 
errors (𝜎!, 
𝜎!, 𝜎!) in 

nm (far-red 
channel) 

Error on 
3D 

distance 
(in nm) 

Lv4 
-auxin 41 427 147 73 27, 27, 57 13, 13, 28 77 

Lv4 
+auxin 13 154 124 62 NA NA NA 

Tv1 
-auxin 45 606 118 59 32, 32, 75 12, 12, 27 94 

Tv1 
+auxin 16 126 89 44 NA NA NA 

Closed 
-auxin 31 168 90 45 38, 38, 82 14, 14, 29 104 

 

Table S1: Overview of imaging experiments and analyses.  

All statistics are from quality filtered datasets. NA: Not assessed. The error on distance was 

computed as: 𝜎!,!"##$! + 𝜎!,!"##$! +𝜎!,!"##$! +𝜎!,!"#!!"#! +𝜎!,!"#!!"#! +𝜎!,!"#!!"#! . 
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3.2 Short-term perspectives and limitations on chromatin loop dynamics quantification 

3.2.1 Short-term perspectives 

Characterization	of	the	unexpected	behavior	of	the	closed	control	cells	and	
expectations	on	the	analysis	of	the	no	loop	cell	line	

Below, I detail possible explanations and future work aiming at understanding their 

behavior.  

First, our closed state control where fluorescent reporters are 6 kb apart exhibited an 

unexpectedly large distribution of distances. The distribution of distances was much larger 

than for a simulated polymer, even after adding the highest measured experimental noise to 

the simulated distances (Fig. S5B of Sabaté et al, unpublished). A similar issue was raised by 

two previous studies that used the same type of control163,164. A possible explanation is 

chromatin decondensation at the location of repeats. Indeed, within each array, repeats are 

separated by less than 14 bp and bound by their respective protein (TetR or CymR). If all 

repeats are bound at the same time, nucleosomes may not bind DNA, which is therefore 

decondensed and could exhibit relatively large spatial distances, even for short genomic 

distances (6 kb here). However, this cell line could not be fully genotyped and might have 

undergone unexpected genomic rearrangements. I plan to analyze a second cell clone of the 

closed control to check whether this behavior is reproducible.  

Second, the ‘No Loop’ control cell line, where one of the repeats is not inserted at a 

loop anchor, but rather at a genomic locus without a specific feature in Hi-C maps (Fig. 1C of 

Sabaté et al, unpublished), should greatly help to choose the thresholds used for closed state 

quantification and help validate further the analysis method. This cell line represents a very 

valuable control. Since no closed state is expected in this cell line, we could use it to set the 

false positive rate in auxin-treated cells used to segment closed states. 

Capture	Micro-C	maps	of	the	studied	loci	

 The Hi-C maps shown in the above study are from 31. These maps were built using 

HCT116 cells with a RAD21 degron but not the exact same construction as I used. We plan to 

perform a Capture Micro-C protocol to reveal the topology of our examined loci in untreated 

and auxin-treated cells, in collaboration with Giacomo Cavalli’s lab. This should allow us to 

compare Hi-C patterns with the estimated dynamics of each locus. 
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Increasing	localization	precision	and	robustness	of	track	quality-filtering	

Before analysis, tracks were filtered based on several criteria to remove as much as 

possible tracks and timepoints emanating from spurious detections. I plan to improve the 

localization precision by gaussian fitting of fluorescent spots. In addition, this would allow 

me to compute a localization precision for each fluorescent spot, at each timepoint. This 

precision quantification should enable a less-biased filtering method and will allow to take 

into account localization precision in downstream analyses. For instance, timepoints with low 

localization precision could be assigned a lower weight in the loop extrusion speed fitting 

procedure. 

How	can	differences	in	loop	dynamics	between	genomic	loci	be	explained?	

With only two different loci analyzed, I refrained from drawing conclusions about the 

influence of parameters such as genomic distance or Hi-C peak intensity on loop dynamics. 

However, when ready, the addition of the Lv1 and ‘No Loop’ cell lines will enable a deeper 

and more refined analysis of our live-cell imaging data. First, I plan to use modeling to infer 

parameters of loop extrusion such as cohesin processivity and density, and the permeability of 

CTCF barriers. By comparing modeling and experimental estimates of loop dynamics, and by 

combining the results from the different loci to constrain the parameter space, I expect to 

reveal whether or not the same extrusion parameters can explain loop dynamics observed at 

different genomic loci. Second, the different loops quantified here exhibited different 

fractions of loop states as well as different frequencies and lifetimes of closed states. It is not 

yet known what genomic features determine loop dynamics. Using the above-mentioned 

analysis, 1D genomic features (e.g. CTCF site strength and location and ChIP-Seq data of 

extrusion-related proteins), Hi-C contact maps and live-cell quantifications, I aim to define 

the genomic determinants of loop dynamics. Depending on the variability of loop dynamics, a 

few to numerous loops quantified in living cells would be needed for a thorough 

quantification, but using the four available cell lines should provide insights into the role (or 

absence of role) of genomic features in loop dynamics. 

A	more	refined	analysis	of	loop	extrusion	speed	yields	similar	results	

In our simulation analysis, we noticed that adding localization errors to simulated 

anchor-anchor distances tended to infer the closed state starts earlier than the correct starting 

timepoints. For this reason, we developed an algorithm that can re-estimate the start of the 
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closed state by applying small temporal shifts to the time series relative to their closed state 

segmentation. This allowed us to locate closed states that would start between two acquired 

frames and correct small errors in closed state segmentation due to the finite localization 

precision. This more complex analysis and the simpler analysis presented here resulted in 

similar extrusion speed estimates. I consequently only presented the simplest analysis. 

To estimate loop extrusion speed, we assumed that the mean squared anchor-anchor 

distance decreases linearly before reaching the closed state. This was verified in simulations 

where a single cohesin molecule could switch from bidirectional to unidirectional extrusion 

upon reaching an anchor, therefore exhibiting two different speeds101. However, we plan to 

verify that this progressive decrease of mean squared anchor-anchor distances remains 

approximately linear over a much wider range of cohesin density and processivity. 

3.2.2 Limitations 

RAD21	depletion	provides	a	pure	open	state	control	but	lacks	loop	extrusion	

The quantification of loop extrusion dynamics requires the use of different controls. I 

chose to deplete RAD21 to eliminate all loops from the genome and measure distances in a 

purely open state. However, a CTCF depletion, or more accurately, a mutation of CTCF sites 

at loop anchors would help for some analyses. Indeed, CTCF depletion leads to the loss of the 

closed state, but unlike RAD21 depletion, allows extrusion to proceed, thereby allowing for 

both open and extruding states. Therefore, using a CTCF instead of a RAD21 depletion would 

increase the precision of closed state segmentation by removing only the closed state and not 

both the closed and extruding states, as with RAD21 depletion. However, since CTCF 

depletion contains a mix of open and extruding states, the purely open distribution would not 

be known, while it is required and very informative in several analyses that we performed. 

Building cell lines where both proteins can be depleted would be the ideal case (e.g. using two 

orthogonal degrons303). However, making such cell lines and analyzing multiple labelled 

loops would require considerable additional efforts. 

What	type	of	closed	state	control	should	we	use?	

In addition to the purely open state control, we needed a purely closed state control. 

Ideally, this control would consist of a cohesin-mediated loop blocked in its closed state. 

However, it is unclear how to obtain this experimentally yet, therefore I had to choose a 
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proxy. I inserted the two fluorescent reporters 6 kb apart (mid-array distance) as a proxy for 

the closed state. The 6 kb takes into account the genomic separation between loop anchors 

and reporters present in the analyzed cell lines. In the cohesin-mediated closed state, the 

expected distance between the anchors is likely not zero but potentially up to ~50 nm, which 

is the size of the cohesin ring. Other types of closed controls could be considered. A WAPL 

depletion should increase the closed state fraction but is not expected to yield a pure closed 

state population. A control where cohesin becomes covalently linked to CTCF upon their 

encounter could be interesting. However, such a system has yet to be developed. 

Alternatively, closed state controls could be replaced by theoretical predictions such as in 164. 

Inferring	 dynamic	 parameters	 from	 the	 comparison	 of	 polymer	 simulations	 and	
experiments	

Previous studies aiming at quantifying loop extrusion dynamics in living cells inferred 

multiple parameters based on the comparison of polymer simulations and experimental results 

(Figure 20)163,164. I also plan to use this approach to estimate indirectly hidden parameters of 

loop extrusion such as cohesin processivity and density, CTCF permeability, etc. However, 

estimates inferred from such comparisons need to be examined with caution. Indeed, models 

assume several hypotheses that may be violated in experimental conditions. For example, 

chromatin might not reach equilibrium during loop extrusion. Therefore, we currently work 

on several new analyses to extract as much information as possible from the experimental 

data alone. 

Cancer	cell	lines	do	not	reflect	the	behavior	of	primary	cells	

I used HCT116 cells, a near-diploid colorectal cancer cell line. Cancer cells are 

convenient to work with due to their immortality and high doubling rates. However, cancer 

cells are aberrant cells that can exhibit pluripotency features304,305 and differ from primary 

cells in their genome architecture306,307. Results derived from such cell lines should thus be 

taken with caution. Therefore, loop extrusion dynamics might differ in primary cells as 

compared to our estimates in HCT116 cancer cells. 

3.3 Identifying genomic determinants of loop dynamics by high-throughput DNA FISH 

Despite several genomic studies investigating the interplay between loop extrusion and 

other genomic features, the influence of chromatin state on loop extrusion remains poorly 
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characterized31,61,76. Although live-cell imaging gives access to a rich information, only a few 

genomic loci can be quantified due to the long and tedious process of CRISPR-based genome 

editing. Since each genomic locus harbors distinct and unique chromatin states, the analysis 

of only a few genomic loci might not allow generalizations to the whole genome. To identify 

the genomic determinants of loop extrusion dynamics, I tried to quantify the fractions of open, 

extruding and closed states using high-throughput DNA FISH of loop anchors on hundreds of 

genomic loci. I wished to image loop anchors located in different chromatin states, displaying 

different loop strengths and insulation, as well as different levels of gene expression and 

CTCF binding. Using the static analysis developed on chromatin simulations (Fig. 4 of Sabaté 

et al, NAR, 2023)101, this should in principle allow us to define the variability of loop 

structures as function of chromatin states. 

For this purpose, I decided to set up a high-throughput DNA FISH protocol to image 

loop anchors in hundreds of genomic loci (Figure 18). I thoroughly tested the different steps 

of DNA FISH protocols (permeabilization; alkaline, heat denaturation or single-strand 

exonuclease resection308; duration of denaturation; salt concentration during washes; number 

of probes and length of targeted genomic regions), but I could not obtain a satisfying protocol 

to work. I designed probes (200 probes / locus) against 25 kb regions located at loop anchors 

for dozens of different genomic loci. Despite improvements in this final design as compared 

to previous ones, the resulting image quality was highly variable across different loci (Figure 

18B). The fluorescent background was often high, limiting our ability to detect spots. I 

expected to observe 2 loci per nucleus (or 2 spatially close pairs of spots after replication), but 

I could observe nuclei with more than 2 spots (~31% of targeted loci displayed approximately 

2 spots per nucleus) and some spots in one channel were not spatially close to spots in the 

other channel, suggesting unspecific labeling or other artefacts (Figure 18B). 

Each locus in the genome harbors specific chromatin features and thousands of loops 

are identified genome wide. While a high-throughput live-cell imaging approach is 

technically difficult to perform and requires more work, high-throughput imaging of loop 

anchors by DNA FISH should give sufficient information to characterize loop structures in 

different chromatin contexts. 
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Figure 18: An approach for high-throughput DNA FISH on hundreds of chromatin 
loops and TADs. A: Experimental design. Probes are amplified from an oligopool and 
hybridized on DNA. Their location is revealed by fluorescent LNA bound to reader 
sequences. Cells are treated or not with auxin to deplete cohesin. DNA FISH is performed in 
96-well plates, where each well contains the probe to image both loop anchors of a unique
locus. Cells are imaged with a high-throughput microscope. B: Representative DNA FISH
images of 3 different loops (Lv1, Lv4 and Tv1 imaged in living cells). Two fluorescent spots
per nucleus are expected. C: Zoomed images from the white dotted rectangles in B.
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Discussion 

1. Summary

Chromatin organization and the process of chromatin loop extrusion is being 

increasingly characterized by a large panel of techniques. This process is tightly regulated at 

several scales. However, despite our knowledge on its regulation, we lack information about 

the dynamics of chromatin loops. To address this gap, we decided to track multiple 

endogenous chromatin loop anchors in living human cells and quantify their dynamics. 

Because of stochastic motion of chromatin and unavoidable errors in computing 

fluorescent spot localization, it is not a priori evident that loop extrusion can be detected and 

quantified by tracking loop anchors. We used polymer simulations to determine the 

experimental conditions under which one can expect to detect and quantify loop extrusion 

dynamics from measuring the distance between loop anchors. Furthermore, we tested and 

validated novel analysis methods to quantify loop dynamics such as: the fraction of closed, 

extruding and open states from static imaging only, the fraction and lifetime of closed states 

and the effective loop extrusion speed in vivo from dynamic imaging. 

Having established that chromatin loop dynamics can be quantified under realistic 

experimental conditions, we labelled several pairs of endogenous loop anchors and measured 

their distance as function of time in living HCT116 cells. We found that loop anchors 

occasionally contacted each other (7-27% of closed state fraction). These contacts were 

transient (2-16 min) as compared to the 10-hour G1 phase duration and occurred 0.8-1.3 times 

per hour). While contacts between loop anchors were short-lived, we found that loops were 

generally found in an actively extruding state and never in a purely open state. Finally, we 

estimated the effective in vivo loop extrusion speed to be ~0.3 kb/s. 

These results suggest that cohesin-mediated loops are dynamic during the G1 phase of 

the cell cycle and that their anchors only contact each other transiently despite loops being 

almost constantly extruded (Figure 19). In addition, the continuous extrusion of loops creates 

frequent contacts within the loop, besides loop anchors, which possibly favors functional 

interactions between DNA elements located within the loop. Thus, the extrusion process 

transiently increases long-range chromatin interactions rather than creating prolonged and 
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stable contacts. The dynamic process of loop extrusion might be more essential to their 

biological function than the loops themselves. 

 

Figure 19 : Chromatin loops are dynamic structures. We found that cohesin-mediated 
loop extrusion creates loops that are never devoid of cohesin molecules. Loops are instead 
generally under active extrusion, likely bound by several cohesin molecules simultaneously. 
Loops were occasionally found in a closed state. Figure 20 summarizes our numerical 
estimates of chromatin loop dynamics. 

 

2. Chromatin loops are consistently dynamic across model systems 

2.1 Chromatin loops are dynamic structures, constantly subjected to extrusion 

During the course of my PhD, two different studies aiming at quantifying loop 

extrusion dynamics by tracking loop anchors in living cells were published163,164. Below, I 

describe, compare and discuss the results of their and my efforts to quantitatively characterize 

the loop extrusion process. A synthetic comparison is provided in Figure 20. 

2.1.1 Experimental design for the quantification of loop extrusion 

The experimental design is similar between the three studies: fluorescent reporters 

were inserted at loop anchors and were tracked as function of time in living cells (mESCs in 

Mach et al and Gabriele et al, HCT116 human cancer cells in our study). The temporal 

resolution at which loop anchors were tracked was also similar between the studies: one 3D 

image per 30 s for 3 hours (Mach et al), one 3D image per 30 s for 2 hours (my study); one 

3D image per 20 s for 2 hours (Gabriele et al) (Figure 20). While Gabriele et al and I inserted 

fluorescent reporters at endogenous genomic loci, Mach et al used a synthetic strong triplet of 

CTCF sites inserted in a TAD where internal CTCF sites were previously deleted. In addition, 
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Mach et al placed the fluorescent reporters within the loop (where repeat arrays could 

potentially interfere with loop extrusion), whereas Gabriele et al and I placed them outside the 

loop (Figure 20). In all studies, labelled loops were devoid of gene expression, to avoid non-

cohesin related interactions and quantify purely extrusion-related motion. The genomic size 

and strength of the ‘dot’ interaction at TAD corner varied between studies. Mach et al and 

Gabriele et al both visualized a single locus: a small 150 kb loop for Mach et al, and a 505 kb 

loop for Gabriele et al. In this work, I quantified two genomic loci: a 570 kb loop with a 

strong dot at the TAD corner and a 925 kb weak TAD (Figure 20). I also generated cell lines 

to visualize two additional genomic loci, which we plan to visualize and quantify in the near 

future. Finally, in our study we depleted solely RAD21, while Gabriele et al depleted RAD21, 

CTCF and WAPL and Mach et al used RAD21 depletion and deletion of CTCF sites. 

Although Gabriele et al and Mach et al had access to a richer information than us thanks to 

their different depletions, they could only quantify a single locus, while we were able to 

quantify loop dynamics on multiple genomic loci with the aim of comparing the variability of 

their dynamics. 

Gabriele et al and our study used a proxy for closed states. Gabriele et al and our study 

generated a cell line with fluorescent reporters separated by a few kb only, but Gabriele et al 

finally used a theoretical closed state proxy due to the unexplainable behavior of their 

experimental closed state proxy. Mach et al used a completely colocalized cell line by 

targeting the same repeat array in two different colors but only used it as a verification of their 

closed state inference, rather than integrating it within their analysis. 

Based solely on the experimental design, one could expect Mach et al to observe a 

higher proportion of contacts between anchors than Gabriele et al and my study because of 

three reasons: (1) strong synthetic CTCF triplet, (2) smaller loop size, (3) internal fluorescent 

reporters. This was indeed the case, as presented in 2.1.3 Comparison of results. 

2.1.2 Analysis methods 

Detecting	closed	states	

A common goal pursued by the three studies was to determine the order of magnitude 

of the duration and frequency of loop anchor contacts. Although this may a priori seem 

straight forward to determine from the anchor-anchor distances, we showed that this is 

complicated mainly by three factors: (1) stochastic motion of the chromatin polymer, (2) 
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finite precision in localizing fluorescent spots, (3) the non-zero genomic distance between 

CTCF loop anchors and the fluorescent reporters (Sabaté et al, NAR, 2023101). The three 

studies developed different analysis methods to segment closed states from distance time 

series, each with a different level of complexity. Gabriele et al designed a complex Bayesian 

inference model to infer closed states (BILD). The authors first inferred the number of 

switches between closed and not closed states and then inferred the closed state segmentation 

for each trajectory. In addition, the authors had to tune a tolerance parameter on polymer 

simulations to take into consideration random fluctuations in the data. Mach et al used a 

Hidden Markov Model (HMM) to segment proximal and distal states, which they trained on 

experimental tracks with cohesin and CTCF. Therefore, the proximal states they identify 

embrace the closed states with extruding states. While less complex than BILD, this analysis 

still relies on a model with assumptions that might not be verified in the experimental data 

(Gaussian distributions of the distances in closed and non-closed states). Finally, in our work, 

we developed a very simple closed state segmentation method by using a pair of temporal and 

spatial thresholds, without assuming any specific model. This method has both the advantages 

and disadvantages of simplicity. Due to its simplicity, our method is likely more generalizable 

than other more complex methods and is easily interpretable. Moreover, we did not rely on 

strong unverified hypotheses since our method is model-free, and likewise, we did not rely on 

polymer simulations to tune the detection method. However, our method cannot detect very 

short-lived closed states (less than ~3 minutes) and might fail for highly noisy data. These 

disadvantages may also occur in the two other segmentation methods. 

Inferring	 hidden	 dynamic	 parameters	 of	 loop	 extrusion	 by	 comparing	 polymer	
simulations	and	experimental	results	

 Gabriele et al and Mach et al used polymer simulations to explore the parameter space 

of cohesin processivity and density, CTCF permeability (in Gabriele et al only), among other 

parameters. By directly comparing the values obtained in simulations and in experiments, 

they could estimate these parameters. This approach allows to infer otherwise hidden 

parameters, but polymer simulations rely on models whose realism is limited. Although we 

try to avoid as much as possible this type of approach, they are interesting when used 

alongside purely experimental inferences. I briefly discuss the results obtained by this 

approach in the two studies below (2.1.3 Comparison of results), while we currently do not 

have estimates ourselves. Gabriele et al and Mach et al found consistent values for these 
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parameters as compared to previous estimations (generally inferred purely from simulations) 

in the literature32,92,117,137,158. 

2.1.3 Comparison of results 

Cohesin	constrains	chromatin	motion	

It is not a priori evident whether cohesin increases or decreases chromatin motion. 

The dynamic process of loop extrusion could increase the motion of chromatin, as the cohesin 

ring ‘pulls’ DNA strands to form loops. On the other hand, the formation of loops might 

decrease chromatin motion as loops are constrained by their anchors, once extruded. All three 

studies revealed that cohesin-mediated loop extrusion constrains chromatin motion163,164 (and 

our study). These cohesin-induced constraints on chromatin motion reduce spatial distances 

between DNA sequences163. 

Chromatin	loops	are	dynamic	structures	

 Despite the differences in the mammalian system used (mESCs vs human HCT116 

cells), in data acquisition and in the analysis methods, the results from our three studies are 

mostly consistent with each other. However, several differences emerged, some of which may 

be explainable by simple biological arguments, while in other cases the influence of potential 

biological differences is difficult to disentangle from methodological differences. 

All three studies found sub-hour mean durations of closed state lifetimes (15-45 min164, 5-15 

min163, 3-23 min (our study), Figure 20). These estimates all argue in favor of a transient 

interaction between loop anchors rather than a prolonged contact. However, the fraction of 

time spent in the closed state was more variable between the studies. As expected from the 

experimental design (see above), Mach et al found the highest closed state fraction (27% from 

comparison with polymer simulations), while Gabriele et al found the lowest fraction (3-

6.5%) and we found 8-18% and 7-27% for Tv1 and Lv4, respectively (Figure 20). It is 

noteworthy that the estimated ranges are large and future developments in the analysis of such 

data might help to narrow them. A similar trend was observed when assessing closed state 

frequencies (11.9 closed states per hour in Mach et al, vs 1 per hour in our study). Estimating 

absolute values from biological data, rather than relative comparisons, is difficult. Especially, 

Gabriele et al and our study had to tune the conservativeness of our closed state segmentation 

method without an ideal experimental ground truth. Gabriele et al used a theoretical proxy for 
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closed states and we used an experimental proxy (together with fixing the false positive rate), 

while Mach et al relied on hidden Markov models. Nevertheless, the differences between the 

reported results may have a biological explanation. Considering genomic distances and loop 

strengths (the intensity of dot interaction at TAD corners), the differences in fractions of 

closed states appeared to be intuitive. On the one hand, the smallest loop and strongest CTCF 

sites (Mach et al) exhibited the highest closed state fraction and frequency. On the other hand, 

the longer and less intense loop from Gabriele et al had the lowest fraction. We indeed found 

that Tv1 had a lower closed state fraction than Lv4, by comparing loci within our study 

(Figure 20). However, such argumentation should lead to our Tv1 loop having the lowest 

fraction of closed state between all studies because of its largest genomic size and lowest loop 

strength, which is not observed. This discrepancy has yet to be explained in terms of 

methodological or biological (e.g. human differentiated cells vs mouse pluripotent cells) 

differences. 

 Finally, Gabriele et al (by comparison with polymer simulations) and us (using 

experimental data) estimated the fractions of each loop state. Both our studies revealed that 

the active extruding state was the most represented loop state (92% in Gabriele et al and 76% 

and 43% for Lv4 and Tv1, respectively, in our study). In addition, loops were rarely observed 

in a purely open states (6% in Gabriele et al, and 0% for both Lv4 and Tv1 in our study, 

Figure 20). This analysis showed that loops were almost constantly submitted to loop 

extrusion, despite closed states being short-lived. 

2.1.4 Discussion of results 

 These results highlighted the transiency of cohesin-mediated interactions between loop 

anchors. It is presently difficult to evaluate whether remaining quantitative differences in 

estimates between the studies come from biological or methodological differences. A 

reanalysis of the data from each study using a unique analysis method should help to 

disentangle their respective contribution. In addition, we used human cells instead of mESCs 

in the two other studies. It is possible that genome architecture dynamics, and in particular 

loop dynamics, is different between mouse pluripotent cells and human differentiated 

cells222,280–282,309. 

 The mean lifetime of closed states (3-45 min from all studies together) is on the same 

order of magnitude as the mean residence time of cohesin molecules on chromatin (~20 
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min92). If we assume that cohesin complexes are the molecules maintaining loop anchors 

close to each other, it is very likely that several cohesin molecules extrude loops 

simultaneously. Indeed, fully extruding a loop of 300 kb would take 17 min (assuming 

extrusion rate of 0.3 kb/s113) which is already close to the mean cohesin residence time. 

Hence, a single cohesin molecule could not extrude fully a loop, while subsequently 

maintaining it in a closed state for 15 min. Similarly, the processivity of cohesin molecules 

was estimated at about 120-200 kb32,164. A single cohesin molecule is therefore unlikely to 

extrude a loop of 300 kb alone without detaching from chromatin. Finally, Gabriele et al and 

our study found that loops are unlikely to be found in a purely open state meaning that they 

are generally under active extrusion164. Taken together, these results argue in favor of a model 

where multiple cohesin molecules extrude loops simultaneously. This is also supported by the 

comparison of experiments and polymer simulations in Gabriele et al and Mach et al 

estimating extruder densities of 4.2 and 8-32 cohesin molecules per Mb, respectively (Figure 

20). Hence, Gabriele et al estimated that ~2 cohesin molecules were simultaneously bound to 

the 505 kb loop they studied. 

 The biological implications of the dynamic and transient nature of cohesin-mediated 

interactions are discussed in the next sections. 
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Figure 20: Comparison of experimental approaches and of loop extrusion dynamics 
estimated from live-cell tracking of loop anchors. In the ‘Labeling’ row, distances between 
loop anchors and the closest reporter are indicated in grey. Results shown in the ‘Closed 
fraction’ and ‘Closed / Extruding / Open’ rows are estimated with different methods. The 
fraction in the ‘Closed / Extruding / Open’ rows may not sum to 1. In our study, ranges in 
closed fraction and mean lifetime indicate values estimated with more or less conservative 
closed state segmentation. 

200



 

3.2 Cohesin molecule(s) effectively extrude loops at 0.3 kb/s 

Our preliminary estimate of the effective loop extrusion speed in vivo is 0.3 kb/s. In 

vitro studies estimated the speed of single cohesin molecules at 0.5-1 kb/s106,113. An indirect 

estimate from dynamic Hi-C experiments evaluated the speed at ~0.38 kb/s31. Finally, a rough 

estimation based on the median size of TADs (~200 kb30) and the mean cohesin residence 

time on chromatin (~20 min92) yields an extrusion rate of ~0.1-0.2 kb/s. However, this last 

estimate ignores the fact that cohesin may remain stalled at loop anchors and is therefore 

likely a lower bound. The indirect and approximate extrusion rates from in vivo data suggest 

that extrusion rates are lower in vivo than in vitro. It is tempting to explain this difference by 

the possibility that cohesin might be decelerated by several roadbloacks during extrusion in 

vivo107. However, our estimate is not directly comparable to in vitro extrusion rates. Indeed, 

our estimate represents the average rate at which chromatin loops are extruded and comprises 

loops extruded by one or several cohesin molecules, as well as cohesins that stall before 

reaching the loop anchors. In addition, polymer simulations revealed that the unavoidable 

noise in fluorescent images tends to decrease the inferred extrusion speed (Sabaté et al, NAR, 

2023)101. For these reasons, it is difficult to predict whether our estimate is an over or under 

estimation. Estimating the number of cohesin molecules per loop should help to compare in 

vitro and in vivo estimates of extrusion speeds, although the effective extrusion rate is not 

expected to scale linearly with the number of extruding cohesin molecules (based on our 

ongoing analysis of loop extrusion modeling). 

Despite these arguments, our estimate is close to the previously estimated and 

measured extrusion speeds31,106,113, which suggests that we were indeed able to measure the 

effective extrusion rate from the tracking of loop anchors. Remarkably, cohesin exhibits 

speeds at least one order of magnitude higher than other nuclear motors (0.03 kb/s for DNA 

polymerase310, 0.025 kb/s for the RSC translocase121 and 0.02 kb/s for RNA Pol II120). The 

high speed at which loops are extruded is likely to contribute to their dynamic nature. 
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3. Perspectives for future work 

3.1 Towards a finer and broader quantification of chromatin loop dynamics 

3.1.1 Higher accuracy in live-cell observations of chromatin loop structure 

 In our work, we only labelled the two loop anchors, which are the most informative 

loci to quantify loop dynamics, especially the closed state. However, we had to rely on 

analytical models to quantify the extruding state101. 

 A better quantification of the extruding state, without relying on polymer or analytical 

models, could potentially be obtained by labeling a third locus within the loop. Using 3-color 

imaging, the relative distances between the two loop anchors and the third spot could be 

computed. Similarly to my PhD work, polymer simulations would greatly help to define the 

extent of information that is expected to be gained and how to quantify such data. Although 

spectral overlap needs to be controlled, this experiment would allow purely empirical estimate 

of the extruding state, as compared to the current model-based estimations164 (and our study). 

Importantly, this would also require ensuring that the labeling method does not interfere with 

loop extrusion (e.g. controlling that repeat arrays do not trigger cohesin stalling). 

 Building up on this idea, we could label multiple (>3) loci within the loop to enable 

chromatin tracing in living cells. Multiplexing the colors and repeat arrays together and 

consequently creating a rainbow of repeat arrays within the whole loop, would allow us to 

trace the chromatin fiber as function of time. By mixing different types of orthogonal repeats 

together from blue to far-red, we could create a unique barcode for each of the loci along the 

chromatin fiber. Although technically challenging due to spectral overlaps, this would allow 

us to describe loop dynamics in much more detail. 

 Finally, instead of multiplexing colors, one could imagine the development of 

sequential imaging in living cells, similarly to sequential FISH already developed on fixed 

cells134,286. By sequentially flushing in and out detachable dyes, it would be possible to 

sequentially image several portions of the loop or of the genome. This is currently not 

possible but developments of low-affinity fluorescent probes that can be efficiently detached 

from their target300 and optical developments to increase acquisition speed could allow 

sequential live-cell imaging with a medium temporal resolution. 
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 Multiplexing the labelling methods could allow us to increase the accuracy at which 

we characterize loop structure as function of time, therefore enabling more precise and 

empirical estimates of loop dynamics and diminishing the need to rely on polymer models. 

3.1.2 High-throughput live-cell imaging of loop anchors 

The quantification of chromatin loop extrusion was performed on a few genomic loci 

in mouse163,164 and human cells (our study). However, tens of thousands of loops are 

identified genome-wide, each harboring distinct epigenetic and transcriptional states26,27. It 

would be interesting to quantify a broad range of genomic loci to capture the variability of 

loop extrusion dynamics within a genome. 

We tried to assess the variability of loop dynamics at dozens to hundreds of genomic 

loci by DNA FISH but we could not obtain sufficiently reliable signal from the images. 

Moreover, DNA FISH is performed on fixed cells, which cannot allow the estimation of 

dynamic parameters, and are subjected to fixation and denaturation artifacts. The two loci 

(and four in the future) that we quantified in living cells are also not sufficient to generalize 

our results to the entire genome. A high-throughput approach to live-cell tracking of loop 

anchors would be required to generalize the results from a few genomic loci. 

While the generation of repair cassettes can be made at high throughput, the main 

difficulty comes from the generation and verification of cell lines containing fluorescently 

labeled loop anchors. Clone expansion and genotyping cannot be performed for one hundred 

different loci. Therefore, one would need to ensure that the labeling method is sufficiently 

specific to enable working on pools of genome edited cells without genotyping. The 

efficiency and specificity of labeling must be improved to ensure that a majority of cells in the 

pool will exhibit sufficient fluorescent signal and at the right genomic location. Indeed, 

depending on the targeted locus, we had as little as 10% of cell clones containing the repeat 

insertion at the correct locus. In a high-throughput method, a higher fraction of usable cells 

would be needed. Finally, high-throughput live-cell imaging methods already exist and should 

not cause any difficulties. Because of their theoretical ease of delivery and use, improved 

dCas9 systems would be the method of choice for high-throughput labeling of loop anchors in 

living cells. 
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Nevertheless, using such a high-throughput live-cell imaging method on about one 

hundred loops and TADs should enable to define accurately the genomic determinants of loop 

dynamics (euchromatin vs heterochromatin, gene transcription level, number and strength of 

CTCF site binding, etc.). We could also characterize the interplay between each of these 

genomic features (and their combination) and loop extrusion. This would allow to map the 

measured dynamic parameters on Hi-C maps and subsequently generalize them genome-wide 

by predicting loop dynamics based solely on Hi-C map patterns. 

3.1.3 Cohesin pausing as function of CTCF site binding affinity 

The increase in resolution of 3C techniques revealed numerous additional cohesin-

dependent interactions as compared with lower resolution methods26,27. Specifically, multiple 

dot interactions were identified within loop domains. These patterns suggested that cohesin 

can pause at low-affinity CTCF binding sites, or other sites, during the course of extrusion. 

Although one of the previous studies have deleted CTCF sites within the studied loop163, 

these low affinity CTCF sites exist in endogenous loops. It is therefore important to take them 

into consideration in our loop dynamics estimates. 

It would be interesting to assess how CTCF motif binding affinity affects cohesin 

pausing. This can be achieved either by quantifying a high number of different genomic loci 

harboring various number of CTCF sites (as described above) or by studying the same locus 

but systematically varying the number and sequence of CTCF motifs. As above, this would 

require high-throughput live-cell tracking of loop anchors but is more feasible than targeting 

hundreds of endogenous loci since fluorescent labels only have to be inserted once. 

The relationship between the number and affinity of CTCF sites, and the duration of 

cohesin-mediated contacts they trigger would greatly help to understand how the diversity of 

CTCF site distribution throughout the genome regulates chromatin loop dynamics. It would 

also help to better understand how evolution shaped chromatin architecture by locating and 

conserving clusters of CTCF sites at TAD borders184,202. 

3.1.4 Direct counting of cohesin molecules on the extruding loop in vivo 

A direct readout of cohesin pausing would be to track single molecules of cohesin 

while simultaneously tracking CTCF sites (or the immediate flaking genomic regions) in 

living cells. Computing the duration of cohesin binding at CTCF sites would allow a precise 
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quantification of cohesin stalling. However, this is complicated by two main reasons: (1) the 

optical resolution which limits the ability to decipher whether cohesin is bound on the 

visualized CTCF site or on a nearby genomic region, (2) the low labeling density required to 

perform single-particle tracking (SPT). In usual SPT, single molecules can be visualized only 

if a minor fraction of the total molecules are fluorescently labelled. Hence, a non-fluorescent 

molecule of cohesin is more likely to bind on the visualized CTCF site than a fluorescent one, 

drastically increasing the imaging duration to record a sufficient number of events. 

We designed our cell lines in a way that could allow such an imaging approach. We 

labelled RAD21 with a SNAP tag that could allow SPT of cohesin molecules simultaneously 

with loop anchor imaging in living cells. This could allow us to visualize the cohesin 

molecule(s) actively extruding the visualized loop. However, based on polymer and RAD21 

molecule diffusion simulations, we found that, although not impossible, this plan is extremely 

ambitious technically for the reasons explained above. By simulating microscopy images 

from polymer simulations, we defined that labeling a maximum of 10-20% of RAD21 

molecules should allow us to distinguish bound molecules with lattice light-sheet microscopy. 

But given the rarity of closed states, the lack of resolution and the sparsity of labeling, closed 

state events with a fluorescent cohesin molecule may still be too rare to be imaged. However, 

using localized photoactivation of cohesin molecules around the visualized loop and real-time 

monitoring of loop anchor distance, and by triggering RAD21 SPT imaging when detecting a 

decrease in loop anchor distance, one could visualize such events with sufficient likelihood. 

Although of great interest, this remains an extremely challenging approach that would require 

considerable further work. 

3.1.5 Reorganization of chromatin architecture after mitosis 

In our study, we focused on the dynamics of loop anchors in the G1 phase of the cell 

cycle. However, genome architecture undergoes a major change during cell division. From 

Hi-C data of synchronized cell populations, it was shown that chromatin loops already appear 

as soon as in anaphase/telophase and are further reinforced until mid-G1311–313. Using our 

loop anchor labelled cell lines and by synchronizing cells, it would be possible to quantify at 

unprecedent temporal resolution the re-formation of chromatin loops after mitotic exit and the 

duration needed to reach G1 steady-state in loop anchor distance. By depleting RAD21 from 

the cells, it would be possible to identify to what extent cohesin molecules contribute to 
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chromatin architecture re-formation after mitotic exit, as compared to other mechanisms such 

as A/B compartmentalization. 

3.2 Functional implications of the dynamic nature of chromatin loops 

 Our work on quantitatively estimating dynamic parameters of chromatin loops remains 

insignificant if not put in biological context. Indeed, from our and others results, we conclude 

that the biological function of loop extrusion is to transiently increase the frequency of long-

range interactions, at many sites within the loop, rather than creating prolonged contacts 

between loop anchors. However, the key functional consequences appear when considering 

how these transient interactions affect the major nuclear processes such as gene expression 

regulation or DNA repair. Therefore, based on our cell lines, several experimental ideas could 

be conducted to analyze in more detail how loop extrusion contributes to proper storage, 

maintenance and expression of the genome.  

3.2.1 Transient Enhancer-Promoter contacts as a gene expression model? 

Although contradictory results exist (see 4.2 Loop extrusion can help to regulate 

gene expression), it has been proposed that cohesin-mediated contacts could allow proper 

gene regulation by bringing enhancer and promoters together, or on the contrary by impeding 

enhancer-promoter contacts across TAD boundaries138,210. Our findings that loop extrusion 

creates transient rather than prolonged contacts are consistent with the observed stochasticity 

of gene expression314,315 and could potentially help build models of gene expression 

activation. Gene expression activates through the binding of general and specific transcription 

factors (TF). However, the exact sequence and duration of transcription factor binding before 

gene activation is still unclear. By mediating long-range interactions, loop extrusion might 

allow TFs to contact promoters that are spatially away from their enhancer(s). The transient 

contacts created by loop extrusion and the importance of low-affinity interactions in TF 

binding316 argue in favor of a ‘hit and run’ model of gene activation317,318. Multiple and 

frequent, but short-lived TF binding could help explain stochasticity in gene expression315,319. 

The assembly of molecular factors necessary for gene activation might only use transient and 

frequent interactions rather than a sequentially ordered sequence of prolonged binding events. 

However, based on the frequency of closed states (1.2 per hour), it is likely that loop 

extrusion is not the only mechanism allowing enhancer-promoter contacts and that additional 

specific interactions are involved for gene regulation. 
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In this work, I chose to exclude chromatin loops containing expressed genes from our 

set of labelled loops to avoid obscuring extrusion-dependent motion of chromatin. However, 

it would be interesting to label loop anchors, as well as to follow the transcriptional output by 

MS2 labelling of the RNA320 using a third color. The presence or absence of correlation 

between loop anchor distance and RNA production could be assessed to decipher the role of 

loop extrusion in gene expression244,321 Due to the high diversity of gene regulation, only the 

study of a significant number of endogenous loci, or a carefully designed study, would 

provide a consistent answer. 

3.2.2 Loop extrusion contributes to proper DNA repair 

3D chromatin organization and loop extrusion have been proposed to play a role in the 

correct repair of DNA breaks246,247,253. However, polymer simulations suggested that plausible 

scenarios of DNA repair involving loop extrusion require large changes in loop extrusion 

dynamics (Figure 13C). In these scenarios, cohesin processivity would be largely increased 

and cohesin would extrude loops for long periods of time (Figure 13C)253. Therefore, the 

characterized dynamic nature of loop extrusion in G1 cell163,164 (and our study) might be 

tuned and modified to achieve different biological functions, eventually using cohesin 

variants such as SMC5/6 instead of SMC1/3322. 

To clarify the mechanism by which loop extrusion contributes to DNA repair247 and 

test theoretical predictions253, our cell lines could be used in two different ways. First, our 

parental cell line with the auxin-dependent RAD21-mAID-SNAP fusion would allow to: (1) 

quantify RAD21 binding with or without DNA damage to test theoretical predictions of 

increased lifetime253 by SPT, (2) assess whether RAD21 is preferentially recruited or 

passively accumulates at DSB sites by local laser-induced DNA damage followed by RAD21 

SPT, and (3) study the spatial organization of γH2AX foci relative to cohesin by 2-color 

super-resolution imaging: cohesin might be found at the edge of γH2AX foci if it is involved 

in the deposition of the histone marks. Second, by adding rare restriction enzyme sites to 

induce DNA breaks323 at the labelled loop anchors or at other sites in the genome, it would 

become possible to visualize and quantify how chromatin loop dynamics are affected upon 

DNA damage. Because cohesin might play a role in sister chromatid cohesion during DNA 

repair, the results of such studies need to be carefully interpreted to decipher whether the loop 

extrusion activity or the cohesion activity of cohesin are measured.  
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4. Loop extrusion allows a large range of interactions to occur without

determining their outcome

We and others showed that loop extrusion creates short-lived long-range chromatin 

interactions163,164. The loop extrusion process per se is extremely simple: cohesin randomly 

binds on DNA, extrudes loops and unbinds. However, a complex and precise regulation of 

this process arose throughout evolution, with multiple molecules (DNA, RNA and proteins) 

achieving the tight regulation of this process. Controlling the dynamics of loop extrusion and 

thereby functionally important chromatin interactions is likely of crucial importance for the 

cell. 

DNA sequences that are located away from each other on the genome sequence have a 

low probability of contacting each other due to passive motion of the chromatin only. Loop 

extrusion enables such contacts, transiently. Therefore, contacts that have a biological 

function, such as EP contacts, are made possible thanks to loop extrusion and could be 

reinforced by specific interactions upon encounter. However, unspecific contacts that would 

be detrimental for the cell such as between an enhancer and an oncogene will be limited by 

the transiency of cohesin-mediated interactions. If extrusion had generated prolonged 

contacts, the probability of inducing such detrimental interactions would have increased. 

Therefore, the transient and dynamic nature of cohesin-mediated interactions may be a means 

to prevent undesired functional consequences of chromatin interactions. 

Thus, by creating short-lived long-range interactions, loop extrusion dynamics 

allows specific contacts to occur, while preventing robust and prolonged, potentially 

detrimental DNA interactions. We can speculate that robustness of interactions is provided by 

the sum of low-affinity interactions that allows specific associations to happen despite the 

dynamic and transient nature of cohesin-mediated contacts. 
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Résumé : 

L’étude de l’organisation 3D du génome a révélé l’existence de boucles de chromatine et des 
Topologically Associating Domains (TADs) de l’ordre de plusieurs centaines de kilobases, créés par 
l’anneau de cohésine par le processus d’extrusion de boucle d’ADN. Cependant, ces structures ont été 
caractérisées presque exclusivement par des techniques de génomique et d’imagerie de cellules fixées, 
leur dynamique temporelle reste donc peu comprise. Par exemple, la durée des contacts créés par 
extrusion de boucles n’est pas définie et des paramètres majeurs de ce processus comme la durée de 
vie des contacts ancre-ancre et la vitesse d’extrusion in vivo sont toujours inconnus. 

 

Pour répondre à cette lacune, j’ai quantifié la dynamique de l’extrusion de boucle cohésine-dépendante 
en visualisant et suivant dans le temps plusieurs paires d’ancres de boucles dans des cellules humaines 
vivantes. 

 

Il est attendu que l’extrusion de boucle soit identifiée par une diminution progressive de la distance 
ancre-ancre. Cependant, cette signature est occultée par la dynamique stochastique de la chromatine, 
les ancres de boucles pouvant entrer en contact même sans extrusion. De plus, mesurer la distance 
ancre-ancre à partir d’images fluorescentes est rendu difficile par plusieurs sources d’erreurs comme 
les erreurs aléatoires liées à la localisation de points fluorescents.  

Pour estimer les conditions expérimentales qui permettent de détecter et quantifier l’extrusion de 
boucles malgré ces complications, j’ai utilisé des simulations de polymères et modélisé le processus 
d’extrusion de boucle in silico. De plus, j’ai testé et validé de nouvelles méthodes d’analyse pour 
quantifier les boucles de chromatine à partir d’images statiques (e. g. à partir d’images d’ancres de 
boucles acquises par DNA FISH), estimer la fraction, fréquence et durée de vie des contacts ancre-
ancre, ainsi qu’estimer la vitesse d’extrusion effective in vivo à partir d’images dynamiques. 

En se basant sur les résultats des simulations de polymères, j’ai taggué par fluorescence de multiples 
ancres de boucles et TADs dans des cellules vivantes par le système CRISPR/Cas9. Nous avons 
conclu que les contacts entre les ancres étaient peu fréquents et de courte durée, par rapport à la durée 
du cycle cellulaire. Cependant, les boucles sont presque constamment soumises à l’extrusion par la 
cohésine. En comparant les résultats de modélisation et les expériences, nous avons pu estimer des 
paramètres biophysiques généraux de la dynamique d’extrusion de boucles. 

 

Ces résultats suggèrent que l’extrusion de boucles de chromatine cohésine-dépendante est un 
processus hautement dynamique, qui crée des interactions à longue portée transitoires plutôt que des 
contacts stables. Mes résultats aideront à comprendre quantitativement des processus biologiques 
fondamentaux qui utilisent les contacts transitoires mais à longue distance créés par l’extrusion de 
boucles, comme la réparation de l’ADN et la régulation de l’expression des gènes. 

Mots clés : [Organisation 3D du génome, Extrusion de boucles de chromatine, Imagerie en cellules 
vivantes, Simulations de polymères, Cohésine] 
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Modeling, visualizing and quantifying chromatin loop extrusion dynamics in living 
human cells. 
 
Abstract: 

Studies of spatial genome organization have revealed the existence of chromatin loops and 
Topologically Associating Domains (TADs) of several hundred kilobases in size, which are created by 
the cohesin ring complex through a process of DNA loop extrusion. However, these structures have 
been characterized almost exclusively by genomic techniques and fixed cell imaging, thus their 
temporal dynamics are still poorly understood. For example, it is not clear whether loop extrusion 
creates stable or transient contacts at loop anchors and key parameters of this process, including loop 
lifetime and extrusion speed, remain unknown. 

 

To address this gap, my thesis aims to quantify the dynamics of cohesin-dependent loop extrusion by 
visualizing and tracking in time pairs of anchors at several loops and TADs in living human cells. 

 

Extrusion is expected to manifest itself as a progressive decrease in anchor-anchor distances. 
However, this signature is obscured by stochastic motions of the chromatin, whereby anchors can 
occasionally come into contact even without extrusion. Furthermore, measuring the anchor-anchor 
distance from fluorescent images is complicated by several sources of uncertainties, such as 
unavoidable random errors in the computational localization of fluorescent spots. 

To evaluate the experimental conditions under which one can expect to detect and quantify loop 
extrusion despite such complications, I first performed an analysis in silico using polymer simulations 
that account for loop extrusion. Using these simulations, I also tested and validated novel analysis 
methods to quantify chromatin loop dynamics from static imaging (e. g. from DNA-FISH images of 
loop anchors), and to estimate the lifetime and frequency of anchor contacts, as well as the effective 
loop extrusion speed from dynamic imaging in vivo. 

Using the simulation results as guidelines, we fluorescently labelled multiple loop and TAD anchors in 
human cells using the CRISPR/Cas9 system and tracked the loop anchors by live-cell imaging. Based 
on our analysis of the imaging data, we found that contacts between the two loop anchors are 
infrequent and short-lived as compared to the cell cycle duration. However, loops were found to be 
almost constantly extruded by cohesin. By comparing simulations and experimental data, we could 
estimate key biophysical parameters of loop extrusion dynamics including loop lifetimes and extrusion 
speed. 

 

Our results suggest that cohesin-dependent loop extrusion is a highly dynamic process, which creates 
transient long-range interactions rather than stable contact s. Our findings will help to quantitatively 
understand biological processes that involve short-lived but long-range contacts created by loop 
extrusion, including mechanisms of DNA repair and gene regulation. 

Keywords: [3D genome organization, Chromatin loop extrusion, Live-cell imaging, Polymer 
simulations, Dynamics, Cohesin] 
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