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Résumé Détaillé

Cette thèse est divisée en deux parties. La première partie étudie la stabilité et le risque systémique
de réseaux financiers complexes, soumis à des processus de contagion de défauts, et de ventes forcées.
Nous prouvons des théorèmes limites de type loi des grands nombres et limite centrale sur la dy-
namique de contagion. Nous montrons comment quantifier le risque systémique d’un réseau financier
en présence d’une perturbation externe et sous information partielle. Nous étudions ensuite les pro-
cessus de risque multidimensionnels de Cramér-Lundberg où les agents, situés sur un grand réseau,
subissent des pertes de la part de leurs voisins. Nous présentons enfin un cadre général abordable
pour comprendre l’impact conjoint de liquidations et de cascades de défauts sur le risque systémique
dans les réseaux financiers complexes.

La deuxième partie de la thèse est consacrée à l’étude et le contrôle de systèmes interactifs de type
graphon champ moyen. Le réseau financier est ici considéré comme un grand système interactif, ce qui
établit un lien avec la théorie des jeux à champ moyen. La structure en champ moyen repose sur la
structure de graphe sous-jacente du réseau, appelée champ moyen graphon. Nous commençons par une
étude systématique des équations différentielles stochastiques rétrogrades (EDSR) avec sauts de type
graphon champ moyen et ses mesures de risque dynamiques associées. Nous étudions ensuite des jeux
stochastiques continus avec interactions non homogènes de type champ moyen sur de vastes réseaux
et explorons leurs limites graphon champ moyen. Nous proposons des équilibres de Nash approximés
pour les jeux finis sur les réseaux, utilisant les équilibres en champ moyen graphon associés comme
référence.

Réseaux financiers et graphes aléatoires

Les réseaux financiers désignent des systèmes financiers interconnectés dans lesquels des échanges
d’informations ou des interactions financières ont lieu entre les institutions. Lorsque deux institu-
tions financières sont liées, tout événement financier affectant l’une d’entre elles aura un impact sur
son homologue, entraînant des changements dans leurs états financiers respectifs. Ainsi, lorsqu’un
réseau financier est confronté à un choc externe, les instabilités peuvent se propager des institutions
initialement touchées vers d’autres à travers ces liens interconnectés. Cela peut entraîner des risques
importants à l’échelle du système. Le risque systémique fait référence au risque d’une perturbation ou
d’un effondrement généralisé et substantiel de l’ensemble d’un système financier ou d’un marché, plutôt
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Résumé détaillé
;A<

que d’une institution ou d’un secteur spécifique. La crise financière de 2007-2009 a illustré l’importance
des structures de réseau dans l’amplification des chocs initiaux au sein du système bancaire à un niveau
mondial, entraînant une récession économique. Une importante littérature sur le risque systémique et
les réseaux financiers a émergé, voir par exemple [91, 146] pour deux études récentes et les références
qui y sont mentionnées. En particulier, il a été démontré dans [7, 28, 105, 124, 179] que la topologie
du réseau joue un rôle important dans la propagation des défauts dans les systèmes financiers.

Graphes, degrés et structure de connectivité

Nous utiliserons quelques notions de théorie des graphes pour étudier nos réseaux financiers. Com-
mençons par introduire quelques concepts de base. Nous suivons certaines notations et définitions
issues de [139], où vous trouverez des informations plus détaillées sur les graphes et les réseaux.

Un graphe G “ pV,Eq se compose d’une collection de sommets V , appelée ensemble des sommets, et
d’une collection d’arêtes, appelée ensemble des arêtes, E. Les sommets correspondent aux institutions
financières que nous modélisons, les arêtes indiquent les interconnexions entre les paires d’institutions.
Les graphes peuvent être classés en deux types, non orientés et orientés. Une arête est une paire non
ordonnée u, v P E indiquant que u et v sont directement connectés. Lorsque G est non orienté, si u est
directement connecté à v, alors v est également directement connecté à u. Ainsi, une arête peut être
considérée comme une paire de sommets. Dans notre contexte, nous traitons des graphes orientés, où
les arêtes sont indiquées par la paire ordonnée pu, vq, ce qui signifie une arête allant de u à v. Dans
ce cas, lorsque l’arête pu, vq est présente, l’arête inverse pv, uq n’a pas nécessairement besoin d’être
présente. Dans un système financier, c’est en réalité le cas, car le créancier et le débiteur jouent des
rôles différents dans leur relation mutuelle. Si l’institution u est exposée à l’institution v, alors il y a
une arête dirigée de v vers u.

Dans cette thèse, nous considérons de grands réseaux, où l’ensemble des sommets V a une taille
importante n P N. Dans ce cas, nous pouvons numéroter les sommets de 1 à n et supposer que
V “ rns :“ 1, . . . , n, ce que nous ferons à partir de maintenant. Un rôle particulier est joué par
le graphe complet, où l’ensemble des arêtes est constitué de toutes les paires possibles de sommets,
c’est-à-dire E “ i, j : 1 ď i ă j ď n. Le graphe complet est le graphe le plus fortement connecté sur
n sommets, et tout autre graphe peut être considéré comme un sous-graphe de celui-ci, obtenu en
conservant certaines arêtes et en supprimant le reste. Les réseaux du monde réel, non limités aux
réseaux financiers, présentent une grande diversité dans leur structure de connectivité, tels que les
réseaux en anneau, les réseaux en étoile, les réseaux en arbre, etc. Différentes structures de graphes
conduisent à des performances différentes dans différents modèles.

Une caractéristique importante des graphes est le degré, qui mesure la connectivité d’un sommet
dans le graphe. Dans les graphes non orientés, le degré di du sommet i P rns est défini comme le
nombre d’arêtes contenant i, c’est-à-dire di “ #tj P rns : ti, ju P Eu. Dans notre contexte, dans les
graphes orientés, le degré d se compose de deux parties, le degré d’entrée d` et le degré de sortie d´,
qui sont définis, par exemple pour le sommet i,

d`
i “ #tj P rns : pj, iq P Eu, et d´

i “ #tj P rns : pi, jq P Eu.

Nous appelons toutes les arêtes dirigées vers i pj, iq P E : j P rns les voisins entrants de i, et toutes les
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arêtes partant de i, c’est-à-dire pi, jq P E : j P rns, les voisins sortants de i.
Nous fournirons une analyse quantitative des réseaux financiers selon différents modèles de risque.

Graphe aléatoire avec degrés de sommets donnés

Un point crucial dans la modélisation du risque systémique est la disponibilité de l’information. Si
nous disposons de toutes les informations nécessaires sur le réseau financier, y compris sa structure
de connectivité, nous pouvons le modéliser et l’analyser efficacement. Cependant, les informations
disponibles ne sont pas toujours complètes, en particulier lorsqu’il s’agit de réseaux financiers très
vastes. Comme le soulignent [30, 126, 144, 187, 193], seules des informations partielles sont générale-
ment disponibles pour les réseaux financiers, par exemple la taille totale des actifs et des passifs de
chaque institution. Pour faire face à une observation incomplète des connexions du système, nous
allons utiliser des graphes aléatoires.

Il existe différents types de graphes aléatoires, et parmi eux, nous nous concentrerons sur les graphes
avec des degrés fixes. Idéalement, nous aimerions étudier des graphes aléatoires uniformes ayant une
séquence de degrés prédéterminée, c’est-à-dire une séquence de degrés qui nous est donnée à l’avance.
En général, les informations partielles observées nous permettent de déterminer le nombre de créanciers
et de débiteurs pour presque toutes les institutions. Nous analyserons les réseaux financiers en nous
basant sur le Modèle de Configuration, qui a été initialement développé par Bender et Canfield [57]
ainsi que par Bollobás [65] comme moyen de générer un graphe aléatoire avec une séquence prescrite
de degrés de sommets. Ses premières applications étaient dans l’étude des graphes réguliers aléatoires.

Nous étudions le modèle de configuration dirigé. Sans perte de généralité, nous supposons tout
au long de cette thèse que di ě 1 pour tout i P rns, car lorsque di “ 0, le sommet i est isolé et
peut être supprimé du graphe. Étant donné les séquences de degrés d`

n “ pd`
1 , . . . , d

`
n q et d´

n “

pd´
1 , . . . , d

´
n q telles que

ř

iPrns d
`
i “

ř

iPrns d
´
i , nous associons à chaque institution i deux ensembles :

H`
i l’ensemble des demi-arêtes entrantes et H´

i l’ensemble des demi-arêtes sortantes, avec |H`
i | “ d`

i

et |H´
i | “ d´

i . Soit H` “
Ťn

i“1 H`
i et H´ “

Ťn
i“1 H´

i . Une configuration est un appariement entre H`

et H´. Lorsqu’une demi-arête sortante de l’institution i est appariée avec une demi-arête entrante de
l’institution j, une arête dirigée de i vers j apparaît dans le graphe. Le modèle de configuration est le
multigraphe dirigé aléatoire uniformément distribué sur toutes les configurations. Le graphe aléatoire
construit par le modèle de configuration est noté Gpnqpd`

n ,d´
n q.

Il n’est pas toujours possible de construire un graphe simple avec une séquence de degrés donnée.
À la place, nous construisons un multigraphe, qui autorise les boucles et les arêtes multiples entre
paires de sommets. Cependant, notre objectif est de modéliser les réseaux financiers comme des
graphes aléatoires simples uniformes. Comment abordons-nous cette question ? En réalité, il existe
plusieurs approches pour résoudre ce problème. Cependant, nous n’avons pas nécessairement besoin
de générer un graphe aléatoire simple uniforme. Grâce à certaines découvertes dans les graphes
aléatoires, le modèle de configuration peut offrir des insights et des résultats pour notre objectif. Il
est facile de montrer que conditionné à ce que le multigraphe soit un graphe simple, nous obtenons un
graphe aléatoire uniformément distribué avec ces séquences de degrés données, noté Gpnq

˚ pd`
n ,d´

n q. En
particulier, en nous appuyant sur la proposition suivante, toute propriété qui se réalise avec une forte
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probabilité sur le modèle de configuration se réalise également avec une forte probabilité sur le graphe
aléatoire simple uniforme, c’est-à-dire qu’elle se réalise également avec une forte probabilité sur nos
réseaux financiers.

Proposition 0.1 ([10]). Toute propriété qui se réalise avec une forte probabilité sur le modèle de
configuration se réalise également avec une forte probabilité sur ce graphe aléatoire simple (pour le
graphe aléatoire Gpnq

˚ pd`
n ,d´

n q) à condition que

lim inf
nÑ8

PpGpnqpd`
n ,d´

n q simpleq ą 0.

D’autre part, une condition de moment du second ordre sur la séquence de degrés
řn

i“1pd`
i q2 `

pd´
i q2 “ Opnq peut nous garantir que la condition ci-dessus est satisfaite, selon un résultat de Janson

[149].
Nous nous référons à [194, Chapitre 7.5] pour plus d’informations sur le modèle de configuration.

Comme nous le verrons plus tard, sous certaines restrictions imposées à la séquence de degrés, nos
réseaux financiers satisfont toutes les conditions de la proposition mentionnée ci-dessus. Par con-
séquent, nous pouvons utiliser une approche probabiliste pour étudier diverses propriétés financières
dans différents modèles de risque en les associant au modèle de configuration. Dans cette optique,
nous pouvons établir nos modèles basés sur le modèle de configuration.

Propagation des défauts et ventes forcées

Pour analyser la contagion des défauts dans les réseaux financiers, il est nécessaire de définir la con-
dition de défaut pour les institutions en fonction des informations disponibles et d’examiner comment
la contagion se propage dans les réseaux.

Modèle de seuil et percolation bootstrap

Comme dans [20], nous utiliserons le nombre de voisins en défaut comme critère. Chaque institution
se voit attribuer aléatoirement un seuil de défaut selon une certaine distribution, basée sur ses carac-
téristiques financières. Lorsque le nombre de voisins en défaut atteint ou dépasse ce seuil de défaut,
l’institution elle-même tombe en défaut.

Nous décrirons la dynamique de contagion des réseaux en utilisant la percolation bootstrap. La
percolation bootstrap a été introduite par Chalupa, Leath et Reich [86] en 1979 dans le contexte des
systèmes magnétiques désordonnés. La percolation bootstrap est un processus de diffusion qui a été
étudié sur divers graphes, voir par exemple [9, 10, 148, 150]. Le processus de percolation bootstrap
(ainsi que de nombreuses variations de celui-ci) a une longue histoire en physique statistique et est
largement utilisé comme modèle pour décrire plusieurs phénomènes complexes dans divers domaines,
de la propagation des pandémies [153] à l’activité neuronale [11] et à la propagation des défauts dans
les systèmes bancaires [20]. Dans le processus de percolation bootstrap, pour un seuil fixe θ ě 2, il
y a initialement un sous-ensemble de nœuds actifs et à chaque tour, chaque nœud inactif ayant au
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moins θ voisins actifs devient actif et le reste indéfiniment. Récemment, la normalité asymptotique
de la percolation bootstrap a également été étudiée dans [13]. La percolation bootstrap est également
étroitement liée au problème du k-core dans les graphes aléatoires, car elle se révèle être une méthode
puissante pour trouver le k-core, voir par exemple [151].

Dans notre contexte, nous considérons un processus de percolation bootstrap sur le graphe avec
une séquence donnée de seuils de défaut. Ce processus est déterministe et évolue par étapes. Chaque
institution dans le graphe peut être dans l’un des deux états : solvable ou en défaut (également appelé
inactif ou actif dans certaines publications). Initialement, un sous-ensemble de sommets du graphe
représente les institutions en défaut, tandis que toutes les autres institutions sont solvables. À chaque
étape du processus, si un sommet solvable a un nombre de voisins en défaut supérieur ou égal à son
seuil, il devient également en défaut et reste dans cet état de manière permanente. Le processus se
poursuit jusqu’à ce qu’aucune autre institution ne devienne infectée, moment où il s’arrête.

Cascade de défauts et résultats asymptotiques

Nous abordons la construction de la contagion des défauts de manière dynamique, où la cascade de
défauts évolue étape par étape. La cascade de défauts peut être considérée comme un processus de
percolation bootstrap appliqué au modèle de configuration. Si la structure du graphe est connue et
que la séquence des seuils est fixée, le processus de percolation devient déterministe. Cependant, en
raison de la nature aléatoire du modèle de configuration et de la variabilité de la séquence des seuils,
le processus de percolation lui-même devient stochastique, ce qui rend son analyse complexe.

Pour résoudre ce problème, nous proposons de classer toutes les institutions en un ensemble de
types dénombrables X en fonction de leurs caractéristiques financières observées. Les institutions
appartenant au même type partagent la même distribution de seuil sur 0, 1, . . . , d`. De plus, nous
introduisons un cadre en temps continu pour la contagion de défaut. Une fois qu’une institution fait
défaut, elle subit des pertes envers ses voisins sortants après une période de temps stochastique. En
conséquence, le processus de contagion de défaut devient un processus stochastique avec des sauts.
Notre objectif est d’étudier ses propriétés asymptotiques lorsque la taille du réseau n devient grande.
Nous obtenons à la fois des lois des grands nombres (LLN) et des théorèmes centraux limites (TCL).
Nous étudions également des processus de cascade de défauts plus généraux dans des réseaux financiers
stochastiques et obtenons un résultat de LLN en utilisant une méthode de torsion temporelle pour les
processus de Markov, qui apparaît, par exemple, dans l’étude du modèle de pandémie SIR dans [153].

Les résultats présentés dans le chapitre 2 étendent les travaux de [20]. Nous utilisons une approche
probabiliste pour établir la loi des grands nombres pour des caractéristiques clés du réseau pendant
le processus de contagion de défaut. Ces caractéristiques comprennent (mais ne se limitent pas à) le
nombre d’institutions solvables et en défaut tout au long de la dynamique, y compris les quantités
finales après l’arrêt de la contagion. Par rapport à [20], nous fournissons des informations plus dé-
taillées sur l’état du réseau pendant la contagion de défaut. Bien que les deux études examinent la
cascade de défauts en la construisant comme un processus dynamique, notre preuve diffère de celle
de [20], qui repose sur les résultats de fluides limites des équations différentielles. En revanche, nous
utilisons une méthode probabiliste. Nous considérons les quantités correspondant aux caractéristiques
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du réseau comme des processus stochastiques qui évoluent dans le temps. Nous démontrons que ces
processus, lorsqu’ils sont normalisés par la taille du réseau, convergent conjointement vers des proces-
sus gaussiens. Les fonctions de covariance de ces fluctuations gaussiennes asymptotiques sont données
explicitement. Nous prouvons que ces caractéristiques convergent conjointement vers des vecteurs
gaussiens après l’arrêt de la contagion. De plus, nous proposons des théorèmes limites pour diverses
fonctions d’agrégation de richesse à l’échelle du système et étudions comment le risque systémique
peut être lié à l’hétérogénéité des réseaux financiers.

Contributions du Chapitre 2 : Théorèmes limites pour la contagion de défaut et le risque
systémique

Notations. Soit tXnunPN une suite de variables aléatoires réelles sur un espace de probabilité
pΩ,F ,Pq. Si c P R est une constante, nous écrivons Xn

p
ÝÑ c pour indiquer que Xn converge en

probabilité vers c, c’est-à-dire que pour tout ϵ ą 0, nous avons Pp|Xn ´ c| ą ϵq Ñ 0 lorsque n Ñ 8.
Nous écrivons Xn

d
ÝÑ X pour indiquer que Xn converge en distribution vers X. Soit tanunPN et

tbnunPN deux suites de nombres réels tendant vers l’infini lorsque n Ñ 8. Nous écrivons Xn “ oppanq

si |Xn|{an
p

ÝÑ 0, et nous écrivons Xn “ Oppanq si Pp|Xn| ď C|an|q Ñ 1 lorsque n Ñ 8 pour une
certaine constante C. Nous écrivons an “ opbnq si an{bn Ñ 0, et nous écrivons an “ Opbnq si pour
une certaine constante C, |an| ď C|bn|. Si En est un sous-ensemble mesurable de Ω, pour tout n P N,
nous disons que la suite tEnunPN se produit avec une probabilité élevée (w.h.p.) si PpEnq “ 1 ´ op1q

lorsque n Ñ 8. La notation 11tEu est utilisée pour l’indicateur d’un événement E ; il vaut 1 si E se
produit et 0 sinon.

Nous classifions les institutions financières dans un ensemble de types X , qui est dénombrable.
Sans perte de généralité, nous supposons que les institutions appartenant au même type ont le même
degré sortant, le même degré entrant et la même distribution des seuils de défaut.

Hypothèses 2.1 et 2.2

• Il existe une classification des institutions financières dans un ensemble dénombrable de car-
actéristiques possibles X tel que, pour chaque n P N, les institutions de la même classe de
caractéristiques ont la même fonction de distribution des seuils (notée qpnq

x pour les institutions
de la classe x P X ).

• Pour un réseau de taille n, soit µpnq
x la distribution des types et qpnq

x la distribution des seuils de
défaut du type x P X . Pour certaines fonctions de distribution de probabilité µ et q sur l’ensemble
des caractéristiques X et indépendantes de n, nous avons µpnq

x Ñ µx et qpnq
x pθq Ñ qxpθq lorsque

n Ñ 8, pour tous les x P X et θ “ 0, 1, . . . , d`
x . De plus, nous supposons que

řd`
x

θ“0 qxpθq “ 1
pour tous les x P X .

Pour étudier les résultats du TCL, nous restreignons au régime des réseaux clairsemés.
Hypothèses 2.3a-b
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• (a) Nous supposons que, lorsque n Ñ 8, les degrés moyens convergent et sont finis :

λpnq :“
ÿ

xPX
d`

x µ
pnq
x “

ÿ

xPX
d´

x µ
pnq
x ÝÑ λ :“

ÿ

xPX
d`

x µx P p0,8q.

• (b) Nous supposons que pour toute constante A ą 1, nous avons
n
ÿ

i“1
Ad`

i “ n
ÿ

xPX
µpnq

x Ad`
x “ Opnq and

n
ÿ

i“1
Ad´

i “ n
ÿ

xPX
µpnq

x Ad´
x “ Opnq.

Notez que l’hypothèse 2.3b implique 2.3a. Les résultats du TCL ne nécessitent pas l’hypothèse
2.3b. Nous ne mettons en évidence que les résultats du TCL dans cette introduction.

Pour z P r0, 1s, nous définissons les fonctions:

bpd, z, ℓq :“PpBinpd, zq “ ℓq “

ˆ

d

ℓ

˙

zℓp1 ´ zqd´ℓ,

βpd, z, ℓq :“PpBinpd, zq ě ℓq “

d
ÿ

r“ℓ

ˆ

d

r

˙

zrp1 ´ zqd´r,

où Binpd, zq désigne la distribution binomiale avec les paramètres d et z. Nous définissons également:

f
pnq

S pzq :“
ÿ

xPX
µpnq

x

d`
x
ÿ

θ“1
qpnq

x pθqβ
`

d`
x , z, d

`
x ´ θ ` 1

˘

, f
pnq

D pzq “ 1 ´ f
pnq

S pzq,

f
pnq

W pzq :“λpnqz ´
ÿ

xPX
µpnq

x d´
x

d`
x
ÿ

θ“1
qpnq

x pθqβ
`

d`
x , z, d

`
x ´ θ ` 1

˘

,

s
pnq

x,θ,ℓpzq :“µpnq
x qpnq

x pθqb
`

d`
x , 1 ´ z, ℓ

˘

.

Sauf indication contraire, nous définissons toujours les fonctions sans exposant pnq en remplaçant la
distribution des seuils qpnq

x pθq et la distribution des degrés µpnq
x par leur distribution limite qxpθq et µx

respectivement. Par exemple, nous définissons :

sx,θ,ℓpzq :“ µxqxpθqb
`

d`
x , 1 ´ z, ℓ

˘

.

Désignons par Dnptq et Snptq respectivement le nombre d’institutions en défaut et le nombre
d’institutions solvables à l’instant t pour un réseau de taille n. Pour x P X , θ P N et ℓ “ 0, . . . , θ ´ 1,
nous notons Spnq

x,θ,ℓptq le nombre d’institutions solvables de type x, avec un seuil de θ et ℓ voisins en
défaut à l’instant t. Soit Wnptq le nombre de demi-arêtes sortantes infectées et τ‹

n le temps d’arrêt
correspondant à l’arrêt de la contagion de défaut. Remarquez que lorsque le réseau ne contient plus
de demi-arêtes sortantes infectées, la contagion s’arrête.

Définissons

z‹ :“ sup
␣

z P r0, 1s : λz ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“1
qxpθqβ

`

d`
x , z, d

`
x ´ θ ` 1

˘

“ 0
(

,
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qui peut être considéré comme la limite du temps d’arrêt τ‹
n.

La normalité asymptotique à la fin du processus de contagion est donnée comme suit.
Théorème 2.7 Supposons que les hypothèses 3.2 à 3.5b sont satisfaites. Soit t‹ “ ´ ln z‹ et pzn le
plus grand z P r0, 1s tel que f

pnq

W pzq “ 0. Si z‹ P p0, 1s et z‹ est une solution stable, c’est-à-dire
α :“ f 1

W pz‹q ą 0, alors nous avons conjointement

n´1{2pDnpτ‹
nq ´ nf

pnq

D ppznqq
d

ÝÑ ZDpt‹q ´ α´1f 1
Dpz‹qZW pt‹q,

n´1{2pSnpτ‹
nq ´ nf

pnq

S ppznqq
d

ÝÑ ZSpt‹q ´ α´1f 1
Spz‹qZW pt‹q.

De plus, pzn
p

ÝÑ z‹ et pour tout x P X , 0 ď ℓ ă θ ď d`
x ,

n´1{2pS
pnq

x,θ,ℓpτ
‹
nq ´ ns

pnq

x,θ,ℓppznqq
d

ÝÑ Z˚
x,θ,ℓpt

‹q ´ α´1s1
x,θ,ℓpz

‹qZW pt‹q,

où ZD, ZS et ZW sont des processus Gaussiens centrés avec des fonctions de covariance caractérisées
explicitement.

Nous étudions également la LCT concernant le risque systémique du réseau financier.
Richesse globale du système : Soit Γ̄♢

n la richesse totale dans le système financier s’il n’y a pas
de défaut dans le système. Nous définissons la fonction d’agrégation à l’échelle du système comme
suit :

Γ♢
nptq :“ Γ̄♢

n ´
ÿ

xPX
L̄d

xD
pnq
x ptq ´

ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓS

pnq

x,θ,ℓptq,

où Dpnq
x ptq est le nombre d’institutions de type x en défaut. Pour chaque type x P X , nous considérons

un coût sociétal fixe borné (dépendant du type) L̄d
x pour les institutions en défaut et un coût fixe

borné (dépendant du type d’institutions hôtes) L̄♢
x pour chaque lien en défaut.

Supposons que Γ̄♢
n{n Ñ Γ̄♢ lorsque la taille du réseau n Ñ 8. Définissons alors :

f
pnq

♢ pzq :“ Γ̄♢
n{n´

ÿ

xPX
L̄d

x f
pnq

D pzq ´
ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓs

pnq

x,θ,ℓpzq,

f♢pzq :“ Γ̄♢ ´
ÿ

xPX
L̄d

x fDpzq ´
ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓsx,θ,ℓpzq.

Le résultat est le suivant.
Théorème 2.8. Supposons que les hypothèses 3.2 à 3.5a sont satisfaites. Les fonctions d’agrégation
finales (à l’échelle du système) satisfont (sous les hypothèses 3.2 à 3.5a) :

(i) Si z‹ “ 0, alors presque toutes les institutions font défaut asymptotiquement pendant la cascade
et

Γ♢
npτ‹

nq

n

p
ÝÑ Γ̄♢ ´

ÿ

xPX
µxL̄

d
x .
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(ii) Si z‹ P p0, 1s et z‹ est une solution stable, c’est-à-dire, f 1
W pz‹q ą 0, alors Γ♢

npτ‹
nq

n

p
ÝÑ f♢pz‹q et,

sous l’hypothèse 3.5b,

n´1{2`Γ♢
npτ‹

nq ´ n pf
pnq

♢ ppznq
˘ d

ÝÑ Z‹
♢,

où Z‹
♢ est une variable aléatoire gaussienne centrée avec une variance σ‹

♢ donnée par l’équation
(2.62).

Ventes précipitées et prix d’équilibre

Comme mentionné précédemment, lorsqu’une institution en défaut affecte ses voisins sortants, cela
peut créer une pénurie de liquidités pour ces voisins. Par conséquent, lorsqu’une institution est exposée
à une institution en défaut, elle peut être contrainte de liquider une certaine quantité d’actifs illiquides
pour maintenir ses réserves de trésorerie conformément aux contraintes réglementaires. Différents types
d’institutions utilisent différentes stratégies de liquidation. Dans le contexte d’une crise financière, des
ventes précipitées se produisent lorsqu’une institution tente ou est forcée de vendre une quantité
importante d’actifs dans un court laps de temps.

Le chapitre 3 se concentre sur l’étude de l’impact combiné des ventes précipitées et des cascades de
défaut sur le risque systémique dans des réseaux financiers complexes lors d’une crise financière. Nous
examinons les ventes précipitées instantanées dans les réseaux financiers, en utilisant les résultats du
chapitre 2. Le terme "ventes précipitées instantanées" fait référence à un réseau qui réagit rapidement à
un choc externe. Dès que le choc se produit, la cascade de défaut et le processus de ventes précipitées
associé sont déclenchés simultanément. Contrairement à [106], où les prix des ventes précipitées
changent à chaque tour, dans notre étude, les prix des ventes précipitées sont déterminés au début
du choc. Les institutions sont contraintes de liquider des quantités aléatoires d’actifs illiquides pour
compenser les pertes interbancaires pendant la cascade de défauts. Le processus de contagion dépend
désormais des prix de liquidation, car le seuil de défaut est influencé par les caractéristiques financières
de l’institution, et la valeur des actifs illiquides en fait partie. Le système financier vise à atteindre
un état d’équilibre après la survenue de la contagion de défaut et des ventes précipitées.

Le point clé est de trouver un prix d’équilibre p‹
n après le choc. Nous adoptons une approche

conservatrice et supposons que les actifs illiquides ne peuvent être vendus qu’à un certain prix final.
Après toutes les ventes, le marché fixera un prix pour les actifs illiquides en fonction de la fonction de
demande inverse g. Soit Γnpτ‹

nppq; pq le montant total vendu à la fin. En utilisant le prix de vente p, le
prix donné par la fonction de demande inverse est gpΓnpτ‹

nppq; pq{nq, où τ‹
nppq est le temps d’arrêt final

qui dépend également de p. Cela nous conduit à définir le prix d’équilibre de l’actif illiquide comme

p‹
n “ sup

␣

p P rpmin, p0s : p ď gpΓnpτ‹
nppq; pq{nq

(

,

où p0 est le prix initial sans ventes forcées et pmin est le prix minimum lorsque tous les actifs sont
vendus. Pour chaque prix de vente fixé p P rpmin, p0s, nous obtenons les résultats limite, à la fois
LLN et TCL, concernant les caractéristiques des réseaux dans le processus combiné de contagion de
défaut et de ventes forcées, tels que le processus de vente des parts Γnpt; pq. De plus, sous certaines
conditions, nous obtenons également les résultats limite (à la fois LLN et TCL) pour le prix d’équilibre

x



Résumé détaillé
;A<

p‹
n et pour les caractéristiques liées à la structure du réseau à l’état d’équilibre. Enfin, nous étendons

le cadre manipulable à un cadre d’actifs illiquides de types multiples.

Contribution du chapitre 3 : Ventes forcées et cascades de défauts

Nous commençons par formuler une hypothèse sur la fonction de demande inverse g.

Hypothèse 3.1 Soit pmin ě 0. Nous supposons que g : r0, γmaxs Ñ rpmin, p0s vérifie les conditions
suivantes :

(i) gp0q “ p0 (en l’absence de liquidations, le prix est donné de manière exogène par p0).

(ii) g P C1 et est une fonction décroissante de x P r0, γmaxs (le prix décroît avec l’excédent moyen de
l’offre x).

(iii) gpγmaxq “ pmin ě 0.

Hypothèse 3.2 Il existe une classification des institutions financières en un ensemble dénombrable de
classes possibles X telles que, pour chaque n P N et pour tout p P rpmin, p0s, les institutions appartenant
à la même classe ont la même fonction de distribution du seuil (notée qpnq

x pour les institutions de la
classe x P X ). Autrement dit, pour tout i P rns et tout θ P N,

PpΘpnq

i ppq “ θq “ q
pnq

x
pnq

i

pθ; pq.

Hypothèse 3.3 Pour certaines fonctions de distribution de probabilité µ et qp.; pq sur l’ensemble des
classes X (indépendamment de n), nous avons µpnq

x Ñ µx et qpnq
x pθ; pq Ñ qxpθ; pq lorsque n Ñ 8, pour

tous x P X , θ “ 0, 1, . . . , d`
x et p P rpmin, p0s. Les distributions seuil empiriques satisfont qpnq

x pθ; pq P C1

et qxpθ; pq P C1 sur p P rpmin, p0s. De plus, lorsque n Ñ 8, Bq
pnq
x

Bp pθ; pq converge uniformément vers
Bqx

Bp pθ; pq en tant que fonction de p pour tous x P X et θ “ 0, 1, . . . , d`
x .

Dans le chapitre 3, nous considérons également la possibilité qu’une institution ne fasse jamais
défaut, c’est-à-dire qu’elle reste solvable même si toutes ses contreparties font défaut. Nous désignons
un tel seuil par 8. Nous supposons que chaque institution liquide une quantité aléatoire d’actifs
illiquides tant qu’elle a un voisin en défaut. Nous supposons que ces liquidations sont i.i.d. et dépendent
du type x et du seuil θ. Soit γ̄x la valeur constante de liquidation pour chaque institution initialement
en défaut de type x.
Hypothèse 3.4 - Liquidation La moyenne ℓ̄x,θppq et la variance ς2

x,θppq des parts vendues pour
chaque liquidation sont toutes deux continues en fonction de p, pour tous les x P X et θ P t0, 1, . . . , d`

x uY

t8u.

Nous définissons les fonctions suivantes, qui sont les fonctions limites des liquidations,

f
pnq

x,θ pz; pq :“ µpnq
x qpnq

x pθ; pq
`

θ ´

d`
x
ÿ

ℓ“d`
x ´θ`1

βpd`
x , z, ℓq

˘

, f
pnq
x,8pz; pq :“ p1 ´ zqµpnq

x qpnq
x p8; pqd`

x ,

xi



Résumé détaillé
;A<

et,

f
pnq

Γ pz; pq :“
ÿ

xPX

´

µpnq
x γ̄xq

pnq
x p0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqf

pnq

x,θ pz; pq ` ℓ̄x,8ppqf
pnq
x,8pz; pq

¯

.

Les versions transformées dans le temps des fonctions ci-dessus sont ensuite définies comme suit,

pf
pnq

x,θ pt; pq :“ f
pnq

x,θ pe´t; pq, pf
pnq

Γ pt; pq :“ f
pnq

Γ pe´t; pq,

et de même pour les autres fonctions.
Soit Γnpt; pq le total des parts d’actifs illiquides vendues d’ici le temps t. Nous définissons

z‹
nppq :“ sup

␣

z P r0, 1s : f pnq

W pz; pq “ 0
(

,

et

z‹ppq :“ sup
␣

z P r0, 1s : fW pz; pq “ 0
(

,

Nous définissons ensuite t‹ppq “ ´ ln z‹ppq et t‹nppq “ ´ ln z‹
nppq.

Soit f1pz; pq et f2pz; pq les dérivées partielles par rapport au premier et au deuxième paramètre
respectivement. Nous avons le théorème suivant concernant la normalité asymptotique du total final
des parts vendues.
Théorème 3.15 Pour tout p fixé dans l’intervalle rpmin, p0s, lorsque n Ñ 8, le total final des parts
vendues satisfait :

(i) Sous l’hypothèse 2.3a, si z‹ppq “ 0, alors asymptotiquement presque toutes les institutions font
défaut après le choc et (lorsque n Ñ 8)

Γnpτ‹
n; pq

n

p
ÝÑ

ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

¯

.

(ii) Sous l’hypothèse 2.3b, si z‹ppq P p0, 1s et que z‹ppq est une solution stable, c’est-à-dire αppq :“
f1

W pz‹ppq; pq ą 0, alors

n´1{2pΓnpτ‹
n; pq ´ nf

pnq

Γ pt‹nppq; pqq
d

ÝÑ ZΓpt‹ppq; pq ´ αppq´1f1
Γpz‹ppq; pqZW pt‹ppq; pq,

où ZΓpt; pq et ZW pt; pq sont des processus gaussiens dépendant de p.

Nous démontrons également le théorème limite suivant sur le prix donné par la fonction de demande
inverse κnppq :“ gpΓnpτ‹

nppq; pq{nq.
Théorème 3.17 Pour tout p P rpmin, p0s fixé et lorsque n Ñ 8, le prix κnppq donné par la fonction
de demande inverse satisfait :
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(i) Sous l’hypothèse 2.3a, si z‹ppq “ 0, alors asymptotiquement presque toutes les institutions font
défaut après le choc et (lorsque n Ñ 8),

κnppq
p

ÝÑ g
´

ÿ

xPX
µx

`

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

˘

¯

.

(ii) Sous l’hypothèse 2.3b, si z‹ppq P p0, 1s et z‹ppq est une solution stable, c’est-à-dire αppq :“
f1

W pz‹ppq; pq ą 0, alors

n1{2`κnppq´g
`

f
pnq

Γ pt‹nppq; pq
˘˘ d

ÝÑ g1
`

fΓpz‹ppq; pq
˘

”

ZΓpt‹ppq; pq´αppq´1f1
Γpz‹ppq; pqZW pt‹ppq; pq

ı

,

où g1 désigne la première dérivée de g.

Nous obtenons ensuite un théorème limite pour le prix d’équilibre après le choc. Pour le réseau de
taille n, nous définissons

p̄n :“ sup
␣

p P rpmin, p0s : p ď g
`

f
pnq

Γ pz‹
nppq; pq

˘(

.

De manière similaire, définissons son équivalent limite

p̄ :“ sup
␣

p P rpmin, p0s : p ď g
`

fΓpz‹ppq; pq
˘(

. (1)

Nous disons que p̄ est une solution de point fixe stable si soit p̄ “ pmin, soit p̄ P ppmin, p0s et qu’il
existe un ϵ ą 0 tel que p ă g

`

fΓpz‹ppq; pq
˘

pour tout p P pp̄´ ϵ, p̄q.
Le résultat concernant le prix d’équilibre est le suivant.

Théorème 3.18 Lorsque n Ñ 8, le prix d’équilibre satisfait :

(i) Sous l’hypothèse 2.3a, si z‹pp̄q “ 0 et p̄ est une solution stable, alors le prix d’équilibre converge
vers p‹

n
p

ÝÑ p̄, où p̄ est la plus grande solution de l’équation à points fixes

p “ g
´

ÿ

xPX
µx

`

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

˘

¯

.

(ii) Sous l’hypothèse 2.3b, si z‹pp̄q P p0, 1s est une solution stable de fW pz; p̄q “ 0, c’est-à-dire
αpp̄q :“ f1

W pz‹; p̄q ą 0, et p̄ est une solution stable de (1.1), alors

n1{2pp‹
n ´ p̄nq

d
ÝÑ ´ρ´1pp̄qZV pp̄q,

où
ρppq :“ 1 ´ g1

`

fΓpz‹ppq; pq
˘

”

´f1
Γpz‹ppq; pqαppq´1f2

W pz‹ppq; pq ` f2
Γpz‹ppq; pq

ı

,

et,
ZV ppq :“ ´g1

`

fΓpz‹; pq
˘

”

ZΓpt‹ppq; pq ´ αppq´1f1
Γpz‹; pqZW pt‹ppq; pq

ı

est une variable aléatoire gaussienne de moyenne 0.
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Processus de risque sur les réseaux

Le chapitre 4 est consacré à l’étude des processus de risque sur les réseaux. Rappelons quelques notions
de base sur les processus de risque classiques.

Processus de risque classiques

Le processus de risque classique avec des arrivées de sinistres de type Poisson, également connu sous
le nom de modèle de Cramér-Lundberg ([100, 171]), est largement utilisé en gestion quantitative des
risques, voir par exemple [103, 173]. Dans ce modèle, le capital agrégé d’un assureur qui démarre avec
un capital initial γ, un taux de prime α et des montants de sinistre pLkq (pertes) est donné par le
processus de Poisson composé spectrale négative suivant :

Cptq “ γ ` αt´

N ptq
ÿ

k“1
Lk,

où Lk, k P N, sont des variables aléatoires non négatives i.i.d. suivant une distribution F avec une
moyenne L̄, et N ptq est un processus de Poisson d’intensité β ą 0 indépendant de Lk. Le temps de
ruine pour l’assureur avec un capital initial γ est défini par

τpγq :“ inftt | Cptq ď 0u,

(avec la convention que inf H “ 8) et la question centrale est de trouver la probabilité de ruine

ψpγq :“ Ppτpγq ă 8q.

Il est connu (voir par exemple [35, 115]) que lorsque βL̄ ą α, nous avons ψpγq “ 1 pour tout γ P R et
lorsque βL̄ ă α, la probabilité de ruine peut être calculée à l’aide de la célèbre formule de Pollaczek-
Khinchine donnée par

ψpγq “

ˆ

1 ´
βL̄

α

˙ 8
ÿ

k“0

ˆ

βL̄

α

˙k
´

1 ´ pF ˚kpγq

¯

,

où
pF pγq “

1
L̄

ż γ

0

`

1 ´ F puq
˘

du,

et l’opérateur p¨q˚k représente la convolution k fois.

Processus de risque en réseau

Des efforts récents ont été consacrés à l’étude des processus de risque sur les réseaux. Dans [56],
les auteurs étudient les processus de risque et les probabilités de ruine dans les réseaux bipartites.
Cependant, il s’agit plutôt d’une combinaison linéaire de plusieurs processus de risque classiques avec
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une certaine indépendance. Dans le chapitre 4, nous étudions un modèle de risque plus général sur
des réseaux financiers hétérogènes, où les institutions peuvent récupérer du capital au fil du temps,
c’est-à-dire qu’il existe une fonction croissante du temps αiptq pour chaque agent i P rns dans le réseau.
Soit Ciptq le capital total de l’agent i au temps t. Nous considérons le processus de risque stochastique
en réseau comme suit, pour chaque agent i P rns :

Ciptq :“ γip1 ´ ϵiq ` αiptq ´ δi ´
ÿ

jPrns:jÑi

Lji11tτj ` Tji ď tu, (2)

où τj :“ inftt : Cjptq ď 0u désigne le temps de ruine pour l’agent j P rns et Lji est la perte interbancaire
aléatoire causée par j lorsqu’il fait défaut, γi est le montant d’actifs externes exposés au risque, ϵi est
le choc (fraction perdue des actifs externes), Tji est le délai auquel la perte Lji se produit pour i et
δi représente la valeur totale des créances détenues par les utilisateurs finaux sur l’agent i (dépôts).
Dans le chapitre 2, nous étudions la contagion de défaut sans récupération de capital, où le seuil de
défaut dépend uniquement du profil de capital et des pertes interbancaires reçues. Ainsi, dans cette
situation, pour chaque institution, le seuil de défaut a une distribution fixe. Mais ici, dans la situation
avec récupération de capital, le seuil varie au fil du temps. Nous ne pouvons plus appliquer le modèle
de seuil. L’analyse devient plus complexe. C’est également un complément au travail précédent
(contagion avec récupération de capital) réalisé dans le chapitre 2. Dans [28], les auteurs étudient la
contagion avec récupération dans un cadre similaire, mais avec une récupération sur le seuil et d’une
forme spéciale. Ici, nous étudions un cas plus général.

Nous étudions ici la probabilité de ruine pour les processus de risque sur des réseaux à grande
échelle. Nous établissons des résultats de LGN pour les structures de réseau en utilisant une approche
probabiliste, qui repose sur des connaissances sur la classe de Glivenko-Cantelli et les théorèmes
associés. Notre étude englobe différents aspects des processus de risque en réseau et des cas spéciaux
déjà abordés dans d’autres travaux. Plus précisément, nous étudions les théorèmes limites liés à la
dynamique de contagion et aux probabilités de ruine en réseau pour les processus de risque dans un
cadre de réseau stochastique. Nous fournissons également des estimations des probabilités de ruine
pour des processus de risque en réseau complexes, qui impliquent à la fois des pertes provenant du
réseau et des pertes hétérogènes provenant de sources externes.

Contribution du chapitre 4 : Probabilités de ruine pour les processus de risque dans les
réseaux stochastiques

Nous considérons un processus d’intensité de révélation de pertes général, noté Rnptq, pour décrire
l’intensité des révélations de pertes inter-réseaux. Plus précisément, si une perte est révélée au temps
t1 P R`, nous attendons un temps exponentiel avec un paramètre Rnpt1q jusqu’à la prochaine révéla-
tion de perte.
Hypothèse 4.1 Nous supposons que pour certaines fonctions de distribution de probabilité µ sur X ,
indépendantes de n, nous avons µpnq

x Ñ µx, lorsque n Ñ 8, pour tout x P X .

Hypothèse 4.3 Nous supposons que la fonction d’intensité de perte Rn satisfait Rnptq “ 0 pour t ą

τ‹
n, et Rnptq “ nRptq ` oppnq pour t ď τ‹

n, où Rptq est continue, positive et }R}L1 :“
ş8

0 Rpsqds ă 8.
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Nous définissons

fRS ptq :“
ÿ

xPX
µx

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θptq, fRD ptq “ 1 ´ fRS ptq,

et

fRW ptq :“λp1 ´ ϕRptqq ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θptq.

où ϕR et SR
x,θ sont des fonctions caractérisées par les caractéristiques du réseau et R, et sont définis

dans le chapitre 4.
Le résultat principal est le suivant.

Théorème 4.5 Sous l’hypothèse 2.3a et 3.3, pour toute fonction d’intensité de perte Rn satisfaisant
l’Hypothèse 4.3, nous avons lorsque n Ñ 8,

sup
tďτ‹

n

ˇ

ˇ

S
pnq

x,θ ptq

n
´ µxbpd

`
x , ϕ

Rptq, θqSR
x,θptq

ˇ

ˇ

p
ÝÑ 0.

De plus, lorsque n Ñ 8,

sup
tďτ‹

n

ˇ

ˇ

Spnqptq

n
´ fRS ptq

ˇ

ˇ

p
ÝÑ 0, sup

tďτ‹
n

ˇ

ˇ

Dpnqptq

n
´ fRD ptq

ˇ

ˇ

p
ÝÑ 0,

et le processus Wn satisfait

sup
tďτ‹

n

ˇ

ˇ

Wnptq

n
´ fRW ptq

ˇ

ˇ

p
ÝÑ 0.

Définissons

t‹R :“ inf
␣

t P r0, 1s : fRW ptq “ 0
(

.

Nous disons que t‹R ă 8 est une solution stable de fRW ptq “ 0 s’il existe un petit ϵ ą 0 tel que fRW ptq
soit négatif sur l’intervalle rt‹R, t

‹
R ` ϵq.

Le résultat pour les défauts finaux est le suivant.
Théorème 4.9 Sous les hypothèses 2.3a et 3.3, et pour toute fonction d’intensité de perte Rn donnée
qui satisfait l’hypothèse 4.3, nous avons lorsque n Ñ 8 :

(i) Si
şt‹

R
0 Rpsqds “ λ, alors asymptotiquement tous les agents font faillite à la fin du processus de

propagation des pertes, c’est-à-dire :

Dpnqpτ‹
nq “ n´ oppnq.
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(ii) Si t‹R ă 8 est une solution stable de fRW ptq “ 0 et
şt‹

R
0 Rpsqds ă λ, alors la probabilité de ruine

d’un agent de type x P X converge vers :

D
pnq
x pτ‹

nq

nµ
pnq
x

p
ÝÑ 1 ´

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θpt‹Rq,

et le nombre total d’agents ruinés satisfait :

Dpnqpτ‹
nq “ n

ÿ

xPX
µxp1 ´

d`
x
ÿ

θ“0
SR

x,θpt‹Rqq ` oppnq.

(iii) Si t‹R “ 8 et }R}L1 ă λ, alors la probabilité de ruine d’un agent de type x P X converge vers

D
pnq
x pτ‹

nq

nµ
pnq
x

p
ÝÑ 1 ´

d`
x
ÿ

θ“0
b
`

d`
x , }R}L1{λ, θ

˘

SR
x,θp8q,

et le nombre total d’agents ruinés est donné par :

Dpnqpτ‹
nq “ n

ÿ

xPX
µxp1 ´

d`
x
ÿ

θ“0
b
`

d`
x , }R}L1{λ, θ

˘

SR
x,θp8qq ` oppnq,

où SR
x,θp8q représente la limite de SR

x,θptq lorsque t tend vers l’infini.

Assumption 4.4 Nous supposons que, lorsque n Ñ 8,
ř

iPrnspd
`
i ` d´

i q2 “ Opnq.

Les résultats mentionnés ont été obtenus en supposant que la fonction d’intensité de révélation
des pertes est connue. Cependant, dans le résultat suivant, nous considérons un cas particulier où
l’intensité de révélation des pertes dépend du nombre actuel d’arêtes sortantes infectées non révélées
(Wnptq) dans le réseau.
Théorème 4.10 Soit LλpR`q l’espace de toutes les fonctions continues positives intégrables f avec
}f}1 ď λ. Supposons que l’intensité de révélation des pertes satisfait Rnptq “ βWnptq pour une
certaine constante β et que la séquence de réseaux tGpnqunPN satisfait les hypothèses 3.3 et 4.4. Alors
nous avons :

(i) Il existe une solution unique R‹ dans LλpR`q avec une valeur initiale R‹p0q “ β
ř

xPX µxd
´
x p1´

qx,0q à l’équation du point fixe R “ βΨpRq, où Ψ : LλpR`q Ñ LλpR`q est l’application.

ΨpRqptq “ λp1 ´ ϕRptqq ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θptq.

(ii) À mesure que n tend vers l’infini, nous avons

sup
tďτ‹

n

ˇ

ˇ

βWnptq

n
´ R‹ptq

ˇ

ˇ

p
ÝÑ 0,
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et par conséquent,

sup
tďτ‹

n

ˇ

ˇ

Spnqptq

n
´ fR

‹

S ptq
ˇ

ˇ

p
ÝÑ 0 et sup

tďτ‹
n

ˇ

ˇ

Dpnqptq

n
´ fR

‹

D ptq
ˇ

ˇ

p
ÝÑ 0.

Jeux en champ moyen de graphon et systèmes interactifs

Risque systémique et systèmes en champ moyen. Les agents dans les réseaux sont générale-
ment influencés par un groupe d’agents dans ce réseau, qui sont les "voisins" au sens spécifique selon
les modèles et les contextes. Parfois, un tel impact peut dépendre de l’ensemble de la population.
L’étude du risque systémique et de la contagion de défaut dans les réseaux financiers complexes est
de plus en plus liée à la théorie des systèmes en champ moyen et des jeux en champ moyen ces
dernières années, voir par exemple [32, 85, 136]. Parmi eux, [85] étudie un modèle d’emprunt et de
prêt interbancaire. Dans [32], les auteurs étudient un modèle plus complexe d’emprunt et de prêt
intra-et-interbancaire, qui inclut différents groupes de banques, et les impacts financiers proviennent à
la fois des banques intergroupe et des banques de différents groupes. Un modèle dynamique en champ
moyen pour l’étude du risque systémique et de la cascade de contagion est proposé dans [136]. Les
cascades de défaut peuvent être modélisées par un cadre alternatif. Considérez une dynamique de
diffusion pour décrire l’évolution du capital de chaque agent. Ensuite, le temps de défaut peut être
capturé en utilisant des temps d’atteinte, par exemple le temps d’atteinte à 0 de la diffusion. On peut
établir un lien entre la proportion d’agents solvables dans de vastes réseaux financiers et la probabilité
de défaut dans l’équation de McKean-Vlasov à mesure que la taille des agents n tend vers l’infini, voir
[49, 50, 177]. En fin de compte, les systèmes de particules en champ moyen sont bien adaptés pour
modéliser l’évolution des objets d’intérêt dans les réseaux finis, et leurs contreparties limites lorsque
n Ñ 8 peuvent, à leur tour, fournir des informations sur les propriétés ou les comportements des
événements financiers qui nous intéressent.

L’étude des systèmes en champ moyen avec des interactions homogènes a une riche histoire, re-
montant aux travaux de Boltzmann, Vlasov, McKean et d’autres (voir par exemple [33, 154, 172]). On
peut les considérer comme des limites des systèmes de particules en interaction, provenant à l’origine
de modèles en physique statistique. Des modèles interactifs similaires ont été envisagés pour un large
éventail d’applications dans différents domaines, notamment les réseaux bancaires, la biologie, les
sciences sociales, etc. (voir par exemple [74, 135, 136]). Les Équations Différentielles Stochastiques
Rétrogrades (EDSR) de type champ moyen ont été étudiées précocement dans [72, 73]. De plus,
la théorie des jeux en champ moyen, introduite par Lasry et Lions dans [163] et Huang, Caines et
Malhamé [141, 142], a suscité une attention considérable au cours des dernières années.

Cependant, une limitation des jeux en champ moyen est l’hypothèse d’homogénéité dans les inter-
actions, qui peut ne pas capturer l’hétérogénéité observée dans les systèmes du monde réel. Afin de
prendre en compte l’hétérogénéité des interactions, des systèmes avec des populations multi-types ont
été proposés dans de nombreux domaines, voir par exemple [75, 178]. Plus récemment, l’étude des sys-
tèmes en champ moyen sur de grands réseaux a attiré une attention croissante, voir [52, 61, 97, 110, 155]
et les références qui y sont citées.

Dans de nombreux systèmes du monde réel, y compris les réseaux financiers, l’hétérogénéité est
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prévalente, car différents participants ont des niveaux variables d’influence les uns sur les autres au sein
du système. Cette hétérogénéité découle à la fois de la structure du graphe sous-jacent du système et
des caractéristiques diverses des acteurs impliqués. Pour mieux modéliser les interactions hétérogènes
dans de tels systèmes, l’étude sur les systèmes interactifs en champ moyen avec des graphes a émergé.
Les graphes, introduits par Lovász dans [170], servent de modèles naturels en limite continue pour
les graphes grands et denses, offrant un puissant outil pour la modélisation et l’analyse de systèmes
complexes avec des interactions hétérogènes. Le concept de systèmes interactifs en champ moyen avec
graphes a été proposé et de plus en plus étudié ces dernières années, commençant par la validité et
la convergence de grandes populations des systèmes de particules vers les systèmes de graphes limites
(voir [47, 60] pour les systèmes directs, et [55] pour les systèmes couplés avant-arrière), jusqu’aux
bornes de concentration et la concentration des mesures des systèmes de particules avec graphes (voir
[51, 54]).

Outre les diffusions interactives classiques pilotées par des mouvements browniens, les systèmes
interactifs pilotés par des mesures aléatoires de Poisson sont également étudiés, par exemple dans
[3, 52]. Dans [3], l’auteur étudie les processus Hawkes multivariés sur des graphes hétérogènes et leurs
limites de graphes. L’incorporation de la structure de graphe sous-jacente dans la dynamique est
étudiée dans [52]. L’utilisation des graphes pour analyser les interactions hétérogènes dans la théorie
des jeux en champ moyen est également de plus en plus étudiée, voir [36, 82, 162]. De plus, l’utilisation
des graphes pour apprendre les jeux en champ moyen sur des réseaux hétérogènes a récemment émergé,
voir par exemple [101, 140]. Dans la deuxième partie de cette thèse, nous nous concentrons d’abord
sur l’étude d’un système pur en champ moyen avec un graphe rétrograde et ses mesures de risque
associées. Ensuite, nous examinons des problèmes de contrôle stochastique basés sur des systèmes
directs en champ moyen avec des sauts.

Graphons. Un graphon est défini comme une fonction mesurable symétrique G : I ˆ I Ñ I, avec
I “ r0, 1s. Les graphon peuvent être considérés comme les limites des matrices d’arêtes de graphes
pondérés, lorsque la taille du graphe (nombre de sommets) tend vers l’infini. En effet, en renumérotant
les sommets du graphe par i{n, i P rns :“ t1, . . . , nu, à mesure que n devient grand, les étiquettes
i{n, i P rns deviennent proches les unes des autres, tendant vers un continuum dans r0, 1s. Soit BpIq

l’algèbre de Borel sur I. La norme de découpe d’un graphon est définie par

}G}□ :“ sup
A,BPBpIq

ˇ

ˇ

ˇ

ż

AˆB
Gpu, vqdudv

ˇ

ˇ

ˇ
.

Nous pouvons également considérer un graphe comme un opérateur de L8pIq vers L1pIq, associant à
tout ϕ P L8pIq:

Gϕpuq :“
ż

I
Gpu, vqϕpvqdv.

Par Lovász [170, Lemma 8.11], la norme de l’opérateur résultant s’avère équivalente à la norme de
découpe

}G}□ ď }G}8Ñ1 ď 4}G}□,

avec
}G}8Ñ1 :“ sup

|ϕ|ď1
}Gϕ}L1 .
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Ces normes seront utilisées dans l’étude des théorèmes de convergence pour les systèmes de graphon
induits par une séquence de graphons. Pour étudier des résultats de convergence plus forts, nous devons
considérer une autre norme d’opérateur pour les graphons, en considérant G comme un opérateur de
L8pIq vers L8pIq avec la norme définie par

}G}8Ñ8 :“ sup
|ϕ|ď1

}Gϕ}L8 .

Avec un espace métrique donné S, nous désignons par M`pSq l’ensemble des mesures Borel
mesurables non négatives sur S et par M`

Unifpr0, 1s ˆ Sq l’ensemble des mesures Borel non négatives
sur r0, 1s ˆ S avec une première marge uniforme. Nous définissons la fonction à valeurs de mesure
Λµ : r0, 1s Ñ M`pSq pour tout µ P M`

Unifpr0, 1s ˆ Sq comme suit:

Λµpuq :“
ż

r0,1sˆS
Gpu, vqδxµpdv, dxq, (3)

où δx désigne la mesure de Dirac concentrée en x. Pour toute fonction mesurable bornée ϕ : S Ñ R,
le produit scalaire usuel est défini par

xΛµpuq, ϕy “

ż

r0,1sˆS
Gpu, vqϕpxqµpdv, dxq.

Risque systémique sur de grands réseaux hétérogènes. Dans la Partie I, bien que nous clas-
sifiions les institutions financières par le biais d’un ensemble de caractéristiques X , le réseau présente
une probabilité de connexion égale entre les institutions de différents types. Une extension significa-
tive consisterait à introduire une probabilité de connexion hétérogène entre les institutions, qui peut
être modélisée par une distribution de choix, disons Qxp¨q sur l’ensemble X pour chaque type x P X ,
c’est-à-dire que pour chaque opportunité de connexion, une institution de type x tend à choisir une
institution de type y avec une probabilité Qxpyq de manière indépendante. Ensuite, la probabilité de
connexion entre une paire de types px, yq est QxpyqQypxq, ce qui peut être réécrit comme une fonction
symétrique Q̄px, yq sur X 2. Ici, la fonction Q̄px, yq joue un rôle similaire au graphon G, montrant
la pertinence d’introduire des graphons dans l’étude du risque systémique dans de grands réseaux
hétérogènes. Dans un tel cadre, l’étude de la percolation dans un graphe hétérogène est intéressante.
Dans [48], les auteurs étudient le problème du k-core dans des séquences de graphes hétérogènes denses
percolés convergents au sens de la norme de découpe. Cela peut être lié à l’étude des modèles de risque
dans de grands réseaux hétérogènes. Les travaux futurs pourraient inclure des extensions des modèles
de la Partie I impliquant des graphons. L’étude des jeux entre les institutions (par exemple, la connec-
tivité optimale, la probabilité de connexion optimale) ou des problèmes d’optimisation impliquant un
régulateur extérieur (interventions ciblées) sont également des sujets intéressants à étudier. Dans la
Partie II, nous nous concentrons sur les systèmes et les jeux de champ moyen de graphon. L’étude du
risque systémique dans des modèles de champ moyen de graphon complexes est réservée aux travaux
futurs.
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Équations différentielles stochastiques rétrogrades à sauts en champ moyen de
graphon

Dans le Chapitre 5, nous étudions les équations différentielles stochastiques rétrogrades à sauts en
champ moyen de graphon et les mesures de risque dynamiques associées. Nous considérons un système
rétrograde. Les systèmes en champ moyen de graphon avant et avant-arrière sans sauts ont été étudiés
respectivement dans [47] et [55]. Nous considérons l’équation differentielle stochastique rétrograde en
champ moyen de graphon avec sauts suivante:

Xuptq “ ξu `

ż T

t

ż

I

ż

R
Gpu, yqfps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxqdyds´

ż T

t
ZupsqdWupsq

´

ż T

t

ż

E
ℓu,speq rNupds, deq, u P I, pour t P r0, T s,

(4)

où µy :“ LpXyq P PpDq et µy,s :“ LpXypsqq P PpRq. Nous supposons que pour chaque u P I,
ξu P L2pFT q et que l’application u ÞÑ ξu est mesurable.

L’interaction hétérogène est gouvernée par le terme du graphon G. Notez que si l’interaction est
homogène, alors Gpu, vq ” 1 pour tous pu, vq P r0, 1s ˆ r0, 1s. Dans ce cas, l’EDSR avec sauts ci-dessus
se réduit au cas standard en champ moyen,

Xuptq “ ξu `

ż T

t

ż

I

ż

R
fps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxqdyds´

ż T

t
ZupsqdWupsq

´

ż T

t

ż

E
ℓu,speq rNupds, deq, u P I, pour t P r0, T s.

Ce cas particulier a été étudié dans [89]. Dans notre recherche, nous menons une analyse ap-
profondie des EDSR en champ moyen de graphon avec sauts. Nous établissons certains résultats
fondamentaux, notamment l’existence et l’unicité des solutions, des estimations pour les solutions et
des théorèmes de comparaison. De plus, nous explorons également la propagation du chaos de ses
systèmes de particules N associés. Plus précisément, nous considérons un système de EDSR couplé à
N , où chaque équation est indexée par i “ 1, . . . , N , et a la forme suivante :

XN
i ptq “ ξN

i `

ż T

t

1
N

N
ÿ

j“1
ζN

ij fps,XN
j psq, XN

i psq, ZN
i psq, ℓN,i

s p¨qqds´

ż T

t
ZN

i psqdxWipsq

´

ż T

t

ż

E
ℓN,i

s peq
Ă

xNipds, deq, t P r0, T s

XN
i pT q “ ξN

i ,

(5)
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où xWi :“ W i
N

sont des mouvements browniens i.i.d., et pNipdt, deq “ N i
N

pdt, deq sont des mesures
aléatoires de Poisson indépendantes. Nous supposons que ξN

i P L2pFT q pour tous les i “ 1, . . . , N .
Ici, ζN

ij : N ˆ N ÞÑ R`
0 est symétrique décrivant la force d’interaction entre la particule i et j.

Le graphon G peut être considéré comme la limite de ζN
ij lorsque N Ñ 8. Nous étudions les deux

types de convergence suivants pour la solution :

• Le type moyenne :

1
N

N
ÿ

i“1
E

«

sup
tPr0,T s

|XN
i ptq ´X i

N
ptq|2 `

ż T

0
|ZN

i ptq ´ Z i
N

ptq|2dt`

ż T

0
}ℓi,Nt ´ ℓ

i
N
t }2

νdt

ff

.

• Le type maximum :

max
iPrNs

E

«

sup
tPr0,T s

|XN
i ptq ´X i

N
ptq|2 `

ż T

0
|ZN

i ptq ´ Z i
N

ptq|2dt`

ż T

0
}ℓi,Nt ´ ℓ

i
N
t }2

νdt

ff

.

Nous introduisons les mesures de risque dynamiques en champ moyen de graphon induites par les
solutions des EDSR en champ moyen de graphon avec sauts. Nous étendons plusieurs propriétés des
mesures de risque dynamiques au cas en champ moyen de graphon, notamment la cohérence, la conti-
nuité, l’homogénéité, l’invariance par translation, la monotonie, la convexité et l’absence d’arbitrage.
Ces propriétés ont été précédemment étudiées dans le contexte des mesures de risque dynamiques sans
terme en champ moyen dans [183] et avec terme en champ moyen dans [89]. De plus, nous fournissons
une formule de représentation duale, un résultat fondamental dans la théorie des mesures de risque
convexes. Cette formule fournit une méthodologie pour le calcul des mesures de risque dynamiques
en prenant le supremum sur un ensemble d’attentes sous une famille de mesures de probabilité. Nous
établissons la formule de représentation duale pour les mesures de risque dynamiques en champ moyen
de graphon.

Jeux stochastiques avec interactions de champ moyen de graphon

Avec un intérêt croissant pour les systèmes interagissant avec des graphes, il y a eu une activité de
recherche croissante sur les jeux de champ moyen de graphon. Étudier les jeux stochastiques avec des
interactions hétérogènes ou les jeux sur des réseaux pose des défis substantiels, en particulier lorsqu’il
s’agit de jeux sur des réseaux impliquant un grand nombre de joueurs, car ces jeux peuvent présenter
une asymétrie significative. Cette distinction est particulièrement notable dans le contexte des jeux
sur des réseaux clairsemés (par exemple, [120, 161]). L’analyse des jeux sur de grands réseaux, en
particulier ceux avec des interactions hétérogènes, repose souvent sur des modèles limites (continus)
traitables. Ces modèles fournissent une approximation pratique pour comprendre la dynamique des
jeux finis de grande envergure et offrent des informations précieuses sur les complexités des jeux
stochastiques dans les systèmes interagissant de manière hétérogène.

Le Chapitre 6 vise à développer un modèle d’interaction de graphon pour résoudre les jeux sur des
graphes avec des interactions hétérogènes et des sauts, tout en maintenant une traitabilité comparable

xxii



Résumé détaillé
;A<

aux jeux de champ moyen traditionnels (MFG). Le cadre MFG traditionnel repose sur un problème
de point fixe décrivant la loi du processus d’état pXptqqtPr0,T s d’un joueur typique. Dans le modèle de
jeu de graphon, nous considérons un problème de point fixe pour une famille de lois pXup.qquPI , qui
peut être vue comme une loi conjointe de pU,Xq, où X est le processus d’état aléatoire et la variable
aléatoire uniforme U dans I :“ r0, 1s est interprétée comme la variable "étiquette" (ordre du sommet
sur le réseau dans un sens limite) du joueur dans le graphique. Malgré les interactions hétérogènes,
nous incluons également des sauts dans la dynamique pour modéliser les impacts instantanés. Les
sauts sont induits par des mesures aléatoires de Poisson avec des mesures d’intensité différentes pour
différentes étiquettes, ce qui est une source d’hétérogénéité individuelle.

Nous portons notre attention sur les contrôles de rétroaction markoviens. Le contrôle dépend de
l’état actuel et de son étiquette. Soit AI l’ensemble des contrôles de graphon α définis comme une
fonction mesurable α : r0, T s ˆ I ˆ R Ñ A; pt, u, xq ÞÑ αpt, u, xq, où A est l’ensemble des actions. La
dynamique du système de graphon contrôlé est la suivante :

dXα
u psq “

ż

I

ż

R
Gpu, vqbps,Xα

u psq, x, αps, u,Xα
u psqqqµα

v,tpdxqdvds

`

ż

I

ż

R
Gpu, vqσps,Xα

u psq, x, αps, u,Xα
u psqqqµα

v,tpdxqdvdWupsq

`

ż

E
ℓps,Xα

u psq, e, αps, u,Xα
u psqqq rNupds, deq, Xup0q “ ξu, u P I,

(6)

où µα
v :“ LpXα

v q P PpDq et µα
v,s :“ LpXα

v psqq P PpRq. Nous supposons que ξ :“ tξuuuPI P

ML2pF0q, c’est-à-dire que pour chaque u P I, ξu P L2pFT q et que l’application u ÞÑ ξu est mesurable.
Les coefficients b : r0, T s ˆ R ˆ R ˆA Ñ R, σ : r0, T s ˆ R ˆ R ˆA Ñ R et ℓ : r0, T s ˆ R ˆE ˆA Ñ R
sont Lipschitz continus par rapport à tous les paramètres sauf t. Nous supposons également que σ2

est borné de 0. Notons que dans notre modèle, le terme de contrôle est présent non seulement dans
la dérive, comme dans [82, 162], mais est également dans les termes de diffusion et de sauts. De plus,
nous avons également l’interaction de graphon dans le terme de diffusion, qui n’est pas présent dans le
modèle de [82, 162]. Combinés avec les sauts et les contrôles, plus d’hétérogénéité est introduite dans
notre configuration, et le système dynamique interactif devient plus complexe par rapport à [47, 55].
Chaque joueur avec l’étiquette u P I cherche à maximiser la fonction objective suivante :

E
”

ż T

0
fpt,Xα

u ptq,Λµα
t puq, αpt, u,Xα

u ptqqqdt` gpXα
u pT q,Λµα

T puqq

ı

,

où f est une fonction représentant le coût en cours d’exécution et g est la fonction de coût à l’instant
final.

Équilibres de graphon et équilibres de Nash approximatifs

L’étude des jeux de champ moyen de graphon peut aider à étudier les jeux finis sur de grands réseaux. Il
est difficile d’étudier directement les équilibres de Nash des jeux finis avec une interaction hétérogène.
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Au lieu de cela, nous l’étudions à travers les jeux de graphon. Soit An l’ensemble des fonctions
mesurables α : r0, T s ˆ Rn Ñ A. Le système de particules interagissant de manière hétérogène que
nous considérons a la dynamique contrôlée suivante sous le contrôle tαiuiPrns P An

n,

dX
pnq

i psq “
1
n

n
ÿ

j“1
ζ

pnq

ij bps,X
pnq

i psq, X
pnq

j psq, αips,X
pnqpsqqqds

`
1
n

n
ÿ

j“1
ζ

pnq

ij σps,X
pnq

i psq, X
pnq

j psq, αips,X
pnqpsqqqdWipsq

`

ż

E
ℓps,X

pnq

i psq, e, αips,X
pnqpsqqq rNipds, deq, X

pnq

i p0q “ ξ
pnq

i ,

(7)

où tWi, i P rnsu sont des mouvements browniens i.i.d., tNipdt, deq, i P rnsu sont des mesures
aléatoires de Poisson indépendantes, et tξ

pnq

i , i P rnsu sont les conditions initiales. L’idée est que
lorsque la taille de la population n est suffisamment grande, le système de champ moyen de graphon
contrôlé (1.7) peut être considéré comme le système limite du système couplé contrôlé n (1.8) d’une
certaine manière. Ainsi, l’équilibre de Nash du jeu fini devrait être proche de l’équilibre du jeu de
graphon, et par conséquent pourrait être approché par celui du jeu de graphon. Nous appelons un tel
équilibre du jeu de graphon l’équilibre de graphon et en donnerons la définition détaillée. Des travaux
récents [36, 82, 162] ont étudié de tels équilibres de Nash approximatifs dans certains cas spéciaux.
Dans le Chapitre 6, nous étendons l’étude à un cadre plus général impliquant des sauts.

Nous définissons le concept d’équilibre de graphon dans notre cadre et en établissons l’existence en
utilisant la méthode de la compactification, une technique puissante couramment utilisée pour étudier
les équilibres dans divers types de jeux de champ moyen. Nous enquêtons également sur l’unicité
de l’équilibre de graphon sous certaines conditions de monotonie. En considérant les équilibres de
graphon comme des points de référence, nous pouvons approximer les équilibres de Nash dans les jeux
finis. Nous utilisons le contrôle d’équilibre pour les jeux de graphon comme point de référence pour
déduire le contrôle correspondant pour les jeux finis. En utilisant les résultats de propagation du chaos
(similaires à ceux du Chapitre 5), à mesure que la taille de la population augmente, les distributions
des processus d’état dans les jeux finis convergent vers celles des jeux de graphon selon un schéma de
correspondance spécifique entre l’ordre du joueur i P rns et l’étiquette du graphon u P I. De manière
intuitive, le contrôle d’équilibre pour chaque joueur dans le jeu fini devrait ressembler étroitement à
celui pris pour l’étiquette correspondante dans le système de graphon limite. Par conséquent, il est
naturel de sélectionner le contrôle associé à l’étiquette i

n pour le joueur i-ème dans un jeu à n joueurs.
Lorsque le contrôle d’équilibre pour le jeu de graphon présente une continuité par rapport à u, nous
pouvons nous détendre pour considérer des contrôles associés à des étiquettes proches de i

n . Cette
approximation suit les principes de la théorie classique des jeux de champ moyen. Cependant, en
raison de l’hétérogénéité des interactions dans notre modèle, l’analyse devient plus complexe. Cette
méthode d’approximation pour l’équilibre de Nash s’applique non seulement au cas dépendant du
modèle, mais aussi au cas indépendant du modèle. Elle a également trouvé des applications dans
l’apprentissage par renforcement, comme on peut le voir dans des travaux tels que [101, 134].
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Chapter 1

Introduction

This thesis is divided in two parts. The first part considers the issues of stability and systemic risk
in large complex financial networks, including the study of default contagion, fire sales and risk pro-
cesses on networks. We first prove limit theorems (law of large numbers and central limit theorem
types) for the contagion dynamics. We show how to quantify the systemic risk for a financial network
under partial information facing an outside shock. Then we present a general tractable framework for
understanding the joint impact of fire sales and default cascades on systemic risk in complex financial
networks. We finally study risk processes on large financial systems, when agents, located on a large
network, receive losses from their neighbors.

The second part of the thesis focuses on graphon mean field interacting systems with jumps and
graphon mean field games. Here, the financial network is seen as a large interacting system, with a
graphon mean field structure depending on the underlying graph structure of the network. We first
conduct a comprehensive study of graphon mean field backward stochastic differential equations (BS-
DEs) with jumps and associated global dynamic risk measures. We then study continuous stochastic
games with heterogeneous mean field interactions on large networks and investigate their graphon lim-
its. We provide approximate Nash equilibria for finite games with heterogeneous interactions, using
their graphon equilibria as benchmarks.

1.1 Financial networks and random graphs

Financial networks refer to interconnected financial systems when there are information exchanges or
financial interactions between institutions. When two financial institutions are linked, any financial
event impacting one of them will affect its counterpart, resulting in changes to their financial states.
Therefore, when a financial network faces an external shock, instabilities can propagate from the ini-
tially affected institutions to others through these interconnected links. This can give rise to significant
risks at the system level. Systemic risk refers to the risk of a widespread and substantial disruption
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or collapse of an entire financial system or market, rather than just a specific institution or sector.
The financial crisis of 2007-2009 illustrated the importance of network structures in amplifying initial
shocks within the banking system to a global level, leading to an economic recession. An important
literature on systemic risk and financial networks has emerged, see e.g. [91, 146] for two recent surveys
and references therein. In particular, it is shown in [7, 28, 105, 124, 179] that network topology plays
an important role for default propagation in financial systems.

As the world’s connection becomes more and more compact, network structures are becoming
increasingly complex. It is thus significant to develop mathematical models to study large networks
with complex (random) structures. In particular, networks do not in general appear with observable
and fixed size. In this context, limit theorems can be useful to get insights in modeling and monitoring
various contagion effects in large financial networks. The first part of this thesis focuses on studying
limit theorems in different risk models within large financial networks, encompassing results like the
law of large numbers and central limit theorem. These results can provide information regarding
systemic risk in networks, considering basic parameters and observable data. Feasibility and stability
studies are also included. Various analyses could then be conducted, such as quantifying systemic
risk, targeting interventions or optimizing investments.

1.1.1 Graphs, degrees and connectivity structure

We shall use some techniques of graph theory to study our financial networks. Let us first introduce
some basic concepts. We follow certain notations and definitions from [139], where more in-depth
information about graphs and networks can be found.

A graph G “ pV,Eq consists of a collection of vertices V , called the vertex set, and a collection of
edges, called the edge set, E. The vertices correspond to the financial institutions that we model, the
edges indicate the interlinkages between pairs of institutions. Graphs can be classified into two types,
undirected and directed. An edge is an unordered pair tu, vu P E indicating that u and v are directly
connected. When G is undirected, if u is directly connected to v, then v is also directly connected to
u. Thus, an edge can be seen as a pair of vertices. In our setting, we deal with directed graphs, where
edges are indicated by the ordered pair pu, vq, which means an edge with direction from u to v. In
this case, when the edge pu, vq is present, the reverse edge pv, uq need not be present necessarily. In
a financial system, this is actually the case, since the creditor and debtor take different roles in their
counterpart relation. If institution u is exposed to institution v, then there is a directed edge from v
to u.

In this thesis, we consider large networks, where the vertex set V has a large size n P N. In
this case, we can number the vertices as 1, 2, ..., n and assume that V “ rns :“ t1, . . . , nu, which we
will do from now on. A special role is played by the complete graph, where the edge set consists of
all possible pairs of vertices, i.e., E “ tti, ju : 1 ď i ă j ď nu. The complete graph is the most
highly connected graph on n vertices, and every other graph can be considered as a subgraph of it
obtained by keeping some edges and removing the rest. The networks in real world, not restricted to
financial networks, exhibit a huge diversity in the connectivity structure, such as the ring networks,
star networks, tree networks, etc. Different graph structures lead to different performances in various
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models. An important characteristic in graphs is the degree, which measures the connectivity of a
vertex in the graph. In undirected graphs, the degree di of vertex i P rns is defined as the number of
edges containing i, i.e., di “ #tj P rns : ti, ju P Eu. For our purpose, in directed graphs, the degree d
contains two parts, the in degree d` and out degree d´, which are defined as, say for vertex i,

d`
i “ #tj P rns : pj, iq P Eu, and d´

i “ #tj P rns : pi, jq P Eu.

We call all vertices with edges to i, i.e. the set tpj, iq P E : j P rnsu incoming neighbors of i, and all
vertices with edges departing from i, i.e. the set tpi, jq P E : j P rnsu, outgoing neighbors of i.

We shall provide quantitative analysis of financial networks under different risk models.

1.1.2 Random graph with given vertex degrees

A crucial point in systemic risk modeling is the availability of information. If all the necessary
information for the financial network, including the connectivity structure is known, we can effectively
model and analyze it. However, the available information is not always complete, particularly when
dealing with very large financial networks. As pointed out in [30, 126, 144, 187, 193], only partial
information is, in general, available for the financial networks, e.g. the total size of the assets and
liabilities for each institution. To deal with an incomplete observation of the system connections, we
will take advantage of random graphs.

There are various types of random graphs, and among them, we will focus on graphs with fixed
degrees. We investigate uniform random graphs that have a predetermined degree sequence, meaning
a degree sequence given to us in advance. Typically, the observed partial information allows us to
determine the number of creditors and debtors for almost all institutions. We will analyze the financial
networks based on the Configuration Model, which was originally developed by Bender and Canfield
[57] and Bollobás [65] as a mean for generating a random graph with a prescribed sequence of vertex
degrees. Its earliest applications were in the study of random regular graphs.

We consider the directed configuration model. Without loss of generality, we assume throughout
this thesis that di ě 1 for all i P rns, since when di “ 0, vertex i is isolated and can be removed
from the graph. Given the degree sequences d`

n “ pd`
1 , . . . , d

`
n q and d´

n “ pd´
1 , . . . , d

´
n q such that

ř

iPrns d
`
i “

ř

iPrns d
´
i , we associate to each institution i two sets: H`

i the set of in half-edges and H´
i

the set of out half-edges, with |H`
i | “ d`

i and |H´
i | “ d´

i . Let H` “
Ťn

i“1 H`
i and H´ “

Ťn
i“1 H´

i . A
configuration is a matching of H` with H´. When an out half-edge of institution i is matched with
an in half-edge of institution j, a directed edge from i to j appears in the graph. The configuration
model is the random directed multigraph that is uniformly distributed across all configurations. The
random graph constructed by the configuration model is denoted by Gpnqpd`

n ,d´
n q.

Note that it is not always feasible to construct a simple graph with a given degree sequence.
Instead, we construct a multigraph, which allows for self-loops and multiple edges between vertex
pairs. Our aim is to model financial networks as uniform simple random graphs. There are several
approaches to tackle this problem. We do not necessarily need to generate a uniform simple random
graph. The configuration model can offer insights and results for our purpose. It is easy to show that
conditioned on the multigraph being a simple graph, we obtain a uniformly distributed random graph
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with these given degree sequences denoted by Gpnq
˚ pd`

n ,d´
n q. In particular, relying on the following

proposition, any property which holds with high probability on the configuration model also holds
with high probability on the uniform simple random graph, i.e., it also holds with high probability on
our financial networks.

Proposition 1.1 ([10]). Any event which holds with high probability on the configuration model also
holds with high probability on this random graph being simple (for the random graph Gpnq

˚ pd`
n ,d´

n q)
provided that

lim inf
nÑ8

PpGpnqpd`
n ,d´

n q simpleq ą 0.

On the other hand, a second moment condition on the degree sequence
řn

i“1pd`
i q2 ` pd´

i q2 “ Opnq

guarantees that the above condition holds according to a result by Janson [149].
We refer to [194, Chapter 7.5] for more information on the configuration model. As we will see

later, under certain restrictions imposed on the degree sequence, our financial networks satisfy all
the conditions in the aforementioned proposition. Consequently, we can use a probabilistic approach
to study various financial properties in different risk models by mapping them to the configuration
model. With this in mind, we can establish our models based on the configuration model.

1.2 Default cascade and fire sales

To analyze the default contagion in financial networks, it is necessary to define the default condition
for institutions based on the available information and examine how the contagion spreads throughout
the networks.

1.2.1 Threshold model and bootstrap percolation

As in [20], we will use the number of defaulted neighbors as a criterion. Each institution is randomly
assigned a default threshold according to certain distribution, which is based on its financial char-
acteristics. When the number of defaulted neighbors reaches or exceeds this default threshold, the
institution itself defaults.

We describe the contagion dynamics of the networks by using bootstrap percolation. Bootstrap
percolation was introduced by Chalupa, Leath and Reich [86] in 1979 in the context of magnetic
disordered systems. Bootstrap percolation is a diffusion process that has been studied on a variety of
graphs, see e.g., [9, 10, 148, 150]. This process (as well as numerous variations of it) has a rich history
in statistical physics and in modelling complex phenomena in a diversity of areas, from pandemic
spread [153] to neuronal activity [11] and spread of defaults in banking systems [20]. In a bootstrap
percolation process, for a fixed threshold θ ě 2, there is an initially subset of active nodes and in each
round, each inactive node that has at least θ active neighbors becomes active and remains so forever.
Recently, the asymptotic normality of bootstrap percolations has also been studied in [13]. Bootstrap
percolation is also closely related to the k-core problem in random graphs, as it shows to be a powerful
method to find the k-core, see e.g. [151].
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In our context, we consider a bootstrap percolation process on the graph with given defaulted
threshold sequence. This process is deterministic and evolves in rounds. Each institution in the
graph can be in one of two states: solvent or defaulted (also referred to as active or inactive in
some literature). Initially, a subset of vertices in the graph represents defaulted institutions, while all
other institutions are solvent. During each round of the process, if a solvent vertex has a number of
defaulted neighbors that is greater than or equal to its threshold, it also defaults and remains in this
state permanently. The process continues until no more institutions become infected, at which point
it stops.

1.2.2 Default cascade and asymptotic results

We construct the default contagion in a dynamic manner, when the default cascade evolves round by
round. The default cascade can be seen as a bootstrap percolation process applied to the configu-
ration model. If the graph structure is known and the threshold sequence is fixed, the percolation
process becomes deterministic. However, due to the random nature of the configuration model and
the variability of the threshold sequence, the percolation process itself becomes stochastic, making it
challenging to analyze.

To address this, we propose classifying all institutions into a countable type set X based on their
observed financial characteristics. Institutions belonging to the same type share the same threshold
distribution over t0, 1, . . . , d`u. Additionally, we introduce a continuous-time framework for the default
contagion. Once an institution defaults, it incurs losses to its outgoing neighbors after a stochastic
period of time. As a result, the default contagion process becomes a stochastic process with jumps.
Our focus lies in studying its asymptotic properties as the network size n becomes large. We obtain
both law of large numbers (LLN) and central limit theorems (CLT). We also study more general
default cascade processes in stochastic financial networks and obtain LLN result by employing the
time twist method for Markov processes, which appears e.g. in the study of pandemic models in [153].

The results presented in Chapter 2 extend the work of [20]. We use a probabilistic approach to
establish the law of large numbers for key network features during the default contagion process.
These features contain (but are not limited to) the number of solvent institutions and defaulted
institutions throughout the entire dynamics, including the final quantities after the contagion stops.
Compared to [20], we provide more detailed information about the state of the network during the
default contagion. While both studies investigate the default cascade by constructing it as a dynamical
process, our proof differs from that of [20], which relies on limit fluid results of differential equations.
In contrast, we utilise a probabilistic method. We consider the quantities that correspond to network
features as stochastic processes that evolve over time. We demonstrate that these processes, when
normalised by the network size, converge jointly to some Gaussian processes. The covariance functions
of these asymptotic Gaussian fluctuations are given explicitly. Ultimately, we prove that these features
converge jointly to Gaussian vectors after the contagion stops. Additionally, we provide limit theorems
for various system-wide wealth aggregation functions and study how systemic risk can be linked to
the heterogeneity of financial networks.

Notation. We first introduce some notation. Let tXnunPN be a sequence of real-valued random
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variables on a probability space pΩ,F ,Pq. If c P R is a constant, we write Xn
p

ÝÑ c to denote that
Xn converges in probability to c that is, for any ϵ ą 0, we have Pp|Xn ´ c| ą ϵq Ñ 0 as n Ñ 8. We
write Xn

d
ÝÑ X to denote that Xn converges in distribution to X. Let tanunPN and tbnunPN be two

sequences of real numbers going to infinity as n Ñ 8. We write Xn “ oppanq, if |Xn|{an
p

ÝÑ 0, and
write Xn “ Oppanq if Pp|Xn| ď C|an|q Ñ 1 as n Ñ 8 for some constant C. We write an “ opbnq,
if an{bn Ñ 0, and write an “ Opbnq if for some constant C, |an| ď C|bn|. If En is a measurable
subset of Ω, for any n P N, we say that the sequence tEnunPN occurs with high probability (w.h.p.) if
PpEnq “ 1 ´ op1q, as n Ñ 8. The notation 11tEu is used for the indicator of an event E; this is 1 if E
holds and 0 otherwise.

Contributions of Chapter 2 : Limit Theorems for Default Contagion and Systemic Risk

We classify the financial institutions into a type set X , which is countable. Without loss of generality,
we assume that the institutions belonging to the same type have the same out degree, the same in
degree and the same default threshold distribution.

Assumptions 2.1 and 2.2

• There exists a classification of the financial institutions into a countable set of possible charac-
teristics X such that, for each n P N, the institutions in the same characteristic class have the
same threshold distribution function (denoted by qpnq

x for institutions in class x P X ).

• For a size n network, let µpnq
x be the type distribution and qpnq

x be the default threshold distribution
of type x P X . For some probability distribution functions µ and q over the set of characteristics
X and independent of n, we have µpnq

x Ñ µx and q
pnq
x pθq Ñ qxpθq as n Ñ 8, for all x P X and

θ “ 0, 1, . . . , d`
x . Moreover, we assume that

řd`
x

θ“0 qxpθq “ 1 for all x P X .

In order to study the CLT results, we need to restrict our attention to the sparse networks regime.
Assumption 2.3a-b

• (a) We assume that, as n Ñ 8, the average degrees converges and is finite:

λpnq :“
ÿ

xPX
d`

x µ
pnq
x “

ÿ

xPX
d´

x µ
pnq
x ÝÑ λ :“

ÿ

xPX
d`

x µx P p0,8q.

• (b)We assume that for every constant A ą 1, we have

n
ÿ

i“1
Ad`

i “ n
ÿ

xPX
µpnq

x Ad`
x “ Opnq and

n
ÿ

i“1
Ad´

i “ n
ÿ

xPX
µpnq

x Ad´
x “ Opnq.

Notice that Assumption 2.3b implies 2.3a. The LLN results don’t require Assumption 2.3b. We
only highlight the CLT results in this introduction.
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For z P r0, 1s, we define the functions:

bpd, z, ℓq :“PpBinpd, zq “ ℓq “

ˆ

d

ℓ

˙

zℓp1 ´ zqd´ℓ,

βpd, z, ℓq :“PpBinpd, zq ě ℓq “

d
ÿ

r“ℓ

ˆ

d

r

˙

zrp1 ´ zqd´r,

where Binpd, zq denotes the binomial distribution with parameters d and z. We define further

f
pnq

S pzq :“
ÿ

xPX
µpnq

x

d`
x
ÿ

θ“1
qpnq

x pθqβ
`

d`
x , z, d

`
x ´ θ ` 1

˘

, f
pnq

D pzq “ 1 ´ f
pnq

S pzq,

f
pnq

W pzq :“λpnqz ´
ÿ

xPX
µpnq

x d´
x

d`
x
ÿ

θ“1
qpnq

x pθqβ
`

d`
x , z, d

`
x ´ θ ` 1

˘

,

s
pnq

x,θ,ℓpzq :“µpnq
x qpnq

x pθqb
`

d`
x , 1 ´ z, ℓ

˘

.

Unless stated, we define the functions without upscript pnq by replacing the threshold distribution
q

pnq
x pθq and degree distribution µ

pnq
x by their limiting distribution qxpθq and µx respectively. For

example, define
sx,θ,ℓpzq :“ µxqxpθqb

`

d`
x , 1 ´ z, ℓ

˘

.

Denote by Dnptq and Snptq the number of defaulted and solvent institutions at time t for size n
network, respectively. For x P X , θ P N, ℓ “ 0, . . . , θ´ 1. We let Spnq

x,θ,ℓptq denote the number of solvent
institutions with type x, threshold θ and ℓ defaulted neighbors at time t. Let Wnptq be the number
of infected out half-edges and τ‹

n be the stopping time that the default contagion stops. Notice that
when there is no more infected out half-edges in the network, the contagion stops.

Let

z‹ :“ sup
␣

z P r0, 1s : λz ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“1
qxpθqβ

`

d`
x , z, d

`
x ´ θ ` 1

˘

“ 0
(

,

which can be viewed as the limit of stopping time τ‹
n. Let pzn be the largest z P r0, 1s such that

f
pnq

W pzq “ 0.
The asymptotic normality at the final time of contagion is given in the following.

Theorem 2.7 Suppose that Assumptions 2.1-2.3b hold. Let t‹ “ ´ ln z‹,If z‹ P p0, 1s and z‹ is a
stable solution, i.e. α :“ f 1

W pz‹q ą 0, then we have jointly

n´1{2pDnpτ‹
nq ´ nf

pnq

D ppznqq
d

ÝÑ ZDpt‹q ´ α´1f 1
Dpz‹qZW pt‹q,

n´1{2pSnpτ‹
nq ´ nf

pnq

S ppznqq
d

ÝÑ ZSpt‹q ´ α´1f 1
Spz‹qZW pt‹q,
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furthermore, pzn
p

ÝÑ z‹ and, for all x P X , 0 ď ℓ ă θ ď d`
x ,

n´1{2pS
pnq

x,θ,ℓpτ
‹
nq ´ ns

pnq

x,θ,ℓppznqq
d

ÝÑ Z˚
x,θ,ℓpt

‹q ´ α´1s1
x,θ,ℓpz

‹qZW pt‹q,

where ZD,ZS ,ZW are some centred Gaussian processes with covariance functions characterized ex-
plicitly.

We also study the CLT regarding the systemic risk of the financial network.
System-wide wealth : Let Γ̄♢

n denote the total wealth in the financial system if there is no
default in the system. We define the system-wide aggregation function as

Γ♢
nptq :“ Γ̄♢

n ´
ÿ

xPX
L̄d

xD
pnq
x ptq ´

ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓS

pnq

x,θ,ℓptq,

where Dpnq
x ptq is the number of defaulted institutions of type x. For each type x P X , we consider a

bounded fixed (type-dependent) societal cost L̄d
x for defaulted institutions and a bounded fixed (host

institutions’ type-dependent) cost L̄♢
x over each defaulted links.

Assume that Γ̄♢
n{n Ñ Γ̄♢ when the size of network n Ñ 8. Let us define

f
pnq

♢ pzq :“ Γ̄♢
n{n´

ÿ

xPX
L̄d

x f
pnq

D pzq ´
ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓs

pnq

x,θ,ℓpzq,

f♢pzq :“ Γ̄♢ ´
ÿ

xPX
L̄d

x fDpzq ´
ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓsx,θ,ℓpzq.

The result is as follows.
Theorem 2.8. Suppose that Assumptions 2.1-2.3a hold. The final (system-wide) aggregation functions
satisfy:

(i) If z‹ “ 0 then asymptotically almost all institutions default during the cascade and

Γ♢
npτ‹

nq

n

p
ÝÑ Γ̄♢ ´

ÿ

xPX
µxL̄

d
x .

(ii) If z‹ P p0, 1s and z‹ is a stable solution, i.e. f 1
W pz‹q ą 0, then Γ♢

npτ‹
nq

n

p
ÝÑ f♢pz‹q and, under

Assumption 2.3b,

n´1{2`Γ♢
npτ‹

nq ´ nf
pnq

♢ ppznq
˘ d

ÝÑ Z‹
♢,

where Z‹
♢ is a centred Gaussian random variable with variance σ‹

♢ given by (2.62).
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1.2.3 Fire sales and equilibrium price

As mentioned earlier, when a defaulted institution affects its outgoing neighbors, it may create a
currency shortage for those neighbors. Consequently, when an institution is exposed to a defaulted
one, it may be compelled to liquidate a certain amount of illiquid assets to maintain its cash reserves
according to regulator constraints. Different types of institutions employ different strategies for liqui-
dation. In the context of a financial crisis, fire sales occur when an institution attempts or is forced
to sell a substantial quantity of assets within a short period of time.

Chapter 3 focuses on investigating the combined impact of fire sales and default cascades on
systemic risk in complex financial networks during a financial crisis. We study the instantaneous fire
sales in financial networks, using the results from Chapter 2. The term "instantaneous fire sales" refers
to a network that reacts swiftly to an external shock. As soon as the shock occurs, the default cascade
and the associated fire sales process are simultaneously triggered. Unlike in [106], where the fire sale
prices change round by round, in our study, the fire sale prices are determined at the onset of the
shock. Institutions are compelled to liquidate random amounts of illiquid assets to offset interbank
losses during the default cascade. The contagion process now depends on the liquidation prices since
the default threshold is influenced by the financial characteristics of the institution, and the value of
illiquid assets is a component of those characteristics. The financial system aims to achieve a balanced
state following the occurrence of the default contagion and fire sales.

The key point is to find an equilibrium price p‹
n after shock. We consider a conservative approach

and assume that the illiquid assets can be sold only at certain final price. After all sales, the market
gives a price for illiquid assets according to the inverse demand function g. Let Γnpτ‹

nppq; pq be the
total sold amount in the end. Then under the sold price p, the price given by inverse demand function
is gpΓnpτ‹

nppq; pq{nq, where τ‹
nppq is the final stopping time which depends also on p. This motivates

us to define the equilibrium price of the illiquid asset as

p‹
n “ sup

␣

p P rpmin, p0s : p ď gpΓnpτ‹
nppq; pq{nq

(

,

where p0 is the initial price without fire sales and pmin is the minimum price with all assets sold.
For each fixed sold price p P rpmin, p0s, we obtain the limit results, both LLN and CLT, regarding
the features of networks in the combined process of default contagion and fire sales, such as the sold
shares process Γnpt; pq. Under some conditions, we also obtain the limit results (both LLN and CLT)
for the equilibrium price p‹

n and for the features regarding the network structure in the equilibrium
state. Finally, we extend the tractable framework to multi-type illiquid assets framework.

Contribution of Chapter 3: Fire Sales and Default Cascades

We first put an assumption on the inverse demand function g.

Assumption 3.1 Let pmin ě 0. We assume that g : r0, γmaxs Ñ rpmin, p0s satisfies:

(i) gp0q “ p0 (in absence of liquidations the price is given exogenously by p0).
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(ii) g P C1 and it is a non-increasing function of x P r0, γmaxs (the price is non-increasing with the
average excess supply x).

(iii) gpγmaxq “ pmin ě 0.

Assumption 3.2 There exists a classification of the financial institutions into a countable set of
possible classes X such that, for each n P N and for all p P rpmin, p0s, the institutions in the same class
have the same threshold distribution function (denoted by q

pnq
x for the institutions in class x P X ).

Namely, for all i P rns and all θ P N,

PpΘpnq

i ppq “ θq “ q
pnq

x
pnq

i

pθ; pq.

Assumption 3.3 For some probability distribution functions µ and qp.; pq over the set of classes
X (independent of n), we have µ

pnq
x Ñ µx and q

pnq
x pθ; pq Ñ qxpθ; pq as n Ñ 8, for all x P X , θ “

0, 1, . . . , d`
x and p P rpmin, p0s. The empirical threshold distributions satisfy qpnq

x pθ; pq P C1 and qxpθ; pq P

C1 on p P rpmin, p0s. Moreover, as n Ñ 8, Bq
pnq
x

Bp pθ; pq converges uniformly to Bqx

Bp pθ; pq as a function of
p for all x P X and θ “ 0, 1, . . . , d`

x .

In Chapter 3, we also consider the possibility that an institution never defaults, i.e., it remains
solvent even if all its counterparties default. We denote such threshold by 8. We assume each
institution liquidates a random amount of illiquid asset as long as it has a defaulted in neighbor. We
assume these liquidation are i.i.d. and dependent on type x and threshold θ. Let γ̄x be the constant
value of liquidation for each initially defaulted institution with type x.
Assumption 3.4-Liquidation The mean ℓ̄x,θppq and variance ς2

x,θppq of sold shares for each liquida-
tion are both continuous in p, for all x P X and θ P t0, 1, . . . , d`

x u Y t8u.

All assumptions above are supposed to hold in Chapter 3. We define the following functions, which
are the limit functions of liquidations,

f
pnq

x,θ pz; pq :“ µpnq
x qpnq

x pθ; pq
`

θ ´

d`
x
ÿ

ℓ“d`
x ´θ`1

βpd`
x , z, ℓq

˘

, f
pnq
x,8pz; pq :“ p1 ´ zqµpnq

x qpnq
x p8; pqd`

x ,

and,

f
pnq

Γ pz; pq :“
ÿ

xPX

´

µpnq
x γ̄xq

pnq
x p0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqf

pnq

x,θ pz; pq ` ℓ̄x,8ppqf
pnq
x,8pz; pq

¯

.

The time-transformed versions for the above functions are then defined as

pf
pnq

x,θ pt; pq :“ f
pnq

x,θ pe´t; pq, pf
pnq

Γ pt; pq :“ f
pnq

Γ pe´t; pq,

and the same for other functions.
Let Γnpt; pq be the total shares of illiquid assets sold by time t.
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We define

z‹
nppq :“ sup

␣

z P r0, 1s : f pnq

W pz; pq “ 0
(

,

and

z‹ppq :“ sup
␣

z P r0, 1s : fW pz; pq “ 0
(

,

where f pnq

W pz; pq and fW pz; pq are defined the same as in previous section but now it is price dependent.
We then let t‹ppq :“ ´ ln z‹ppq and t‹nppq :“ ´ ln z‹

nppq.
Let f1pz; pq and f2pz; pq denote the partial derivative w.r.t. the first parameter and second pa-

rameter respectively. We have the following theorem regarding the asymptotic normality of the final
total sold shares.
Theorem 3.15 For any fixed p P rpmin, p0s, as n Ñ 8, the final total sold shares satisfy:

(i) Under Assumption 2.3a, if z‹ppq “ 0, then asymptotically almost all institutions default after
shock and (as n Ñ 8)

Γnpτ‹
n; pq

n

p
ÝÑ

ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

¯

.

(ii) Under Assumption 2.3b, if z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“ f1
W pz‹ppq; pq ą

0, then

n´1{2pΓnpτ‹
n; pq ´ n pf

pnq

Γ pt‹nppq; pqq
d

ÝÑ ZΓpt‹ppq; pq ´ αppq´1f1
Γpz‹ppq; pqZW pt‹ppq; pq,

where ZΓpt; pq and ZW pt; pq are some Gaussian processes depending on p.

We also show the following limit theorem on the price given by inverse demand function κnppq :“
gpΓnpτ‹

nppq; pq{nq.
Theorem 3.17 For any p P rpmin, p0s fixed and as n Ñ 8, the price κnppq given by the inverse demand
function satisfies:

(i) Under Assumption 2.3a, if z‹ppq “ 0 then asymptotically almost all institutions default after
shock and

κnppq
p

ÝÑ g
´

ÿ

xPX
µx

`

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

˘

¯

.

(ii) Under Assumption 2.3b, if z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“ f1
W pz‹ppq; pq ą

0, then

n1{2`κnppq´g
`

pf
pnq

Γ pt‹nppq; pq
˘˘ d

ÝÑ g1
`

fΓpz‹ppq; pq
˘

”

ZΓpt‹ppq; pq´αppq´1f1
Γpz‹ppq; pqZW pt‹ppq; pq

ı

,

where g1 denotes the first derivative of g.
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We next obtain limit theorem for the equilibrium price after shock. For the network of size n, we
define

p̄n :“ sup
␣

p P rpmin, p0s : p ď g
`

f
pnq

Γ pz‹
nppq; pq

˘(

.

Similarly define its limit counterpart

p̄ :“ sup
␣

p P rpmin, p0s : p ď g
`

fΓpz‹ppq; pq
˘(

. (1.1)

We say that p̄ is a stable fixed point solution if either p̄ “ pmin or, p̄ P ppmin, p0s and there exists
some ϵ ą 0 such that p ă g

`

fΓpz‹ppq; pq
˘

for all p P pp̄´ ϵ, p̄q.
The result regarding the equilibrium price is the following.

Theorem 3.18 As n Ñ 8, the equilibrium price satisfies:

(i) Under Assumption 2.3a, if z‹pp̄q “ 0 and p̄ is a stable solution, then the equilibrium price
converges to p‹

n
p

ÝÑ p̄, where p̄ is the largest solution of the fixed point equation

p “ g
´

ÿ

xPX
µx

`

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

˘

¯

.

(ii) Under Assumption 2.3b, if z‹pp̄q P p0, 1s is a stable solution of fW pz; p̄q “ 0, i.e., αpp̄q :“
f1

W pz‹; p̄q ą 0, and p̄ is a stable solution of (1.1), then

n1{2pp‹
n ´ p̄nq

d
ÝÑ ´ρ´1pp̄qZV pp̄q,

where

ρppq :“ 1 ´ g1
`

fΓpz‹ppq; pq
˘

”

´f1
Γpz‹ppq; pqαppq´1f2

W pz‹ppq; pq ` f2
Γpz‹ppq; pq

ı

,

and,

ZV ppq :“ ´g1
`

fΓpz‹; pq
˘

”

ZΓpt‹ppq; pq ´ αppq´1f1
Γpz‹; pqZW pt‹ppq; pq

ı

is a Gaussian random variable with mean 0.

1.3 Risk processes on networks

Chapter 4 is dedicated to the study of the risk processes on networks. Let recall some background on
classical risk processes.
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1.3.1 Classical risk processes

The classical compound risk process with Poisson claim arrivals, or the Cramér-Lundberg model
([100, 171]) has been extensively used in quantitative risk management, see e.g., [103, 173]. In this
model, the aggregate capital of an insurer who starts with initial capital γ, premium rate α and (loss)
claim sizes pLkq is given by the following spectrally negative compound Poisson process

Cptq “ γ ` αt´

N ptq
ÿ

k“1
Lk,

where Lk, k P N, are i.i.d. non-negative random variable following a distribution F with mean L̄ and
N ptq is a Poisson process with intensity β ą 0 independent of Lk. The ruin time for the insurer with
initial capital γ is defined by

τpγq :“ inftt | Cptq ď 0u,

(with the convention that inf H “ 8) and the central question is to find the ruin probability

ψpγq :“ Ppτpγq ă 8q.

It is known (see e.g. [35, 115]) that whenever βL̄ ą α, we have ψpγq “ 1 for all γ P R and whenever
βL̄ ă α, the ruin probability can be computed using the famous Pollaczek–Khinchine formula as

ψpγq “

ˆ

1 ´
βL̄

α

˙ 8
ÿ

k“0

ˆ

βL̄

α

˙k
´

1 ´ pF ˚kpγq

¯

,

where
pF pγq “

1
L̄

ż γ

0

`

1 ´ F puq
˘

du,

and the operator p¨q˚k denotes the k-fold convolution.

1.3.2 Risk processes on financial networks

Recent efforts have been dedicated to the study of risk processes on networks. In [56], the authors
consider risk processes and ruin probabilities in bipartite networks. But it is more like a linear
combination of several classical risk process with certain independence. In Chapter 4, we study a
more general risk model on heterogeneous financial networks, where institutions can receive capital
recovery in time, i.e. there exists a non-decreasing function of time αiptq for each agent i P rns in the
network. Let Ciptq be the total capital of agent i at time t. We consider the stochastic networked risk
process as following, for each agent i P rns:

Ciptq :“ γip1 ´ ϵiq ` αiptq ´ δi ´
ÿ

jPrns:jÑi

Lji11tτj ` Tji ď tu, (1.2)

where τj :“ inftt : Cjptq ď 0u denotes the ruin time for agent j P rns and Lji is the random interbank
loss brought by j when it defaults, γi is amount of external assets exposed to risk, ϵi is the shock
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(lost fraction of external assets), Tji is the time delay that the loss Lji happens to i and δi represents
the total value of claims held by end-users on agent i (deposits). In Chapter 2, we study the default
contagion without capital recovery, where the default threshold only depends on the capital profile
and received interbank losses. In this situation, the default threshold of each institution has a fixed
distribution. In Chapter 4, the threshold varies in time with capital recovery, and the analysis becomes
more sophisticated. In [28], the authors study the contagion with recovery in a similar setting, but
with the recovery on the threshold and being of a special form. Here we study a more general case.

We investigate the ruin probability for risk processes on large-scale networks. We establish LLN
results for network structures by using a probabilistic approach, which relies on knowledges on the
Glivenko-Cantelli class and associated theorems. Our study encompasses various aspects of networked
risk processes. Specifically, we study the limit theorems related to the contagion dynamics and the
networked ruin probabilities for risk processes within a stochastic network setting. We also provide
estimations for ruin probabilities for complex networked risk processes, which involve both losses
coming from network and heterogeneous losses originating from external sources.

Contribution of Chapter 4: Ruin probabilities for Risk Processes in Stochastic Networks

We consider a general loss reveal intensity process, denoted by Rnptq, to describe the intensity of
internetwork loss reveals. Specifically, if a loss is revealed at time t1 P R`, we wait for an exponential
time with parameter Rnpt1q until the next loss reveal.
Assumption 4.1 We assume that for some probability distribution µ over X and independent of n,
we have that µpnq

x Ñ µx, as n Ñ 8, for all x P X .

Assumption 4.3 We assume that the loss intensity function Rn satisfies Rnptq “ 0 for t ą τ‹
n, and

Rnptq “ nRptq ` oppnq for t ď τ‹
n with Rptq continuous, positive and oppnq is uniform for t ď τ‹

n.

For each x P X , we denote by Lx :“ pL
p1q
x , . . . , L

pd`
x q

x q the sequence of independent random losses
with distribution Fx and let ℓx “ pℓ

p1q
x , ℓ

p2q
x , . . . , ℓ

pd`
x q

x q be a realization of Lx. For a given ℓx and a given
initial shock ϵx, τx,θpϵx, ℓxq is defined as the time threshold for default, namely if the loss happens
before this time threshold, then the agent defaults. It is formally defined as

τx,θpϵx, ℓxq :“ inf
␣

t ě 0 : γxp1 ´ ϵxq ` αxptq ´ δx ě

θ
ÿ

i“1
ℓpiq

x

(

.

For a given positive density function R : R`
0 Ñ R` with }R}L1 ă 8, x P X and θ “ 0, 1, . . . , d`

x ,
we let the survival probability be (for all t ě 0)

PR
x,θpt, ϵx, ℓxq :“ Ppτx,0pϵx, ℓxq “ 0, UR,t

p1q
ą τx,1pϵx, ℓxq, . . . , UR,t

pθq
ą τx,θpϵx, ℓxqq,

with the convention PR
x,0pt, ϵx, ℓxq :“ Ppτx,0pϵx, ℓxq “ 0q for all x P X , where UR,t

p1q
, UR,t

p2q
, . . . , UR,t

pθq
are

the order statistics of θ i.i.d. random variables tUR,t
i ui“1,...,θ with distribution

PpUR,t
i ď yq “

şy
0 Rpsqds
şt
0 Rpsqds

, y ď t.
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The survival probability at time t for any agent of type x with θ incoming losses absorbed by t is
denoted by SR

x,θptq, and is defined as

SR
x,θptq :“ ErPR

x,θpt, ϵx,Lxqs “ Ppτx,0pϵx,Lxq “ 0, UR,t
p1q

ą τx,1pϵx,Lxq, . . . , UR,t
pθq

ą τx,θpϵx,Lxqq,

Let R`
0 be the half line r0,8q. For a given positive function R : R`

0 Ñ R`, we define

ϕRptq :“
şt^tRpλq

0 Rpsqds

λ
,

where
tRpλq :“ inftt ě 0 :

ż t

0
Rpsqds ě λu,

if }R}L1 ď λ we set tRpλq :“ 8. We also define

fRS ptq :“
ÿ

xPX
µx

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θptq, fRD ptq “ 1 ´ fRS ptq,

and

fRW ptq :“λp1 ´ ϕRptqq ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θptq.

The main result is the following.
Theorem 4.5 Under Assumption 2.3a and 4.1, for any given loss intensity function Rn satisfying
Assumption 4.3, we have as n Ñ 8,

sup
tďτ‹

n

ˇ

ˇ

S
pnq

x,θ ptq

n
´ µxbpd

`
x , ϕ

Rptq, θqSR
x,θptq

ˇ

ˇ

p
ÝÑ 0.

Further, as n Ñ 8,

sup
tďτ‹

n

ˇ

ˇ

Spnqptq

n
´ fRS ptq

ˇ

ˇ

p
ÝÑ 0, sup

tďτ‹
n

ˇ

ˇ

Dpnqptq

n
´ fRD ptq

ˇ

ˇ

p
ÝÑ 0,

and the process Wn satisfies

sup
tďτ‹

n

ˇ

ˇ

Wnptq

n
´ fRW ptq

ˇ

ˇ

p
ÝÑ 0.

Define

t‹R :“ inf
␣

t P r0, 1s : fRW ptq “ 0
(

.
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We say that t‹R ă 8 is a stable solution of fRW ptq “ 0 if there exists a small ϵ ą 0 such that fRW ptq is
negative on rt‹R, t

‹
R ` ϵq.

The result for final defaults is the following. Recall that τ‹
n is the stopping time that the loss

propagation process comes to the end.
Theorem 4.9 Under Assumption 2.3a and 4.1, and for any given loss intensity function Rn satisfying
Assumption 4.3, we have as n Ñ 8:

(i) If
şt‹

R
0 Rpsqds “ λ, then asymptotically all agents are ruined by the end of the loss propagation

process, i.e.
Dpnqpτ‹

nq “ n´ oppnq.

(ii) If t‹R ă 8 is a stable solution of fRW ptq “ 0 and
şt‹

R
0 Rpsqds ă λ, then the ruin probability of an

agent of type x P X converges to

D
pnq
x pτ‹

nq

nµ
pnq
x

p
ÝÑ 1 ´

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θpt‹Rq,

and the total number of ruined agents satisfies

Dpnqpτ‹
nq “ n

ÿ

xPX
µxp1 ´

d`
x
ÿ

θ“0
SR

x,θpt‹Rqq ` oppnq.

(iii) If t‹R “ 8 and }R}L1 ă λ, then the ruin probability of an agent of type x P X converges to

D
pnq
x pτ‹

nq

nµ
pnq
x

p
ÝÑ 1 ´

d`
x
ÿ

θ“0
b
`

d`
x , }R}L1{λ, θ

˘

SR
x,θp8q,

and the total number of ruined agents satisfies

Dpnqpτ‹
nq “ n

ÿ

xPX
µxp1 ´

d`
x
ÿ

θ“0
b
`

d`
x , }R}L1{λ, θ

˘

SR
x,θp8qq ` oppnq,

where SR
x,θp8q denotes the limit of SR

x,θptq as t Ñ 8.

Assumption 4.4 We assume that, as n Ñ 8,
ř

iPrnspd
`
i ` d´

i q2 “ Opnq.

The aforementioned results were derived under the assumption that the loss reveal intensity func-
tion is known. In the following result, we consider a special case where the loss reveal intensity
is dependent on the current number of unrevealed infected outgoing half-edges (Wnptq) within the
network.
Theorem 4.10 Let LλpR`q be the space of all continuous positive integrable functions f with }f}1 ď λ.
Suppose that the loss reveal intensity satisfies Rnptq “ βWnptq for some constant β and the network
sequence tGpnqunPN satisfies Assumptions 4.1 and 4.4. Then we have:
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(i) There exists a unique solution R‹ in LλpR`q with an initial value R‹p0q “ β
ř

xPX µxd
´
x p1´qx,0q

to the fixed point equation R “ βΨpRq, where Ψ : LλpR`q Ñ LλpR`q is the map

ΨpRqptq “ λp1 ´ ϕRptqq ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θptq.

(ii) As n Ñ 8, we have

sup
tďτ‹

n

ˇ

ˇ

βWnptq

n
´ R‹ptq

ˇ

ˇ

p
ÝÑ 0,

and consequently,

sup
tďτ‹

n

ˇ

ˇ

Spnqptq

n
´ fR

‹

S ptq
ˇ

ˇ

p
ÝÑ 0 and sup

tďτ‹
n

ˇ

ˇ

Dpnqptq

n
´ fR

‹

D ptq
ˇ

ˇ

p
ÝÑ 0.

1.4 Graphon mean field games and interacting systems

Systemic risk and mean field systems. Agents in networks are usually influenced by a group
of agents in this network, who are the "neighbors" in the specific sense according to the models and
contexts. Sometimes, such impact may depend on the whole population. The study of systemic risk
and default contagion in complex financial networks has been increasingly connected to the theory
of mean field systems and mean field games in recent years, see e.g. [32, 85, 136]. Among them,
[85] studies a model of inter-bank borrowing and lending. In [32], the authors study a more complex
model of intra-and-inter-bank borrowing and lending, which includes different groups of banks, and the
financial impacts come from both the inter-group banks and the banks of different groups. A dynamic
mean field model for studying systemic risk and contagion cascade is proposed in [136]. The default
cascades can be modelled by an alternative framework. Consider a diffusion dynamic to describe the
capital evolution for each agent. Then the default time can be captured by using hitting times, e.g.
the hitting time to 0 of the diffusion. One can establish a connection between the proportion of solvent
agents in large financial networks and the probability of default in the McKean-Vlasov equation as the
size of agents n tends to infinity, see [49, 50, 177]. Overall, mean field particle systems are adapted
well to model the evolution of objects of interest in finite networks, and their limit counterparts when
n Ñ 8 can, in turn, give insights into the properties or behaviors of the financial events that we are
interested in.

The study of mean-field systems with homogeneous interactions has a rich history, dating back
from the works of Boltzmann, Vlasov, McKean and others (see e.g., [33, 154, 172]). They can be
viewed as limits of interacting particles systems, originally coming from models in statistical physics.
Similar interacting models have been considered for a broad range of applications in different fields,
including banking networks, biology, social sciences, etc (see e.g. [74, 135, 136]). Backward Stochastic
Differential Equations (BSDEs) of mean-field type have been early studied in [72, 73]. In addition, the
theory of mean-field games, introduced by Lasry and Lions in [163] and Huang, Caines and Malhamé
[141, 142], has raised significant attention in recent years.
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However, a limitation of mean field games is the assumption of homogeneity in interactions, which
may not capture the heterogeneity observed in real-world systems. In order to capture the hetero-
geneity of interaction, systems with multi-type populations have been proposed in many domains, see
e.g. [75, 178]. More recently, the study of mean field systems on large networks have been attracted
increasing attention, see [52, 61, 97, 110, 155] and the references therein.

In many real-world systems, including financial networks, heterogeneity is prevalent, as different
participants have varying levels of influence on each other within the system. This heterogeneity
arises from both the underlying graph structure of the system and the diverse characteristics of the
players involved. To better model the heterogeneous interactions in such systems, the study on
graphon mean field interacting systems has emerged. Graphons, introduced by Lovász in [170], serve
as natural continuum limit objects for large and dense graphs, providing a powerful tool for modeling
and analyzing complex systems with heterogeneous interactions. The concept of graphon mean field
systems has been proposed and increasingly studied in recent years, starting from the well-posedness
and large population convergence from particle systems to limit graphon systems (see [47, 60] for
forward systems, and [55] for coupled forward-backward systems), to the concentration bounds and
concentration of measures of graphon particle systems (see [51, 54]).

Besides the classical interacting diffusions driven by Brownian motions, interacting systems driven
by Poisson random measures are also studied in e.g. [3, 52]. In [3], the author investigates multivariate
Hawkes processes on heterogeneous graphs and their graphon limits. Incorporating the underlying
graph structure into the dynamics is studied in [52]. The use of graphons to analyze heterogeneous
interaction in the theory of mean field games is also increasing studied, see [36, 82, 162]. Furthermore,
using graphons to learn mean field games on heterogeneous networks has emerged recently, see e.g.
[101, 140]. In the second part of this thesis, we first focus on the study of a pure backward graphon
mean field system with jumps and its associated risk measures. Then we investigate stochastic control
problems based on forward graphon mean field systems with jumps.

Graphons. A graphon is defined as a symmetric measurable function G : Iˆ I Ñ I, with I “ r0, 1s.
Graphons can be regarded as the limits of edge matrices of weighted graphs, when the size of the
graph (number of vertices) goes to infinity. Indeed, by relabelling vertices of the graph by i{n,
i P rns :“ t1, . . . , nu, as n becomes large, the labels i{n, i P rns become close to each other, tending
to a continuum in r0, 1s. Let BpIq be the Borel algebra on I. The so-called cut norm of a graphon is
defined by

}G}□ :“ sup
A,BPBpIq

ˇ

ˇ

ˇ

ż

AˆB
Gpu, vqdudv

ˇ

ˇ

ˇ
.

We can also view a graphon as an operator from L8pIq to L1pIq, associating any ϕ P L8pIq with:

Gϕpuq :“
ż

I
Gpu, vqϕpvqdv.

By Lovász [170, Lemma 8.11], the resulting operator norm turns out to be equivalent to the cut norm

}G}□ ď }G}8Ñ1 ď 4}G}□,
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with
}G}8Ñ1 :“ sup

|ϕ|ď1
}Gϕ}L1 .

These norms will be used in the studies of convergence theorems for the graphon systems induced by
a sequence of graphons. To study stronger convergence results, we need to consider another operator
norm for graphons, regarding G as an operator from L8pIq to L8pIq with the norm defined by

}G}8Ñ8 :“ sup
|ϕ|ď1

}Gϕ}L8 .

With a given metric space S, denote by M`pSq the set of nonnegative Borel measurable measures
on S and denote by M`

Unifpr0, 1s ˆ Sq the set of nonnegative Borel measures on r0, 1s ˆ S with uniform
first marginal. We define the measure-valued function Λµ : r0, 1s Ñ M`pSq for any µ P M`

Unifpr0, 1s ˆ

Sq as follows:
Λµpuq :“

ż

r0,1sˆS
Gpu, vqδxµpdv, dxq, (1.3)

where δx denotes the Dirac measure concentrated at x. For any bounded measurable function ϕ : S Ñ

R, the usual inner product is defined by

xΛµpuq, ϕy “

ż

r0,1sˆS
Gpu, vqϕpxqµpdv, dxq.

Systemic risk on large heterogeneous networks. In Part I, even though we classify the financial
institutions through a characteristics set X , the network has equal connection probability between
institutions of different types. A significant extension would be to introduce heterogenous connection
probability between institutions, which can be modelled by a choice distribution, say Qxp¨q over the
set X for each type x P X , i.e. for each connection opportunity, a type x institution tends to choose a
type y institution with probability Qxpyq independently. Then the connection probability between a
pair of type px, yq is QxpyqQypxq, which can be rewritten as some symmetric function Q̄px, yq over X 2.
Here the function Q̄px, yq plays a similar role as the graphon G, showing the relevance to introduce
graphons in the study of systemic risk in large heterogeneous networks. In such framework, the study
of percolation in heterogeneous graph is interesting. In [48], the authors study the k-core problem in
percolated dense heterogeneous graph sequences converging in the sense of cut norm. This may be
related to the study of risk models in large heterogeneous networks. Future work may include some
extensions of the models in Part I involving graphons. The study of games between institutions (e.g.
optimal connectivity, optimal connection probability) or optimization problems involving an outside
regulator (target interventions) are also interesting topics to study. In Part II, we focus on the graphon
mean field systems and games. The study of systemic risk in complex graphon mean field models is
left for future work.

1.4.1 Graphon mean field backward stochastic differential equations with jumps

Notation and setting. Let pΩ,F ,Pq be a probability space. Let I “ r0, 1s and tWu : u P Iu

be a family of i.i.d. one dimensional Brownian motions defined on pΩ,F ,Pq. Let tNupdt, deq : u P
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Iu be a family of independent Poisson measures defined on pΩ,F ,Pq with compensator νupdeqdt
such that νu is a σ-finite measure on E :“ R˚, with R˚ :“ Rzt0u, equipped with its Borelian
σ-algebra BpEq, for each u P I. Let t rNupdt, deq : u P Iu be their compensator processes. Let
F “ tFt, t ě 0u be the natural filtration associated with tWu : u P Iu and tNupdt, deq : u P Iu.
Given a Polish space S, denote by Dpr0, T s,Sq the space of RCLL (right continuous with left lim-
its) functions from r0, T s to S, equipped with the topology of uniform convergence. Let D :“
Dpr0, T s,Rq. Denote by PpSq the space of probability measures on S. For a random variable X,
LpXq denotes the law of X. Denote Unifr0, 1s the uniform measure on r0, 1s and further denote
PUnifpr0, 1s ˆ Sq the set of Borel probability measures on r0, 1s ˆ S with uniform first marginal. We
equip all spaces of measure with the topology of weak convergence. Denote by W2 the Wasserstein-
2 distance. For a family of objects tXuuuPI or a sequence of objects tXiuiPrns, we use X to represent
them for notation simplicity when the context is clear.

In Chapter 5, we study graphon mean field backward stochastic differential equations (BSDEs)
with jumps and the associated dynamic risk measures. We consider a backward system. Forward
and forward-backward graphon mean field systems without jumps have been studied in [47] and [55]
respectively. We consider the following graphon mean-field BSDE with jumps:

Xuptq “ ξu `

ż T

t

ż

I

ż

R
Gpu, yqfps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxqdyds´

ż T

t
ZupsqdWupsq

´

ż T

t

ż

E
ℓu,speq rNupds, deq, u P I, for t P r0, T s,

(1.4)

where µy :“ LpXyq P PpDq and µy,s :“ LpXypsqq P PpRq. We assume that for each u P I, ξu P L2pFT q

and the map u ÞÑ ξu is measurable.
The heterogeneous interaction is governed by the graphon term G. Note that if the interaction is

homogeneous, then Gpu, vq ” 1 for all pu, vq P r0, 1s ˆ r0, 1s. In this case, the above BSDE with jumps
degenerates to the standard mean field case,

Xuptq “ ξu `

ż T

t

ż

I

ż

R
fps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxqdyds´

ż T

t
ZupsqdWupsq

´

ż T

t

ż

E
ℓu,speq rNupds, deq, u P I, for t P r0, T s.

This particular case has been studied in [89]. In our research, we conduct a comprehensive analysis
of graphon mean field BSDEs with jumps. We establish some fundamental results, including the
existence and uniqueness of solutions, estimate for solutions, and comparison theorems. In addition,
we also explore the propagation of chaos of its associated N -particle systems. Specifically, we consider
an N -coupled BSDE system, where each equation is indexed by i “ 1, . . . , N , and has the following
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form:

XN
i ptq “ ξN

i `

ż T

t

1
N

N
ÿ

j“1
ζN

ij fps,XN
j psq, XN

i psq, ZN
i psq, ℓN,i

s p¨qqds´

ż T

t
ZN

i psqdxWipsq

´

ż T

t

ż

E
ℓN,i

s peq
Ă

xNipds, deq, t P r0, T s

XN
i pT q “ ξN

i ,

(1.5)

where xWi :“ W i
N

are i.i.d. Brownian motions, and pNipdt, deq “ N i
N

pdt, deq are independent Poisson
random measures. We assume that ξN

i P L2pFT q for all i “ 1, . . . , N . Hereby, ζN
ij : N ˆ N ÞÑ R`

0 is
symmetric describing the strength of interaction between particle i and j.

The graphon G can be regarded as the limit of ζN
ij as N Ñ 8. We study the following two different

types of convergence for solution:

• The average type:

1
N

N
ÿ

i“1
E

«

sup
tPr0,T s

|XN
i ptq ´X i

N
ptq|2 `

ż T

0
|ZN

i ptq ´ Z i
N

ptq|2dt`

ż T

0
}ℓi,Nt ´ ℓ

i
N
t }2

νdt

ff

.

• The maximum type:

max
iPrNs

E

«

sup
tPr0,T s

|XN
i ptq ´X i

N
ptq|2 `

ż T

0
|ZN

i ptq ´ Z i
N

ptq|2dt`

ż T

0
}ℓi,Nt ´ ℓ

i
N
t }2

νdt

ff

.

We introduce the graphon dynamic risk measures induced by the solutions of the graphon mean
field BSDEs with jumps. We extend several properties of dynamic risk measures to the graphon mean
field case, which include the consistency, continuity, homogeneity, translation invariance, monotonicity,
convexity, and absence of arbitrage. These properties have been previously studied in the context of
dynamic risk measures without mean field term in [183] and with mean field term in [89]. Additionally,
we provide a dual representation formula, a fundamental result in the theory of convex risk measures.
This formula provides a methodology for computing dynamic risk measures by taking the supremum
over a set of expectations under a family of probability measures. Through an involved proof, we
establish the dual representation formula for the graphon dynamic risk measures.

Contribution of Chapter 5 : Graphon Mean Field BSDEs and Associated Dynamic Risk
Measures

We introduce the following sets.

‚ L2pFtq is the set of all Ft-measurable and square integrable random variables, for t P r0, T s.
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‚ H2 is the set of real-valued predictable processes ϕ such that

}ϕ}H2 :“ pEr

ż T

0
ϕ2

tdtsq
1{2 ă 8.

‚ L2
νu

(for each u P I) is the set of all measurable functions ℓ : E ÞÑ R such that

}ℓ}νu :“ p

ż

E
|ℓpyq|2νupdyqq1{2 ă 8.

Note that L2
νu

is a Hilbert space equipped with the scalar product

xℓ1, ℓ2yνu :“
ż

E
ℓ1pyqℓ2pyqνupdyq.

‚ H2
νu

(for each u P I) is the set of all predictable processes ℓ such that

}ℓ}H2
νu

:“ pEr

ż T

0
}ℓt}

2
νu
dtsq1{2 ă 8.

‚ S2 is the set of real-valued RCLL adapted processes ϕ with

}ϕ}S2 :“ pEr sup
tPr0,T s

|ϕt|
2sq1{2 ă 8.

‚ MH2 is the set of all measurable functions X from I to H2: u ÞÑ Xu, satisfying

sup
uPI

}Xu}2
H2 “ sup

uPI
Er

ż T

0
|Xuptq|2dts ă 8.

We define ML2pFtq and MS2 similarly.

‚ MH2
ν :“ pH2

νu
qbI is the set of all families ℓ :“ tℓuuuPI such that

sup
uPI

pEr

ż T

0
}ℓu,t}

2
νu
dtsq1{2 ă 8.

‚ L2,IpFtq (for t P r0, T s) is the space of all Ft-measurable family of random variables X :“ tXuuuPI

satisfying
}X}L2,I :“ pE

“

ż

I
|Xu|2du

‰

q1{2 ă 8.

We define further the scalar product

xX,Y yL2,I :“ Er

ż

I
XuYudus.
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Definition 5.2-Graphon mean field BSDE A solution of the graphon mean-field BSDE system
with jumps (1.4) consists of a family of processes Φ :“ pXu, Zu, ℓuquPI with pXu, Zu, ℓuq P S2 ˆH2 ˆH2

νu

for all u in I satisfying (1.4), where Xu is a right continuous with left limit (RCLL) R-valued optional
process, and Zu (resp. ℓu) is a R-valued predictable process defined on Ωˆ r0, T s (resp. Ωˆ r0, T s ˆE)
such that the stochastic integral is well defined.

Assumption 5.1-Intensity measure For each ω P r1, 2s, the function I Q u ÞÑ Φ´1
u pω ´ 1q P R

is measurable, where Φu denotes the cumulative distribution function of νu; we define Φ´1
u p1q as the

essential supremum and Φ´1
u p0q as the essential infimum.

Assumption 5.2-Lipschitz driver For each u P I,

f : Ω ˆ r0, T s ˆ R3 ˆ L2
νu

Ñ R
pω, t, x1, x, z, ℓp¨qq ÞÑ fpω, t, x1, x, z, ℓp¨qq

is P b BpR3q b BpL2
νu

q measurable, and satisfies fp¨, ¨, 0, 0, 0, 0q P H2, and f is Lipschitz-continuous
in px1, x, z, ℓq, i.e., there exists a constant C ě 0 such that dt b dP-a.s., for each px1

1, x1, z1, ℓ1q and
px1

2, x2, z2, ℓ2q, we have
ˇ

ˇfpω, t, x1
1, x1, z1, ℓ1p¨qq ´ fpω, t, x1

2, x2, z2, ℓ2p¨qq
ˇ

ˇ

ďCp|x1
1 ´ x1

2| ` |x1 ´ x2| ` |z1 ´ z2| ` }ℓ1 ´ ℓ2}νuq.

Define the space

M :“ tΦu P S2 ˆ H2 ˆ H2
νu
, for all u P I and satisfying }Φ}M ă 8u.

Theorem 5.4-Existence and uniqueness Let Assumption 5.1 and 5.2 are satisfied and ξ P ML2pFT q.
Then the graphon mean-field BSDE system with jumps (1.4) admits a unique solution Φ :“ pX,Z, ℓq P

M, and I Q u ÞÑ LpXuq is measurable.

Assumption 5.3 We assume that for each u P I and each px1, x, z, ℓ1, ℓ2q P R3 ˆ pL2
νu

q2, there exists
a function ϕx1,x,z,ℓ1,ℓ2

u,t P L2
νu

such that

fpt, x1, x, z, ℓ1q ´ fpt, x1, x, z, ℓ2q ě xϕx1,x,z,ℓ1,ℓ2
u,t , ℓ1 ´ ℓ2yνu ,

with

ϕx1,x,z,ℓ1,ℓ2
u,t : r0, T s ˆ Ω ˆ R3 ˆ pL2

νu
q2 ÞÑ L2

νu
;

pt, ω, x1, x, z, ℓ1, ℓ2q ÞÑ ϕx1,x,z,ℓ1,ℓ2
u,t pω, ¨q

P b BpR3q b BppL2
νu

q2q measurable, bounded and satisfying dP b dtb dνu a.s.

ϕx1,x,z,ℓ1,ℓ2
u,t pyq ě ´1 and |ϕx1,x,z,ℓ1,ℓ2

u,t pyq| ď ψpyq,

for some ψ P L2
νu

.

Theorem 5.6-Comparison theorem for graphon mean-field BSDE Let ξ1, ξ2 P ML2pFT q and
denote by pX1, Z1, ℓ1q and pX2, Z2, ℓ2q the solution of the graphon mean-field BSDE with jumps (1.4)
associated to pξ1, f1q and pξ2, f2q respectively. Let f1 and f2 both satisfy Assumption 5.2, and further
assume that:
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• At least one of f1 and f2 satisfies Assumption 5.3, and the other one (or at least one if both
satisfy Assumption 5.3) is non-decreasing in x1;

• For each u P IzH with H a zero Lebesgue measure subset of I, ξ2
u ě ξ1

u a.s. and f2pω, t, x1, x, z, ℓq ě

f1pω, t, x1, x, z, ℓq a.s. for all pt, x1, x, z, ℓq P R4 ˆ L2
νu

.

Then for all t P r0, T s and u P IzH, we have X2
uptq ě X1

uptq almost surely.

Theorem 5.7-Strict comparison for graphon mean-field BSDE Suppose the assumptions in
Theorem 5.6 hold. Further, assume that f1 satisfies Assumption 5.3 with strict inequality, i.e.,

ϕx1,x,z,ℓ1,ℓ2
u,t pyq ą ´1,

and ξ1
u ě ξ2

u a.s. for each u P IzH with H a zero Lebesgue measure subset of I, and f1pω, t, x1, x, z, ℓq ě

f2pω, t, x1, x, z, ℓq a.s. for all pt, x1, x, z, ℓq P R4 ˆL2
νu

. Then if X1pt0q “ X2pt0q (i.e., X1
upt0q “ X2

upt0q

for all u P IzH) for some t0 P r0, T s, we have X1p¨q “ X2p¨q a.s. on rt0, T s, and f2pω, t, x1, x, z, ℓq “

f1pω, t, x1, x, z, ℓq on rt0, T s for u P IzH.

We next study the convergence result of N -coupled system (1.5) to graphon system (1.4). We need
the following assumptions.
Assumption 5.4 For each u P I,

(i) u Ñ Lpξuq is continuous w.r.t. the W2 metric.

(ii) there exists a finite collection of intervals tIi : i “ 1, . . . , Nu such that I “ YiIi, and for each
i P t1, . . . , Nu, we have Gpu, vq is continuous at u for each v P IzHi for some zero Lebesgue
measure set Hi.

Assumption 5.5 There exists a finite collection of intervals tIi : i “ 1, . . . , Nu such that I “ YiIi,
and for some constant C, we have for all u1, u2 P Ii, v1, v2 P Ij, and i, j P t1, . . . , Nu,

W2pLpξu1q,Lpξu2q ď C|u1 ´ u2|,

and,
|Gpu1, v1q ´Gpu2, v2q| ď Cp|u1 ´ u2| ` |v1 ´ v2|q.

Assumption 5.6-Interaction regularity For a given graphon G, we say that ζN :“ tζN
ij ui,jPrNs

satisfies regularity assumption with graphon G if either:

(i) ζN
ij “ Gp i

N ,
j
N q;

(ii) ζN
ij “ Bernoulli

`

Gp i
N ,

j
N q

˘

independently for all 1 ď i ď j ď N and independent of tWu, Nu, ξu :
u P Iu.

For notation simplicity, we let all νu be a common measure ν. But note that all following results
hold for different νu. See more details in Chapter 5. The convergence results are as follows.
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Theorem 5.14 Let Assumptions 5.2 and 5.5 be fullfilled. Suppose that ζN satisfy the regularity
assumption 5.6 with graphon G, and the terminal conditions ξN and ξ satisfy

max
i“1,...,N

E|ξN
i ´ ξ i

N
|2 “ OpN´1q.

Then the unique solutions ΦN of (1.5) converge to the unique solution of (1.4) with the convergence
rate 1{

?
N and

max
i“1,...,N

E

«

sup
tPr0,T s

|XN
i ptq ´X i

N
ptq|2 `

ż T

0
|ZN

i ptq ´ Z i
N

ptq|2dt`

ż T

0
}ℓi,Nt ´ ℓ

i
N
t }2

νdt

ff

ď CN´1 ` C max
i“1,...,N

E|ξN
i ´ ξ i

N
|2 “ OpN´1q,

for all N P N and some constant C. Furthermore, for κN
t “ 1

N

řN
i“1 δXN

i ptq and κt “
ş

I LpXuptqqdu,
then

sup
tPr0,T s

E
“

pW2pκN
t , κtqq2‰ ď CN´1{2.

Theorem 5.15 Let Assumptions 5.2 and 5.5 be fullfilled. Suppose ζN satisfies the regularity Assump-
tion 5.6 with graphon GN . Then we have

max
i“1,...,N

E

«

sup
tPr0,T s

|XN
i ptq ´X i

N
ptq|2 `

ż T

0
|ZN

i ptq ´ Z i
N

ptq|2dt`

ż T

0
}ℓi,Nt ´ ℓ

i
N
t }2

νdt

ff

ď C
`

max
i“1,...,N

E|ξN
i ´ ξ i

N
|2 ` }G´GN }8Ñ8 `N´1˘.

We introduce the graphon dynamic risk measure.
Definition 5.19 Let T ą 0 be a time horizon, for a terminal condition ξ P ML2pFT q, we define

ρu,tpξ, T q :“ ´Xupt, ξ, T q,

for each u P I, where tXupt, ξ, T quuPI is the solution of the graphon mean-field BSDE system (1.4).
Then ρtpξ, T q :“ tρu,tpξ, T quuPI is called the graphon associated dynamic risk measures.

Define
Fupω, t,LpXtq, x, z, ℓp¨qq :“

ż

I

ż

R
Gpu, yqfps, x1, x, z, ℓp¨qqµy,spdx1qdy.

For each pω, tq and each u P I, we denote by pFuq˚ the Fenchel-Legendre transform, defined as

pFuq˚pω, t,LpY q, βu, α
1
u, α

2
uq :“ sup

pX,x,z,ℓqPL2,I pFtqbR2bL2
νu

tFupω, t,LpXq, x, z, ℓq

´ xX,Y yL2,I ´ βux´ α1
uz ´ xα2

u, ℓuyνuu.

For given processes pβ, γq, we define

Hβ,γ
t,s :“ expt

ż s

t
pβy ` γyqdyu.
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We introduce the set AI
T , which a set of families of processes ptγu,v

t uu,vPI , tβu,tuuPI , tαu,tuuPIqtPr0,T s

defined in §5.4.2. The dual representation formula for the graphon dynamic risk measure can be
characterized by the known features of our graphon mean field BSDE system and is giving as following.
Theorem 5.27 Suppose f satisfies Assumption 5.2 and 5.3. Moreover, suppose that f is concave with
respect to px1, x, z, ℓq and non-decreasing in x1. Then we have for each t P r0, T s, the expectation of
the convex risk-measure ρt has the following representation : for each ξ P ML2pFT q,

Er

ż

I
ρv,tpξ, T qdvs “ sup

pγ,β,αqPAI
T

t

ż

I
EQα

v r´p

ż

I
Hβv ,γu,v

t,T duqξvsdv ´

ż

I
ζv,tpγ, β, α, T qdvu, (1.6)

where the function ζ, which is called penalty function, defined for each T and pγ, β, αq P AI
T by

ζv,tpγ, β, α, T q “

ż T

t
EQα

v
“

p

ż

I
Hβv ,γu,v

t,s duqpFvq˚
`

s,
` Γαv1

s H
βv1 ,γv,v1

t,s γv,v1
s

ErΓαv
s

ş

I H
βv ,γv1,v

t,s dv1s

˘

v1
, βv,s, α

1
v,s, α

2
v,sp¨q

˘‰

ds,

with Qα
v the absolutely continuous probability measure with respect to P admitting density Γαv , which

is defined by (5.28) with initial value Γαv,t “ 1. Moreover, there exists pγ, β, αq P AI
T attaining the

supremum in (1.6). In particular, for each v P I,

Erρv,tpξ, T qs “ EQαv
r´p

ż

I
Hβv ,γu,v

t,T duqξvs ´ ζv,tpγ, β, α, T q.

1.4.2 Stochastic games with graphon mean field interactions

With increasing interests in graphon interacting systems, there has been a growing research activity
on graphon mean field games. Studying stochastic games with heterogeneous interactions or games
on networks poses substantial challenges, especially when dealing with games on networks involving
a large number of players, since these games may exhibit significant asymmetry. This distinction
is particularly noteworthy in the context of games on sparse networks (e.g., [120, 161]). Analyzing
games on large networks, especially those with heterogeneous interactions, often relies on tractable
limiting (continuum) models. These models provide a convenient approximation for understanding
the dynamics of large finite games and offer valuable insights into the complexities of stochastic games
in heterogeneously interacting systems.

Chapter 6 aims at developping a graphon interacting model to solve graphon games with hetero-
geneous interactions and jumps, while maintaining tractability comparable to traditional mean field
games (MFGs). The traditional MFG framework is based on a fixed point problem describing the law
of the state process pXptqqtPr0,T s of a typical player. In the graphon game model, we consider a fixed
point problem for a family of laws pXup.qquPI , which can be viewed as a joint law of pU,Xq, where X
is the randomised state process and the uniform random variable U in I :“ r0, 1s is interpreted as the
“label” variable (order of vertex on network in limiting sense) of the player in the graphon. Despite
the heterogeneous interactions, we also include jumps in the dynamics to model the instantaneous
impacts. The jumps are induced by Poisson random measures with different intensity measures for
different labels, which is a source of individual heterogeneity.
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We put our attention to the Markovian feedback controls. The control depends on the current
state and its label. Let AI be the set of graphon controls α defined as measurable function α :
r0, T s ˆ I ˆ R Ñ A; pt, u, xq ÞÑ αpt, u, xq, where A is the action set. The dynamics of the controlled
graphon system is as follows,

dXα
u psq “

ż

I

ż

R
Gpu, vqbps,Xα

u psq, x, αps, u,Xα
u psqqqµα

v,tpdxqdvds

`

ż

I

ż

R
Gpu, vqσps,Xα

u psq, x, αps, u,Xα
u psqqqµα

v,tpdxqdvdWupsq

`

ż

E
ℓps,Xα

u psq, e, αps, u,Xα
u psqqq rNupds, deq, Xup0q “ ξu, u P I,

(1.7)

where µα
v :“ LpXα

v q P PpDq and µα
v,s :“ LpXα

v psqq P PpRq. We assume that ξ :“ tξuuuPI P

ML2pF0q, that is for each u P I, ξu P L2pFT q and the map u ÞÑ ξu is measurable. The coefficients
b : r0, T s ˆ R ˆ R ˆA Ñ R, σ : r0, T s ˆ R ˆ R ˆA Ñ R and ℓ : r0, T s ˆ R ˆE ˆA Ñ R are Lipschitz
continuous with respect to all parameters except t. We also assume that σ2 is bounded from 0.

Notice that in our model, the control term is present not only in the drift, as in [82, 162], but is
present also in the diffusion and jump terms. Furthermore, we also have the graphon interaction in
the diffusion term, which is not present in the model in [82, 162]. Combined with jumps and controls,
more heterogeneity is introduced into our setup, and the interacting dynamic system becomes more
complex compared to [47, 55]. Each player with label u P I seeks to maximize the following objective
function:

E
”

ż T

0
fpt,Xα

u ptq,Λµα
t puq, αpt, u,Xα

u ptqqqdt` gpXα
u pT q,Λµα

T puqq

ı

,

where f is some function representing the running cost and g is the cost function at the ending time.

1.4.3 Graphon equilibria and approximate Nash equilibria

The study of graphon mean field games can help to study the finite games on large networks. It is
hard to study directly the Nash equilibria of finite games with heterogeneous interaction. Instead, we
study it through the graphon games. Let An be the set of measurable functions α : r0, T s ˆ Rn Ñ A.
The heterogeneous interacting particle system we consider has the following controlled dynamic under
control tαiuiPrns P An

n,

dX
pnq

i psq “
1
n

n
ÿ

j“1
ζ

pnq

ij bps,X
pnq

i psq, X
pnq

j psq, αips,X
pnqpsqqqds

`
1
n

n
ÿ

j“1
ζ

pnq

ij σps,X
pnq

i psq, X
pnq

j psq, αips,X
pnqpsqqqdWipsq

`

ż

E
ℓps,X

pnq

i psq, e, αips,X
pnqpsqqq rNipds, deq, X

pnq

i p0q “ ξ
pnq

i ,

(1.8)

where tWi, i P rnsu are i.i.d. Brownian motions, tNipdt, deq, i P rnsu are independent Poisson random
measures, and tξ

pnq

i , i P rnsu are initial conditions. The idea is that when the population size n is
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large enough, the controlled graphon mean field system (1.7) can be viewed as the limit system of n
coupled controlled system (1.8) in some sense. Thus the Nash equilibrium of the finite game should
be close to the equilibrium of the graphon game, and hence could be approximated by that of the
graphon game. We call such equilibrium of the graphon game the graphon equilibrium and will give
the detailed definition. Recent works [36, 82, 162] have studied such approximate Nash equilibria in
some special cases. In Chapter 6, we extend the study to a more general framework involving jumps.

We define the concept of graphon equilibrium in our framework and establish its existence by
using the compactification method, a powerful technique commonly employed in studying equilibria
in various types of mean field games. We also investigate the uniqueness of the graphon equilibrium
under certain monotonicity condition. By considering graphon equilibria as benchmarks, we can ap-
proximate Nash equilibria in finite games. We use the equilibrium control for graphon games as a
benchmark to infer the corresponding control for finite games. Making use of the propagation of
chaos results (similar to those in Chapter 5), as the population size grows, the distributions of state
processes in finite games converge to those of graphon games under a specific correspondence pattern
between the player order i P rns and the graphon label u P I. Intuitively, the equilibrium control for
each player in the finite game should closely resemble that taken for the corresponding label in the
limit graphon system. Therefore, it is natural to select the control associated with the label i

n for
the i-th player in an n-player game. When the graphon equilibrium control exhibits continuity with
respect to u, we can relax to controls associated with labels close to i

n . This approximation follows the
principles of classical mean field games theory. However, due to the heterogeneity of interactions in our
model, the analysis becomes more intricate. This approximate method for Nash equilibrium applies
not only to the model-dependent case but also to the model-free case. It has also found applications
in reinforcement learning, as seen in works such as [101, 134].

Contribution of Chapter 6: Stochastic Graphon Mean Field Games with Jumps and
Approximate Nash Equilibria

We use the same probabilistic set-up and notation as in Chapter 5.
Assumption 6.1

• For each pt, x, u, µq P r0, T s ˆ R ˆ r0, 1s ˆ M`
Unifpr0, 1s ˆ Dq, there exists e P E such that the set

Kerµspt, x, uq :“
␣`

bpt, x,Λµtpuq, aq, σ2pt, x,Λµtpuq, aq, ℓpt, x, e, aq, z
˘

: a P A, z ď fpt, x,Λµtpuq, aq
(

is convex.

• The map e ÞÑ ℓpt, x, e, aq is affine for each pt, x, aq P r0, T s ˆ R ˆA.

In Chapter 6, we also put the same assumption as Assumption 5.2.

Assumption 6.2 For each ω P r1, 2s, the function I Q u ÞÑ Φ´1
u pω ´ 1q P R is measurable, where Φu

denotes the cumulative distribution function of νu; we define Φ´1
u p1q as the essential supremum and

Φ´1
u p0q as the essential infimum.
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For any fixed distribution µ P PUnifpr0, 1s ˆ Dq and graphon control α P AI , we define the following
graphon objective function:

JGpµ, αq :“ E
”

ż

I

´

ż T

0
fpt,Xα

u ptq,Λµtpuq, αpt, u,Xα
u ptqqqdt` gpXα

u pT q,ΛµT puqq

¯

du
ı

, (1.9)

where the functions f : r0, T s ˆ R ˆ MpRq ˆA Ñ R and g : R ˆ MpRq Ñ R are bounded continuous
w.r.t. all parameters.
Definition 6.2-Graphon equilibrium A graphon equilibrium is a distribution µ P PUnifpr0, 1s ˆ Dq

such that there exists α‹ P AI satisfying

JGpµ, α‹q “ sup
αPAI

JGpµ, αq, with µ “ LpXα‹

q.

Any α‹ satisfying the above is called an equilibrium control for distribution µ.

Theorem 6.4 and 6.6-Existence and uniqueness of graphon equilibrium Under Assumption
6.1 and 6.2, there exists at least one graphon equilibrium. Further suppose the following monotonicity
condition holds: for each a P A, and any µ1, µ2 P PUnifpr0, 1s ˆ R ˆAq and t P r0, T s, we have

ż

r0,1sˆR

´

gpx,Λµ̄1puqq ´ gpx,Λµ̄2puqq

¯

pµ̄1 ´ µ̄2qpdu, dxq ă 0,

and
ż

r0,1sˆRˆA

´

fppt, x,Λµ̄1puq, aq ´ fpt, x,Λµ̄2puq, aq

¯

pµ1 ´ µ2qpdu, dx, daq ă 0,

where µ̄ is the marginal distribution of the first two coordinates. Then there exists a unique graphon
equilibrium.

Let us define the following gap of objective function between an graphon equilibrium control α‹

and the "optimal" control,

ϵ
pnq

i pupnqq :“ sup
βPAn

Jipα
‹pu

pnq

1 q, . . . , α‹pu
pnq

i´1q, β, α‹pu
pnq

i`1q . . . , α‹pupnq
n qq ´ Jipα

‹q, (1.10)

where upnq :“ pu
pnq

1 , . . . , u
pnq
n q, α‹ :“ pα‹pu

pnq

1 q, . . . , α‹pu
pnq
n qq and α‹pu

pnq

i q :“ α‹p¨, u
pnq

i , ¨q, i.e., player
i uses the control rule of the graphon equilibrium control of label upnq

i .

Assumption 6.3 There exists a finite collection of intervals tIi : i “ 1, . . . , nu such that I “
Ť

i Ii

and, for each i P t1, . . . , nu, we have:

(i) u Ñ Lpξuq is continuous a.e. on Ii w.r.t. the W2 metric.

(ii) For each j P t1, . . . , nu, Gpu, vq is continuous in u and v a.e. on Ii ˆ Ij.

(iii) The intensity measure νu is continuous in u for the Wasserstein distance W2 on each Ii.
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Assumption 6.4 There exists a finite collection of intervals tIi : i “ 1, . . . , nu such that I “
Ť

i Ii,
and for some constant C, we have for all u1, u2 P Ii, v1, v2 P Ij, and i, j P t1, . . . , Nu,

W2pLpξu1q,Lpξu2qq ď C|u1 ´ u2|,

|Gpu1, v1q ´Gpu2, v2q| ď Cp|u1 ´ u2| ` |v1 ´ v2|q,

and
W2pνu1 , νu2q ď C|u1 ´ u2|.

Assumption 6.5-Interaction regularity We say ζpnq :“ tζ
pnq

ij ui,jPrns satisfies the regularity assump-
tion with graphon G if either:

(i) ζ
pnq

ij “ Gp i
n ,

j
nq;

(ii) ζ
pnq

ij “ Bernoulli
´

Gp i
n ,

j
nq

¯

independently for all 1 ď i ď j ď n and independent of tWu, Nu, ξu :
u P Iu and tWi, Ni, ξi : i P rnsu.

Let } ¨ }S2
T

:“ supsPr0,T s E| ¨s |2. The propagation result is as follows.

Theorem 6.10-Large population convergence Let αpt, u, xq be a Lipschitz function on pu, xq, and
let αpnq

i pt, xq “ αpt, i
n , xq. Let Xpnq and X be the solutions of (1.8) and (1.7) respectively, with initial

conditions ξpnq and ξ, controls αpnq :“ pα
pnq

i qiPrns and α. Suppose Assumption 6.4 holds with G, and
ζpnq satisfies the regularity Assumption 6.5 with Gn, where tGnun is a sequence of step graphons such
that }G ´ Gn}□ Ñ 0. Then we have the following convergence result for the empirical mean of the
neighborhood measure (defined in (6.9)):

1
n

n
ÿ

i“1
M

pnq

i Ñ

ż

I
Λµpvqdv,

in probability in the weak sense, where µ :“ LpXq. Furthermore, for each i P rns and any Lipschitz
continuous bounded function h from D, we have (for some constant C ą 0)

E
”

xh,M
pnq

i y ´ xh,Λµp
i

n
qy

ı2
ď
C

n

n
ÿ

j“1
E
ˇ

ˇ

ˇ
ξ

pnq

j ´ ξ j
n

ˇ

ˇ

ˇ

2
` C}Gn ´G}□ ` C}Gn ´G}8Ñ8 `

C

n
.

If Wi, Ni and W i
n
, N i

n
are the same for each i P rns, then we have

1
n

n
ÿ

i“1
}X

pnq

i ´X i
n

}2
S2

T
ď C

´ 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 ` }G´Gn}□ `
1
n

¯

,

and moreover

max
iPrns

}X
pnq

i ´X i
n

}2
S2

T
ď C

´

max
iPrns

E|ξ
pnq

i ´ ξ i
n

|2 ` }G´Gn}8Ñ8 `
1
n

¯

.

Assumption 6.6-Concavity
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• fpt, x, µ, aq is concave in x and strictly concave in a.

• For all λ P r0, 1s, a1, a2 P A,

λfpt, x, µ, a1q ` p1 ´ λqfpt, x, µ, a2q ď fpt, x, µ, āλq,

where āλ “ āλpt, x, µq is the solution to

bpt, x, µ, āλq “ λbpt, x, µ, a1q ` p1 ´ λqbpt, x, µ, a2q.

Lemma 6.17-Stability of control Suppose that Assumptions 6.3 and 6.6 are satisfied. Then there
exists a unique optimizer α‹

u for supαPAn
Ju,ξu

G pµ, αq. Let α‹pt, u, xq :“ α‹
upt, xq. We have α‹pt, u, xq

is (piecewise) continuous in pu, xq, and the law of Xα‹

u is (piecewise) continuous in u in the weak
sense. Furthermore, if G, f, g are all Lipschitz continuous and Assumption 6.4 is satisfied, then all
the continuities become Lipschitz continuities.

For each i P rns, we define Ipnq

i :“ pB´Ij ,
i
n s if i´1

n R Ij , i
n P Ij ; Ipnq

i :“
`

i´1
n , i

n

‰

if i´1
n , i

n P Ij ;
Ipnq

i :“
“

i´1
n , B`Ij

˘

if i
n P Ij and i`1

n R Ij , where B´ and B` denote the lower and upper borders,
respectively. We call tGnunPN a sequence of step graphons if, for each n P N, Gn is a graphon and
satisfies Gnpu, vq “ Gn

´

rnus

n , rnvs

n

¯

for all pu, vq P I ˆ I.

The approximate Nash equilibria results are the followings.
Theorem 6.15, 6.18 and 6.20 We have the following approximate Nash equilibria for four

different types of graphon under different conditions :

• Piecewise constant graphon. Suppose ζpnq satisfies regularity Assumption 6.5 with G and
Assumption 6.3 piq holds. If

max
i“1,...,n

E
ˇ

ˇξ
pnq

i ´ ξ i
n

ˇ

ˇ

2
“ Opn´1q,

then taking upnq

i “ i
n , we have as n Ñ 8,

max
i“1,...,n

ϵ
pnq

i pupnqq Ñ 0.

Moreover, if the initial condition is Lipschitz, satisfying (6.10), then we have

max
i“1,...,n

ϵ
pnq

i pupnqq “ Opn´1q.

• Continuous graphon. Suppose Assumption 6.6 holds, ζpnq satisfies the regularity Assump-
tion 6.5 with step graphon Gn, and }G ´ Gn}□ Ñ 0. Suppose Assumption 6.3 holds, G is
continuous, and the initial condition satisfies 1

n

řn
i“1 E|ξ

pnq

i ´ ξ i
n

|2 Ñ 0. Then we have

ess sup
upnqPIpnq

1 ˆ¨¨¨ˆIpnq
n

1
n

n
ÿ

i“1
ϵ

pnq

i pupnqq Ñ 0.
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Furthermore, if }G´Gn}8Ñ8 Ñ 0 and maxi“1,...,n E|ξ
pnq

i ´ ξ i
n

|2 Ñ 0, then we have

ess sup
upnqPIpnq

1 ˆ¨¨¨ˆIpnq
n

max
i“1,...,n

ϵ
pnq

i pupnqq Ñ 0.

• Lipschitz Continuous graphon. Suppose Assumption 6.6 holds, ζpnq satisfies the regularity
Assumption 6.5 with step graphon Gn, and }G´Gn}□ Ñ 0. Suppose Assumption 6.4 holds, G, f ,
and g are Lipschitz continuous, and the initial condition satisfies 1

n

řn
i“1 E|ξ

pnq

i ´ξ i
n

|2 “ Opn´1q.

Then we have
ess sup

upnqPIpnq

1 ˆ¨¨¨ˆIpnq
n

1
n

n
ÿ

i“1
ϵ

pnq

i pupnqq “ Opn´1q.

Furthermore, if }G´Gn}8Ñ8 Ñ 0 and maxi“1,...,n E|ξ
pnq

i ´ ξ i
n

|2 “ Opn´1q, then we have

ess sup
upnqPIpnq

1 ˆ¨¨¨ˆIpnq
n

max
i“1,...,n

ϵ
pnq

i pupnqq “ Opn´1q.

• Sampling graphon. Suppose Assumption 6.6 and 6.3 hold. Let ζpnq be sampled from the
continuous graphon G. If the initial condition satisfies 1

n

řn
i“1 E|ξ

pnq

i ´ ξ i
n

|2 Ñ 0, then we have,
for both ways of sampling defined in Section 6.5, as n Ñ 8,

ess sup
upnqPIpnq

1 ˆ¨¨¨ˆIpnq
n

1
n

n
ÿ

i“1
ϵ

pnq

i pupnqq Ñ 0.
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Chapter 2

Limit Theorems for Default Contagion
and Systemic Risk

This chapter is based on papers [1] and [3] in the publication list of Section 1.5.

Abstract. We consider a general tractable model for default contagion and systemic risk in a het-
erogeneous financial network, subject to an exogenous macroeconomic shock. We show that, under
some regularity assumptions, the default cascade model can be transferred to a death process problem
represented by a balls-and-bins model. We state various limit theorems regarding the final size of the
default cascade. Under suitable assumptions on the degree and threshold distributions, we prove that
the final size of default cascade has asymptotically Gaussian fluctuations. We next state limit theo-
rems for different system-wide wealth aggregation functions, which allow us to provide systemic risk
measures in relation with the structure and heterogeneity of the financial network. We finally show
how these results can be used by a social planner to optimally target interventions during a financial
crisis, with a budget constraint and under partial information of the financial network. Furthermore,
we also study the default cascade processes in stochastic networks and obtain limit theorems.

Keywords: Systemic Risk, Default Contagion, Financial Networks, Random Graphs.
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2.1 Introduction

The financial crisis 2007-2009 has illustrated the significance of network structure on the amplification
of initial shocks in the banking system to the level of the global financial system, leading to an
economic recession. An important literature on systemic risk and financial networks has emerged, see
e.g. [91, 146] for two recent surveys and references there.

Chapter 2 studies structural and dynamic models for loss propagation in the network of liabilities.
This is in contrast to the well-known systemic risk indicators such as CoVAR [192] or SES [2], which
are based on measuring losses in terms of market equity. Empirical studies on network topology of
banking systems reveal very different structures; from centralized networks as in [176] to core-periphery
structures [99, 122, 166] and scale-free structures as in [69, 93]. The main objective of this chapter is
to provide limit theorems and use them to establish a link between the (final) size of default cascade
and the structure and heterogeneity of financial networks. This chapter also studies limit theorems to
quantify the system-wide wealth and systemic risk in the financial system.

A crucial point in systemic risk modeling is the available information. As pointed out in [30, 126,
144, 187, 193], only partial information is, in general, available on the financial network, e.g., the total
size of the assets and liabilities for each institution. Our probabilistic approach allows us to deal with
an incomplete observation of the system connections. We reduce the dimension of the problem by
considering a classification of financial institutions according to different types (characteristics), in an
appropriate type space X . Our limit theorems relate the fraction of defaults to "averaged" quantities
concerning types/degrees and their propensity to default (the fraction of each type and the threshold
distribution for each type) rather than requiring knowledge of the strength of individual exposures.
The heterogeneity of exposures are encoded in the type dependent threshold distributions.

An extensive research in systemic risk and financial networks focuses on equilibrium approach, to
derive recovery rates from a fixed point equation [111, 114, 131, 185]. This relies on the assumption
that all debts are instantaneously cleared, unlikely to hold in reality. Even in a given shock scenario,
recovery rates are uncertain. For example, recovery rates after the failure of Lehman were around 8%
([175]). In this chapter, we model recovery rates as given. The model could be easily extended to a
setup with random recovery rates satisfying some cash-flow consistency conditions, see e.g. [24].

Our work is related to the literature on network structure and threshold models of contagion,
see e.g., [157, 165, 174, 200] in the context of (undirected) social networks. As shown in [7, 28, 105,
124, 179], network topology plays an important role for default propagation in financial systems. In
particular, [1] compares regular financial networks, and shows that the completely connected system
is the most stable for small shocks but the least stable for large shocks (and vice-versa for the ring
network). In [21], the authors present a more general framework to find the optimal network structure
for reducing the systemic risk. Recent papers, see e.g., [43, 116], consider the endogenous formation
of financial networks.

The primary innovations and results of this chapter are in multiple directions.
First, we generalize the default contagion model of [20] and allow for more network heterogeneity

by considering the type-dependent threshold model. These types may be calibrated to real-world
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data by using machine learning techniques for classification. We transfer the default cascade model
to a death process problem represented by a balls-and-bins model 1. This allows us to provide limit
theorems for the dynamic contagion model 2.

Second and more importantly, it is the first (to the best of our knowledge), to provide central
limit theorems for default contagion and systemic risk in random financial networks. Related to our
work, [20] derives a law of large number for default contagion in configuration model and provides a
criterion for the resilience of a financial network to insolvency contagion, based on the connectivity
and the structure of contagious links (i.e., those exposures of a bank larger than its capital). Here, we
show that the final size of default cascade has asymptotically Gaussian fluctuations and state various
theorems regarding the joint asymptotic normality between different contagion parameters, including
the number of solvent banks, defaulted banks, healthy links (those initiated by solvent banks) and
infected links (those initiated by defaulted banks) at any time t. We use Monte Carlo methods
to investigate systems with finite number of institutions and compare them with our central limit
theorems. We show how our limit theorems can be used to construct confidence intervals for the size
of contagion.

Third, we provide limit theorems for system-wide wealth aggregation functions, which can be used
for measuring and quantifying systemic risk. This also provides an indicator for the health of financial
system in different stress scenarios.

Finally, we consider a social planner who seeks to optimally target interventions during a financial
crisis, under partial information of the financial network and with a budget constraint. We show how
limit theorems allow us to simplify the optimization problem. The complete information setup has
been recently studied in [125, 145].

Aside from the application to default contagion and systemic risk in financial networks, our results
contribute to the literature on diffusion processes on random graphs. Related problems are the k-core
and bootstrap percolation. The k-core of any finite graph can be found by removing nodes with degree
less than k, in any order, until no such nodes exist. The asymptotic normality of k-core has been
studied in [152]. The bootstrap percolation is a diffusion process that has been studied on a variety of
graphs, see e.g., [9, 10, 148]. In bootstrap percolation process, for a fixed threshold θ ě 2, there is an
initially subset of active nodes and in each round, each inactive node that has at least θ active neighbors
becomes active and remains so forever. The asymptotic normality of bootstrap percolation has been
recently studied in [13]. Our results generalize those of previous studies on bootstrap percolation and
k-core in random graphs to the case of heterogeneous random directed networks with type-dependent
random thresholds.

Our proof of central limit theorem is a direct generalization of [13, 152] with significantly more
involved calculations. The key idea in the proof of [152] is to transfer the (k-core) process to a death
process problem represented by a balls-and-bins model. After that we appeal to a martingale limit

1The balls-and-bins model has been previously used in the economic literature; see e.g. [34] for a balls-and-bins model
of international trade.

2Although this chapter does not study the dynamic case, this virtual time (associated to the corresponding death
process) allows us to study the equilibrium and the final state of contagion. In Chapter 2, we show how the time-change
technique for Markov processes (see e.g., [184, III. (21.7)]) can be used to apply these limit theorems to other Markovian
dynamic default cascade processes.
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theorem from [147] to derive the limiting distributions. However, our model is more general and
new difficulties arise in treating the Markov process and proving the convergence results. For each
institution, since the interbank losses are random, the default threshold is also random. This makes
the covariances much harder to calculate and some convergence conditions become harder to verify.
Besides, our financial system is also directed and we need to divide the half-edges into two types (out
and in).

We end this introduction by the following remark. In the real world application, using limit
theorems requires some caution. For example, in order to let the asymptotic analysis to be relevant,
the financial network should be sufficiently large (see Figure 2.2). This could be true for example
at the level of a large economic zone. Moreover, financial networks may have small cycles. Most
existing literature on random networks features locally tree-like property. However, recent literature
shows that the basic configuration model can be extended to incorporate clustering; see e.g., [98,
195]. Moreover, following the recent literature on portfolio compression in financial networks (see
e.g., [21, 104, 197]), the study of default contagion and systemic risk in sparse financial networks
regime becomes significantly important, as portfolio compression removes small cycles. In light of its
tractability and interpretability, as well as its potential to be enriched with clustering, in this chapter
we use the configuration model as our base model. Note that the closed form interpretable limit
theorems that we provide could also serve as a mandate for regulators to collect data on those specific
network characteristics and assess systemic risk via more intensive computational methods.

Outline. The chapter is organized as follows. Section 2.2 introduces a model for the network of
financial counterparties and describes a mechanism for default cascade in such a network, after an
exogenous macroeconomic shock. We also describe how the default contagion model can be trans-
ferred to a death process problem represented by a balls-and-bins model. Section 2.3 gives our main
results on limit theorems for the final size of default cascade. In particular, under some regularity
assumptions, we show that different default contagion parameters have asymptotically Gaussian fluc-
tuations. Section 2.4 states limit theorems for different financial system aggregation functions, which
are used for measuring and quantifying systemic risk. Section 2.5 shows how these limit theorems can
be used by a social planner to optimally target interventions during a financial crisis, with a budget
constraint and under partial information of the financial network. Proof of main theorems are given
in Section 2.7. Section 2.9 concludes. Proof of lemmas are provided in Appendix.

Notation. Let tXnunPN be a sequence of real-valued random variables on a probability space
pΩ,F ,Pq. If c P R, we write Xn

p
ÝÑ c to denote that Xn converges in probability to c, that is,

for any ϵ ą 0, we have Pp|Xn ´ c| ą ϵq Ñ 0 as n Ñ 8. We write Xn
d

ÝÑ X to denote that Xn

converges in distribution to X. Let tanunPN be a sequence of real numbers that tends to infinity as
n Ñ 8. We write Xn “ oppanq, if |Xn|{an

p
ÝÑ 0. If En is a measurable subset of Ω, for any n P N,

we say that the sequence tEnunPN occurs with high probability (w.h.p.) or almost surely (a.s.) if
PpEnq “ 1´op1q, as n Ñ 8. Also, we denote by Binpk, pq a binomial distribution corresponding to the
number of successes of a sequence of k independent Bernoulli trials each having probability of success
p. We denote by Dr0,8q the standard space of right-continuous functions with left limits on r0,8q
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equipped with the Skorokhod topology (see e.g. [147, 156]).
We suppress the dependence of parameters on the size of the network n when it is clear in the

context.

2.2 Model

2.2.1 Financial Network and Default Cascade

Consider an economy En consisting of n interlinked financial institutions (banks) denoted by rns :“
t1, 2, . . . , nu that intermediate credit among end-users. Banks hold claims on each other. Interbank
liabilities are represented by a matrix of nominal liabilities pℓijq. For two financial institutions i, j P rns,
ℓij ě 0 denotes the cash-amount that bank i owes bank j. This also represents the maximum loss
related to direct claims, incurred by bank j upon the default of bank i. The total nominal liabilities
of bank i sum up to ℓi “

ř

jPrns ℓij , while the total value of interbank assets sum up to ai “
ř

jPrns ℓji.
The total value of claims held by end-users on bank i (deposits) is given by di. The total value of claims
held by bank i on end-users (external assets) is denoted by ei. In a stress testing framework, we apply
a (fractional) shock ϵi to the external assets of bank i. The capital of bank i after the shock denoted
by ci “ cipϵiq satisfies ci “ p1 ´ ϵiqei ` ai ´ ℓi ´ di, which represents the capacity of bank i to absorb
losses while remaining solvent. A financial institution i P rns is said to be fundamentally insolvent if
its capital after the shock is negative, i.e. ci ă 0. For a given shock scenario ϵ “ pϵ1, . . . , ϵnq P r0, 1sn,
we define the set of fundamental defaults D0pϵq “ ti P rns : cipϵiq ă 0u. Following the fundamentally
insolvent institutions D0pϵq, there will be a default contagion process. Let us denote by Rij “ Rijpϵq

the recovery rate of the liability of i to j, and by R “ pRijq the matrix of recovery rates. Since any
bank i cannot pay more than its external assets p1 ´ ϵiqei plus what it recovered from its debtors, the
recovery rates of i should satisfy the following cash-flow consistency constraints

p1 ´ ϵiqei `

n
ÿ

j“1
Rjiℓji ě

n
ÿ

j“1
Rijℓij ` di.

Given the shock scenario ϵ and the matrix of recovery rates R, following the set of fundamental
default D0, there is a default cascade that reaches the set D‹ in equilibrium. This represents the set
of financial institutions whose capital is insufficient to absorb losses and should satisfy the following
fixed point equation: D‹ “ D‹pϵ,Rq “

!

i P rns : cipϵiq ă
ř

jPD‹p1 ´ Rjiqℓji

)

. As stated in [24], the
above fixed point default cascade set has in general multiple solutions. The smallest fixed point set
which corresponds to smallest number of defaults can be obtained by starting from D0 and setting at
step k: Dk “ Dkpϵ,Rq “

␣

i P rns : cipϵiq ă
ř

jPDk´1
p1 ´Rjiqℓji

(

.

The cascade ends at the first time k such that Dk “ Dk´1. Hence in a financial network of size
n, the cascade will end after at most n ´ 1 steps and Dn´1 “ Dn´1pϵ,Rq represents the final set of
insolvent institutions starting from the initial set of defaults D0.
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2.2.2 Node Classification and Configuration Model

In the following, in order to reduce the dimensionality of the problem, we consider a classification
of financial institutions into a countable (finite or infinite) possible set of characteristics X . All
(observable) characteristics for institution i are encoded in xi “ pd`

i , d
´
i , ti, ...q P X , where d`

i denotes
the in-degree (number of institutions i is exposed to), d´

i denotes the out-degree (number of institutions
exposed to i) and ti denotes any other institution’s type specific (e.g., credit rating, seniority class,
etc.). As we are interested in limit theorems, we consider a sequence of economies tEnunPN, indexed
by the number of institutions. In particular, in the economy En, the characteristic of any institution
i P rns is denoted by x

pnq

i “ pd
`pnq

i , d
´pnq

i , t
pnq

i , ...q P X . Without loss of generality, the institutions in
the same class x P X are assumed to have the same number of creditors (denoted by d´

x ), the same
number of debtors (denoted by d`

x ) and the same other features.
Under some regularity assumptions detailed below, one can show that the information regarding

assets, liabilities, capital after shocks and recovery rates could all be encoded in a single threshold
distribution function (see [20] for a similar setup). Namely, for a given shock scenario ϵ and matrix of
recovery rates R3, we introduce, for any institution i P rns, the (random) threshold Θi “ Θpnq

i which
measures the number of defaults i can tolerate before becoming insolvent, if its counterparties default
in a uniformly at random order, i.e., when i’s debtors default order environment is chosen uniformly
at random among all possible permutations. Let us denote by Σpnq

i the set of all permutations of
counterparties of institution i, i.e. the set tj P rns|ℓji ą 0u. Mathematically, in a permutation
environment σi P Σpnq

i , the default threshold of institution i which belongs to type x is defined as

Θpnq

i pσi; pℓijqq :“ mintk ě 0|cipϵq ď

k
ÿ

j“1
p1 ´Rσipjqiqℓσipjqiu.

Then with fixed liability matrix pℓijq, the probability that an type x institution admits threshold θ is
given by

qpnq
x pθ; pℓijqq :“ #tpi, σiq|x

pnq

i “ x, σi P Σpnq

i ,Θpnq

i pσi; pℓijqq “ θu

nµ
pnq
x d`

x !
.

For tractability, we make the following assumption on the probability threshold functions.

Assumption 2.1. We assume that there exists a classification of the financial institutions into a
countable set of possible characteristics X such that, for each n P N, the institutions in the same
characteristic class have the same threshold distribution function (denoted by qpnq

x for institutions in
class x P X ). Namely, for economy En, i P rns and for all θ P N: PpΘpnq

i “ θq “ q
pnq

x
pnq

i

pθq.

In particular, in the network of size n, qpnq
x p0q represents the proportion of initially insolvent

institutions with type x P X . As discussed in [16, 20], this assumption is fulfilled e.g. for independent
(type-dependent) random losses. For x P X , let ϵx be a random variable and tL

pkq
x u8

k“1 be a set of
3Our results can be extended to a framework with independent random recovery rates; see e.g. [24] for a discussion.
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i.i.d. positive continuous random variables. Let cin
x be the inter-network capital buffer aside from the

outside assets. Then the limit threshold distribution can be characterized as

qxp0q :“ P
`

exp1 ´ ϵxq ` cin
x ď 0

˘

,

qxp1q :“ P
`

0 ă exp1 ´ ϵxq ` cin
x ď Lp1q

x

˘

,

and for all θ ě 2,

qxpθq :“ P
`

Lp1q
x ` ¨ ¨ ¨ ` Lpθ´1q

x ă exp1 ´ ϵxq ` cin
x ď Lp1q

x ` ¨ ¨ ¨ ` Lpθq
x

˘

.

Let µpnq
x denote the fraction of institutions with characteristic x P X in the economy En. In order

to study the asymptotics, it is natural to assume the following.

Assumption 2.2. We assume that for some probability distribution functions µ and q over the set
of characteristics X and independent of n, we have µpnq

x Ñ µx and qpnq
x pθq Ñ qxpθq as n Ñ 8, for all

x P X and θ “ 0, 1, . . . , d`
x . Moreover, we assume that

řd`
x

θ“0 qxpθq “ 1 for all x P X .

Note that, for simplicity of the computations, the threshold distributions are assumed to satisfy
řd`

x
θ“0 qxpθq “ 1 for all x P X . One can define qxp8q :“ 1 ´

řd`
x

θ“0 qxpθq and generalize all results with
slight changes.

Given the degree sequences d`
n “ pd`

1 , . . . , d
`
n q and d´

n “ pd´
1 , . . . , d

´
n q such that

ř

iPrns d
`
i “

ř

iPrns d
´
i , we associate to each institution i two sets: H`

i the set of incoming half-edges and H´
i

the set of outgoing half-edges, with |H`
i | “ d`

i and |H´
i | “ d´

i . Let H` “
Ťn

i“1 H`
i and H´ “

Ťn
i“1 H´

i . A configuration is a matching of H` with H´. When an out-going half-edge of instituion i
is matched with an in-coming half-edge of institution j, a directed edge from i to j appears in the graph.
The configuration model is the random directed multigraph which is uniformly distributed across all
configurations. The random graph constructed by the configuration model is denoted by Gpnqpd`

n ,d´
n q.

It is then easy to show that conditioned on the multigraph being a simple graph, we obtain a uniformly
distributed random graph with these given degree sequences denoted by Gpnq

˚ pd`
n ,d´

n q. In particular,
any property which holds with high probability on the configuration model also holds with high
probability conditioned on this random graph being simple (for the random graph Gpnq

˚ pd`
n ,d´

n q)
provided lim infnÑ8 PpGpnqpd`

n ,d´
n q simpleq ą 0, see e.g. [194].

2.2.3 Death Process and Final Solvent Institutions

We consider the default contagion process in the random financial network Gpnqpd`
n ,d´

n q, initiated by
the set of fundamentally insolvent institutions D0. Recall that Θi denotes the random threshold of
institution i P rns which measures the number of defaults i can tolerate before becoming insolvent in
the uniformly chosen i’s counterparties default order environment. By Assumption 2.1 and standard
coupling arguments, as also proved in [20], we assume that these thresholds are assigned initially to
any institution i P rns according to the distribution q

pnq
xi p¨q.
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Finding the final solvent institutions. We consider the above default contagion progress in the
following way. At time 0 in the (random) graph Gpnqpd`

n ,d´
n q, all institutions with threshold 0 become

defaulted. We remove all the initially defaulted institutions D0 from the network. Next, in order to
find D1, we identify the partners of D0. Note that the out-degree and in-degree of each institution in
the network induced by rnszD0 is less than or equal to those in the previous network. At step k P N,
the default set Dk can be identified by

Dk “

!

i P rns :
ÿ

j:jÑi

11tj P Dk´1u ě Θi

)

, (2.1)

where 11tEu denotes the indicator of an event E , i.e., this is 1 if E holds and 0 otherwise. We denote the
in-degree and out-degree of each institution i after k steps evolution by d`

i pkq and d´
i pkq respectively.

Note that initially d`
i p0q “ d`

i and d´
i p0q “ d´

i . At step k, we remove all institutions i P rns with
d`

i pkq ă d`
i ´ Θi. At the end of the above procedure, all the removed institutions are defaulted and

the remaining institutions are solvent.

Transferring to a death process problem represented by balls-and-bins. It is not hard to
see that the calendar time does not take any important role in the contagion process. We can define
the time interval as we want. So instead of removing institutions, we can also remove the links and
define a proper time interval between two successive removals. Namely, at each step, we only look at
one removal (interaction) between two institutions, yielding at most one default. In the following, we
simultaneously run the default contagion process and construct the configuration model. We call all
out half-edges and in half-edges that belong to a defaulted (solvent) institution the infected (healthy)
half-edges. We consider all the institutions as bins and all the (in and out) half-edges as (in and out)
balls. Consequently, the bins are called defaulted (D type) or solvent (S type) according to their
states as institutions. Similarly the balls are called infected (I type) or healthy (H type) when they
are infected or healthy as half-edges. Hence, all institutions are of two types and all balls are of four
different types. For convenience, we denote them as S (solvent), D (defaulted) bins, and further H`

(healthy in), H´ (healthy out), I` (infected in) and I´ (infected out) balls, respectively.
We start from the set of fundamental defaults D0, which gives the set of initially defaulted bins and

infected balls. At each step, we first remove a uniformly chosen ball of type I´ and then a uniformly
chosen ball from H` Y I`. In this process S bins may change to D bins and, consequently, H balls
may change to I balls. We continue the process until there is no more I´ balls. We now change the
description a little by introducing colors for the I´ balls and life for all in balls from H` Y I`. We
let all I´ balls are white and all in balls from H` Y I` are initially alive. We begin by recoloring one
random I´ ball red. Subsequently, in each removal step, we first kill a random in ball from H` Y I`

and at the same moment we also recolor a random white ball red. This is repeated until no more
white I´ balls remain.

We next run the above death process in continuous time. We assume that each ball from H` Y

I` has an exponentially distributed random lifetime with mean one, independent of all other balls.
Namely, if there are ℓ alive in balls remaining, then we wait an exponential time with mean 1{ℓ until
the next pair of interactions. We stop when we should recolor a white ball red but there is no such
ball. Let us denote by Wnptq the number of white I´ balls at time t. Hence, the above death process
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ends at the stopping time τ‹
n which is the first time when we need to recolor a white ball but there

are no white balls left. However, we pretend that we recolor a (nonexistent) white ball at time τ‹
n and

write Wnpτ‹
nq “ ´1. The pseudocode for this default cascade death process is provided in Algorithm 1.

Algorithm 1: Default cascade death process
1. Initialize:

(a) Set up the set of fundamentally defaulted institutions D0pϵq.
(b) Assign the threshold θi to each institution i P rns, according to the distribution qxip.q.
(c) Mark all outgoing half-edges originating from D0pϵq in white.
(d) Allocate i.i.d. exponential lifetimes with a mean of one to all incoming half-edges.

2. while there exists a white outgoing half-edge in the system do

(a) Wait for the next incoming half-edge death (uniformly distributed among all alive
incoming half-edges) and remove this half-edge from the set of alive incoming half-edges.

(b) If this incoming half-edge is connected to institution i P rns with threshold θi and this is
the θi-th incoming loss to this institution, then add this institution to the set of defaulted
institutions and color all outgoing half-edges connected to this institution in white.

(c) Select a random white outgoing half-edge and color it in red.

end

We denote by I`
n ptq, H`

n ptq and Lnptq the number of alive (in) balls in I`, H` and H` Y I` at
time t, respectively. For x P X , θ P N, ℓ “ 0, . . . , θ ´ 1, we let Spnq

x,θ,ℓptq denote the number of solvent
institutions (bins) with type x, threshold θ and ℓ defaulted neighbors at time t. Further, let Snptq
and Dnptq be the numbers of S bins and D bins at time t. Hence, Snpτ‹

nq denotes the final number
of solvent institutions. Further, Dnpτ‹

nq “ n ´ Snpτ‹
nq “ |Dn´1| is the final number of defaulted

institutions.

2.3 Limit Theorems

In this section we consider the above dynamic default contagion model (which is now transferred to a
death process problem represented by balls-and-bins) and state our main results regarding the limit
theorems in the random financial network Gpnqpd`

n ,d´
n q.
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We first define some functions that will be used later. Let for z P r0, 1s:

bpd, z, ℓq :“PpBinpd, zq “ ℓq “

ˆ

d

ℓ

˙

zℓp1 ´ zqd´ℓ, (2.2)

βpd, z, ℓq :“PpBinpd, zq ě ℓq “

d
ÿ

r“ℓ

ˆ

d

r

˙

zrp1 ´ zqd´r, (2.3)

and Binpd, zq denotes the binomial distribution with parameters d and z.

2.3.1 Asymptotic Magnitude of Default Contagion

We consider the random financial network Gpnqpd`
n ,d´

n q and assume that the average degrees converges
to a finite limit.

Assumption 2.3a. We assume that, as n Ñ 8, the average degrees converges and is finite:

λpnq :“
ÿ

xPX
d`

x µ
pnq
x “

ÿ

xPX
d´

x µ
pnq
x ÝÑ λ :“

ÿ

xPX
d`

x µx P p0,8q.

Note that the finite average degree condition is satisfied for most real-world scale-free financial
networks with a shape parameter larger than 2.

For z P r0, 1s, we define the functions:

fSpzq :“
ÿ

xPX
µx

d`
x
ÿ

θ“1
qxpθqβ

`

d`
x , z, d

`
x ´ θ ` 1

˘

, fDpzq “ 1 ´ fSpzq,

fH`pzq :“
ÿ

xPX
µx

d`
x
ÿ

θ“1
qxpθq

d`
x
ÿ

ℓ“d`
x ´θ`1

ℓb
`

d`
x , z, ℓ

˘

, fI`pzq “ λz ´ fH`pzq,

fW pzq :“λz ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“1
qxpθqβ

`

d`
x , z, d

`
x ´ θ ` 1

˘

.

The following theorem states the law of large numbers for the number of solvent banks, defaulted
banks, healthy links, infected links and the total number of existing white balls (remaining interactions
yielding at least one default) at any time t in the economy En satisfying above regularity assumptions.

Theorem 2.1. Suppose that Assumptions 2.1-2.3a hold. Let τn ď τ‹
n be a stopping time such that

τn
p

ÝÑ t0 for some t0 ą 0. Then for all x P X , θ “ 1, . . . , d`
x and ℓ “ 0, . . . , θ ´ 1, we have

sup
tďτn

ˇ

ˇ

S
pnq

x,θ,ℓptq

n
´ µxqxpθqb

`

d`
x , 1 ´ e´t, ℓ

˘ˇ

ˇ

p
ÝÑ 0 as n Ñ 8.
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Further, as n Ñ 8,

sup
tďτn

ˇ

ˇ

Snptq

n
´ fSpe´tq

ˇ

ˇ

p
ÝÑ 0, sup

tďτn

ˇ

ˇ

Dnptq

n
´ fDpe´tq

ˇ

ˇ

p
ÝÑ 0,

sup
tďτn

ˇ

ˇ

H`
n ptq

n
´ fH`pe´tq

ˇ

ˇ

p
ÝÑ 0, sup

tďτn

ˇ

ˇ

I`
n ptq

n
´ fI`pe´tq

ˇ

ˇ

p
ÝÑ 0,

and the number of white balls satisfies

sup
tďτn

ˇ

ˇ

Wnptq

n
´ fW pe´tq

ˇ

ˇ

p
ÝÑ 0.

Proof. see Section 2.7.1.

We consider now the stopping time τ‹
n which is the first time such that Wnpτ‹

nq “ ´1 (becomes
negative). Let us define

z‹ :“ sup
␣

z P r0, 1s : fW pzq “ 0
(

.

We have the following lemma.

Lemma 2.2. Suppose that Assumptions 2.1-2.3a hold. We have (as n Ñ 8):

(i) If z‹ “ 0 then τ‹
n

p
ÝÑ 8.

(ii) If z‹ P p0, 1s and z‹ is a stable solution, i.e. f 1
W pz‹q ą 0, then τ‹

n
p

ÝÑ ´ ln z‹.

Proof. See Appendix 2.8.2.

Remark 2.3. The stable solution of fW ptq guarantees that the process Wn becomes negative when n
is large enough, by Theorem 2.1. If the solution is not stable, Wn reaches some position close to 0,
but may not be negative. Then we can not guarantee that the default contagion stops.

As a corollary of Theorem 2.1 and Lemma 2.2, we next provide the law of large numbers for the
final state of default contagion.

Theorem 2.4. Suppose that Assumptions 2.1-2.3a hold. The final fraction of defaults satisfies:

(i) If z‹ “ 0 then asymptotically almost all institutions default during the cascade and
ˇ

ˇDn´1
ˇ

ˇ “

n´ oppnq.

(ii) If z‹ P p0, 1s and z‹ is a stable solution, i.e. f 1
W pz‹q ą 0, then

ˇ

ˇDn´1

ˇ

ˇ

n

p
ÝÑ fDpz‹q. Further, in this

case, for all x P X , θ “ 1, . . . , d`
x and ℓ “ 0, . . . , θ ´ 1, the final fraction of solvent institutions

with type x, threshold θ and ℓ defaulted neighbors satisfies

S
pnq

x,θ,ℓ

n

p
ÝÑ µxqxpθqb

`

d`
x , 1 ´ z‹, ℓ

˘

.
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Proof. See Section 2.7.2.

The above theorem (in a simpler setup) has been used in [20] to provide a resilience condition for
contagion in random financial networks. With the notation above, starting from a small fraction ϵ
of institutions representing the fundamental defaults, i.e.,

ř

xPX µxqxp0q “ ϵ, the financial network is
said to be resilient if limϵÑ0 z

‹ “ 1; this condition implies that the final fraction of defaults is (w.h.p.)
negligible and |Dn´1

ˇ

ˇ “ oppnq. We refer to [12, 20] for the resilience conditions.
The law of large numbers results can be used for quantifying systemic risk in different networks.

This can be reflected by various wealth aggregation functions providing indicators for the health of
financial systems in different stress scenarios.

2.3.2 Asymptotic Normality of Default Contagion

In order to study the central limit theorems, we need to restrict our attention to the sparse networks
regime. Namely, we consider the random financial network Gpnqpd`

n ,d´
n q and assume that degrees

sequences satisfy the following moment condition.

Assumption 2.3b. We assume that for every constant A ą 1, we have

n
ÿ

i“1
Ad`

i “ n
ÿ

xPX
µpnq

x Ad`
x “ Opnq and

n
ÿ

i“1
Ad´

i “ n
ÿ

xPX
µpnq

x Ad´
x “ Opnq.

Compared to Assumption 2.3a, this assumption restricts the networks to a sparse regime (e.g., a
Core-Periphery financial network or an Erdös-Rényi random graph with finite average degree).

Remark 2.5. Let pD`
n , D

´
n q be random variables with joint distribution

PpD`
n “ d`, D´

n “ d´q “
ÿ

xPX
µpnq

x 11td`
x “ d`, d´

x “ d´u,

which is the joint distribution of in- and out- degrees for a random node in Gpnqpd`
n ,d´

n q. Let also
pD`, D´q be random variables (over nonnegative integers) with joint distribution

PpD` “ d`, D´ “ d´q “
ÿ

xPX
µx11td`

x “ d`, d´
x “ d´u.

Assumption 2.3b can be rewritten as ErAD`
n s “ Op1q and ErAD´

n s “ Op1q for each A ą 1, which in
particular implies the uniform integrability of D`

n and D´
n , so

λpnq :“
ÿ

xPX
d`

x µ
pnq
x “ ErD`

n s ÝÑ ErD`s “ λ P p0,8q.

Similarly, all higher moments converge.

46



Chapter 2. Limit Theorems for Default Contagion and Systemic Risk 2.3. Limit Theorems
;A<

By the construction of the balls-and-bins model, the independency exists between any two different
types x1 ‰ x2, at any time t before the final state is reached. Hence we study the asymptotic normality
type by type. We first show the following joint convergence theorem for all x P X , θ “ 1, . . . , d`

x , ℓ “

0, . . . , θ ´ 1.
Theorem 2.6. Suppose that Assumptions 2.1-2.3b hold. Let τn ď τ‹

n be a stopping time such that
τn

p
ÝÑ t0 for some t0 ą 0. For all x P X , θ “ 1, . . . , d`

x , ℓ “ 0, . . . , θ ´ 1 and jointly in D r0,8q,

n´1{2
´

S
pnq

x,θ,ℓpt^ τnq ´ nµpnq
x qpnq

x pθqb
`

d`
x , 1 ´ e´pt^τnq, ℓ

˘

¯

d
ÝÑ Zx,θ,ℓpt^ t0q,

where Zx,θ,ℓptq is a Gaussian process with mean 0 and variance σx,θ,ℓptq given by (2.12).

Proof. See Section 2.7.3, where we also provide the covariance between Z˚
x1,θ1,ℓ1

and Z˚
x2,θ2,ℓ2

, for any
two triplets px1, θ1, ℓ1q and px2, θ2, ℓ2q; (see (2.11)).

The process Spnq

x,θ,ℓ is an elementary process in the network. Other processes can be regarded as
aggregated processes of Spnq

x,θ,ℓ over different px, θ, ℓq. With the asymptotic normality of Spnq

x,θ,ℓ, the
asymptotic normality of other processes can be obtained.

In the following theorem, we show the joint asymptotic normality between the total number of
solvent institutions, number of defaulted institutions, number of infected and healthy links, and the
total number of white balls (controlling the default contagion stopping time) at any time t before the
end of default cascade. For z P r0, 1s, we define the functions:

f
pnq

S pzq :“
ÿ

xPX
µpnq

x

d`
x
ÿ

θ“1
qpnq

x pθqβ
`

d`
x , z, d

`
x ´ θ ` 1

˘

, f
pnq

D pzq “ 1 ´ f
pnq

S pzq,

f
pnq

H`pzq :“
ÿ

xPX
µpnq

x

d`
x
ÿ

θ“1
qpnq

x pθq

d`
x
ÿ

ℓ“d`
x ´θ`1

ℓb
`

d`
x , z, ℓ

˘

, f
pnq

I` pzq “ λz ´ f
pnq

H`pzq,

f
pnq

W pzq :“λpnqz ´
ÿ

xPX
µpnq

x d´
x

d`
x
ÿ

θ“1
qpnq

x pθqβ
`

d`
x , z, d

`
x ´ θ ` 1

˘

.

For convenience, we set
pf

pnq

♣ ptq “ f
pnq

♣ pe´tq, for ♣ P tS,D,H`, I`,W u.

Theorem 2.7. Suppose that Assumptions 2.1-2.3b hold. Let τn ď τ‹
n be a stopping time such that

τn
p

ÝÑ t0 for some t0 ą 0. Then jointly in D r0,8q, as n Ñ 8,

n´1{2
´

♣npt^ τnq ´ n pf
pnq

♣ pt^ τnq

¯

d
ÝÑ Z♣pt^ t0q (2.4)

for ♣ P tS,D,H`, I`,W u, where tZ♣u are continuous Gaussian processes on r0, t0s with mean 0 and
covariances that satisfy, for 0 ď t ď t0 and ♣,♠ P tS,D,H`, I`,W u,

Cov
`

Z♣ptq,Z♠ptq
˘

“ σ♣,♠pe´tq,

where the form of σ♣,♠pxq are given by (2.56)-(2.60) in Appendix 2.8.7.
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Proof. See Section 2.7.4. Note that since Dnptq “ n ´ Snptq, it is easy to transfer the result to D
by setting σD,D “ σS,S and σD,♣ “ ´σS,♣. Further, since Inptq “ Lnptq ´ H`

n ptq, computing the
covariances of I` is similar to H` and is omitted from the proof. We only provide the covariances for
♣,♠ P tS,H`,W u.

We have obtained asymptotic normality for all processes of interest. Note that the covariance
functions between them are obtained in explicit forms, using the observable features of the network.
This allows us to test the approximation performance in networks with size n, when n is not so large.

Our central limit theorems can be used to provide a confidence interval for the fraction of defaults
in finite financial networks. Figure 2.1 displays the 95% confidence interval for the fraction of defaults
in a 6-regular financial network (d` “ d´ “ 6) (plotted against z “ e´t) during the default cascade
process. As expected, when the network size is larger, the interval size becomes smaller.

Figure 2.1: 95% confidence interval of the fraction of defaulted institutions. The blue solid line is the limit,
the green dash line is the bounds for network size n “ 300, and the red dash line is the bounds for network
size n “ 1500. Here, d` “ d“ “ 6 and the threshold distribution is qp0q “ 0.05, qp1q “ 0.05, qp2q “ 0.1, qp3q “

0.1, qp4q “ 0.15, qp5q “ 0.25 and qp6q “ 0.3.

Let us define

sx,θ,ℓpzq :“ µxqxpθqb
`

d`
x , 1 ´ z, ℓ

˘

, s
pnq

x,θ,ℓpzq :“ µpnq
x qpnq

x pθqb
`

d`
x , 1 ´ z, ℓ

˘

,

and let pzn be the largest z P r0, 1s such that f pnq

W pzq “ 0. As a corollary of Theorem 2.7 and Lemma 2.2,
we have the following result regarding the final state of default contagion.
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Theorem 2.8. Suppose that Assumptions 2.1-2.3b hold. Let t‹ “ ´ ln z‹,If z‹ P p0, 1s and z‹ is a
stable solution, i.e. α :“ f 1

W pz‹q ą 0, then we have

n´1{2p♣npτ‹
nq ´ nf

pnq

♣ ppznqq
d

ÝÑ Z♣pt‹q ´ α´1f 1
♣pz‹qZW pt‹q, (2.5)

for ♣ P tS,D,H`, I`,W u, where the limit distributions compose a Gaussian vector. Furthermore,
pzn Ñ z‹ and, for all x P X , 0 ď ℓ ă θ ď d`

x ,

n´1{2pS
pnq

x,θ,ℓpτ
‹
nq ´ ns

pnq

x,θ,ℓppznqq
d

ÝÑ Z˚
x,θ,ℓpt

‹q ´ α´1s1
x,θ,ℓpz

‹qZW pt‹q. (2.6)

Proof. See Section 2.7.5.

To study the convergence of our central limit theorems numerically, we consider in Figure 2.2
networks with finite size n and simulate the final fraction of defaulted institutions by using a Monte-
Carlo method. To see how the distributions of final fraction of defaults come close to the Gaussian
distributions as n becomes large, we run 3000 times the default cascade process of Figure 2.1 in
different 6-regular networks chosen uniformly at random among all 6-regular (directed) networks. We
count how many institutions default at the end of each simulation and then produce the histograms.
Figure 2.2 displays the obtained histograms with two different network sizes n “ 300 and n “ 1500.

(a) Network size n=300 (b) Network size n=1500

Figure 2.2: Histograms of 3000 times Monte-Carlo simulation for the number of final defaults in regular
financial networks with size n “ 300, 1500.

2.4 Quantifying Systemic Risk

In order to determine the health of the financial network, we consider now a systemic risk measure
applied to the (random) financial network, introduced in previous sections. These measures are de-
composed as ρ ˝ Γ for a stand-alone risk measure (usually assumed convex) ρ and an aggregation
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function Γ “ Γpϵq for losses under the stress scenario ϵ. This was first introduced in [87, 159]; see
also [21, 118]. The following three aggregation functions have been considered in the literature. At
time t, for the economy En and given shock scenario ϵ, we let:

• Number of solvent banks: Γ#
n ptq :“ Snptq “ n´Dnptq.

• External wealth: Let Γ̄d
n denote the total external wealth to society if there is no default in

the financial system (small shock regime). We define the external wealth (societal) aggregation
function as Γd

n ptq :“ Γ̄d
n ´

ř

xPX L̄d
xD

pnq
x ptq, where Dpnq

x ptq “ nµ
pnq
x ´

ř

θ

řθ´1
ℓ“0 S

pnq

x,θ,ℓptq denotes
the total number of defaulted institutions with type x P X at time t. Note that (for simplicity)
we assume a bounded constant type-dependent societal loss L̄d

x over each defaulted institution.

• System-wide wealth : Let Γ̄♢
n denote the total wealth in the financial system if there is no

default in the system. We define the system-wide aggregation function as

Γ♢
nptq :“ Γ̄♢

n ´
ÿ

xPX
L̄d

xD
pnq
x ptq ´

ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓS

pnq

x,θ,ℓptq.

For each type x P X , we consider a bounded fixed (type-dependent) societal cost L̄d
x for defaulted

institutions and a bounded fixed (host institutions’ type-dependent) cost L̄♢
x over each defaulted

links.

For the aggregation function Γ#
n ptq, we already stated the limit theorems in Section 2.3. Since the

societal aggregation function Γd
n can be seen as a particular case of system-wide aggregation function

Γ♢
n (by setting L̄♢

x “ 0), we only state limit theorems for Γ♢
n.

To this purpose, it is natural to assume that Γ̄♢
n{n Ñ Γ̄♢ when the size of network n Ñ 8. Let us

define

f
pnq

♢ pzq :“ Γ̄♢
n{n´

ÿ

xPX
L̄d

x f
pnq

D pzq ´
ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓs

pnq

x,θ,ℓpzq,

f♢pzq :“ Γ̄♢ ´
ÿ

xPX
L̄d

x fDpzq ´
ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓsx,θ,ℓpzq.

Similarly we also set
pf

pnq

♢ ptq “ f
pnq

♢ pe´tq, pf♢ptq “ f♢pe´tq.

We next consider the central limit theorems for the societal and system-wide aggregation functions.
By applying Theorem 2.1 and Theorem 2.4, the following holds.

Theorem 2.9. Suppose that Assumptions 2.1-2.3a hold. Let τn ď τ‹
n be a stopping time such that

τn
p

ÝÑ t0 for some t0 ą 0. Then, as n Ñ 8,

sup
tďτn

ˇ

ˇ

Γ♢
nptq

n
´ f♢pe´tq

ˇ

ˇ

p
ÝÑ 0, (2.7)
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and under Assumption 2.3b, jointly in D r0,8q,

n´1{2
´

Γ♢
npt^ τnq ´ n pf

pnq

♢ pt^ τnq

¯

d
ÝÑ Z♢pt^ t0q,

where Z♢ is a continuous Gaussian process on r0, t0s with mean 0 and variance σ♢ptq given by (2.61)
in Appendix 2.8.8.

Moreover, the final (system-wide) aggregation functions satisfy (under Assumptions 2.1-2.3a):

(i) If z‹ “ 0 then asymptotically almost all institutions default during the cascade and

Γ♢
npτ‹

nq

n

p
ÝÑ Γ̄♢ ´

ÿ

xPX
µxL̄

d
x .

(ii) If z‹ P p0, 1s and z‹ is a stable solution, i.e. f 1
W pz‹q ą 0, then Γ♢

npτ‹
nq

n

p
ÝÑ f♢pz‹q and, under

Assumption 2.3b,

n´1{2`Γ♢
npτ‹

nq ´ nf
pnq

♢ ppznq
˘ d

ÝÑ Z‹
♢,

where Z‹
♢ is a centered Gaussian random variable with variance σ‹

♢ given by (2.62).

Proof. See Section 2.7.6.

2.4.1 Numerical analysis on heterogeneity and stability

In this section, we investigate the impact of network structure heterogeneity on the final size of the
default cascade. To simplify the analysis, we assume that the out-degree is equal to the in-degree for
all nodes. We consider the following three types of networks:

• Regular networks: These exhibit regular, symmetric linkages among nodes. All nodes, con-
sidered identical for our study, create a homogeneous, symmetric network.

• Erdös-Rényi networks: In this model, every pair of nodes (a potential directed link) inde-
pendently forms a connection with a fixed probability pn P p0, 1q, such that npn Ñ λ as n Ñ 8.
This differs from regular networks as each node pair has a potential edge based on a specific
probability, infusing heterogeneity into the degree distribution. In particular, the degree distri-
bution converges to a Poisson distribution with parameter λ, with the asymptotic probability
mass function of degree given by PpD “ kq “ e´λλk{k!.

• Scale-free networks: These are prevalent in many real-world financial network systems. Scale-
free networks possess a degree distribution following a power law. This is expressed as PpD “

kq „ ck´η, where c ą 0 is a normalizing constant and η ą 1 is a control parameter.

51



2.5. Targeting Interventions in Financial Networks Chapter 2. Limit Theorems for Default
Contagion and Systemic Risk

;A<

We set the parameters λ “ 5 and η “ 1.2. To reduce the complexity of the simulation, we assume
that the degrees are upper-bounded by dmax “ 23. These parameter choices result in both the scale-
free and Erdös-Rényi networks having an average degree very close to 5. In Figure 2.3, we compare
the final fraction of defaults in these networks to a regular network with a degree of 5. We assess the
final defaults in these three distinct networks under different initial shocks, measured as a percentage
of asset loss for each agent. Our numerical framework employs i.i.d. distributed Pareto losses.

From Figure 2.3, we note that for small shocks (less than 0.2), the performance of the three
networks is quite similar. However, as the shock size increases, the scale-free network is the first to
leap to a larger default fraction, indicating it has the smallest critical value for the shock. The ER
network follows, and the regular network displays the largest critical value. Interestingly, with larger
shocks, the regular network exhibits the highest default fraction among the three, followed by the
ER network, while the scale-free network shows the lowest. These observations lead to a conclusion:
networks with low heterogeneity are more resilient to small shocks, but their resistance to larger shocks
increases with heterogeneity.

Figure 2.3: Final faction of defaults for regular, Erdös-Rényi (ER) and scale-free networks.

2.5 Targeting Interventions in Financial Networks

In this section we consider a planner (lender of last resort or government) who seeks to minimize the
systemic risk at the beginning of the financial contagion, after an exogenous macroeconomic shock
ϵ, subject to a budget constraint. As discussed in Section 2.4, we assume that the systemic risk is
represented by ρpΓ♢

nq, for some convex function ρ applied to the system-wide wealth. Note that since
we study the interventions for a given shock ϵ, the uncertainty (in stress scenario) for the risk measure
ρ is only on the network structure (which is assumed to be uniformly at random). The planner only
has information regarding the type of each institution and, consequently, the institutions’ threshold
distributions. Hence, the planner’ decision is only based on the type of each institution. The timeline
is as follows. At time t “ 0, the financial network is subject to an economic shock ϵ. At time t “ 1,
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the planer (observing the external shock ϵ) computes the threshold distribution qxp.q for each x P X .
Then she makes decisions, under some budget constraint, on the number (fraction) of interventions
over all defaulted links leading to any institution with any type x P X . When the planner intervenes
on a defaulting bank, its threshold (distance to default) increases by 1. These interventions will be
type-dependent and at random over all defaulted links directing to the same type institutions.

For x P X , let us denote by α
pnq
x the planner intervention decision on the fraction of the saved

links directing to any institution of type x P X . We assume that αpnq
x Ñ αx for all x P X , and some

constants αx independent of n. Let αn “

!

α
pnq
x

)

xPX
, and, let Γ♢

npαnq denote the system-wide wealth

under the intervention decision αn. Further, Spnq

x,θ,ℓpαnq denotes the number of solvent banks with
type x, threshold θ and ℓ defaulted neighbors under the intervention decision αn. Similarly, Dnpαnq

denotes the total number of defaults under intervention αn.
Let Cx P R` denote the cost associated to saving any defaulted link leading to an institution of

type x P X . We assume that Cx is a bounded function. We denote by Φnpαnq the total cost associated
to the planner for the intervention strategy αn.

We state below a limit theorem on the number of solvent institutions, defaulted institutions, the
total aggregate wealth of the financial system and the total cost of intervention for the planner, under
the intervention decision αn. Let us define

f
pαq

W pzq :“ λz ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“1
qxpθqβ

`

d`
x , αx ` p1 ´ αxqz, d`

x ´ θ ` 1
˘

,

and,
z‹

α :“ sup
␣

z P r0, 1s : f pαq

W pzq “ 0
(

. (2.8)

Theorem 2.10. Suppose that Assumptions 2.1-2.3a hold. Let αn Ñ α as n Ñ 8. If z‹
α is a stable

solution, then as n Ñ 8:

(i) For all x P X , θ “ 1, . . . , d`
x and ℓ “ 0, . . . , θ ´ 1, the final fraction of solvent institutions with

type x, threshold θ and ℓ defaulted neighbors under intervention αn converges to

S
pnq

x,θ,ℓpαnq

n

p
ÝÑ s

pαq

x,θ,ℓpz
‹
αq :“ µxqxpθqb

`

d`
x , p1 ´ αxqp1 ´ z‹

αq, ℓ
˘

.

(ii) The total number of defaulted institutions under intervention αn converges to:

Dnpαnq

n

p
ÝÑ f

pαq

D pz‹
αq :“ 1 ´

ÿ

xPX
µx

d`
x
ÿ

θ“1
qxpθqβ

`

d`
x , αx ` p1 ´ αxqz‹

α, d
`
x ´ θ ` 1

˘

.

(iii) The system-wide wealth under the intervention decision αn converges to

Γ♢
npαnq

n

p
ÝÑ f

pαq

♢ pz‹
αq :“ Γ̄♢ ´

ÿ

xPX
L̄d

x f
pαq

D pz‹
αq ´

ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓs

pαq

x,θ,ℓpz
‹
αq.
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(iv) The total cost of interventions αn for the planner converges to

Φnpαnq

n

p
ÝÑ ϕpz‹

αq :“
ÿ

xPX
µxαxCx

d`
x
ÿ

ℓ“1
ℓb
`

d`
x , 1 ´ z‹

α, ℓ
˘

.

Proof. See Section 2.7.7.

We conclude that, as n Ñ 8, the planner optimal decision problem simplifies to

max
α

f
pαq

♢ pz‹
αq :“Γ̄♢ ´

ÿ

xPX
L̄d

x f
pαq

D pz‹
αq ´

ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓs

pαq

x,θ,ℓpz
‹
αq,

subject to ϕpz‹
αq :“

ÿ

xPX
µxαxCx

d`
x
ÿ

ℓ“1
ℓb
`

d`
x , 1 ´ z‹

α, ℓ
˘

ď C,

for some budget constraint C ą 0 and z‹
α given by (2.8).

2.6 Default cascade process

In this section, we study the default cascade processes in the financial network Gpnqpd`
n ,d´

n q.
We consider a nonnegative matrix pνijq which represents the frequency of meetings between any

connected (ordered) pair of agents i, j P rns. Assume:

• Each pair of agents i, j meet (and interact) at the jump times of a Poisson process of rate νij ą 0,
independently from all other meetings in the network.

• Each pair of agents i, j with rate νij “ 0 never meet, which means that agents i, j are not directly
connected to each other (there is no liability from i towards j).

This collection of Poisson processes are called the meeting process and the matrix pνijq specifies
the meeting model.

We now introduce the default cascade process. Starting from the set of fundamentally insolvent
agents Dp0q “ ti P rns : ci ă 0u and initial capitals Cp0q “ pc1, . . . , cnq, each pair of (connected)
agents in the financial network, interacts at random times associated to the above meeting process
and update their states (solvency/default state or interbank liabilities). If, at the meeting time, the
debtor agent is solvent, the two agents continue to interact and update their states. In this case,
the capitals of these two agents are assumed to be unchanged. Otherwise, when a defaulted agent
meets its creditor agent, the creditor agent receives a random loss with distribution depending on its
characteristics and the the two agents stop meeting each other. Namely, if agent i is defaulted at the
meeting time with agent j (where i Ñ j), then it brings a random amount of loss, denoted by Lij , to
j. In this case, the capital of agent j is reduced by the loss Lij . We assume that the losses that agent
j receives from its debtors are i.i.d positive bounded, depending only on the characteristics of agent j.
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We write Cptq “ pc1ptq, . . . , cnptqq for the time-t configuration of capitals in the above default
cascade process, with cip0q “ ci for all i P rns. Then, it is easy to show that Cptq is a continuous-time
Markov process which at some almost surely (a.s.) finite random time τ‹

n, reaches some absorbing
configuration C‹ in which there is some random set of agents who are solvent (i.e., with positive
capital).

Under the same assumptions on the type distribution and default threshold distribution as in
previous sections, we set the following second moment condition on the degree sequence.
Assumption 2.4. We assume that (as n Ñ 8)

ř

iPrnspd
`
i ` d´

i q2 “ Opnq.

We consider the default cascade process when the meeting times are i.i.d. exponential random
variables with parameter (normalized to) one. Namely, we assume that

νij “ 11
␣

pi, jq is an edge of Gpnqpd`
n ,d´

n q
(

.

The main result is based on studying the time-change default cascade process and using some limit
theorems from previous sections on this time-changed Markov process. The result is as following.
Theorem 2.11. Consider the default cascade process in the random network Gpnqpd`

n ,d´
n q satisfying

Assumption 2.4, when the meeting times are i.i.d. exponential random variables with parameter one.
If z‹ is a stable solution, then we have the following:

(i) There exists a unique continuously differentiable function v : r0,8q Ñ pz‹, 1s satisfying the
differential equation

d

dt
vptq “ ´

fW pvptqq

λ
, vp0q “ 1, (ODE)

and, vptq Œ z‹ as t Ñ 8.

(ii) For all x P X , θ “ 1, . . . , d`
x and ℓ “ 0, . . . , θ ´ 1, as n Ñ 8,

sup
tě0

ˇ

ˇ

S
pnq

x,θ,ℓptq

n
´ µxqxpθqb

`

d`
x , 1 ´ vptq, ℓ

˘
ˇ

ˇ

p
ÝÑ 0.

Further, as n Ñ 8,

sup
tě0

ˇ

ˇ

Snptq

n
´ fSpvptqq

ˇ

ˇ

p
ÝÑ 0 and sup

tě0

ˇ

ˇ

Dnptq

n
´ fDpvptqq

ˇ

ˇ

p
ÝÑ 0.

Let Tnpℓq be the (random) time that the random financial network Gpnqpd`
n ,d´

n q faces its ℓ-th loss
(ℓ-th meeting time containing at least one default). Let also L‹

n denote the final number of losses in
network Gpnqpd`

n ,d´
n q. Then we have the following theorem.

Theorem 2.12. Consider the default cascade process in the random network Gpnqpd`
n ,d´

n q satisfying
Assumption 2.4, when the meeting times are i.i.d. exponential random variables with parameter one.
Then, as n Ñ 8, L‹

n{n
p

ÝÑ λp1 ´ z‹q, and, for all 0 ď a ă b ă 1 ´ z‹,

Tnpbλpnqnq ´ Tnpaλpnqnq
p

ÝÑ

ż 1´a

1´b

λ

fW pxq
dx.
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The proof of above theorems are provided in §2.7.8.

2.7 Proof of Main Theorems

This section contains the proofs of all the theorems in previous sections. We provide in Appendix 2.8.1
proofs of lemmas and recall some useful preliminary results on death processes and martingale theory.

2.7.1 Proof of Theorem 2.1

We denote by U pnq

x,θ,sptq the number of bins (institutions) with type x P X , threshold θ and s alive (in-)
balls at time t. Let N pnq

x,θ denote the (random) number of bins with type x and threshold θ. Let also
N

pnq
x “

ř

θ N
pnq

x,θ denote the number of bins with type x. We first state the following lemma on the
convergence of U pnq

x,θ,sptq.

Lemma 2.13. Let τn ď τ‹
n be a stopping time such that τn

p
ÝÑ t0 for some t0 ą 0. Under Assump-

tion 2.3a, for all x P X , θ “ 1, . . . , d`
x and ℓ “ 0, . . . , θ ´ 1, we have (as n Ñ 8)

sup
tďτn

ˇ

ˇ

U
pnq

x,θ,ℓptq

n
´ µxqxpθqb

`

d`
x , e

´t, ℓ
˘ˇ

ˇ

p
ÝÑ 0. (2.9)

Further,

sup
tďτn

ÿ

xPX
pd`

x ` d´
x q

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

ˇ

ˇU
pnq

x,θ,sptq{n´ µxqxpθqbpd`
x , e

´t, sq
ˇ

ˇ

p
ÝÑ 0. (2.10)

Proof. The proof is based on the death process Lemma 2.19 and provided in Section 2.8.3.

We now continue with the proof of Theorem 2.1.

Consider Spnq

x,θ,ℓ, the number of solvent institutions with type x, threshold θ and ℓ “ 0, . . . , θ ´ 1
defaulted neighbors at time t. By definition, Spnq

x,θ,ℓptq “ U
pnq

x,θ,d`
x ´ℓ

ptq. Hence, by (2.9), we obtain that

sup
tďτn

ˇ

ˇ

S
pnq

x,θ,ℓptq

n
´ µxqxpθqb

`

d`
x , 1 ´ e´t, ℓ

˘ˇ

ˇ

p
ÝÑ 0, as n Ñ 8.

The total number of solvent institutions at time t satisfies

Snptq “
ÿ

xPX

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

U
pnq

x,θ,sptq,
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which is dominated by
ř

xPX pd`
x ` d´

x q
řd`

x
θ“1

řd`
x

s“d`
x ´θ`1 U

pnq

x,θ,sptq. Then, by Lemma 2.13 and the
convergence result (2.10), we obtain sup

tďτn

ˇ

ˇ

Snptq

n ´ fSpe´tq
ˇ

ˇ

p
ÝÑ 0.

Further, from Dnptq “ n´Snptq, the number of defaulted institutions at time t satisfies sup
tďτn

ˇ

ˇ

Dnptq

n ´

fDpe´tq
ˇ

ˇ

p
ÝÑ 0.

Observe also that the total number of healthy in links at time t is given by

H`
n ptq “

ÿ

xPX

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

sU
pnq

x,θ,sptq,

which is also dominated by
ř

xPX pd`
x ` d´

x q
řd`

x
θ“1

řd`
x

s“d`
x ´θ`1 U

pnq

x,θ,sptq and again by Lemma 2.13, we

obtain sup
tďτn

ˇ

ˇ

H`
n ptq

n ´ fH`pe´tq
ˇ

ˇ

p
ÝÑ 0.

Moreover, the number of in balls from I` at time t satisfies I`
n ptq “ Lnptq ´ H`

n ptq. By the
construction of the balls-and-bins model, it is easily seen that Lnptq is a pure death process. It follows
by Lemma 2.19 and Assumption 2.3a that suptě0

ˇ

ˇLnptq{n ´ λe´t
ˇ

ˇ

p
ÝÑ 0. We therefore obtain (by

definition fI`pzq “ λz ´ fH`pzq) sup
tďτn

ˇ

ˇ

I`
n ptq

n ´ fI`pe´tq
ˇ

ˇ

p
ÝÑ 0.

Finally, the total number of white (out) balls at time t satisfies Wnptq “ Lnptq ´ H´
n ptq, where

H´
n ptq denotes the total number of healthy (out) balls at time t, given by

H´
n ptq “

ÿ

xPX

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

d´
x U

pnq

x,θ,sptq.

This is again dominated by
ř

xPX pd`
x `d´

x q
řd`

x
θ“1

řd`
x

s“d`
x ´θ`1 U

pnq

x,θ,sptq. Then Lemma 2.13 and Assump-
tion 2.3a imply that the number of white balls satisfies sup

tďτn

ˇ

ˇ

Wnptq

n ´ fW pe´tq
ˇ

ˇ

p
ÝÑ 0. This completes

the proof of Theorem 2.1.

2.7.2 Proof of Theorem 2.4

By Theorem 2.1, it follows that Snpτ‹
nq

n “ fSpe´τ‹
nq ` opp1q. If z‹ “ 0 then, by Lemma 2.2, τ‹

n
p

ÝÑ 8.
So e´τ‹

n
p

ÝÑ 0 and, since fSp0q “ 0, it follows by the continuity of fS that fSpe´τ‹
nq

p
ÝÑ 0. We

therefore have Snpτ‹
nq “ oppnq. This implies that |Dn´1| “ n ´ Snpτ‹

nq “ n ´ oppnq and, as desired,
asymptotically almost all institutions default.

If z‹ P p0, 1s and f 1
W pz‹q ą 0, then by Lemma 2.2, we have e´τ‹

n
p

ÝÑ z‹. Moreover, the continuity
of fD implies that fDpe´τ‹

nq
p

ÝÑ fDpz‹q. Hence, we have by Theorem 2.1 that

|Dn´1|

n
“
Dnpτ‹

nq

n

p
ÝÑ fDpz‹q.
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Now using the first statement of Theorem 2.1 and the continuity of µxqxpθqbpd`
x , 1 ´ z, ℓq on z, we

obtain for all x P X , θ “ 1, . . . , d`
x and ℓ “ 0, . . . , θ ´ 1, the final fraction of solvent institutions with

type x, threshold θ and ℓ defaulted neighbors satisfies

S
pnq

x,θ,ℓ

n

p
ÝÑ µxqxpθqb

`

d`
x , 1 ´ z‹, ℓ

˘

.

This completes the proof of Theorem 2.4.

2.7.3 Proof of Theorem 2.6

Recall that U pnq

x,θ,sptq denotes the number of bins (institutions) with type x P X , threshold θ and s

alive (in-) balls at time t. Further, we let V pnq

x,θ,sptq denote the number of bins (institutions) with type
x P X , threshold θ and at least s alive balls at time t, so that V pnq

x,θ,sptq “
ř

ℓěs U
pnq

x,θ,ℓptq.

We first study the stochastic process V pnq

x,θ,s for a given x P X and integers θ, s. For all possible
triple px, θ, sq, we define

V
˚pnq

x,θ,s ptq :“ n´1{2`V
pnq

x,θ,sptq ´ nµpnq
x qpnq

x pθqβpd`
x , e

´t, sq
˘

,

and
N

˚pnq

x,θ :“ n´1{2`N
pnq

x,θ ´ nµpnq
x qpnq

x pθq
˘

.

We then have the following lemma.

Lemma 2.14. Let τn ď τ‹
n be a stopping time such that τn

p
ÝÑ t0 for some t0 ą 0. Under Assump-

tion 2.3b, we have that for all couple px, θq, jointly as n Ñ 8, N˚pnq

x,θ
d

ÝÑ Y˚
x,θ, where all Y˚

x,θ are
Gaussian random variables with mean 0 and covariances

CovpY˚
x1,θ1 ,Y

˚
x2,θ2q “ ψx,θ1,θ211tx1 “ x2u,

where ψx,θ,θ :“ µxqxpθqp1 ´ qxpθqq, ψx,θ1,θ2 :“ ´µxqxpθ1qqxpθ2q for all θ1 ‰ θ2.

Further for all triple px, θ, sq, jointly in Dr0,8q, as n Ñ 8, V ˚pnq

x,θ,s pt^ τnq
d

ÝÑ Z˚
x,θ,spt^ t0q, where

all Z˚
x,θ,sptq are continuous Gaussian processes with mean 0 and covariances

Cov
`

Z˚
x1,θ1,s1ptq,Z˚

x2,θ2,s2ptq
˘

“0, for all x1 ‰ x2,

Cov
`

Z˚
x,θ1,s1ptq,Z˚

x,θ2,s2ptq
˘

“pσx,θ1,θ2,s1,s2pe´tq, for all θ1 ‰ θ2,

Cov
`

Z˚
x,θ,s1ptq,Z˚

x,θ,s2ptq
˘

“pσx,θ,θ,s1,s2pe´tq ` rσx,θ,s1,s2pe´tq,

where pσx,θ1,θ2,s1,s2pe´tq :“ βpd`
x , e

´t, s1qβpd`
x , e

´t, s2qψx,θ1,θ2, and rσx,θ,s1,s2 “ rσx,θ,s2,s1 with

rσx,θ,s,s`kpyq :“ 1
2y

2s`k
d`

x
ÿ

j“s`k

ˆ

j ´ 1
s´ 1

˙ˆ

j ´ 1
s` k ´ 1

˙
ż 1

y
pv ´ yq2j´2s´kv´2jdφx,θ,jpvq,
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and φx,θ,jpyq :“ µxqxpθqβpd`
x , y, jq.

Moreover, the covariance between Z˚
x1,θ1,sptq and Y˚

x2,θ2
is given by

Cov
`

Z˚
x1,θ1,sptq,Y˚

x2,θ2

˘

“ βpd`
x1 , e

´t, sqψx1,θ1,θ211tx1 “ x2u.

Proof. See Appendix 2.8.4.

We now turn back to the proof of Theorem 2.6. For the number of solvent institutions with type
x P X , threshold θ “ 1, . . . , d`

x ´ 1 and ℓ “ 1, . . . , θ ´ 1 defaulted neighbors at time t, we have

S
pnq

x,θ,ℓptq “ V
pnq

x,θ,d`
x ´ℓ

´ V
pnq

x,θ,d`
x ´ℓ`1.

Moreover, for ℓ “ 0, Spnq

x,θ,0ptq “ V
pnq

x,θ,d`
x

. Using the joint asymptotic normality of V ˚pnq

x,θ,d`
x ´ℓ

and

V
˚pnq

x,θ,d`
x ´ℓ`1, we obtain that in D r0,8q,

n´1{2
´

S
pnq

x,θ,ℓpt^ τnq ´ nµpnq
x qpnq

x pθqb
`

d`
x , 1 ´ e´pt^τnq, ℓ

˘

¯

d
ÝÑ Zx,θ,ℓpt^ t0q,

where Zx,θ,ℓ “ Z˚

x,θ,d`
x ´ℓ

´ Z˚

x,θ,d`
x ´ℓ`1 for ℓ ě 1 and Zx,θ,0 “ Z˚

x,θ,d`
x

. Further, for convenience, we set
Z˚

x,θ,s “ 0 for all s ą d`
x . Thus for any two triple px1, θ1, ℓ1q and px2, θ2, ℓ2q, we have

Cov
`

Zx1,θ1,ℓ1ptq,Zx2,θ2,ℓ2ptq
˘

“Cov
`

Z˚

x1,θ1,d`
x1 ´ℓ1

ptq,Z˚

x2,θ2,d`
x2 ´ℓ2

ptq
˘

` Cov
`

Z˚

x1,θ1,d`
x1 ´ℓ1`1ptq,Z˚

x2,θ2,d`
x2 ´ℓ2`1ptq

˘

´ Cov
`

Z˚

x1,θ1,d`
x1 ´ℓ1

ptq,Z˚

x2,θ2,d`
x2 ´ℓ2`1ptqq ´ Cov

`

Z˚

x1,θ1,d`
x1 ´ℓ1`1ptq,Z˚

x2,θ2,d`
x2 ´ℓ2

ptq
˘

,

(2.11)

where the covariances on the right hand side can be computed by using Lemma 2.14.
In particular, the variance of Zx,θ,ℓptq is given by

σx,θ,ℓptq “rσx,θ,d`
x ´ℓ,d`

x ´ℓpe
´tq ` rσx,θ,d`

x ´ℓ`1,d`
x ´ℓ`1pe´tq

´ 2rσx,θ,d`
x ´ℓ,d`

x ´ℓ`1pe´tq ` b2pd`
x , e

´t, d`
x ´ ℓqψx,θ,θ, (2.12)

where ψx,θ,θ “ µxqxpθqp1 ´ qxpθqq as in Lemma 2.14.

2.7.4 Proof of Theorem 2.7

We first state a lemma which holds under the moment regularity condition (i.e., Assumption 2.3b).

Lemma 2.15. The Assumption 2.3b guarantees that, as n Ñ 8, f pnq

♣ pzq Ñ f♣pzq, for all ♣ P

tS,D,H`, I`,W u, together with all their derivatives, uniformly on r0, 1s.

Proof. See Appendix 2.8.5.
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This lemma allows us to extend the convergence results to some infinite sums of V ˚pnq

x,θ,s ptq. We
denote by X `

ℓ and X ´
ℓ the set of characteristics x P X with in-degree d`

x ě ℓ and out-degree d´
x ě ℓ,

respectively.

Lemma 2.16. Let τn ď τ‹
n be a stopping time such that τn

p
ÝÑ t0 for some t0 ą 0. Under Assump-

tion 2.3b and for n large enough, we have as ℓ Ñ 8,

E
“

sup
tďT

ˇ

ˇ

ÿ

xPX `
ℓ

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`2

V
˚pnq

x,θ,s ptq
ˇ

ˇ

‰

Ñ 0,

Further as n Ñ 8,

ÿ

xPX

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`2

V
˚pnq

x,θ,s pt^ τnq
d

ÝÑ
ÿ

xPX

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`2

Z˚
x,θ,spt^ t0q. (2.13)

Similarly, as n Ñ 8,

ÿ

xPX

d`
x
ÿ

θ“1
V

˚pnq

x,θ,d`
x ´θ`1pt^ τnq

d
ÝÑ

ÿ

xPX

d`
x
ÿ

θ“1
Z˚

x,θ,d`
x ´θ`1pt^ t0q,

ÿ

xPX

d`
x
ÿ

θ“1
pd`

x ´ θ ` 1qV
˚pnq

x,θ,d`
x ´θ`1pt^ τnq

d
ÝÑ

ÿ

xPX

d`
x
ÿ

θ“1
pd`

x ´ θ ` 1qZ˚

x,θ,d`
x ´θ`1pt^ t0q,

and
ÿ

xPX
d´

x

d`
x
ÿ

θ“1
V

˚pnq

x,θ,d`
x ´θ`1pt^ τnq

d
ÝÑ

ÿ

xPX
d´

x

d`
x
ÿ

θ“1
Z˚

x,θ,d`
x ´θ`1pt^ t0q.

Moreover, all the above limit processes on the right hand side are continuous.

Proof. see Appendix 2.8.6.

We come back to the proof of Theorem 2.7. Recall that Lnptq denotes the total number of alive in
balls at time t. At the initial time, Lnp0q “ nλpnq and Lnptq decreases by 1 each time a (in) ball dies.
Since the death happens after an exponential time with rate 1 independently, therefore on r0, τ‹

ns,
writing in differential form, we have

dLnptq “ ´Lnptqdt` dMt,

where M is a martingale.
Then by similar arguments as in the proof of [152, Theorem 3.1] for Wn, with obvious change of

the jump from ´2 to ´1, we obtain

n´1{2`Lnpt^ τnq ´ Lnp0q
˘ d

ÝÑ ZLpt^ t0q in D r0,8q ,
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where ZL is a continuous Gaussian process with ErZLptqs “ 0 and covariances

E
“

ZLptqZLpuq
‰

“ λpe´t ´ e´2tq{2, 0 ď t ď u ă 8.

Let U pnq

x,θ,sptq and V
pnq

x,θ,sptq be as defined in the proof of Theorem 2.7.3. Note that

Snptq “
ÿ

xPX

d`
x
ÿ

θ“1
V

pnq

x,θ,d`
x ´θ`1ptq, Dnptq “ n´ Snptq, (2.14)

and,

H`
n ptq “

ÿ

xPX

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

sU
pnq

x,θ,sptq “
ÿ

xPX

d`
x
ÿ

θ“1

“

pd`
x ´ θ ` 1qV

pnq

x,θ,d`
x ´θ`1ptq `

d`
x
ÿ

s“d`
x ´θ`2

V
pnq

x,θ,sptq
‰

.

(2.15)

Further, I`
n ptq “ Lnptq ´H`

n ptq, and,

Wnptq “Lnptq ´
ÿ

xPX
d´

x

d`
x
ÿ

θ“1
V

pnq

x,θ,d`
x ´θ`1ptq. (2.16)

Then by Lemma 2.14, combining (2.14), (2.15), (2.16) and the convergences results for the infinite
sums in Lemma 2.16, we obtain that for ♣ P tS,H`, I`,W u,

n´1{2
´

♣npt^ τnq ´ n pf
pnq

♣ pt^ τnq

¯

d
ÝÑ Z♣pt^ t0q,

with

ZS :“
ÿ

xPX

d`
x
ÿ

θ“1
Z˚

x,θ,d`
x ´θ`1, (2.17)

ZH` :“
ÿ

xPX

d`
x
ÿ

θ“1
pd`

x ´ θ ` 1qZ˚

x,θ,d`
x ´θ`1 `

ÿ

xPX

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`2

Z˚
x,θ,s, (2.18)

ZI` :“ ZL ´ ZH` , (2.19)

and

ZW :“ ZL ´
ÿ

xPX
d´

x

d`
x
ÿ

θ“1
Z˚

x,θ,d`
x ´θ`1. (2.20)

Hence we have proved the asymptotic normality in Theorem 2.7. The covariances between all the
processes are given by (2.55)-(2.60) in Appendix 2.8.7.

61



2.7. Proof of Main Theorems Chapter 2. Limit Theorems for Default Contagion and Systemic Risk
;A<

2.7.5 Proof of Theorem 2.8

Since α ą 0, for a positive constant ε small enough, we have fW pz‹ ´ εq ă 0 and fW pz‹ ` εq ą 0. By
Lemma 2.15, we have f pnq

W Ñ fW uniformly on r0, 1s. For n large enough, we also have f pnq

W pz‹ ´εq ă 0
and f pnq

W pz‹ ` εq ą 0. Hence for n large enough, there exists a sequence pzn in pz‹ ´ ε, z‹ ` εq such that
f

pnq

W ppznq “ 0 and f
pnq

W ą 0 on rz‹ ` ε, 1s. Since ε can be arbitrarily small, we obtain pzn Ñ z‹. Define
ptn :“ ´ ln pzn. Consequently we also have ptn Ñ t‹.

By using the Skorokhod’s representation theorem [156, Theorem 3.30], we can change the prob-
ability space so that all the random variables are well defined and all the convergence results of
Theorem 2.7 and τ‹

n Ñ t‹ (from Lemma 2.2) hold a.s..
Taking t “ τ‹

n and t0 “ t‹, we get

Wnpτ‹
nq “ n pf

pnq

W pτ‹
nq ` n1{2ZW pτ‹

n ^ t‹q ` opn1{2q “ n pf
pnq

W pτ‹
nq ` n1{2ZW pt‹q ` opn1{2q,

by the continuity of ZW . Since Wnpτ‹
nq “ ´1, then pf

pnq

W pτ‹
nq “ ´n´1{2ZW

`

t‹q ` opn´1{2˘. Since, as
n Ñ 8, τ‹

n Ñ t‹ and ptn Ñ t‹ hold a.s., there exists some ξn in the interval between ptn and τ‹
n such

that ξn Ñ t‹. Further, by Lemma 2.15,

p pf
pnq

W q1pξnq Ñ pf 1
W pt‹q “ ´z‹α.

It follows then by Mean-Value theorem that

pf
pnq

W pτ‹
nq “ pf

pnq

W pτ‹
nq ´ pf

pnq

W pptnq “ p pf
pnq

W q1pξnqpτ‹
n ´ ptnq “ p´z‹α ` op1qqpτ‹

n ´ ptnq.

Hence we have

τ‹
n ´ ptn “

´

´
1
z‹α

` op1q

¯

pf
pnq

W pτ‹
nq “ n´1{2 1

z‹α
pZW pt‹q ` op1qq.

Then, by a similar argument for Snpτ‹
nq, combining the above formula and Lemma 2.15, we have a.s.

for some ξ1
n Ñ t‹,

n´1{2Snpτ‹
nq “ n1{2

pf
pnq

S pτ‹
nq ` ZSpt‹q ` op1q

“ n1{2
pf

pnq

S pτ‹
nq ` n1{2p pf

pnq

S q1pξ1
nqpτ‹

n ´ ptnq ` ZSpt‹q ` op1q

“ n1{2f
pnq

S ppznq `
pf 1
Spt‹q

αz‹
ZW pt‹q ` ZSpt‹q ` op1q

“ n1{2f
pnq

S ppznq ´
f 1

Spz‹q

α
ZW pt‹q ` ZSpt‹q ` op1q,

(2.21)

where the last equality follows from the fact that p pfSq1ptq “ ´pfSqpe´tqe´t and e´t‹

“ z‹.
Using similar arguments, we have the other analogues in Theorem 2.8.
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2.7.6 Proof of Theorem 2.9

Using the same notation as in the proof of Theorem 2.1 (see Section 2.7.1), we have S
pnq

x,θ,ℓptq “

U
pnq

x,θ,d`
x ´ℓ

ptq. Then we have

ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓS

pnq

x,θ,ℓptq “
ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓU

pnq

x,θ,d`
x ´ℓ

ptq,

and,
ÿ

xPX
L̄d

xD
pnq
x ptq “

ÿ

xPX
L̄d

x pnµpnq
x ´

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

U
pnq

x,θ,sptqq.

Since for all x P X , L̄d
x and L̄♢

x are bounded, there exists some constant C such that the two above
expressions are both dominated by

nC
ÿ

xPX
pd`

x ` d´
x q

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

U
pnq

x,θ,sptq.

Thus again by Lemma 3.22 and basic computations, it follows that

sup
tďτn

ˇ

ˇ

Γ♢
nptq

n
´ f♢pe´tq

ˇ

ˇ

p
ÝÑ 0.

For z‹ “ 0, by Lemma 2.2, τ‹
n

p
ÝÑ 8. Then we have e´τ‹

n
p

ÝÑ 0 and f♢p0q “ Γ̄♢ ´
ř

xPX L̄d
x µx. By

the continuity of f♢, it follows that

f♢pe´τ‹
nq “ Γ̄♢ ´

ÿ

xPX
L̄d

x µx ` opp1q.

We therefore have
Γ♢

npτ‹
nq

n

p
ÝÑ Γ̄♢ ´

ÿ

xPX
L̄d

x µx.

For z‹ P p0, 1s and f 1
W pz‹q ą 0, by Lemma 2.2, τ‹

n
p

ÝÑ ´ ln z‹. Then a similar argument as above
implies that

Γ♢
npτ‹

nq

n

p
ÝÑ f♢pz‹q.

Recall that we have defined V
pnq

x,θ,sptq as the number of bins (institutions) with type x P X , threshold
θ and at least s alive balls at time t. We notice that

ÿ

xPX
L̄d

xD
pnq
x ptq “

ÿ

xPX
L̄d

x

`

nµpnq
x ´

d`
x
ÿ

θ“1
V

pnq

x,θ,d`
x ´θ`1ptq

˘

,
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and,
θ´1
ÿ

ℓ“1
ℓS

pnq

x,θ,ℓptq “ pθ ´ 1qV
pnq

x,θ,d`
x ´θ`1ptq ´

d`
x
ÿ

s“d`
x ´θ`2

V
pnq

x,θ,sptq.

Since for all x P X , L̄d
x and L̄♢

x are bounded, there exists a constant C such that L̄d
x ` L̄♢

x ď C for all
x P X . Hence, by using similar arguments as in Appendix 2.7.4 to prove the convergence of H`

n , Sn

and so on, Lemma 2.16 leads to the convergence of the following (infinite) sums

ÿ

xPX
L̄d

x

d`
x
ÿ

θ“1
V

˚pnq

x,θ,d`
x ´θ`1ptq

d
ÝÑ

ÿ

xPX
L̄d

x

d`
x
ÿ

θ“1
Z˚

x,θ,d`
x ´θ`1ptq,

and

ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1
rpθ ´ 1qV

˚pnq

x,θ,d`
x ´θ`1ptq ´

d`
x
ÿ

s“d`
x ´θ`2

V
˚pnq

x,θ,s ptqs

d
ÝÑ

ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1
rpθ ´ 1qZ˚

x,θ,d`
x ´θ`1ptq ´

d`
x
ÿ

s“d`
x ´θ`2

Z˚
x,θ,sptqs.

Hence we have in D r0,8q, as n Ñ 8,

n´1{2
´

Γ♢
npt^ τnq ´ n pf

pnq

♢ pt^ τnq

¯

d
ÝÑ Z♢pt^ t0q, (2.22)

where Z♢ is a continuous Gaussian process with,

Z♢ :“ ´
ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

”

pθ ´ 1qZ˚

x,θ,d`
x ´θ`1ptq ´

d`
x
ÿ

s“d`
x ´θ`2

Z˚
x,θ,sptq

ı

´
ÿ

xPX
L̄d

x

d`
x
ÿ

θ“1
Z˚

x,θ,d`
x ´θ`1ptq. (2.23)

Note that the convergence result (2.22) holds jointly with the convergence of other processes H`
n , Sn

and so on. Hence, by a similar argument as in Section 2.7.5, we have that

n´1{2Γ♢
npτ‹

nq “ n1{2f
pnq

♢ ppznq ´
f 1
♢pz‹q

α
ZW pt‹q ` Z♢pt‹q ` op1q.

This gives
Z‹
♢ :“ Z♢pt‹q ´ α´1f 1

♢pz‹qZW pt‹q “ Z♢pt‹q ´ ∆pz‹qZW pt‹q.

Hence Z‹
♢ is a centered Gaussian random variable, which completes the proof.

2.7.7 Proof of Theorem 2.10

The proof is based on Theorem 2.1 and some arguments of [150] used to study the conditions for
existence of giant component in the percolated random (non directed) graph with given vertex degrees.
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We first remove all potential saved links by the planner from the network. Consider the type-dependent
bond percolation model where we remove each incoming link to any institution of type x P X with
probability αx. Note that this also includes extra removed links between solvent institutions that will
not play any role in the default contagion process. Next we run the death process as described in
Section 2.2.3 and Appendix 2.7.1.

Let ĂWnptq and rDnptq denote respectively the number of white balls and the total number of defaults
at time t in the percolated random graph. The surviving probability for each ball of type x at time t
is αx ` p1 ´ αxqe´t and by following the same steps as for the proof of Theorem 2.1 in Section 2.7.1,
we obtain

sup
tďτn

ˇ

ˇ

ĂWnptq

n
´ f

pαq

W pe´tq
ˇ

ˇ

p
ÝÑ 0, sup

tďτn

ˇ

ˇ

rDnptq

n
´ f

pαq

D pe´tq
ˇ

ˇ

p
ÝÑ 0.

Let rτ‹
n be the first time when ĂWnprτ‹

nq “ ´1. Then, similar to the proof of Lemma 2.2 in Sec-
tion 2.8.2, we find that rτ‹

n Ñ ´ ln z‹
α, where z‹

α :“ sup
␣

z P r0, 1s : f pαq

W pzq “ 0
(

and

f
pαq

W pzq :“ λz ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“1
qxpθqβ

`

d`
x , αx ` p1 ´ αxqz, d`

x ´ θ ` 1
˘

.

Next, by following the same steps as proof of Theorem 2.4 in Section 2.7.2, we obtain

S
pnq

x,θ,ℓpαnq

n

p
ÝÑ s

pαq

x,θ,ℓpz
‹
αq,

Dnpαnq

n

p
ÝÑ f

pαq

D pz‹
αq,

which then implies (by definition) that the system-wide wealth converges to

Γ♢
npαnq

n

p
ÝÑ f

pαq

♢ pz‹
αq :“ Γ̄♢ ´

ÿ

xPX
L̄d

x f
pαq

D pz‹
αq ´

ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

θ´1
ÿ

ℓ“1
ℓs

pαq

x,θ,ℓpz
‹
αq.

The total cost of interventions αn for the planner converges to

Φnpαnq

n

p
ÝÑ ϕpz‹

αq :“
ÿ

xPX
µxαxCx

d`
x
ÿ

ℓ“1
ℓb
`

d`
x , 1 ´ z‹

α, ℓ
˘

.

This completes the proof of Theorem 2.10.

2.7.8 Proofs in §2.6

Proof of Theorem 2.11

The main idea of proof is to alter the speed of default cascade process by multiplying each transition
rate by a constant depending on the current state and transfer the default cascade process to its
associated death process in §2.2.3.
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Recall that all agents (at any time t) are of two states and all half-edges are of four different
types; these are denoted by Sptq (solvent), Dptq (defaulted) agents, and further H`ptq (healthy in),
H´ptq (healthy out), I`ptq (infected in) and I´ptq (infected out) half-edges, respectively. We also let
B`ptq :“ H`ptq Y I`ptq be the total in half-edges (balls) at time t. The above quantities without
bold format dontes the total number of corresponding objects at time t, e.g., B`ptq “ |B`ptq| denotes
the total number of remaining in half-edges at time t. In particular, W ptq denotes the number of
I´ half-edges (white balls) at time t and controls the stopping time of our default cascade process:
τ‹

n :“ inftt ě 0 : Wnptq “ 0u.

Now note that to run the default cascade process in its associated death process in §2.2.3, we need
to change the transition rate. Namely, if there are xW white balls (I´ half-edges) and xB in balls
(half-edges) in total, we multiply all transition rates out of such a state by xB{xI . This means that if
at time t, there are W ptq white balls remaining, we do not wait an exponential time with mean W ptq
to reveal next infected link, but instead we wait an exponential time with mean B`ptq for the next
reveal. Thus the new reveal rate will be determined by B`ptq and the reveal point process is a Poisson
process with rate B`ptq. Hence it will be equivalent to the death process in §2.2.3, where every in
half-edge of any type pair with a random infected out half-edge uniformly random and independently
after an exponential time with mean one, until all there are no more infected out half-edges.

We next recover the asymptotic behavior in the default cascade process from its associated death
process (Theorem 2.1) by using the following result for time changed Markov chains from [153, Lemma
A.1]; see also [184, III. (21.7)] for a more general result.

Lemma 2.17. Suppose pYtqtě0 is a continuous time Markov chain with finite state space E and
infinitesimal transition rates pqpi, jqqi,jPE. Let f : E Ñ p0,8q be strictly positive and define the
strictly increasing process

Aτ “

ż τ

0
fpYsqds τ ě 0,

and its inverse τptq, t ě 0. Then the time-changed process pYτptqqtě0 is again Markov and has in-
finitesimal rates pqpi, jq{fpiqqi,jPE.

Hence, in order to study the default cascade process from its associated death process, we need to
use Lemma 2.17 by setting

Apnq
τ “

ż τ

0

rB`
n psq

ĂWnpsq
ds, τ ě 0,

where for s ě rτ‹
n, we set the term in the integrand (i.e., rB`

n psq{ĂWnpsq) to 1.
Then Apnq is a continuous strictly increasing function. We denote by τnptq : r0,8q Ñ r0,8q the

strictly increasing continuous inverse of Apnq such that Apnq

τnptq
“ t for any t ě 0.

Hence, by Lemma 2.17, the stochastic processes in the original default cascade process could be
realized by setting (for all t ě 0) Dnptq “ rDnpτnptqq, I`

n ptq “ rI`
n pτnptqq, and the same for all other

processes. Since the default cascade process stops when we reveal all infected out half-edges, we
replace τnptq by pτnptq :“ τnptq ^ rτ‹

n.
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On the other hand, since in the time-changed process, every in half edge has an i.i.d. exponential
lifetime with parameter one, we have, by using the Glivenko-Cantelli theorem, as n Ñ 8,

sup
tě0

|
rB`

n ptq

nλpnq
´ e´t|

p
ÝÑ 0. (2.24)

Moreover, by Theorem 2.1, the limit function of ĂWnptq is fW pe´tq. In this sense, we define the
following strictly increasing function Aτ by

Aτ :“
ż τ

0

λe´s

fW pe´sq
ds, 0 ď τ ă ´ ln z‹, (2.25)

which can be regarded as the limit function of Apnq
τ as n Ñ 8.

We are now ready to prove point piq of Theorem 2.11. We denote by pτptq the inverse of A and set
vptq :“ e´pτptq. We show that vptq satisfies point piq.

Note that the integrand in (2.25) is strictly positive. Further, for sufficiently small ϵ ą 0, and for
all x P rz‹, z‹ `ϵs, we have fW pxq ă λpx´z‹q. So when e´τ is sufficiently close to z‹, λe´τ {fW pe´τ q ą

e´τ {pe´τ ´ z‹q, and it follows that Aτ Õ 8 as τ Ñ ´ ln z‹ (for z‹ “ 0, as τ Ñ 8). Moreover, the
inverse pτ is clearly strictly increasing and continuous differentiable. By the Inverse Function Theorem,
we have pτ 1ptq “ fW pe´pτptqq{λe´pτptq. Therefore vptq satisfies (ODE) with initial value vp0q “ 1.

On the other hand, the coefficient of (ODE) is Lipschitz continuous on r0, 1s by Assumption 2.4.
Indeed, for 1 ď ℓ ď d´ 1, we have

Bbpd, z, ℓq

Bz
“ dbpd´ 1, z, ℓ´ 1q ´ dbpd´ 1, z, rq,

and
Bbpd, z, 0q

Bz
“ ´dbpd´ 1, z, 0q,

Bbpd, z, dq

Bz
“ dbpd´ 1, z, d´ 1q.

We thus have for 0 ă ℓ ď d,
Bβpd, z, ℓq

Bz
“ dbpd´ 1, z, ℓ´ 1q.

It follows then by Assumption 2.4,

f 1
W pzq ď λ`

ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“1
qxpθqd`

x bpd
`
x , z, d

`
x ´ θq

ď λ`
ÿ

xPX
µxd

´
x d

`
x ď λ`

ÿ

xPX
µxpd´

x ` d`
x q2 ď C,

for some (sufficiently large) constant C. The existence and uniqueness of the solution vptq is now
guaranteed. Note that the constant function z‹ is also a solution to (ODE). By the Comparison
Theorem, there exists a solution vptq such that vptq ą z‹ for all t ě 0. Since vptq is strictly decreasing
and bounded from below by z‹, it must converge to z‹. The proof for point piq is now complete.
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We now show that vptq is the limit of e´pτnptq, for t ě 0, as n Ñ 8. First note that for some small
ϵ ą 0, for all s P r0,´ ln z‹ ´ ϵs, we have from Theorem 2.1, (uniformly)

rB`
n psq

ĂWnpsq

p
ÝÑ

λe´s

fW pe´sq
.

By the definition of z‹, if z‹ ą 0, there exists some small δ such that fW pe´sq ě δ ą 0 for all
s P r0,´ ln z‹ ´ ϵs. It follows thus, by the Dominated Convergence Theorem,

Apnq
τ

p
ÝÑ Aτ , (2.26)

uniformly on r0,´ ln z‹ ´ ϵs. If z‹ “ 0, for any fixed t0, the above convergence holds uniformly on
r0, t0s.

We first analyze the case where z‹ ą 0. Let t1 :“ A´ ln z‹´2ϵ. Since A is strictly increasing, we
have for n large enough, w.h.p. Apnq

´ ln z‹´ϵ ą t1. So for t ď t1, it follows that w.h.p. pτnptq ă ´ ln z‹ ´ ϵ.
Hence by (2.26) we have

A
pτnptq

p
ÝÑ t “ A

pτptq, (2.27)

uniformly on r0, t1s. Recall that pτ 1ptq “ fW pe´pτ q{λe´pτ ď 1, which implies that pτ is uniformly contin-
uous. Combining with (2.27), we have

sup
tďt1

|pτnptq ´ pτptq|
p

ÝÑ 0. (2.28)

By Lemma 2.2, we have ´ ln z‹ ´ ϵ ă rτ‹
n ă ´ ln z‹ ` ϵ. Then it follows that w.h.p. for t ě t1 and n

large enough,
´ ln z‹ ´ 3ϵ ď pτpt1q ´ ϵ “ pτnpt1q ď pτnptq ď rτ‹

n ă ´ ln z‹ ` ϵ.

Further, for t ě t1,
´ ln z‹ ´ 2ϵ ď pτpt1q ď pτptq ă ´ ln z‹ ` ϵ.

So, by taking ϵ Ñ 0, we have
sup
tět1

|pτnptq ´ pτptq|
p

ÝÑ 0. (2.29)

We thus obtain pτnptq
p

ÝÑ pτptq uniformly for all t ě 0, and so e´pτnptq p
ÝÑ e´pτptq “ vptq uniformly for

all t ě 0. It therefore follows that

sup
tě0

|
Snptq

n
´ fSpvptqq| “ sup

tě0
|
rSnppτnptqq

n
´ fSpvptqq|

ď sup
tě0

|
rSnppτnptqq

n
´ fSpe´pτnptqq| ` sup

tě0
|fSpe´pτnptqq ´ fSpvptqq|,

which converges to 0 in probability. Indeed, the first term converges to 0 by Theorem 2.1 and the
second term converges to 0 by the uniform continuity of fS on r0, 1s. The other convergence results
for Dnptq and Wnptq follow similarly.
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We now consider the case z‹ “ 0. We have for any fixed t0 ą 0, Apnq
τ

p
ÝÑ Aτ uniformly on r0, t0s.

By similar arguments as above, letting t1 “ t0 ´ ϵ for some small ϵ ą 0, we have

sup
tďt1

|pτnptq ´ pτptq|
p

ÝÑ 0, (2.30)

For small ϵ ą 0, we can choose t1 large enough such that both e´pτnptq ă ϵ and e´pτptq ă ϵ for all t ě t1.
Then we have

sup
tě0

|
Snptq

n
´ fSpvptqq| ď sup

tě0
|
rSnppτnptqq

n
´ fSpe´pτnptqq| ` sup

tďt1
|fSpe´pτnptqq ´ fSpvptqq|

` sup
tět1

|fSpe´pτnptqq ´ fSpvptqq|,

which also converges to 0 in probability. The first two terms converges to 0 by the same arguments as
above. For the last term, by the uniform continuity of fS , we can take ϵ arbitrarily small to conclude.
The other convergence results for Dnptq and Wnptq are similar. The proof of point piiq is now complete
and therefore, this completes the proof of Theorem 2.11.

Proof of Theorem 2.12

Note that L‹
n “ nλpnq ´ B`

n pτ‹
nq. So, by Equation 2.24 and Assumption 2.4, as n Ñ 8, we have

L‹
n{n

p
ÝÑ λp1 ´ z‹q.

Let rTnpℓq be the (random) time that the financial network Gpnqpd`
n ,d´

n q faces its ℓ-th loss in the
time-changed death process in §2.2.3. By Equation 2.24 and using the monotonicity and continuity
of e´t on t, we have for all 0 ď a ă 1 ´ z‹,

rTnpaλpnqnq
p

ÝÑ ´ lnp1 ´ aq. (2.31)

Then Tnpaλpnqnq is just the corresponding time of rTnpaλpnqnq in the original process. Thus by the
time change rule, as in the proof of Theorem 2.11, we have

Tnpaλpnqnq “ A
pnq

rTnpaλpnqnq
“

ż

rTnpaλpnqnq

0

rB`
n psq

ĂWnpsq
ds.

On the other hand, we have the following decomposition:

ˇ

ˇ

ż

rTnpaλpnqnq

0

rB`
n psq

ĂWnpsq
ds´

ż ´ lnp1´aq

0

λe´s

fW pe´sq
ds
ˇ

ˇ

ď
ˇ

ˇ

ż

rTnpaλpnqnq

0

rB`
n psq

ĂWnpsq
ds´

ż

rTnpaλpnqnq

0

λe´s

fW pe´sq
ds
ˇ

ˇ `
ˇ

ˇ

ż

rTnpaλpnqnq

´ lnp1´aq

λe´s

fW pe´sq
ds
ˇ

ˇ.

For n sufficiently large, we can find some (sufficiently large) constant C such that

´ lnp1 ´ aq ´ C ă rTnpaλpnqnq ă ´ lnp1 ´ aq ` C.
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Thus the first term converges to 0 in probability by Theorem 2.1 and the fact that fW pe´sq ě ϵ on
r0,´ lnp1 ´aq `Cs for some ϵ ą 0. Similarly, by Equation 2.31 and the boundedness of λe´s{fW pe´sq

on the interval between rTnpaλpnqnq and ´ lnp1´aq, the second term also converges to 0 in probability.
Hence we have

Tnpaλpnqnq
p

ÝÑ

ż ´ lnp1´aq

0

λe´s

fW pe´sq
ds.

Then through the change of variable, we have
ż ´ lnp1´aq

0

λe´s

fW pe´sq
ds “

ż 1

1´a

λ

fW pe´tq
ds,

which completes the proof of Theorem 2.12.

2.8 Appendix

2.8.1 Proof of Lemmas

This appendix contains the proofs of all the lemmas in the main text. We start by recalling some
classical results on death processes and martingale theory, on which relies the study of default cascade
processes (as in [13, 152]).

Lemma 2.18. (The Glivenko-Cantelli Theorem) Let T1, . . . , Tn be i.i.d random variables with distri-
bution function F ptq :“ PpTi ď tq. Let Xnptq be their empirical distribution function Xnptq :“ #ti ď

n : Ti ď tu{n. Then supt |Xnptq ´ F ptq|
p

ÝÑ 0 as n Ñ 8.

Since in the balls-and-bins model described in Section 2.2.3, every in ball dies independently after
an exponential time with parameter 1, we have a pure death process starting with some number of
balls whose lifetimes are i.i.d expp1q. As a corollary of the above lemma, we have:

Lemma 2.19. (Death Process Lemma) Let N pnqptq be the number of balls alive at time t and all balls
have i.i.d. lifetime expp1q, starting with initial number N pnqp0q “ n. Then

sup
tě0

|N pnqptq{n´ e´t|
p

ÝÑ 0 as n Ñ 8.

Our proof of the asymptotic normality for the default contagion is based on a martingale limit the-
orem in [147]. Let X be a martingale defined on r0,8q. We denote its quadratic variation by rX,Xst.
We also denote the (bilinear) covariation of two martingales X and Y by rX,Y st. In particular, if
X and Y are two martingales with path-wise finite variation, then rX,Y st :“

ř

0ăsďt ∆Xpsq∆Y psq,
where ∆Xpsq :“ Xpsq´Xps´q is the jump of X at s and similarly ∆Y psq :“ Y psq´Y ps´q. Note that
in this chapter, the considered martingales are always RCLL (right continuous and with left limit) and
have only finite number of jumps. Hence, the quadratic variation is finite. We also set rX,Y s0 “ 0.
For two vector-valued martingales X “ pXiq

n
i“1 and Y “ pYjqm

j“1, we define rX,Ys to be the n ˆ m
real matrix with every entry being prX,Ysqi,j “ rXi, Yjs.
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Theorem 2.20 (Martingale Limit Theorem [147]). Assume that for each n, Mpnqptq “ pMpnq

i ptqq
q
i“1

is a q-dimensional martingale on r0,8q with Mpnqp0q “ 0, and that Σptq is a (nonrandom) continuous
matrix-valued function satisfying, for every fixed t ě 0,

(i) rMpnq,Mpnqst
p

ÝÑ Σptq as n Ñ 8,

(ii) supn ErM
pnq

i ,M
pnq

i st ă 8, for all i “ 1, . . . , q.

Then Mpnq d
ÝÑ Z as n Ñ 8, in D r0,8q, where Z is a continuous q-dimensional Gaussian martingale

with ErZptqs “ 0 and covariances E rZptqZ1psqs “ Σptq, for 0 ď t ď s ă 8.

This theorem yields joint convergence of the processes
␣

M
pnq

i

(q

i“1 and can be extended to infinitely
many processes (i.e., for the case q “ 8). Indeed, by definition, an infinite family of stochastic
processes converge jointly if every finite subfamily does. We shall use the above theorem for stopped
martingales.

2.8.2 Proof of Lemma 2.2

Recall that fW pzq :“ λz ´
ř

xPX µxd
´
x

řd`
x

θ“1 qxpθqβ
`

d`
x , z, d

`
x ´ θ ` 1

˘

, and, z‹ :“ sup
␣

z P r0, 1s :
fW pzq “ 0

(

. By the initial condition qxp0q ą 0 for some x P X , we have fW p1q ą 0 and z‹ ă 1. Let
us take a constant t1 ą 0 such that t1 ă ´ ln z‹. By continuity of fW pzq on r0, 1s, it follows that
fW pzq ą 0 on pz‹, 1s. Hence, there exists some constant C1 ą 0 such that fW pe´tq ą C1 for t ď t1.

Since Wnpτ‹
nq “ ´1, if τ‹

n ď t1 then Wnpτ‹
nq{n ´ fW pe´τ‹

nq ď ´C1 for n large. But on the other
hand,

sup
tďτ‹

n

|
Wnptq

n
´ fW pe´tqq|

p
ÝÑ 0.

This is a contradiction. Therefore, we must have Ppτ‹
n ď t1q ÝÑ 0, as n Ñ 8. In the case z‹ “ 0, we

can take arbitrary t1, which implies that τ‹
n

p
ÝÑ 8.

We now consider the case z‹ P p0, 1s. Let ε ą 0 small enough and fix the constant t2 P

p´ ln z‹,´ lnpz‹ ´ εqq. By using a similar argument and given the assumption f 1
W pz‹q ą 0, we can

show there exists some constant C2 ą 0, such that Wnpτ‹
nq{n´fW pe´τ‹

nq ě C2 when n large if τ‹
n ě t2.

Thus Ppτn ě t2q ÝÑ 0 as n Ñ 8. Since t1 and t2 are arbitrary, tending both t1 and t2 to ´ ln z‹,
implies that τ‹

n
p

ÝÑ ´ ln z‹. This completes the proof of lemma.

2.8.3 Proof of Lemma 2.13

First note that U pnq

x,θ,0p0q “ N
pnq

x,θ and U pnq

x,θ,sp0q “ 0 for ℓ ě 1. Further, from Assumption 2.2, N pnq
x {n Ñ

µx and q
pnq
x pθq Ñ qxpθq as n Ñ 8, for all x P X and θ “ 0, 1, . . . , d`

x . Moreover, by the strong law of
large numbers, N pnq

x,θ {N
pnq
x Ñ q

pnq
x pθq a.s. as n Ñ 8.
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Consider now the death process as described in Section 2.2.3. Let us fix x P X and integers θ, r
with 0 ď r ď θ ď d`

x . Consider the N pnq

x,θ bins which starts with d`
x alive in balls. For k “ 1, . . . , N pnq

x,θ ,
let Tk be the time that the pd`

x ´ rq-th ball is removed (killed) in the k-th such bin. Then we have
#tk : Tk ď tu “

řr
s“0 U

pnq

x,θ,sptq. Since the number of remaining balls in any of such bins at time t are
i.i.d. random variables with distribution Binpd`

x , e
´tq, then we have PpTk ď tq “

řr
s“0 bpd

`
x , e

´t, sq.
Hence, by using Glivenko-Cantelli theorem,

sup
tďτn

ˇ

ˇ

1
N

pnq

x,θ

d`
x
ÿ

s“r`1
U

pnq

x,θ,sptq ´

d`
x
ÿ

s“r`1
bpd`

x , e
´t, sq

ˇ

ˇ

p
ÝÑ 0, as N

pnq

x,θ Ñ 8.

Multiply the above equation by N pnq

x,θ {N
pnq
x , and by the law of large numbers, we have

sup
tďτn

ˇ

ˇ

1
N

pnq
x

d`
x
ÿ

s“r`1
U

pnq

x,θ,sptq ´ qpnq
x pθq

d`
x
ÿ

s“r`1
bpd`

x , e
´t, sq

ˇ

ˇ

p
ÝÑ 0, as N pnq

x Ñ 8. (2.32)

Moreover, by using Assumption 2.2,

sup
tě0

ˇ

ˇ

N
pnq
x

n
qpnq

x pθq

d`
x
ÿ

s“r`1
bpd`

x , e
´t, sq ´ µxqxpθq

d`
x
ÿ

s“r`1
bpd`

x , e
´t, sq

ˇ

ˇ ÝÑ 0, as n Ñ 8.

By combining the two formulas above and multiplying (2.32) by N pnq
x {n, we obtain

sup
tďτn

ˇ

ˇ

1
n

d`
x
ÿ

s“r`1
U

pnq

x,θ,sptq ´ µxqxpθq

d`
x
ÿ

s“r`1
bpd`

x , e
´t, sq

ˇ

ˇ

p
ÝÑ 0, as n Ñ 8. (2.33)

Hence, by using (2.33) for r1 “ ℓ and r2 “ ℓ´ 1, and then taking the difference, we obtain

sup
tďτn

ˇ

ˇ

U
pnq

x,θ,ℓptq

n
´ µxqxpθqb

`

d`
x , e

´t, ℓ
˘ˇ

ˇ

p
ÝÑ 0, as n Ñ 8.

Note that the above equation holds for all x P X and θ “ 1, . . . , d`
x . Hence, the same convergence

also holds for any partial sum over x and θ. In particular,

sup
tďτn

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

ˇ

ˇ

U
pnq

x,θ,sptq

n
´ µxqxpθqbpd`

x , e
´t, sq

ˇ

ˇ

p
ÝÑ 0. (2.34)

Let XK be the set of all characteristic x P X such that d`
x ` d´

x ď K. Since (by Assumption 2.3a)
λ P p0,8q then for arbitrary small ε ą 0, there exists Kε such that

ř

xPX zXKε
µxpd`

x ` d´
x q ă ε.

Further, by Assumption 2.3a and dominated convergence,
ÿ

xPX zXKε

pd`
x ` d´

x qN pnq
x {n Ñ

ÿ

xPX zXKε

pd`
x ` d´

x qµx ă ε.
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Hence for n large enough, we have
ř

xPX zXKε
pd`

x ` d´
x qN

pnq
x {n ă 2ε. By (2.34), we obtain

sup
tďτn

ÿ

xPX
pd`

x ` d´
x q

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

ˇ

ˇU
pnq

x,θ,sptq{n´ µxqxpθqbpd`
x , e

´t, sq
ˇ

ˇ

ď sup
tďτn

ÿ

xPXKε

pd`
x ` d´

x q

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

ˇ

ˇU
pnq

x,θ,sptq{n´ µxqxpθqbpd`
x , e

´t, sq
ˇ

ˇ

` sup
tďτn

ÿ

xPX zXKε

pd`
x ` d´

x q

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

ˇ

ˇU
pnq

x,θ,sptq{n´ µxqxpθqbpd`
x , e

´t, sq
ˇ

ˇ

ďopp1q `
ÿ

xPX zXKε

pd`
x ` d´

x qpN pnq
x {n` µxq ď opp1q ` 3ε.

Then let ε Ñ 0, it follows that (2.10) holds, which completes the proof of Lemma 2.13

2.8.4 Proof of Lemma 2.14

We proceed with the proof of asymptotic normality for V pnq

x,θ,s similarly to the proof of [152, Theorem
3.1]. However, the proof will be more involved and includes more calculations. Since V pnq

x,θ,s changes by
-1 when one of the alive (in) balls in U

pnq

x,θ,s bins dies, and there are sU pnq

x,θ,sptq such balls at time t, we
obtain

dV
pnq

x,θ,sptq “ ´sU
pnq

x,θ,sptqdt` dM1
t,

where M1 is a martingale.

We define further pV
pnq

x,θ,sptq :“ estV
pnq

x,θ,sptq and set the convention V
pnq

x,θ,sptq ” 0 for all s ą d`
x . Then

by Ito’s formula, for 0 ď s ď d`
x

dpV
pnq

x,θ,sptq “ sestV
pnq

x,θ,sptqdt` estdV
pnq

x,θ,sptq “ sestV
pnq

x,θ,sptqdt´ sestU
pnq

x,θ,sptqdt` estdM1
t

“ se´t
pV

pnq

x,θ,ps`1q
ptqdt` dMt,

where dMt “ estdM1
t is also a martingale differential. Thus

M
pnq

x,θ,sptq :“ pV
pnq

x,θ,sptq ´ s

ż t

0
e´r

pV
pnq

x,θ,ps`1q
prqdr (2.35)

is also a martingale for every 0 ď s ď d`
x . We can calculate its quadratic variation by

“

M
pnq

x,θ,s,M
pnq

x,θ,s

‰

t
“

ÿ

0ărďt

|∆M pnq

x,θ,sprq|2 “
ÿ

0ărďt

|∆pV
pnq

x,θ,sprq|2 “

ż t

0
e2srdp´V

pnq

x,θ,sprqq. (2.36)

Then,
ĂM

pnq

x,θ,sptq :“ n´1{2`M
pnq

x,θ,sptq ´M
pnq

x,θ,sp0q
˘

,
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is a martingale with initial value at 0. Denote φx,θ,spyq :“ µxqxpθqβpd`
x , y, sq. Then by similar

arguments as in the proof of [152, Theorem 3.1], we have

ĂM
pnq

x,θ,spt^ τnq
d

ÝÑ Yx,θ,spt^ t0q in D r0,8q , (2.37)

where Yx,θ,s is a continuous Gaussian process with ErYx,θ,sptqs “ 0 and covariance

E rYx,θ,sptqYx,θ,spuqs “

ż t

0
e2srdp´φx,θ,spe´rqq, 0 ď t ď u ă 8.

Furthermore, for s ‰ r, we can show that V pnq

x,θ,r and V
pnq

x,θ,s never change simultaneously, almost
surely. Thus, rĂM

pnq

x,θ,r,
ĂM

pnq

x,θ,sst “ 0.

Hence, by Theorem 2.20 applied to the vector-valued martingale
`

ĂM
pnq

x,θ,s

˘

s“0,...,d`
x

, the convergence
holds jointly with a diagonal covariance matrix for

`

Yx,θ,s

˘

s“0,...,d`
x

, which implies that the processes
Yx,θ,0, . . . , Yx,θ,d`

x
are all independent.

As for two different types-thresholds px, θq and px1, θ1q, the independence follows since for any
s “ 0, . . . , d`

x and s1 “ 0, . . . , d`
x1 , V pnq

x,θ,s and V
pnq

x1θ1,s1 also a.s. never change simultaneously. This could
also be observed from the nature of our balls and bins representation: the balls die independently
and a.s. never die at the same moment. Hence, the death processes in bins with different types are
independent.

We now compute pV
pnq

x,θ,s, using the Definition-Equation (2.35) for M pnq

x,θ,sptq, repeatedly. We find
that for s “ d`

x , pV
pnq

x,θ,d`
x

ptq “ M
pnq

x,θ,d`
x

ptq, and for s “ d`
x ´ 1,

pV
pnq

x,θ,sptq “ M
pnq

x,θ,sptq ` s

ż t

0
e´rM

pnq

x,θ,ps`1q
prqdr.

Then for s “ d`
x ´ 2, we obtain

pV
pnq

x,θ,sptq “M
pnq

x,θ,sptq ` s

ż t

0
e´rM

pnq

x,θ,ps`1q
prqdr `

ż

r2ăr1ăt
sps` 1qe´pr1`r2qM

pnq

x,θ,ps`2q
pr2qdr2dr1

“M
pnq

x,θ,sptq ` s

ż t

0
e´rM

pnq

x,θ,ps`1q
prqdr `

ż t

0
sps` 1qpe´r ´ e´tqe´rM

pnq

x,θ,ps`2q
prqdr

“M
pnq

x,θ,sptq `

d`
x
ÿ

j“s`1
s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´s´1e´rM

pnq

x,θ,jprqdr.
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Assume that the above formula holds for s ď k ď d`
x ´ 1. Then for s´ 1, we deduce

pV
pnq

x,θ,s´1ptq “ M
pnq

x,θ,s´1ptq ` s

ż t

0
e´r

pV
pnq

x,θ,sprqdr

“ M
pnq

x,θ,s´1ptq ` ps´ 1q

ż t

0
e´rM

pnq

x,θ,sprqdr `

d`
x
ÿ

j“s`1

sps´ 1q

j ´ s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´se´rM

pnq

x,θ,jprqdr

“ M
pnq

x,θ,s´1ptq `

d`
x
ÿ

j“s

ps´ 1q

ˆ

j ´ 1
s´ 1

˙
ż t

0
pe´r ´ e´tqj´se´rM

pnq

x,θ,jprqdr.

By induction, we obtain that

pV
pnq

x,θ,sptq “ M
pnq

x,θ,sptq `

d`
x
ÿ

j“s`1
s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´s´1e´rM

pnq

x,θ,jprqdr.

We next define pv
pnq

x,θ,sptq for all t ě 0, as the conditional expectation of pV
pnq

x,θ,sptq given its initial value
V

pnq

x,θ,sp0q. Namely, we have

pv
pnq

x,θ,sptq :“ E
“

pV
pnq

x,θ,sptq|V
pnq

x,θ,sp0q
‰

“ M
pnq

x,θ,sp0q `

d`
x
ÿ

j“s`1
s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´s´1e´rM

pnq

x,θ,jp0qdr.

Note that by definition, E
“

pV
pnq

x,θ,sptq
‰

“ estErV
pnq

x,θ,sptqs. Further, V pnq

x,θ,sptq is the number of bins
with type x, threshold θ and with at least s balls at time t in the death process where balls die
independently with rate 1 (without stopping). Then at time t, each of such bins has the binomial
probability βpd`

x , e
´t, sq to have at least s alive balls remaining. The initial number is V pnq

x,θ,sp0q “ N
pnq

x,θ .
Consequently for all s “ 0, . . . , d`

x , we have

pv
pnq

x,θ,s “ estN
pnq

x,θ βpd`
x , e

´t, sq. (2.38)

We further define for t ď τ‹
n,

rV
pnq

x,θ,sptq :“ n´1{2`
pV

pnq

x,θ,sptq ´ pv
pnq

x,θ,s

˘

. (2.39)

It is then clear that

rV
pnq

x,θ,sptq “ ĂM
pnq

x,θ,sptq `

d`
x
ÿ

j“s`1
s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´s´1e´r

ĂM
pnq

x,θ,jprqdr.

We next apply Theorem 2.20 to the above finite sum and take the limit (in distribution) under
the summation sign. It follows that

rV
pnq

x,θ,spt^ τnq
d

ÝÑ rZx,θ,spt^ t0q, (2.40)
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in D r0,8q, where

rZx,θ,sptq :“ Yx,θ,sptq `

d`
x
ÿ

j“s`1
s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´s´1e´rYx,θ,jprqdr.

Note that, although the initial V pnq

x,θ,sp0q is random, by the standard (multidimensional) central
limit theorem applied to N pnq

x “ nµ
pnq
x i.i.d. random variables 11tΘpnq

i “ θu, we have

n´1{2
´

N
pnq

x,θ ´ nµpnq
x qpnq

x pθq

¯

d
ÝÑ Y˚

x,θ, as n Ñ 8, (2.41)

where Y˚
x,θ „ N p0, µxqxpθqp1´qxpθqqq and CovpY˚

x,θ1
,Y˚

x,θ2
q “ ´µxqxpθ1qqxpθ2q for θ1 ‰ θ2. We denote

by (for all θ1, θ2)
ψx,θ1,θ2 :“ CovpY˚

x,θ1 ,Y
˚
x,θ2q.

Notice that for all x1 ‰ x2, Y˚
x1,θ1

,Y˚
x2,θ2

are independent and CovpY˚
x1,θ1

,Y˚
x2,θ2

q “ 0. Then we have
by (2.38) and (2.41) that jointly for all triple px, θ, sq, in D r0,8q as n Ñ 8,

n´1{2
´

pv
pnq

x,θ,s ´ nestµpnq
x qpnq

x pθqβpd`
x , e

´t, sq
¯

d
ÝÑ pZx,θ,sptq, (2.42)

where pZx,θ,sptq is also a Gaussian process with mean 0 and covariance

E
“

pZx,θ,sptq pZx,θ,spuq
‰

“ ept`uqsβpd`
x , e

´t, sqβpd`
x , e

´u, sqψx,θ,θ.

We now analyse the independence between rZx,θ,s and pZx,θ,s. Let combine x and Θx as a new
type ϱ :“ px, θq in the set of all possible combination for x P X and θ P N. Notice that we have
fixed proportion for the type distribution µ

pnq
x , x P X in the network. But the threshold Θx for all

x P X is random. Thus the proportion (denoted by µ
pnq
ϱ ) for the new type ϱ is random. It does not

satisfy Assumption 2.3b, but satisfies in probability, i.e. replacing Opnq by Oppnq in Assumption 2.3b.
In addition, µpnq

ϱ
p

ÝÑ µϱ with the limit distribution µϱ :“ µxqxpθq for ϱ “ px, θq. Further, by using
the Skorokhod’s representation theorem [156, Theorem 3.30] as also stated in [152, Lemma 8.2], we
can define all the processes on a new common probability space such that, for the type distribution,
µ

pnq
ϱ Ñ µϱ and Assumption 2.3b hold almost surely.

Further, note that the distribution of rZx,θ,s do not depend on the random proportion µpnq
ϱ , but only

on the limit distribution µϱ. Hence the arguments in the above paragraph guarantee that conditioning
on the initial value V pnq

x,θ,sp0q does not have any influence on the distribution of rZx,θ,s. Therefore rZx,θ,s

and pZx,θ,s are independent for all px, θ, sq.

The above argument shows that rV
pnq

x,θ,s converges to a Gaussian process. We next define

r

pV
pnq

x,θ,sptq :“ n´1{2
´

pV
pnq

x,θ,sptq ´ nestµpnq
x qpnq

x pθqβpd`
x , e

´t, sq
¯

.
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By (2.39), (2.40) and (2.42), we obtain that r

pV
pnq

x,θ,spt^τnq
d

ÝÑ
r

pZx,θ,spt^t0q, where r

pZx,θ,s :“ pZx,θ,s` rZx,θ,s

is a Gaussian process with mean 0 and covariance

E
“

r

pZx,θ,sptq
r

pZx,θ,spuq
‰

“ E
“

pZx,θ,sptq pZx,θ,spuq
‰

` E
“

rZx,θ,sptq rZx,θ,spuq
‰

,

for all 0 ď t ď u ă 8.
Next, we define for all triple px, θ, sq,

V
˚pnq

x,θ,s ptq :“ e´st r
pV

pnq

x,θ,sptq, r

sZx,θ,sptq :“ e´st
rZx,θ,sptq,

and
p

sZx,θ,sptq :“ e´st
pZx,θ,sptq, Z˚

x,θ,sptq :“ e´st r
pZx,θ,sptq.

Then we have
V

˚pnq

x,θ,s pt^ τnq
d

ÝÑ Z˚
x,θ,spt^ t0q. (2.43)

We define further
pσx,θ1,θ2,r,spyq :“ Cov

`

ppsZx,θ1,rp´ ln yq, psZx,θ2,sp´ ln yqq
˘

,

and,
rσx,θ,r,spyq :“ Cov

`

r

sZx,θ,rp´ ln yq, rsZx,θ,sp´ ln yq
˘

.

By using all the independence and covariance formulas above, it follows that

Cov
`

Z˚
x1,θ1,s1ptq,Z˚

x2,θ2,s2ptq
˘

“0, for all x1 ‰ x2,

Cov
`

Z˚
x,θ1,s1ptq,Z˚

x,θ2,s2ptq
˘

“pσx,θ1,θ2,s1,s2pe´tq, for all θ1 ‰ θ2,

Cov
`

Z˚
x,θ,s1ptq,Z˚

x,θ,s2ptq
˘

“pσx,θ,θ,s1,s2pe´tq ` rσx,θ,s1,s2pe´tq,

where

pσx,θ1,θ2,s1,s2pe´tq “ βpd`
x , e

´t, s1qβpd`
x , e

´t, s2qψx,θ1,θ2 ,

ψx,θ,θ “ µxqxpθqp1 ´ qxpθqq, ψx,θ1,θ2 “ ´µxqxpθ1qqxpθ2q for all θ1 ‰ θ2. (2.44)

Moreover, the covariance between Z˚
x,θ1,sptq and Y˚

x,θ2
is given by

Cov
`

Z˚
x,θ1,sptq,Y˚

x,θ2

˘

“ Cov
`

βpd`
x , e

´t, sqY˚
x,θ1 ,Y

˚
x,θ2

˘

“ βpd`
x , e

´t, sqψx,θ1,θ2 ,

and for x1 ‰ x2, again by the independence the covariance is 0.
We now compute rσx,θ,r,spyq. Recall that

CovpYx,θ,sp´ ln yq, Yx,θ,rp´ ln yqq “ 11tr “ su

ż 1

y
u´2sdφx,θ,spuq.
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Then we obtain

Var
`

rZx,θ,sp´ ln yq
˘

“

ż 1

y
v´2sdφx,θ,spvq

`

d`
x
ÿ

j“s`1
s2
ˆ

j ´ 1
s

˙2 ż ż

yăuăză1
pu´ yqj´s´1pz ´ yqj´s´1

´

ż 1

z
v´2jdφx,θ,jpvq

¯

dudz

“
1
2

d`
x
ÿ

j“s

ˆ

j ´ 1
s´ 1

˙2 ż 1

y
pv ´ yq2j´2sv´2jdφx,θ,jpvq.

For r ě s, we can write r “ s` k for some k ě 1, and deduce that

Cov
`

rZx,θ,sp´ ln yq, rZx,θ,s`kp´ ln yq
˘

“
1
2

d`
x
ÿ

j“s`k

ˆ

j ´ 1
s´ 1

˙ˆ

j ´ 1
s` k ´ 1

˙
ż 1

y
pv ´ xq2j´2s´kv´2jdφx,θ,jpvq.

Hence we have

rσx,θ,s,s`kpyq : “ y2s`kCov
`

rZx,θ,sp´ ln yq, rZx,θ,s`kp´ ln yq
˘

“
1
2y

2s`k
d`

x
ÿ

j“s`k

ˆ

j ´ 1
s´ 1

˙ˆ

j ´ 1
s` k ´ 1

˙
ż 1

y
pv ´ yq2j´2s´kv´2jdφx,θ,jpvq.

(2.45)

This completes the proof of Lemma 2.14.

2.8.5 Proof of Lemma 2.15

We only provide the proof for fH` . The proof for the case ♣ P tS,D, I`,W u follows in the same way.
For all d, y P N and z P r0, 1s, let us consider the following function

hppd, yq; zq :“
d
ÿ

ℓ“d´y`1
ℓbpd, z, ℓq.

We define a sequence of bi-dimensional nonnegative integer valued random variables tXnu and X

with distributions PpXn “ pd, yqq “
ř

xPAd
µ

pnq
x q

pnq
x pyq, and PpX “ pd, yqq “

ř

xPAd
µxqxpyq, where

Ad :“ tx P X : d`
x “ du. Then it follows that f

pnq

H`pzq “ EhpXn; zq and fH`pzq “ EhpX; zq.
By Assumption 2.3a, we have Xn Ñ X in distribution as n Ñ 8. Moreover, for any z P r0, 1s,
0 ď hppd, yq; zq ď d. Thus, hpXn; zq ď X

p1q
n , where Xp1q

n is first dimensional component of Xn. Note
also that by Assumption 2.3b, Xp1q

n is uniformly integrable. Hence we have (as n Ñ 8) for all z P r0, 1s,

f
pnq

H`pzq “ EhpXn; zq Ñ EhpX; zq “ fH`pzq.

Further, an elementary calculation gives that

B

Bz
bpd, z, ℓq “ dbpd´ 1, z, ℓ´ 1q ´ dbpd´ 1, z, ℓq.
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Combining now with the fact that bpd, z, ℓq P r0, 1s, we have | B
Bz bpd, z, ℓq| ď d. In addition, using a

simple induction gives that for every j ě 0, | Bj

Bzj bpv, z, ℓq| ď dj . We therefore obtain that

ˇ

ˇ

Bj

Bzj
hpXn; zq

ˇ

ˇ ď pXp1q
n qj

X
p1q
n
ÿ

ℓ“1
ℓ ď pXp1q

n qj`2. (2.46)

This is again, by Assumption 2.3b, uniformly integrable. Hence, we also have (as n Ñ 8)

Bj

Bzj
f

pnq

H`pzq “ E
Bj

Bzj
hpXn; zq Ñ E

Bj

Bzj
hpX; zq “

Bj

Bzj
fH`pzq

for all z P r0, 1s. Moreover, (2.46) also implies all these derivatives are uniformly bounded. Thus by the
Arzela-Ascoli theorem (see e.g., [156]), as n Ñ 8, f pnq

H`pzq Ñ fH`pzq together with all its derivatives
uniformly on r0, 1s. This completes the proof for ♣ “ H` and the proof for the case ♣ P tS,D, I`,W u

follows in the same way.

2.8.6 Proof of Lemma 2.16

We use the same notations as in the proof of Lemma 2.14 and only provide the proof of (2.13).
Other convergences are simpler and could be proved by using similar arguments. First note that, for
rV

pnq
x,s ptq “

ř

θ
rV

pnq

x,θ,sptq, we have

rV pnq
x,s ptq “

d`
x
ÿ

θ“1

ĂM
pnq

x,θ,sptq `

d`
x
ÿ

j“s`1
s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´s´1e´r

d`
x
ÿ

θ“1

ĂM
pnq

x,θ,jprqdr

“ ĂM pnq
x,s ptq `

d`
x
ÿ

j“s`1
s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´s´1e´r

ĂM
pnq

x,j prqdr,

where ĂM
pnq
x,s ptq :“

řd`
x

θ“1
ĂM

pnq

x,θ,sptq. This is again a partial sum and Theorem 2.20 applies. We therefore
have

rV pnq
x,s pt^ τnq

d
ÝÑ rZx,spt^ t0q :“

d`
x
ÿ

θ“1

rZx,θ,spt^ t0q,

in D r0,8q. More precisely,

ĂM pnq
x,s pt^ τnq

d
ÝÑ Yx,spt^ t0q in D r0,8q ,

where Yx,s is a continuous Gaussian process with EYx,sptq “ 0 and covariance

E
“

Yx,sptqYx,spuq
‰

“

d`
x
ÿ

θ“1

ż t

0
e2srdp´φx,θ,spe´rqq “

ż t

0
e2srdp´φx,spe´rqq,
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for 0 ď t ď u ă 8 and

φx,spyq “

d`
x
ÿ

θ“1
φx,θ,spyq “ µxβpd`

x , y, sq.

We now prove that the convergence also hold for an infinite sum which is used to prove our final
result. Let

Q
pnq

x,θ,sptq :“ e´stn´1{2`
pv

pnq

x,θ,s ´ nestµpnq
x qpnq

x pθqβpd`
x , e

´t, sq
˘

. (2.47)

Then we have for all px, θ, sq and all t ą 0,

VarpQ
pnq

x,θ,sptqq ď µpnq
x qpnq

x pθqp1 ´ qpnq
x pθqq.

Recall that X `
s and X ´

s denote the set of characteristics which have in-degree d`
x ě s and out-

degree d´
x ě s respectively. Let Θx be an arbitrary subset of t1, . . . , d`

x u. By (2.42), the convergence
holds for the finite sum

ř

xPX zX `
ℓ

ř

θPΘx
Q

pnq

x,θ,sptq. We now consider the following infinite sum

ÿ

xPX `
ℓ

pd`
x ` d´

x q
ÿ

θPΘx

Q
pnq

x,θ,sptq.

Since power function can be controlled by exponential function, there exists a constant C ą 1 such
that for all t ą 0,

ÿ

xPX `
ℓ

ppd`
x q2 ` pd´

x q2qVarp
ÿ

θPΘx

Q
pnq

x,θ,sptqq ď
ÿ

xPX `
ℓ

ppd`
x q2 ` pd´

x q2q
ÿ

θPΘx

VarpQ
pnq

x,θ,sptqq

ď
ÿ

xPX ´
ℓ

pd´
x q2µpnq

x `
ÿ

xPX `
ℓ

pd`
x q2µpnq

x

ď
ÿ

xPX ´
ℓ

Cd´
x µpnq

x `
ÿ

xPX `
ℓ

Cd`
x µpnq

x .

Thus we have by Assumption 2.3b, for n large enough, as ℓ Ñ 8,

Ersup
tą0

|
ÿ

xPX `
ℓ

pd`
x ` d´

x q

d`
x
ÿ

θ“1
Q

pnq

x,θ,sptq|s Ñ 0. (2.48)

Then using the convergence of the partial sums of Qpnq

x,θ,s, we can extend the convergence to an infinite
sum of Qpnq

x,θ,s, by using e.g. [63, Theorem 4.2]. Further, the limit is also continuous. By (2.47) and
(2.42), we have in D r0,8q,

ÿ

xPX
pd`

x ` d´
x q

ÿ

θPΘx

Q
pnq

x,θ,sptq
d

ÝÑ
ÿ

xPX
pd`

x ` d´
x q

ÿ

θPΘx

pZx,θ,sptq. (2.49)
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On the other hand, for the following infinite sum, we have

V̄ pnq
s ptq :“

ÿ

xPX
pd`

x ` d´
x q

ÿ

θPΘx

rV
pnq

x,θ,sptq

“
ÿ

xPX
pd`

x ` d´
x q

ÿ

θPΘx

ĂM
pnq

x,θ,sptq

`
ÿ

xPX
pd`

x ` d´
x q

ÿ

θPΘx

d`
x
ÿ

j“s`1
s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´s´1e´r

ĂM
pnq

x,θ,jprqdr

“ĎM pnq
s ptq `

8
ÿ

j“s`1
s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´s´1e´r

ĎM
pnq

j prqdr,

where ĎM
pnq
s ptq :“

ř

xPX pd`
x ` d´

x q
ř

θPΘx
ĂM

pnq

x,θ,sptq is a martingale with initial value 0.

The quadratic variation of ĎM
pnq
s is calculated as the following

rĎM pnq
s ,ĎM pnq

s st ď 2e2st
ÿ

xPX `
s

ppd`
x q2 ` pd´

x q2qV pnq
x,s p0q{n.

Using Assumption 2.3b, for all A ą 1, there exists constants Cs and Cs,A such that

ÿ

xPX `
s

ppd`
x q2 ` pd´

x q2qV pnq
x,s p0q ď

ÿ

xPX ´
s

pd´
x q2V pnq

x,s p0q `
ÿ

xPX `
s

pd`
x q2V pnq

x,s p0q

ďA´s
ÿ

xPX
µpnq

x ppCsAqd`
x ` pCsAqd´

x q ď Cs,AA
´sn.

Thus for any t ą 0 and a fixed T , by choosing A “ e2t`4T we get

rĎM pnq
s ,ĎM pnq

s st ď 2
ÿ

xPX `
s

ppd`
x q2 ` pd´

x q2qe2stV pnq
s p0q{n ď Cs,Ae

´4T s.

By Doob’s L2 inequality, we have (for some constant C 1
s,T )

Ersup
tďT

pĎM pnq
s ptqq2s ď 4ErĎM pnq

s ,ĎM pnq
s sT ď C 1

s,T e
´4T s.

Then combining the Cauchy-Schwarz inequality, we obtain (for some constant C2
s,T )

Ersup
tďT

|ĎM pnq
s ptq|s ď C2

s,T e
´2T s. (2.50)

Let us define
ξN,nptq :“

8
ÿ

j“N

s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´s´1e´r

ĎM
pnq

j prqdr.
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Then by (2.50) and some (simple) calculations we find that

E
`

sup
tďT

|ξN,nptq|
˘

ď

8
ÿ

j“N

s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´s´1e´rE

“

sup
tďT

|ĎM
pnq

j ptq|
‰

dr

ď C2
s,TT

8
ÿ

j“N

s

ˆ

j ´ 1
s

˙

p1 ´ e´T qj´s´1e´2T j ď C2
s,TTse

sT
8
ÿ

j“N

e´2T j ,

which implies for any fixed s and T , EpsuptďT |ξN,nptq|q Ñ 0 as N Ñ 8, uniformly in n.

Using again the convergence of the partial sums of rV pnq

x,θ,s, again by [63, Theorem 4.2], we can extend
the convergence to some infinite sums of rV

pnq

x,θ,s. It follows that in D r0,8q,
ÿ

xPX
pd`

x ` d´
x q

ÿ

θPΘx

e´st
rV

pnq

x,θ,spt^ τnq
d

ÝÑ
ÿ

xPX
pd`

x ` d´
x q

ÿ

θPΘx

r

sZx,θ,spt^ t0q. (2.51)

Combining now (2.39), (2.42), (2.49) and (2.51), it then follows that jointly for any s ą 0,
ÿ

xPX
pd`

x ` d´
x q

ÿ

θPΘx

V
˚pnq

x,θ,s pt^ τnq
d

ÝÑ
ÿ

xPX
pd`

x ` d´
x q

ÿ

θPΘx

Z˚
x,θ,spt^ t0q,

and the partial sum also converges for any fixed r,
r
ÿ

s“1

ÿ

xPX
pd`

x ` d´
x q

ÿ

θPΘx

V
˚pnq

x,θ,s pt^ τnq
d

ÝÑ

r
ÿ

s“1

ÿ

xPX
pd`

x ` d´
x q

ÿ

θPΘx

Z˚
x,θ,spt^ t0q. (2.52)

Then notice that for any x P X , d`
x ą 0, we have that

ÿ

xPX

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`2

V
˚pnq

x,θ,s ptq “

8
ÿ

s“2

ÿ

xPX

ÿ

θPΘx

V
˚pnq

x,θ,s ptq,

with taking Θx “ t1, . . . , d`
x u. It remains to prove the convergence of the above infinite sum. Similarly,

we define the following infinite tail sum

ξ̄N,nptq :“
8
ÿ

s“N

ÿ

xPX

ÿ

θPΘx

rV
pnq

x,θ,s.

Note that when s is large, C2
s,T can be bounded by another constant CT only depending on T .

Then by the same way as above and (2.50), we obtain

E
`

sup
tďT

|ξ̄N,nptq|
˘

ď

8
ÿ

s“N

8
ÿ

j“s`1
s

ˆ

j ´ 1
s

˙
ż t

0
pe´r ´ e´tqj´s´1e´rE

“

sup
tďT

|ĎM
pnq

j ptq|
‰

dr `

8
ÿ

s“N

ĎM pnq
s ptq

ď CT

8
ÿ

s“N

e´2T s` ď CTT
8
ÿ

j“N`1

j´1
ÿ

s“N

s

ˆ

j ´ 1
s

˙

p1 ´ e´T qj´s´1e´2T j

ď CT

8
ÿ

s“N

e´2T s ` CT

8
ÿ

j“N`1
jejT e´2T j ď 2CT

8
ÿ

s“N

se´sT ,
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which implies that for any fixed T ą 0, EpsuptďT |ξN,nptq|q Ñ 0 as N Ñ 8, uniformly in n. Combine
with (2.48), we therefore have that for any T ą 0 fixed, as N Ñ 8,

E
“

sup
tďT

ˇ

ˇ

ÿ

xPX `
ℓ

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`2

V
˚pnq

x,θ,s ptq
ˇ

ˇ

‰

Ñ 0,

Hence the same argument [63, Theorem 4.2] allows us to pass the limit under the infinite sum and
with the limit being continuous. It then follows that, by using (2.52) and letting r Ñ 8, to obtain
that in D r0,8q,

ÿ

xPX

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`2

V
˚pnq

x,θ,s pt^ τnq
d

ÝÑ
ÿ

xPX

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`2

Z˚
x,θ,spt^ t0q.

2.8.7 Covariances in Theorem 2.7

Using the notation of Section 2.7.3 and 2.7.4, we now compute the covariances in Theorem 2.7 for the
continuous Gaussian processes ZS ,ZH` ,ZI` and ZW . For convenience, we make a change of variable
y “ e´t, which decreases from 1 to 0 as t varies from 0 to 8. We use the notation

σLpyq :“ VarpZLp´ ln yqq, σL
x,θ,spyq :“ Cov

`

ZLp´ ln yq,Z˚
x,θ,sp´ ln yq

˘

.

In order to compute σL
x,θ,s, we apply Theorem 2.20 to rLn and ĂM

pnq

x,θ,s for all s “ d`
x ´ θ ` 1, . . . , d`

x .
Observe that each time V pnq

x,θ,s decreases by 1, also an in ball dies and thus Ln decreases by 1. Hence,
the quadratic covariation is

rĂM
pnq

x,θ,s,
rLnst “ n´1

ÿ

0ărďt

∆M pnq

x,θ,sprq∆pLnprq “ n´1
ÿ

0ărďt

∆pV
pnq

x,θ,sprq∆pLnprq

“ n´1
ÿ

0ărďt

eps`1qr∆V pnq

x,θ,sprq∆Lnprq “ n´1
ż t

0
eps`1qrdp´V

pnq

x,θ,sprqq.

Using integration by parts as before, we obtain

rĂM
pnq

x,θ,s,
rLnst “

ż t

0
eps`1qrdp´φx,θ,spe´rqq ` opp1q “

ż 1

e´t

u´ps`1qdφx,θ,spuq ` opp1q.

We can then compute all needed covariances. First, the above analysis together with Theorem 2.20,
gives that for all px, θ, sq,

Cov
`

Yx,θ,sp´ ln yq, rZLp´ ln yq
˘

“

ż 1

y
u´ps`1qdφx,θ,spuq,

where Yx,θ,s is defined in (2.37). For σLpyq we have

σLpyq :“ VarpZLp´ ln yqq “ Varpy rZLp´ ln yqq “ λpy ´ y2q{2. (2.53)
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The above analysis together with Theorem 2.20, give that for all x, θ,

Cov
`

Yx,θ,sp´ ln yq, rZLp´ ln yq
˘

“

ż 1

y
u´ps`1qdφx,θ,spuq.

On the other hand, for v ď t, CovpYx,θ,spvq, rZLptqq “ CovpYx,θ,spvq, rZLpvqq. Thus we have

Covp rZx,θ,sp´ ln yq, rZLp´ ln yqq “CovpYx,θ,sptq, rZLptqq `

ż t

0
pe´r ´ e´tqj´s´1e´rCovpYx,θ,sprq, rZLprqqdr

“

ż 1

y
u´ps`1qdφx,θ,spuq `

d`
x
ÿ

j“s`1
s

ˆ

j ´ 1
s

˙

fsjpyq,

where, with a change of variable u “ e´r, the function fsjpyq is defined as

fsjpyq : “

ż 1

y
pu´ yqj´s´1

ż 1

u
v´pj`1qdφx,θ,jpvqdu “

ż 1

y

ż v

y
pu´ yqj´s´1v´pj`1qdudφx,θ,jpvq

“
1

j ´ s

ż 1

y
pv ´ yqj´sv´pj`1qdφx,θ,jpvq.

We thus obtain

Covp rZx,θ,sp´ ln yq, rZLp´ ln yqq “

d`
x
ÿ

j“s

ˆ

j ´ 1
s´ 1

˙
ż 1

y
pv ´ yqj´sv´pj`1qdφx,θ,jpvq.

Also, Covp pZx,θ,sp´ ln yq, rZLp´ ln yqq “ 0 since they are independent. Then we conclude that

σL
x,θ,spyq “ ys`1Covp rZx,θ,sp´ ln yq, rZLp´ ln yqq

“ ys`1
d`

x
ÿ

j“s

ˆ

j ´ 1
s´ 1

˙
ż 1

y
pv ´ yqj´sv´pj`1qdφx,θ,jpvq.

(2.54)

We can write now the covariances for the processes ZS , ZH` , ZI` and ZW by using σLpyq and
σL

x,θ,spyq (computed above), rσx,θ,r,spyq and pσx,θ1,θ2,s1,s2 (given in Lemma 2.14). We only write the
covariances between ZS , ZH` and ZW ; the covariances of ZI` can easily be deduced from those of
ZH` . For convenience, we set πxpθq :“ d`

x ´ θ` 1. For the variances, by using (2.17)-(2.20), we have:

σW,W pyq “
ÿ

xPX

d`
x
ÿ

θ“1

”

pd´
x q2

rσx,θ,πxpθq,πxpθqpyq ´ 2d´
x σ

L
x,θ,πxpθqpyq

ı

` σLpyq

`
ÿ

xPX
pd´

x q2
d`

x
ÿ

θ1“1

d`
x
ÿ

θ2“1
pσx,θ1,θ2,πxpθ1q,πxpθ2qpyq,

(2.55)
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σS,Spyq “
ÿ

xPX

d`
x
ÿ

θ“1
rσx,θ,πxpθq,πxpθqpyq `

ÿ

xPX

d`
x
ÿ

θ1“1

d`
x
ÿ

θ2“1
pσx,θ1,θ2,πxpθ1q,πxpθ2qpyq, (2.56)

and,

σH`,H`pyq “
ÿ

xPX

d`
x
ÿ

θ“1

”

π2
xpθqrσx,θ,πxpθq,πxpθqpyq ` 2

d`
x
ÿ

s“πxpθq`1
πxpθqrσx,θ,πxpθq,spyq

`

d`
x
ÿ

s“πxpθq`1

d`
x
ÿ

r“πxpθq`1
rσx,θ,r,spyq

ı

`
ÿ

xPX

d`
x
ÿ

θ1“1

d`
x
ÿ

θ2“1

”

d`
x
ÿ

s1“πxpθ1q`1

d`
x
ÿ

s2“πxpθ2q`1
πxpθ1qπxpθ2qpσx,θ1,θ2,πxpθ1q,πxpθ2qpyq

` pσx,θ1,θ2,s1,s2pyq ` 2πxpθ2q

d`
x
ÿ

s2“πxpθ2q`1
pσx,θ1,θ2,s,πxpθ2qpyq

ı

.

(2.57)

For the covariances, by using again (2.17)-(2.20), we have:

σS,H`pyq “
ÿ

xPX

d`
x
ÿ

θ“1

”

πxpθqrσx,θ,πxpθq,πxpθqpyq `

d`
x
ÿ

s“πxpθq`1
rσx,θ,πxpθq,spyq

ı

`
ÿ

xPX

d`
x
ÿ

θ1,θ2“1

”

πxpθ1qpσx,θ1,θ2,πxpθ1q,πxpθ2qpyq `

d`
x
ÿ

s“πxpθ1q`1
pσx,θ1,θ2,s,πxpθ2qpyq

ı

,

(2.58)

σS,W pyq “
ÿ

xPX

d`
x
ÿ

θ“1

”

σL
x,θ,πxpθqpyq ´ d´

x rσx,θ,πxpθq,πxpθqpyq

ı

´
ÿ

xPX
d´

x

d`
x
ÿ

θ1“1

d`
x
ÿ

θ2“1
pσx,θ1,θ2,πxpθ1q,πxpθ2qpyq, (2.59)

and,

σH`,W pyq “
ÿ

xPX

d`
x
ÿ

θ“1

”

´d´
x πxpθqrσx,θ,πxpθq,πxpθqpyq ` πxpθqσL

x,θ,πxpθqpyq

`

d`
x
ÿ

s“πxpθq`1

`

σL
x,θ,spyq ´ d´

x rσx,θ,πxpθq,spyq
˘

ı

´
ÿ

xPX
d´

x

d`
x
ÿ

θ1,θ2“1

”

d`
x
ÿ

s“πxpθ1q`1
pσx,θ1,θ2,s,πxpθ2qpyq ` πxpθ1qpσx,θ1,θ2,πxpθ1q,πxpθ2qpyq

ı

.

(2.60)

As for the covariances of ZI` , we can deduce them from the above formulas by using (2.19).
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2.8.8 Covariances in Theorem 2.9

We provide below the variances for the Gaussian processes Z♢ptq and Z‹
♢ in Theorem 2.9. First, let

us define

Zp1q

♢ :“
ÿ

xPX
L̄d

x

d`
x
ÿ

θ“1
Z˚

x,θ,d`
x ´θ`1ptq,

Zp2q

♢ :“
ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1
rpθ ´ 1qZ˚

x,θ,d`
x ´θ`1ptq ´

d`
x
ÿ

s“d`
x ´θ`1`1

Z˚
x,θ,sptqs.

Let σi,jpe´tq :“ CovpZpiq
♢ ptq,Zpjq

♢ ptqq, i, j “ 1, 2. The variance σ♢ptq is therefore

σ♢ptq “ σ1,1pe´tq ` 2σ1,2pe´tq ` σ2,2pe´tq, (2.61)

where σi,jpyq (for i, j “ 1, 2) are calculated in the following. By using results of Section 2.8.7, we have
(recall that πxpθq :“ d`

x ´ θ ` 1):

σ1,1pyq “
ÿ

xPX
pL̄d

x q2
´

d`
x
ÿ

θ“1
rσx,θ,πxpθq,πxpθqpyq `

d`
x
ÿ

θ1,θ2“1
pσx,θ1,θ2,πxpθ1q,πxpθ2qpyq

¯

,

σ2,2pyq “
ÿ

xPX
pL̄♢

xq2
d`

x
ÿ

θ“1

”

pθ ´ 1q2
rσx,θ,πxpθq,πxpθqpyq ´ 2pθ ´ 1q

d`
x
ÿ

s“πxpθq`1
rσx,θ,πxpθq,spyq

`

d`
x
ÿ

r,s“πxpθq`1
rσx,θ,r,spyq

ı

`
ÿ

xPX
pL̄♢

xq2
d`

x
ÿ

θ1,θ2“1

”

d`
x
ÿ

s1“πxpθ1q`1

d`
x
ÿ

s2“πxpθ2q`1
pσx,θ1,θ2,s1,s2pyq

` pθ1 ´ 1qpθ2 ´ 1qpσx,θ1,θ2,πxpθ1q,πxpθ2qpyq ´ 2pθ2 ´ 1q

d`
x
ÿ

s“πxpθ1q`1
pσx,θ1,θ2,s,πxpθ2qpyq

ı

,

and,

σ1,2pyq “
ÿ

xPX

d`
x
ÿ

θ“1

”

pθ ´ 1qrσx,θ,πxpθq,πxpθqpyq ´

d`
x
ÿ

s“πxpθq`1
rσx,θ,πxpθq,spyq

ı

`
ÿ

xPX

d`
x
ÿ

θ1,θ2“1

”

pθ1 ´ 1qpσx,θ1,θ2,πxpθ1q,πxpθ2qpyq ´

d`
x
ÿ

s“πxpθ1q`1
pσx,θ1,θ2,s,πxpθ2qpyq

ı

.

Now we compute the variance of Z‹
♢. Since it has been shown that

Z‹
♢ :“ Z♢pt‹q ´ α´1f 1

♢pz‹qZW pt‹q “ Z♢pt‹q ´ ∆pz‹qZW pt‹q,

with ∆pz‹q :“ α´1f 1
♢pz‹q, we have that

σ‹
♢ :“ σ♢pt‹q ` ∆pz‹q2σW,W pz‹q ´ 2∆pz‹qσ♢,W pz‹q. (2.62)
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We computed σ♢ and σW,W in Appendix 2.8.7. We have

σ♢,W pe´tq “ ´CovpZ
p1q

♢ ptq, ZW ptqq ´ CovpZ
p2q

♢ ptq, ZW ptqq “ ´σ
p1q

♢,W pe´tq ´ σ
p2q

♢,W pe´tq,

where

σ
p1q

♢,W pyq “
ÿ

xPX
L̄d

x

d`
x
ÿ

θ“1
pσx,θ,πxpθqpyq ´

ÿ

xPX
L̄d

x d
´
x

d`
x
ÿ

θ“1
rσx,θ,πxpθq,πxpθqpyq

´
ÿ

xPX
L̄d

x d
´
x

d`
x
ÿ

θ1,θ2“1
pσx,θ1,θ2,πxpθ1q,πxpθ2qpyq,

and,

σ
p2q

♢,W pyq “
ÿ

xPX
L̄♢

x

d`
x
ÿ

θ“1

”

´d´
x pθ ´ 1qrσx,θ,πxpθq,πxpθqpyq ` pθ ´ 1qpσx,θ,πxpθqpyq

´

d`
x
ÿ

s“πxpθq`1

´

σL
x,θ,spyq ´ d´

x rσx,θ,πxpθq,spyq

¯ı

`
ÿ

xPX
L̄♢

xd
´
x

d`
x
ÿ

θ1,θ2“1

”

d`
x
ÿ

s“πxpθ1q`1
pσx,θ1,θ2,s,πxpθ2qpyq ´ pθ1 ´ 1qpσx,θ1,θ2,πxpθ1q,πxpθ2qpyq

ı

.

2.9 Concluding Remarks

In this chapter, we propose a general tractable framework to study default cascades and systemic risk
in a heterogeneous financial network, subject to an exogenous macroeconomic shock. We state various
limit theorems for the final state of default contagion and systemic risk depending on the network
structure and institutions’ (observable) characteristics.

Our central limit theorems can be used to provide confidence intervals for the final fraction of
defaults and systemic risk. As Figure 2.2 shows, the asymptotic normality turns out to be quite
reliable for not necessarily very large network size. Our asymptotic results could also be made of great
use in a more complex contagion model including fire sales [16].

The closed form interpretable limit theorems that we provide could also serve as a mandate for
regulators to collect data on those specific network characteristics and assess systemic risk via more
intensive computational methods.

It would be interesting to extend the optimal interventions model of Section 2.5 to a continuous-
time Markov decision process by the planner, when the links (starting from fundamental defaults) are
revealed one by one, and consequently, the planner can decide at any time to intervene or not. This
would lead to a Markov decision problem and one could solve it (under some regularity assumptions)
by using a dynamic programming approach. We refer to [26] for a similar model in a simpler setup
with a core-periphery network structure.
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Our results can also be used in a regulatory risk management framework, when a regulator imposes
capital requirements on each bank. In practice, the capital ratio constraint is the same for all banks.
However, using our heterogeneous setup, we could allow the regulator to choose optimally this capital
ratio according to the type of the banks. The regulator’s problem is then to choose the minimum
capital ratio for each institution (according to it’s type) so that the systemic risk (e.g., expected
shortfall of external wealth under some random shocks applied to capitals) is below a certain critical
value. We leave this and some related issues to a future work.
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Chapter 3

Fire Sales and Default Cascades

This chapter is based on paper [2] in the publication list of Section 1.5.

Abstract. We present a general tractable framework for understanding the joint impact of fire sales
and default cascades on systemic risk in complex financial networks. Our limit theorems quantify
how price-mediated contagion across institutions with common asset holdings can worsen cascades
of insolvencies in a heterogeneous financial network during a financial crisis. For given prices of
illiquid assets, we show that, under some regularity assumptions, the default cascade model can be
transferred to a death process problem. We model the price impact using a specified inverse demand
function. Various limit theorems concerning the total shares sold and the equilibrium price of illiquid
assets in a stylized fire sales model are stated. In particular, we show that the equilibrium prices of
illiquid assets have asymptotically Gaussian fluctuations. Our numerical studies investigate the effect
of heterogeneity in network structure and price impact function on the final size of the default cascade
and fire sales loss.

Keywords: Fire Sales, Default Contagion, Financial Networks, Systemic Risk.
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3.1 Introduction

Financial institutions are interconnected in various ways. The global financial crisis of 2007-2009 simul-
taneously highlighted the importance of interbank network structure and fire sales in the amplification
and transmission of initial shocks across the wider financial system.

This current chapter examines the combined impact of fire sales and default cascades on systemic
risk in complex financial networks during a financial crisis. Fire sales refer to situations in which an
institution attempts or is forced to sell a large volume of assets within a short period of time.

We consider a financial network in which institutions hold interbank liabilities, cash, and shares
of one or multiple illiquid assets. When a firm defaults, its counterparties may sell their illiquid assets
(deleveraging) in response to the losses they face due to this default, potentially triggering lower prices
for these or related assets. This may lead to contagion of losses across institutions with common asset
holdings. Indeed, marking to market of institutions’ balance sheets reinforces network contagion:
lower asset prices may force other institutions to default on their interbank liabilities. This results in
an entanglement of price-mediated contagion and interbank network-mediated contagion.

We consider a random graph approach, which is appropriate for dealing with systemic risk in
financial networks when only partial information on linkages is available, as pointed out in, for example,
[30, 76, 126, 187]. We reduce the dimension of the problem by classifying financial institutions into
different categories. This can be calibrated to real-world data using machine learning techniques for
classification. Due to its tractability and interpretability, as well as its potential to be enriched with
clustering (see, for example, [98, 195]), we use the configuration model as our base probabilistic
model. The configuration model has been previously used to model the pure default cascade process
in financial networks, as seen in [20, 27, 28].

We present a general tractable framework for understanding the joint impact of fire sales and de-
fault cascades on systemic risk in a heterogeneous financial network, subject to an exogenous macroe-
conomic shock. As demonstrated in Chapter 2, under some regularity assumptions on the network,
the pure default cascade model can be transformed into a death process problem. Since our model is
static in nature, following [22, 92, 133], we assume that all the liquidations occur simultaneously and
instantaneously. We model the price impact using a given inverse demand function.

We state various limit theorems concerning the total sold shares and the equilibrium price of
illiquid assets in a stylized fire sales model. In particular, we demonstrate that the equilibrium prices
of illiquid assets exhibit asymptotically Gaussian fluctuations. Our numerical studies explore the effect
of heterogeneity in network structure and price impact function on the final size of the default cascade
and fire sales loss.

Literature review. The literature on financial networks and systemic risk is vast; see e.g., [91, 146]
for surveys and references therein. Much research in this area focuses on an equilibrium approach to
derive recovery rates from some fixed-point equations, as seen in e.g., [111, 114, 185]. This relies
on the assumption that all debts are instantaneously cleared, which is unlikely to hold during a
financial crisis. Many studies incorporate various channels through which risk spreads in financial
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networks within the framework introduced by Eisenberg and Noe [111]. To name just a few, [131, 185]
introduce bankruptcy costs and mark-to-market losses. Following [20, 24, 93], we consider in this
chapter recovery rates as given. The model can be extended to a setup with random recovery rates
satisfying some cash-flow consistency conditions as discussed in [24].

Our work is related to the literature on the impact of network structure and heterogeneity on
default contagion and systemic risk; see e.g., [1, 7, 25, 46, 77, 87, 105, 124, 126, 132, 179, 196].
In particular, [1] compares the ring and complete network structures, finding that the completely
connected system is the most stable for small shocks but the least stable for large shocks (and vice-
versa for the ring network). In [21], the authors present a more general framework to find the optimal
network structure for reducing systemic risk and show that the optimal network compression problem
is generically NP-hard. Our work is also related to the literature on central limit theorems for credit
contagion and portfolio losses, see e.g., [129, 130]. The economics of contagious phenomena with
heterogeneous agents goes back to [121].

Price-mediated contagion and the resulting destabilizing feedback effects have been extensively
studied without the inclusion of interbank liability networks; see e.g., [70, 80, 90, 94, 96, 108]. We
refer to e.g., [95, 189] for a detailed review of the literature on fire sales. The Eisenberg-Noe model has
been recently extended to integrate fire sales loss into the cascades of defaults in interbank networks;
see e.g., [22, 62, 88, 92, 117, 132, 201]. More closely related to the content of this chapter, [106]
extends the methods developed in [20, 23] to provide a resilience condition for the financial network in
an integrated model of fire sales and default contagion in the case of inhomogeneous random graphs.

In Chapter 2, we study the pure default cascade process in the configuration model and provide
central limit theorems for the final size of the default cascade and systemic risk. The proofs rely on
a martingale limit theorem from [147] and are based on techniques developed in [152] (for the k-core
problem), by transferring the contagion process to a death process represented by the balls-and-bins
model. Note that Chapter 2 allows for different types of nodes and heterogeneous thresholds for
directed random networks, thus extending [152] and [13] (which states a central limit theorem for
bootstrap percolation in the configuration model).

Contributions and organization. To the best of our knowledge, we are the first to provide central
limit theorems in an integrated model for fire sales and default contagion in random financial networks:

• Our primary contribution is to provide central limit theorems for the size of default cascade
and fire sales loss in a stochastic heterogeneous financial network. This extends our previous
central limit theorems in Chapter 2 for the pure default cascade process (without fire sales) in
heterogeneous financial networks. We state various limit theorems for the total sold shares and
the equilibrium price of illiquid assets in a stylized fire sales model. In particular, we show that
the equilibrium prices of illiquid assets exhibit asymptotically Gaussian fluctuations.

• Moreover, by transferring the default cascade process to a death process problem, we provide
limit theorems for a continuous (virtual) time default cascade process with fire sales. Note that
although this chapter does not study the dynamic case, this virtual time (associated with the
corresponding death process) allows us to study the equilibrium and the final state of contagion.
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• Our numerical studies investigate the effect of heterogeneity in network structure and price
impact function on the final size of the default cascade and fire sales loss. We find that financial
networks with higher heterogeneity may have a smaller critical value for the shock beyond which
a large fraction of institutions default, both with and without fire sales. On the other hand, for
smaller shocks, the most heterogeneous network could be the least resilient. Surprisingly, the
fire sales loss in two financial networks with high and low connectivities are very close to each
other.

• We next use Monte Carlo methods to investigate systems with a finite number of institutions
and compare them with our central limit theorem results. In particular, we show how our limit
theorems can be used to construct confidence intervals for the size of contagion and fire sales
loss.

• We also provide the extension of our model to a financial network with multiple types of illiquid
assets and state central limit theorems in this setup.

The closed-form limit theorems that we provide in a heterogeneous financial network could also
serve as a mandate for regulators to collect data on those specific network characteristics and assess
systemic risk via more intensive computational methods.

Outline. The chapter is organized as follows. We introduce in Section 3.2 a general model for the
network of financial counterparties and describe a mechanism for default cascade in such a network,
after an exogenous macroeconomic shock. We also provide a stylized model of fire sales in a financial
network with a single illiquid asset and describe how the default cascade process can be transferred to
a death process problem. In Section 3.3 we give our main results on limit theorems for the final size
of default cascade, the total sold shares, and the equilibrium price of the illiquid asset. In particular,
we show that the equilibrium price of the illiquid asset has asymptotically Gaussian fluctuations.
Numerical case studies in Section 3.4 investigate the effect of heterogeneity in the network structure
and price impact function on the final size of default cascade and fire sales loss. Section 3.7 concludes.
Proofs of the main theorems are given in Section 3.5. Section 3.6 provides the extension of our model
to a financial network with multiple types of illiquid assets. We provide central limit theorems for
default cascade with fire sales in this setup.

Notation. Let tXnunPN be a sequence of real-valued random variables on a probability space
pΩ,F ,Pq. If c P R is a constant, we write Xn

p
ÝÑ c to denote that Xn converges in probability

to c that is, for any ϵ ą 0, we have Pp|Xn ´ c| ą ϵq Ñ 0 as n Ñ 8. We write Xn
d

ÝÑ X to denote
that Xn converges in distribution to X. Let tanunPN be a sequence of real numbers going to infinity
as n Ñ 8. We write Xn “ oppanq, if |Xn|{an

p
ÝÑ 0. If En is a measurable subset of Ω, for any

n P N, we say that the sequence tEnunPN occurs with high probability (w.h.p.) or almost surely (a.s.)
if PpEnq “ 1 ´ op1q, as n Ñ 8. We denote by Binpk, pq a binomial distribution corresponding to the
number of successes of a sequence of k independent Bernoulli trials each having probability of success
p. The notation 11tEu is used for the indicator of an event E; this is 1 if E holds and 0 otherwise. We
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denote by Dr0,8q the standard space of right-continuous functions with left limits on r0,8q equipped
with the Skorokhod topology (see e.g., [147, 156]). We shall suppress the dependence of parameters
on the size of the network n when it is clear from the context. We denote by N0 “ N Y t0u the set of
non-negative integers.

3.2 The Model

In this section, we describe the financial network and the default cascade model in Chapter 2, extended
to account for the price impact of the liquidation of illiquid assets and fire sale effects.

3.2.1 Financial network

Consider an economy En consisting of n interlinked financial institutions (banks, companies, hedge
funds, etc.) denoted by rns :“ t1, 2, . . . , nu. Interbank liabilities are represented by a matrix of
nominal liabilities pℓijqi,jPrns, where, for two financial institutions i, j P rns, ℓij ě 0 denotes the cash
amount that bank i owes to bank j. The total nominal liabilities of bank i is ℓi “

ř

jPrns ℓij , and
the total outstanding receivables sum up to ai “

ř

jPrns ℓji. In addition to these interbank assets and
liabilities, every institution holds claims on end-users (society, households, etc.) and vice versa. The
total value of claims held by end-users on bank i (deposits) is denoted by di, while the total value of
claims held by bank i on end-users (external assets) is denoted by ei. Bank i holds ki ě 0 units of a
liquid asset (cash) and γi P r0, γmaxs units of an illiquid asset. We assume that all γi (for all i P rns)
are bounded from above by γmax ą 0. Cash has a value of one, while the illiquid asset has a positive
fundamental value p0 ą 0.

Compared to that in Chapter 2, the nominal balance sheet of bank i is then given by:

• Assets: ei ` ki ` γip0 ` ai;

• Liabilities: di ` ℓi + nominal net worth.

In a stress testing framework, we apply a fractional shock ϵi P r0, 1s to the external assets of bank
i. Table 3.1 summarizes a stylized balance sheet of bank i after the shock ϵi. The capital of bank i
after the shock, denoted by ci “ cipϵi; p0q, satisfies

ci “ ki ` γip0 ` p1 ´ ϵiqei ` ai ´ ℓi ´ di, (3.1)

which represents the capacity of bank i to absorb losses while remaining solvent.
The nominal cash balance of bank i is then ki ` p1 ´ ϵiqei ` ai ´ di ´ ℓi.

Price impact of liquidations. If bank i has a negative nominal cash balance, it faces a liquidity
shortfall. In this case, bank i sells some of its shares of the illiquid asset, which negatively impacts the
asset’s price. We model this by considering a given inverse demand function g, which determines the
equilibrium price for the illiquid asset when nx units of the asset are sold within a network of size n.
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External Deposits
ei di

ϵiei - loss on assets Interbank
Interbank ℓi “

ř

jPrns ℓij
ai “

ř

jPrns ℓji

Liquid Capital
ki ci

Illiquid
γip0 ϵiei - loss on capital

Assets Liabilities

Table 3.1: Stylized balance sheet of bank i after shock.

We impose the following moderate technical assumptions.1

Assumption 3.1. Let pmin ě 0. We assume that g : r0, γmaxs Ñ rpmin, p0s satisfies:

(i) gp0q “ p0 (in absence of liquidations the price is given exogenously by p0).

(ii) g P C1 and it is a non-increasing function of x P r0, γmaxs (the price is non-increasing with the
average excess supply x).

(iii) gpγmaxq “ pmin ě 0.

We conclude this section by presenting examples of price impact functions that satisfy the afore-
mentioned assumptions. These examples will be further explored in our numerical experiments in
Section 3.4.

Example 3.1 (Linear Price Impact function). For y P r0, γmaxs, we set:

gLpyq “ p0 ´ pp0 ´ pminq
`

y{γmax
˘

.

Example 3.2 (Quadratic Price Impact function). For y P r0, γmaxs, and α ą 0, we set

gQ
α pyq “ p0 ´ pp0 ´ pminq

`

y{γmax
˘1 ´ α

`

y{γmax
˘

1 ´ α
.

Example 3.3 (Exponential Price Impact function). For y P r0, γmaxs, and α ą 0, we set

gE
αpyq “ p0 ´ pp0 ´ pminq

1 ´ e´αpy{γmaxq

1 ´ e´α
.

1Similar to [22, 92], we assume there is an external market for this illiquid asset that can absorb the total illiquid
asset holdings of the banks at a distressed price. It is beyond the scope of this chapter to endogenize both the demand
function for the illiquid asset and the financial network payments.
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3.2.2 Default cascade

We now introduce a model to investigate the combined effects of insolvency contagion and fire sales.
Given a shock scenario ϵ “ pϵ1, . . . , ϵnq P r0, 1sn, when bank i P rns has a negative cash balance and
the revenue generated from selling all γi units of the illiquid asset fails to cover the negative cash
balance, bank i defaults on its interbank liabilities.

For a given price p P rpmin, p0s of the illiquid asset, we define bank i as p-fundamentally insolvent if
its capital, after the shock and considering the price p of the illiquid asset, is negative, i.e., cipϵi; pq ă 0.
We denote the set of p-fundamental defaults as:

D0pϵ; pq :“ ti P rns : cipϵi; pq ă 0u. (3.2)

We next define the pure default cascade (excluding fire sales loss) initiated by fundamentally
insolvent institutions. It is important to note that, for a given shock scenario ϵ, the price of the
illiquid asset can be affected by fire sales, resulting in a price p ď p0. This leads to a larger set of
fundamentally insolvent institutions, denoted as D0pϵ; pq. This, in turn, triggers the default contagion
process.

Let us fix the shock ϵ and the price of the illiquid asset p P rpmin, p0s. We denote the recovery rate
of the liability of i to j as Rij “ Rijpϵ; pq, in the event that bank i defaults. The matrix of recovery
rates is represented by R “ pRijqi,jPrns. Since any bank i cannot pay more than its external assets
p1 ´ ϵiqei plus what it has recovered from its debtors, the recovery rates of i must satisfy the following
cash-flow consistency constraints:

γip` ki ` p1 ´ ϵiqei `

n
ÿ

j“1
Rjiℓji ě

n
ÿ

j“1
Rijℓij ` di.

Similarly as in [20, 24, 93], we assume fixed recovery rates in this chapter. The model can be
expanded to include random recovery rates that satisfy the above cash-flow consistency conditions,
as discussed in [24]. Note that, although not explicitly stated, the fixed recovery rates in our model
could be a function of both the initial shock and the price of the illiquid asset, under the condition
that the recovery rates satisfy the above cash-flow consistency constraints.

Given the shock scenario ϵ, the price of the illiquid asset p, and the matrix of recovery rates R,
a default cascade is initiated by the set of p-fundamentally insolvent institutions D0pϵ; pq, eventually
reaching the equilibrium set D‹. This set represents financial institutions whose capital is insufficient
to absorb losses and must satisfy the following fixed-point equation:

D‹ “ D‹pϵ,R; pq “

!

i P rns : cipϵi; pq ă
ÿ

jPD‹

p1 ´Rjiqℓji

)

.

As demonstrated in [24], the above fixed-point default cascade set may have multiple solutions.
The smallest fixed-point set, which corresponds to the fewest number of defaults, can be obtained by
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starting from D0 “ D0pϵ; pq and defining the following at step k:

Dk “ Dkpϵ,R; pq “
␣

i P rns : ci ă
ÿ

jPDk´1

p1 ´Rjiqℓji

(

. (3.3)

The cascade ends at the first instance when k satisfies Dk “ Dk´1. Therefore, in a financial network
of size n and for a given price p of the illiquid asset, the cascade will terminate after at most n ´ 1
steps. The final set of insolvent institutions is represented by Dn´1 “ Dn´1pϵ,R; pq.

3.2.3 Node classification

As detailed below, under certain regularity assumptions, we can consolidate information regarding
assets (both liquid and illiquid), liabilities, post-exogenous-shock capital, and recovery rates into a
single probability threshold function (which serves as a probability mass function for the threshold
random variable); see [17, 20] for a similar setup.

For a given illiquid asset price p, shock scenario ϵ, and matrix of recovery rates R, we introduce
the (random) threshold Θippq “ Θpnq

i ppq for every institution i P rns. This value represents the
number of defaults that bank i can endure before becoming insolvent, assuming that the order of its
counterparties’ defaults is random — that is, when the order of i’s debtor defaults is chosen uniformly
at random from all possible permutations.

Next, we consider a classification of financial institutions into a countable set of possible classes
X , which could be finite or infinite. All observable classes for institution i are encoded in xi “

pd`
i , d

´
i , ti, ...q P X , where d`

i denotes the in-degree (the number of institutions i is exposed to),
d´

i signifies the out-degree (the number of institutions exposed to i), and ti represents any other
institution-specific type (e.g., credit rating, seniority class, systemic importance, etc.).

To state limit theorems, we consider a sequence of economies tEnunPN, indexed by the number
of institutions. The characteristics of any institution i P rns in the economy En are represented as
x

pnq

i “ pd
`pnq

i , d
´pnq

i , t
pnq

i , ...q P X . Without loss of generality, we assume that institutions within the
same class x P X have the same number of creditors (denoted by d´

x ) and debtors (denoted by d`
x ). For

the sake of tractability, we make the following assumption about the probability threshold functions.

Assumption 3.2. There exists a classification of the financial institutions into a countable set of
possible classes X such that, for each n P N and all p P rpmin, p0s, institutions within the same class
share the same threshold distribution function (represented as qpnq

x for institutions in class x P X ).
Specifically, for the economy En, i P rns and all θ P N,

PpΘpnq

i ppq “ θq “ q
pnq

x
pnq

i

pθ; pq.

In particular, in the network of size n, qpnq
x p0; pq represents the proportion of initially insolvent

institutions of type x P X under the given illiquid asset price p.
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We denote µpnq
x as the fraction of institutions with characteristic x P X in the economy En. Com-

pared to Chapter 2, to deal with the price impact, we need some smoothness assumption on the
threshold distribution q

pnq
x pθ; pq.

Assumption 3.3. For some probability distribution functions µ and qp.; pq over the set of classes X
(independent of n), we have µ

pnq
x Ñ µx and q

pnq
x pθ; pq Ñ qxpθ; pq as n Ñ 8, for all x P X , θ “

0, 1, . . . , d`
x and p P rpmin, p0s. We also assume that the empirical threshold distributions satisfy

q
pnq
x pθ; pq P C1 and qxpθ; pq P C1 on p P rpmin, p0s. Moreover, as n Ñ 8, Bq

pnq
x

Bp pθ; pq converges uni-
formly to Bqx

Bp pθ; pq as a function of p for all x P X and θ “ 0, 1, . . . , d`
x .

We provide below an example of liabilities (losses) satisfying the above assumptions.

Example 3.4 (Independent random losses). Suppose the capital of each institution (post-shock) is a
constant that depends on the institution’s type and the price of the illiquid asset, i.e., ci “ cxippq. Let
tLx,ku8

k“1 be a set of independent and identically distributed (i.i.d.) continuous random variables with
a common cumulative distribution function (cdf) Fx and density fx for all x P X .

We then set qxp0; pq “ q̄x. Further, we set

qxp1; pq “ p1 ´ q̄xqPpcxppq ď Lx,1q “ p1 ´ q̄xq
`

1 ´ Fxpcxppq
˘

,

and, for θ “ 2, . . . , d`
x , we set

qxpθ; pq “ p1 ´ q̄xqPpLx,1 ` ¨ ¨ ¨ ` Lx,θ´1 ă cxppq ď Lx,1 ` ¨ ¨ ¨ ` Lx,θq

“ p1 ´ q̄xq

ż cxppq

0
f‹kpνq

`

1 ´ Fxpcxppq ´ ν
˘

dν,

where f‹k is the k-fold convolution of f . Since the capital cxppq is smooth (in fact linear in p) for all
x P X , then the threshold distribution is C1 in p for all x P X and θ. In our numerical experiments in
Section 3.4, we consider a Pareto distribution for losses, that is

fpxq “ αxα
mx

´pα`1q11tx ě xmu,

for some scale and shape parameters xm, α P R`.

In this chapter, we account for the possibility that an institution never defaults, i.e., it remains
solvent even if all its counterparties default. This case is not considered in the pure default cascade
process studied in Chapter 2. For x P X and p P rpmin, p0s, we set

qxp8; pq :“ 1 ´

d`
x
ÿ

θ“0
qxpθ; pq.
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3.2.4 A simple model of fire sales

In our model, we assume that each instance of a default of an incoming link (originating from a
defaulted neighbor) compels the host institution (creditor) to liquidate a portion of its asset holdings.
This mechanism is introduced to reflect the institution’s need to adhere to regulatory constraints, such
as maintaining prescribed leverage ratios. Given the structure of the default cascade death process
as outlined in Algorithm 1, we make the following assumption: each time an institution is faced
with a defaulted neighbor, the number of shares it sells off are independent random variables. The
distribution of these random variables depends on the host institution’s type, its threshold level, and
the current (equilibrium) price of the illiquid asset. We acknowledge that in reality, defaults and
subsequent fire sales might not occur instantaneously. However, for the purpose of our model, we
adopt a conservative approach, following the literature such as [22, 92, 133]. We assume that all
institutions may only sell their assets at the final equilibrium price. This assumption is meant to
capture the drastic drop in asset prices that often occurs in financial crises, thereby intensifying the
feedback loop of defaults and fire sales.
Remark 3.5. As previously discussed, institutions often need to liquidate a portion of their assets in
response to losses, driven by the obligation to comply with market regulations and constraints. These
sales are typically proportional to the ratio of loss to capital. A non-decreasing function ρ : r0,8q Ñ

r0, 1s is employed in [107] to represent this proportion of liquidation. For example, an institution i P rns

experiencing a loss Li will liquidate γiρpLi{ciq of its asset shares. Bounds are provided in [107] for
the total shares sold and equilibrium price of illiquid assets. In our context, formulating central limit
theorem results with a generic function ρ is complex, given the cumulative nature of fire sales. With a
generic non-decreasing function ρ, each loss incurred from a defaulted neighbor could lead to different
liquidation amounts, even if the received losses are equal. To simplify this issue and facilitate the
study of central limit theorems for liquidation amounts and equilibrium prices after fire sales, we opt
for a linear sales function in our model. Consequently, equivalent losses result in identical liquidation
amounts, thus enabling us to model liquidations as independent random variable, with distribution
depending on each institution’s type and threshold. Another specific case studied in [107] is the sales
function ρpuq “ 11tuě1u, which indicates complete liquidation at default; the total liquidation amount
then depends only on the total number of defaults. This case can be directly linked to Chapter 2, where
we study the limit theorems for default contagion without considering fire sales.

We now provide a mathematical exposition of our fire sales model, beginning by establishing some
notation summarized in Table 3.2.

For a fixed price p P rpmin, p0s, we use Dpnq

x,θ pt; pq to represent the total number of defaulted insti-
tutions of type x and threshold θ at time t. Consequently, the total number of defaulted institutions
of type x P X at time t is given by D

pnq
x pt; pq “

ř

θ D
pnq

x,θ pt; pq. We also recall that Spnq

x,θ,ℓpt; pq is used
to denote the number of solvent institutions of type x P X , threshold θ P N, and with ℓ defaulted
neighbors at time t.

For x P X , p P rp0, pmins and θ “ 1, . . . , d`
x , we define

I
pnq

x,θ pt; pq :“ θD
pnq

x,θ pt; pq `

θ´1
ÿ

ℓ“1
ℓS

pnq

x,θ,ℓpt; pq.
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This represents the total number of liquidations for institutions of type x P X and threshold θ up
until time t. The first term indicates that a defaulted institution of type x and threshold θ ě 1 will
need to liquidate θ times. Additionally, a solvent institution with ℓ defaulted neighbors would need
to liquidate ℓ times before time t.

We also consider institutions that never default under such a shock scenario, even if all their
counterparties default. Let Spnq

x,8,ℓpt; pq denote the number of institutions of type x with a threshold
greater than d`

x (thus, never defaulting), and ℓ defaulted neighbors at time t. We then define

I
pnq
x,8pt; pq :“

d`
x
ÿ

ℓ“1
ℓS

pnq

x,8,ℓpt; pq,

which represents the total number of liquidations from institutions of type x P X that never default,
up until time t.

We assume that the quantity of liquidation for each institution that is initially defaulted, of type
x P X , is a constant value, represented by γ̄x. The symbol Dpnq

x,0p0; pq “ nq
pnq
x p0; pq is used to represent

the number of initially insolvent institutions belonging to type x P X .
For every type x P X and threshold value θ within the set t1, . . . , d`

x u Y t8u, we define a series
␣

L
piq
x,θppq

(8

i“1. This represents a sequence of independent and identically distributed (i.i.d.) positive
bounded random variables that follow the same distribution, denoted as Fx,θp.; pq. Specifically, Lpiq

x,θppq

represents the quantity of illiquid asset sold upon the i-th default occurring to institutions of type x
with threshold θ. Similarly, Lpiq

x,8ppq denotes the quantity of illiquid asset sold upon the i-th default
occurring to institutions of type x that never default (those with threshold larger than d`

x ). These
random variables, given the price p P rpmin, p0s of the illiquid asset, have a mean value symbolized by
ℓ̄x,θppq and a variance represented by ς2

x,θppq, which satisfy the following assumption.

Assumption 3.4. The mean ℓ̄x,θppq and the variance ς2
x,θppq of the shares sold for each liquidation are

continuous functions of p, and this holds for every type x P X and threshold θ P t0, 1, . . . , d`
x u Y t8u.

The total number of illiquid asset shares sold by time t (for a given price p of illiquid asset) can
be expressed as

Γnpt; pq :“
ÿ

xPX

´

γ̄xD
pnq

x,0ppq `

d`
x
ÿ

θ“1
Y

pnq

x,θ pt; pq,`Y
pnq

x,8pt; pq

¯

, (3.4)

where

Y
pnq

x,θ pt; pq :“
I

pnq

x,θ
pt;pq
ÿ

i“1
L

piq
x,θppq and Y

pnq
x,8pt; pq :“

I
pnq
x,8pt;pq
ÿ

i“1
L

piq
x,8ppq (3.5)

represent the total number of asset shares sold by institutions of type x with threshold θ and institu-
tions of type x that never default, respectively, up to time t.

Finally, the total shares of the illiquid asset that have been sold under price p at the stopping time
τ‹

nppq will be denoted as Γnpτ‹
nppq; pq.
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D
pnq

x,0p0; pq number of initially defaulted institutions with type x P X
D

pnq

x,θ pt; pq number of defaulted institutions of type x with threshold θ at time t
S

pnq

x,θ,ℓpt; pq number of solvent institutions of type x, threshold θ P t1, . . . , d`
x u Y

t8u and with ℓ defaulted neighbors at time t
I

pnq

x,θ pt; pq total number of liquidations for institutions with type x and threshold
θ P t1, . . . , d`

x u Y t8u up to time t
tL

piq
x,θppqu8

i“1 a set of i.i.d. positive bounded random variables representing units
of illiquid asset sold at each incoming default leading to institutions
with type x and threshold θ P t1, . . . , d`

x u Y t8u

ℓ̄x,θppq the mean value of Lpiq
x,θppq

ς2
x,θppq the variance of Lpiq

x,θppq

Y
pnq

x,θ pt; pq total shares of illiquid asset sold up to time t for institutions with
type x P X and threshold θ P t1, . . . , d`

x u Y t8u

γ̄x the constant value of liquidation for each initially defaulted institu-
tion with type x

Γnpt; pq total shares of illiquid asset sold by time t
κnppq the price of the asset given by the inverse demand function g

p‹
n the equilibrium price of the illiquid asset

Table 3.2: Overview of the fire sales model notation, under price p of the illiquid asset

Given that default contagion and fire sales occur instantly in our model, we adopt a conservative
strategy. We make the assumption that the illiquid asset can only be sold at the final equilibrium
price.

We establish this price via the inverse demand function, g, defined as follows:

κnppq :“ gpΓnpτ‹
nppq; pq{nq.

Since τ‹
nppq is not in general continuous (this is shown in the next section), the fixed point equation

p “ κnppq may not have a solution. This motivates us to define the equilibrium price of the illiquid
asset as

p‹
n “ sup

␣

p P rpmin, p0s : p ď κnppq
(

, (3.6)

that is the highest price, lower than or equal to the one given by the inverse demand function κnppq,
within the range rpmin, p0s. This equilibrium price provides an optimal price for the illiquid asset
considering the constraints of the model.

3.3 Limit Theorems

In this section, we establish limit theorems for the total sold shares and equilibrium price of the
illiquid asset in the random financial network Gpnqpd`

n ,d´
n q, which is defined in the same way as in
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Chapter 2. Some assumptions are the same as those in Chapter 2, and we also incorporate results
from Chapter 2 with minor adaptations to the integrated default contagion and fire sales model. For
the sake of completeness, we restate them in this chapter.

3.3.1 Asymptotic magnitude of default cascade with fire sales

We assume the following regularity condition on the average degrees.

Assumption 3.5a. We assume that as n Ñ 8 the average degrees converges to a finite limit:

λpnq :“
ÿ

xPX
d`

x µ
pnq
x “

ÿ

xPX
d´

x µ
pnq
x ÝÑ λ :“

ÿ

xPX
d`

x µx P p0,8q.

For z P r0, 1s and p P rp0, pmins, we define the functions:

fSpz; pq :“
ÿ

xPX
µx

”

d`
x
ÿ

θ“1
qxpθ; pqβ

`

d`
x , z, d

`
x ´ θ ` 1

˘

` qxp8; pq

ı

, fDpz; pq “ 1 ´ fSpz; pq, (3.7)

fW pz; pq :“λz ´
ÿ

xPX
µxd

´
x

”

d`
x
ÿ

θ“1
qxpθ; pqβ

`

d`
x , z, d

`
x ´ θ ` 1

˘

` qxp8; pq

ı

. (3.8)

The following lemma provides the law of large numbers for the number of solvent/defaulted insti-
tutions and the total number of existing white outgoing half-edges (controlling the contagion stopping
time) at any time t in the economy En satisfying the above regularity assumptions. The lemma extends
Theorem 2.1 in Chapter 2 by allowing that some institutions never default (the institutions with 8

threshold). This theorem is proved in Chapter 2 for fixed threshold distribution and can be applied
for a fix p P rpmin, p0s. Note that here the limiting functions fW and fS are slightly different from
those in Chapter 2; see Section 3.5.5 for discussion.

Lemma 3.6. Let τn ď τ‹
nppq be a stopping time such that τn

p
ÝÑ t0 for some t0 ą 0. For all

x P X , θ “ 1, . . . , d`
x and ℓ “ 0, . . . , θ ´ 1, we have (as n Ñ 8)

sup
tďτn

ˇ

ˇ

S
pnq

x,θ,ℓpt; pq

n
´ µxqxpθ; pqb

`

d`
x , 1 ´ e´t, ℓ

˘
ˇ

ˇ

p
ÝÑ 0.

Moreover, as n Ñ 8,

sup
tďτn

ˇ

ˇ

Snpt; pq

n
´ fSpe´t; pq

ˇ

ˇ

p
ÝÑ 0, sup

tďτn

ˇ

ˇ

Dnpt; pq

n
´ fDpe´t; pq

ˇ

ˇ

p
ÝÑ 0,

and the number of white outgoing defaulted half-edges satisfies

sup
tďτn

ˇ

ˇ

Wnpt; pq

n
´ fW pe´t; pq

ˇ

ˇ

p
ÝÑ 0. (3.9)
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The lemma establishes that for a given price p of the illiquid asset, as the size of the network
n approaches infinity, key quantities that describe the state of the default cascade in the financial
network converge in probability to their expected values. This is particularly important as it outlines
the relationship between the final proportion of defaults and the structural composition of the financial
network after shocks. These structural elements include the distribution of types, thresholds, and
degrees, in conjunction with the price of the illiquid asset. Such insights are pivotal for evaluating
systemic risk within large, complex financial networks, as well as for assessing their susceptibility to
cascading defaults.

We subsequently use Lemma 3.6 to provide a limit theorem for the cumulative sold shares at price
p P rpmin, p0s up until time t. To this end, we define the following functions that we demonstrate serve
as the limiting functions of Ipnq

x,θ pe´t; pq{n, Ipnq
x,8pe´t; pq{n, and Γnpe´t; pq{n, respectively:

fx,θpz; pq :“ µxqxpθ; pq
`

θ ´

d`
x
ÿ

ℓ“d`
x ´θ`1

βpd`
x , z, ℓq

˘

, fx,8pz; pq :“ p1 ´ zqµxqxp8; pqd`
x , (3.10)

and,

fΓpz; pq :“
ÿ

xPX

´

µxγ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqfx,θpz; pq ` ℓ̄x,8ppqfx,8pz; pq

¯

. (3.11)

We have the following law of large numbers for the aggregate volume of sold shares at a particular
time t, given the price p P rpmin, p0s.

Theorem 3.7. Let τn ď τ‹
n be a stopping time such that τn

p
ÝÑ t0 for some t0 ą 0. Then, as n Ñ 8

and for all p P rpmin, p0s,

sup
tďτn

ˇ

ˇ

Γnpt; pq

n
´ fΓpe´t; pq

ˇ

ˇ

p
ÝÑ 0.

Proof. See Appendix 3.5.2.

Recall that the stopping time τ‹
nppq is defined as the first time when Wnpτ‹

n; pq becomes negative.
We introduce z‹ppq, which is the supremum of z values in the range r0, 1s for which fW pz; pq (as defined
in (3.8)) equals zero:

z‹ppq :“ sup
␣

z P r0, 1s : fW pz; pq “ 0
(

. (3.12)

Given that fW p1; pq ě 0 and fW p0; pq ď 0 for any p in rpmin, p0s, and that fW pz; pq is a continuous
function, z‹ppq is well-defined. We have the following lemma from Chapter 2, which discusses the
asymptotic behavior of τ‹

nppq.

Lemma 3.8. For any fixed p P rp0, pmins, we have (as n Ñ 8):

(i) If z‹ppq “ 0 then τ‹
nppq

p
ÝÑ 8.
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(ii) If z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., f 1
W pz‹; pq ą 0, then τ‹

nppq
p

ÝÑ ´ ln z‹ppq.

Applying Theorem 3.7 and Lemma 3.8, we establish the following limit theorem for the final sold
shares of illiquid assets Γnpτ‹

n; pq.
Theorem 3.9. For any fixed p P rpmin, p0s, the final number of sold shares satisfies:

(i) If z‹ppq “ 0 then asymptotically almost all institutions default after shock and (as n Ñ 8)

Γnpτ‹
n; pq

n

p
ÝÑ

ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

¯

.

(ii) If z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., f 1
W pz‹ppq; pq ą 0, then, as n Ñ 8,

Γnpτ‹
n; pq

n

p
ÝÑ fΓpz‹ppq; pq.

Proof. See Appendix 3.5.3.

The theorem essentially establishes a relationship between the final sold shares of illiquid assets
and the key characteristics of the financial network. It achieves this by detailing how the final sold
shares converge (as the network size grows to infinity) to a limiting value that is a function of the
network’s structure and the average amount of liquidation, based on the type and threshold of each
institution.

Since g is continuous according to Assumption 3.1, we can employ the continuous mapping theorem
to determine the convergence of κnppq. This comes as a direct corollary of Theorem 3.7, thus providing
insights into the asymptotic behavior of the price κnppq, defined as gpΓnpτ‹

nppq; pq{nq.
Corollary 3.10. For any fixed p P rpmin, p0s and as n Ñ 8, the price κnppq, determined by the inverse
demand function, satisfies:

(i) If z‹ppq “ 0 then asymptotically almost all institutions default after shock. Consequently,

κnppq
p

ÝÑ g
´

ÿ

xPX
µx

`

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

˘

¯

.

(ii) If z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., f 1
W pz‹ppq; pq ą 0, then

κnppq
p

ÝÑ g
`

fΓpz‹ppq; pq
˘

.

We proceed by presenting a limit theorem for the equilibrium price after a shock, as defined by
Equation (3.6). Corollary 3.10 serves as the motivation for introducing the following notation:

p̄ :“ sup
␣

p P rpmin, p0s : p ď g
`

fΓpz‹ppq; pq
˘(

. (3.13)

We say that p̄ is a stable fixed point solution if it satisfies either p̄ “ pmin or, in the case p̄ P ppmin, p0s,
there exists an ϵ ą 0 such that p ă g

`

fΓpz‹ppq; pq
˘

for all p P pp̄´ ϵ, p̄q.
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Theorem 3.11. As n Ñ 8, the equilibrium price p‹
n (as defined in (3.6)) satisfies:

(i) If z‹pp̄q “ 0 and p̄ is a stable solution, then the equilibrium price p‹
n converges to p̄ in probability.

In this case, p̄ is the largest solution of the fixed point equation

p “ g
´

ÿ

xPX
µx

`

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

˘

¯

.

(ii) If z‹pp̄q P p0, 1s is a stable solution of fW pz; p̄q, i.e., BfW
Bz pz‹; p̄q ą 0, and p̄ is a stable solution of

Equation (3.13), then as n Ñ 8, we have

p‹
n

p
ÝÑ p̄.

Proof. See Appendix 3.5.4.

The theorem establishes a link between the equilibrium price of a liquid asset and key characteristics
of a financial network, including the post-shock type and threshold distribution and the average amount
of liquidation based on each institution’s type and threshold. This connection provides valuable
insights for regulators to evaluate the propagation of shocks and their impact on the overall stability
of the financial system. By understanding these limit theorems, regulators can identify vulnerabilities
within the network and implement measures to mitigate systemic risk effectively.

Remark 3.12. The limit theorems presented have practical implications for establishing a resilience
condition for default cascades in random financial networks. Specifically, using the notation introduced
earlier, a financial network is considered resilient if, starting from a small fraction ϵ of institutions
representing fundamental defaults, the limit of z‹pp̄q approaches zero as ϵ approaches zero. This
resilience condition indicates that the network has the ability to withstand small shocks, as the impact
of initial defaults does not result in widespread propagation throughout the financial network. We refer
to [12, 20, 24, 106] for discussions on the resilience conditions for default cascades in random financial
networks.

3.3.2 Asymptotic normality of default cascade with fire sales

In order to investigate the central limit theorems, we need to restrict our attention to a category
characterized by ’more sparse’ or ’diluted’ networks. Specifically, we consider the random financial
network Gpnqpd`

n ,d´
n q and make the assumption that the degree sequences satisfy the following moment

condition.2

Assumption 3.5b. We assume that for every constant A ą 1, we have
n
ÿ

i“1
Ad`

i “ n
ÿ

xPX
µpnq

x Ad`
x “ Opnq and

n
ÿ

i“1
Ad´

i “ n
ÿ

xPX
µpnq

x Ad´
x “ Opnq.

2The finite moments condition is commonly assumed to establish the central limit theorems for diffusion processes in
random graphs, see e.g., [152] for the k-core and [? ] for bootstrap percolation.
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In relation to the limit functions introduced in (3.7) and (3.8), for z P r0, 1s and p P rp0, pmins, we
define the functions f pnq

S pz; pq, f
pnq

D pz; pq and f
pnq

W pz; pq as

f
pnq

S pz; pq :“
ÿ

xPX
µpnq

x

”

d`
x
ÿ

θ“1
qpnq

x pθ; pqβ
`

d`
x , z, d

`
x ´ θ ` 1

˘

` qpnq
x p8; pq

ı

, f
pnq

D pz; pq “ 1 ´ f
pnq

S pz; pq,

f
pnq

W pz; pq :“λpnqz ´
ÿ

xPX
µpnq

x d´
x

”

d`
x
ÿ

θ“1
qpnq

x pθ; pqβ
`

d`
x , z, d

`
x ´ θ ` 1

˘

` qpnq
x p8; pq

ı

.

For convenience and to facilitate formulation, we introduce a time transformation of the functions
pf

pnq

i pt; pq by the relation
pf

pnq

i pt; pq “ f
pnq

i pe´t; pq, for i P tS,D,W u.

The following lemma, drawn from Chapter 2, provides the central limit theorem for the number
of solvent institutions, the number of defaulted institutions, and the total number of existing white
outgoing half-edges, which control the contagion stopping time. This is valid at any time t in the
economy En which satisfies the aforementioned regularity assumptions.

Lemma 3.13. Let τn ď τ‹
nppq be a stopping time such that τn

p
ÝÑ t0 for some t0 ą 0.

(i) For all x P X , θ “ 1, . . . , d`
x , ℓ “ 0, . . . , θ ´ 1 and jointly in D r0,8q,

n´1{2
´

S
pnq

x,θ,ℓpt^ τn; pq ´ nµpnq
x qpnq

x pθ; pqb
`

d`
x , 1 ´ e´pt^τnq, ℓ

˘

¯

d
ÝÑ Zx,θ,ℓpt^ t0; pq,

where Zx,θ,ℓpt; pq is a Gaussian process with mean 0 and variance σx,θ,ℓpt; pq3.

(ii) For all i P tS,D,W u, as n Ñ 8 and jointly in D r0,8q,

n´1{2
´

inpt^ τn; pq ´ n pf
pnq

i pt^ τn; pq

¯

d
ÝÑ Zipt^ t0; pq, (3.14)

where tZiu are continuous Gaussian processes on r0, t0s with mean 0. The variance of ZW

denoted by σW pe´t; pq :“ VarpZW pt; pqq, is given by (3.21).

The lemma demonstrates that the final size of a default cascade exhibits asymptotically Gaussian
fluctuations. Furthermore, it relates the variance of these fluctuations to the characteristics of the
financial network. In particular, it ties the variance to the post-shock type and threshold distribution.

In relation to (3.10) and (3.11), we now define the following functions which can be interpreted as
the limiting functions of Ipnq

x,θ pe´t; pq{n, Ipnq
x,8pe´t; pq{n and Γnpe´t; pq{n, respectively:

f
pnq

x,θ pz; pq :“ µpnq
x qpnq

x pθ; pq
`

θ ´

d`
x
ÿ

ℓ“d`
x ´θ`1

βpd`
x , z, ℓq

˘

, f
pnq
x,8pz; pq :“ p1 ´ zqµpnq

x qpnq
x p8; pqd`

x ,

3The explicit form of σx,θ,ℓpt; pq is provided in Chapter 2.
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and,

f
pnq

Γ pz; pq :“
ÿ

xPX

´

µpnq
x γ̄xq

pnq
x p0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqf

pnq

x,θ pz; pq ` ℓ̄x,8ppqf
pnq
x,8pz; pq

¯

.

The time-transformed versions of the above functions are defined as follows:

pf
pnq

x,θ pt; pq :“ f
pnq

x,θ pe´t; pq, pf
pnq

Γ pt; pq :“ f
pnq

Γ pe´t; pq,

(This transformation applies equally to any other relevant functions).
By using Lemma 3.13, we prove the following central limit theorem for the total sold shares.

Theorem 3.14. Let τn ď τ‹
n be a stopping time such that τn

p
ÝÑ t0 for some t0 ą 0. Then for any

fixed p P rpmin, p0s and t ą 0, as n Ñ 8,

n´1{2pΓnpt^ τn; pq ´ n pf
pnq

Γ pt^ τn; pqq
d

ÝÑ ZΓpt^ t0; pq, (3.15)

where ZΓpt; pq is a Gaussian random variable with mean 0 and variance

Ψpt; pq :“ VarpZΓpt; pqq,

where the form of Ψpt; pq is given by (3.25).

Proof. See Appendix 3.5.6.

In order to state the central limit theorem for the final total of sold shares, we will use the following
notation for i P tΓ,W u:

f1
i pz; pq :“ Bfi

Bz
pz; pq, f2

i pz; pq :“ Bfi

Bp
pz; pq,

and,

f
1,pnq

i pz; pq :“ Bf
pnq

i

Bz
pz; pq, f

2,pnq

i pz; pq :“ Bf
pnq

i

Bp
pz; pq.

Remark 3.15. Under Assumption 3.3, the bivariate functions fW pz; pq, f pnq

W pz; pq, fΓpz; pq, and
f

pnq

Γ pz; pq all possess continuous first order partial derivatives with respect to both z and p. More-
over, for any pair pz, pq P r0, 1s ˆ rpmin, p0s, as n Ñ 8, we have:

f
1,pnq

i pz; pq Ñ f1
i pz; pq and f

2,pnq

i pz; pq Ñ f2
i pz; pq.

For a fixed z, the convergence with respect to p is uniform for all f pnq

i and their p derivatives. As
indicated in Chapter 2, under Assumption 3.5b, these convergences extend to uniformity with respect to
z, along with all derivatives with respect to z, for any fixed price p. Therefore, under Assumption 3.5b,
the convergences are uniform with respect to both variables z and p.
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In connection with (3.12), for the network of size n, we define

z‹
nppq :“ sup

␣

z P r0, 1s : f pnq

W pz; pq “ 0
(

. (3.16)

Subsequently, we define t‹ppq :“ ´ ln z‹ppq and t‹nppq :“ ´ ln z‹
nppq.

Building upon Lemma 3.13 and Theorem 3.14, we present the following theorem concerning the
asymptotic normality of the final total of sold shares.

Theorem 3.16. For a fixed p P rpmin, p0s, if z‹ppq P p0, 1q is a stable solution, i.e., αppq :“
f1

W pz‹ppq; pq ą 0, then as n Ñ 8, the final total of sold shares satisfy:

n´1{2pΓnpτ‹
n; pq ´ n pf

pnq

Γ pt‹nppq; pqq
d

ÝÑ ZΓpt‹ppq; pq ´ αppq´1f1
Γpz‹ppq; pqZW pt‹ppq; pq,

where ZΓ and ZW represent Gaussian random variables with a mean of 0, as outlined in Theorem 3.14
and Lemma 3.13, respectively.

Proof. See Appendix 3.5.7.

The theorem demonstrates that the final total of sold shares exhibits asymptotically Gaussian
fluctuations. Furthermore, it associates the variance of these fluctuations with the characteristics of
the financial network. Specifically, it links the variance to both the post-shock type and threshold
distribution, and to the variability in the liquidation amounts, each of which is contingent on the
specific type and threshold of each institution.

Remark 3.17. Note that Theorem 3.16 cannot be applied in the boundary cases z‹ppq “ 1 or z‹ppq “ 0.
When z‹ppq “ 1, the initial shock will not trigger a default cascade in the network. The variance of
the asymptotic Gaussian in this situation arises solely from the randomness of the initial defaults,
not from any randomness introduced by the default cascade. On the other hand, if z‹ppq “ 0, as per
Theorem 3.9, almost all institutions default after a shock in the asymptotic limit, i.e., as n Ñ 8,

Γnpτ‹
n; pq

n

p
ÝÑ

ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

¯

.

In this situation, the z‹
nppq values are always to the right of 0 for all n, meaning they cannot be

negative. Investigating a critical window for this case would be substantially more complex, and we
leave this for future work.

As a corollary of Theorem 3.16, we can derive the following theorem regarding the price as deter-
mined by the inverse demand function κnppq :“ gpΓnpτ‹

nppq; pq{nq.

Theorem 3.18. For any fixed p P rpmin, p0s, if z‹ppq P p0, 1q and z‹ppq is a stable solution, i.e.,
αppq :“ f1

W pz‹ppq; pq ą 0, then as n Ñ 8, the price κnppq as determined by the inverse demand
function satisfies

n1{2`κnppq ´ g
`

pf
pnq

Γ pt‹nppq; pq
˘˘ d

ÝÑ g1
`

fΓpz‹ppq; pq
˘

”

ZΓpt‹ppq; pq ´ αppq´1f1
Γpz‹ppq; pqZW pt‹ppq; pq

ı

,

where g1 denotes the first derivative of g.
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Proof. See Appendix 3.5.8.

We now present a central limit theorem for the equilibrium price post-shock, as defined by Equa-
tion (3.6). In connection to (3.13), for a network of size n, we define:

p̄n :“ sup
␣

p P rpmin, p0s : p ď g
`

f
pnq

Γ pz‹
nppq; pq

˘(

. (3.17)

Recall that p̄ is a stable fixed point solution if it satisfies either p̄ “ pmin or, in the case p̄ P ppmin, p0s,
there exists an ϵ ą 0 such that p ă g

`

fΓpz‹ppq; pq
˘

for all p P pp̄´ ϵ, p̄q.

Theorem 3.19. If z‹pp̄q P p0, 1q is a stable solution of fW pz; p̄q “ 0, i.e., αpp̄q :“ f1
W pz‹; p̄q ą 0, and

p̄ is a stable solution of (3.13), then as n Ñ 8, the equilibrium price satisfies

n1{2pp‹
n ´ p̄nq

d
ÝÑ ´ρ´1pp̄qZV pp̄q,

where
ρppq :“ 1 ´ g1

`

fΓpz‹ppq; pq
˘

”

´f1
Γpz‹ppq; pqαppq´1f2

W pz‹ppq; pq ` f2
Γpz‹ppq; pq

ı

,

and,
ZV ppq :“ ´g1

`

fΓpz‹; pq
˘

”

ZΓpt‹ppq; pq ´ αppq´1f1
Γpz‹; pqZW pt‹ppq; pq

ı

is a Gaussian random variable with mean 0.

Proof. See Appendix 3.5.9.

The theorem establishes that the final equilibrium price exhibits asymptotically Gaussian fluctu-
ations. Additionally, it establishes a connection between the variance of these fluctuations and the
characteristics of the financial network and the inverse demand function. Specifically, the variance is
linked to the post-shock type and threshold distribution, as well as the variability in the liquidation
amounts, both of which depend on the specific type and threshold of each institution. To highlight the
practical significance of central limit theorems, we proceed to numerically investigate the asymptotic
variance for fire sales loss in the following section.

3.4 Numerical Experiments

Empirical studies on the network topology of banking systems reveal a wide range of structures, in-
cluding centralized networks as shown in [176], core-periphery structures explored in [99, 122, 166] as
well as scale-free structures discussed in [69, 93]. In this section, we examine the impact of hetero-
geneity in network structure and price impact function on the final size of default cascades and fire
sale losses.
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3.4.1 Numerical set-up

In our numerical experiments, we make the assumption that the in-degree and out-degree of each
institution are equal, denoted as d`

x “ d´
x “ dx for all x P X . We normalize the price of the illiquid

asset to fall between pmin “ 1 and p0 “ 2. Additionally, we assume that institutions of the same type
or class share the same capital structure. To describe the capital structure of institutions with type
x P X , we employ the capital vector hx, given by (see Table 3.1)

hx :“ rγx kx ` ax ℓx ` dx exs.

In our stress testing framework, we make the assumption that the initial fraction of defaults is
fixed across all classes, denoted as qxp0; pq “ ϵ for all x P X . For the sake of illustration, we set
ϵi “ ϵ uniformly across all institutions, resulting in each initially solvent institution experiencing a
loss of a fraction ϵ P r0, 1s of its external assets. When an institution defaults, its creditors face losses,
which are assumed to be i.i.d. random variables following a Pareto distribution. The scale and shape
parameters of the Pareto distribution are type-dependent and denoted as xm and α P R`, respectively,
to be specified. The threshold distributions can then be calculated as outlined in Example 3.4.

We consider a scenario where initially defaulted institutions liquidate all of their shares of illiquid
assets. As a result, the mean liquidation fraction for institutions with the same type becomes equal
to their capital allocation parameter, i.e., γ̄x “ γx. The mean liquidation amounts follow a linear
relationship given by

ℓ̄x,θppq “
γx

pθ
for θ “ 1, . . . , dx,

and we set ℓ̄x,8ppq “
γx

2pdx
for all p P r1, 2s. This specification allows us to determine the mean

liquidation amounts based on the type of institution and the price of the illiquid asset.
We shall consider three different price impact functions, each with specific forms as provided in

Examples 3.1, 3.2, and 3.3. The functions are defined as follows:

• Linear price impact (LPI): gLpyq “ 2 ´ py{γmaxq;

• Quadratic price impact (QPI): gQ
8pyq “ 2 ´ py{γmaxq2;

• Exponential price impact (EPI): gE
1 pyq “ 2 ´ 1´e´py{γmaxq

1´e´1 .

These functions are defined for y P r0, γmaxs. It is important to note that the LPI function decreases
at a constant rate for all values of y. In contrast, the QPI function initially drops slowly (for small
y) and then decreases faster as y increases. Conversely, the EPI function decreases rapidly at the
beginning and then gradually slows down as y increases.

To quantify the extent of losses incurred by the financial system due to fire sales triggered by the
exogenous shock ϵ, we utilize the Fire Sales Losses (FSL) indicator, defined as

FSLpϵq “
p0 ´ p‹

npϵq

p0
,
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where p‹
npϵq represents the equilibrium price of the illiquid asset following the shock ϵ. The FSL

indicator measures the proportion of loss in the equilibrium price relative to the initial price p0. A
higher value of FSL indicates a greater impact of fire sales on the financial system, resulting in larger
losses.

3.4.2 Regular financial networks

We consider a regular network, where all institutions are of the same type and have the same degree
d, and investigate the impact of network connectivity and fire sales on the size of default cascades
and the resulting losses in the financial system during a crisis. Specifically, we compare two scenarios
with high and low network connectivity. One prominent finding in the financial network literature is
that, for regular homogeneous financial networks, when shocks are small, higher connectivity leads to
a lower risk of contagion. This has been demonstrated, for example, in [1] through a comparison of
ring and complete network structures. Our findings align with this notion, as we observe that the risk
of contagion in the two financial networks with high and low connectivity is very similar. However, we
also examine the impact of fire sales losses in these two networks and find that the resulting losses are
nearly identical, regardless of the network connectivity. This highlights the significance of considering
not only the risk of contagion but also the potential losses associated with fire sales in assessing the
overall stability and resilience of the financial system.

For a d-regular financial network, the limiting function of the white outgoing defaulted half-edges
process can be simplified as follows:

fW pz; pq “ d
`

z ´

d
ÿ

θ“1
qpθ; pqβpd, z, d´ θ ` 1q ´ qp8; pq

˘

.

Thus, in this case, the expression for z‹ppq is given by:

z‹ppq :“ sup
␣

z P r0, 1s : z “

d
ÿ

θ“1
qpθ; pqβpd, z, d´ θ ` 1q ` qp8; pq

(

.

Similarly, the limiting function of the total liquidation process can be simplified as

fΓpz; pq “ γqp0; pq `
γ

p

d
ÿ

θ“1

qpθ; pq

θ

`

θ ´

d
ÿ

ℓ“d´θ`1
βpd, z, ℓq

˘

`
γ

2pp1 ´ zqqp8; pq.

Recall that from Theorem 3.11, the equilibrium price of the illiquid asset after shock ϵ is denoted
as p̄ “ p̄pϵq and is given by (3.13). The limiting fire sales loss can then be expressed as

FSLpϵq “
p0 ´ p̄pϵq

p0
.

The final fraction of defaulted institutions under fire sales is determined by

fDpz‹pp̄q; p̄q “ 1 ´

d
ÿ

θ“1
qpθ; p̄qβpd, z, d´ θ ` 1q ´ qp8; p̄q.
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Furthermore, the final fraction of defaults without fire sales (with the initial price p0 “ 2) is

fDpz‹p2q; 2q “ 1 ´

d
ÿ

θ“1
qpθ; 2qβpd, z, d´ θ ` 1q ´ qp8; 2q.

In the financial network with low connectivity, we set the degree dL “ 2 and use the capital vector
h “ r50 100 250 300s. For the network with high connectivity, we set the degree dH “ 12 and,
for comparison purposes, use the same capital vector as the low connectivity network. To ensure the
same total expected interbank liabilities, we introduce a dependency between the interbank liabilities
and the degree. Specifically, the expectation of liabilities is assumed to be proportional to 1{d. For
the low connectivity network, we set xm “ 160 and α “ 2. Correspondingly, for the high connectivity
network, we set xm “ 26.7 and α “ 2.

Figure 3.1a dispays the final fraction of defaulted institutions for the two regular financial net-
works with low and high connectivity, considering three price impact functions: linear (LPI) gL, fully
quadratic (QPI) gQ

8, and exponential (EPI) gE
1 . As expected, we observe that the EPI function leads

to the largest fraction of defaults among the three price impact functions for both low and high con-
nectivity networks. On the other hand, the QPI function results in the smallest default cascade size.
This behavior arises because, for the same amount of sold shares, the EPI function always yields the
lowest price, while the QPI function produces the highest price. Furthermore, we note the presence of
a critical shock value (dependent on the connectivity and price impact function) where all institutions
default. Interestingly, in the low connectivity network, the default cascade size increases smoothly as
the shock magnitude increases. In contrast, the high connectivity network exhibits a sharper phase
transition at the critical point. Additionally, when the shock is smaller than the critical value, the
fraction of defaults increases slowly and remains lower than that in the low connectivity network.
However, once the shock surpasses the critical value, the fraction of defaults jumps to a higher level
than in the low connectivity network. This phenomenon aligns with existing literature on homoge-
neous financial networks, such as [1], which suggests that high connectivity networks are more resilient
to small shocks but become more susceptible to large shocks due to their greater interconnections.

Figure 3.1b showcases the fire sales loss for the two regular networks with low and high connectivity,
considering the three price impact functions. Since the fraction of defaults corresponds to the amount
of liquidations, the curves in Figure 3.1b exhibit similar trends to those in Figure 3.1a. We observe
that the EPI function consistently results in the largest fire sales loss, while the QPI function leads to
the smallest fire sales loss. Interestingly, we also notice that the fire sales losses in the two networks
with different connectivity levels are very close to each other. In fact, for small shocks (less than
0.15), the high connectivity network may even generate higher fire sales losses compared to the low
connectivity network, which contrasts with the observations in Figure 3.1a. This occurs because
in a higher connectivity network, institutions with high thresholds can still remain solvent while
liquidating a significant portion (around 80-90%) of their total illiquid assets. On the other hand, in
a lower connectivity network, the amount of liquidations among solvent institutions is much lower.
As the shock increases but remains below the critical value, the fire sales loss in the low connectivity
network may surpass that in the high connectivity network, regardless of the price impact function
employed.
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(a) Fraction of defaulted institutions (b) Fire sales loss

Figure 3.1: Final fraction of defaulted institutions and fire sales loss for two regular financial networks with
dL “ 2 and dH “ 12, under three different price impact functions LPI, QPI and EPI.

3.4.3 Core-Periphery financial networks

Financial networks often exhibit significant asymmetries, such as the presence of a core-periphery
structure. This structural characteristic has a notable impact on the size of default cascades. In
such networks, large core institutions may be more resilient to small shocks compared to peripheral
institutions. However, when core institutions experience a large shock, their default can trigger a
substantial increase in the size of the default cascade. In our analysis, we do not impose a specific
inter-structure for the core and peripheral banks but assume a random uniform connection between
them. We consider two distinct classes of institutions, denoted as X “ tC,P u, representing the core
institutions and peripheral institutions, respectively.

In our analysis, we assume a fraction of core and peripheral institutions, with µC “ 0.3 representing
the core institutions and µP “ 0.7 representing the peripheral institutions. For the core institutions,
we set the degree dC “ 12 with illiquid asset holdings γC “ 160. For the peripheral type institutions,
we set the degree dP “ 2 with γP “ 60. Correspondingly, the capital structure vector for core
institutions is set to hC “ r160 320 800 960s, and for peripheral institutions, it is set to hP “

r60 120 300 360s. As a result, the average degree of the financial network is given by λ “ 0.3 ˆ

12 ` 0.7 ˆ 2 “ 5.
In our numerical experiments, we compare the core-periphery network described above to a 5-

regular financial network with the same average degree. For the 5-regular network, we set the capital
structure of all institutions to be the same as the average capital structure of the core-periphery
network, denoted as h̄. Thus, the capital structure for each institution in the 5-regular network is set
to h̄ “ r90 180 450 540s. To model the interbank liabilities in both networks, we assume that
they are i.i.d. with a Pareto distribution, as in Example 3.4, with the scale and the shape parameters
xm “ 65 and α “ 2, respectively.
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Let qC and qP denote the probability threshold distributions for the core type and periphery type
institutions, respectively. In this case, the limiting function fW simplifies to

fW pz; pq “5z ´ 3.6
`

12
ÿ

θ“1
qCpθ; pqβp12, z, 12 ´ θ ` 1q ` qCp8; pq

˘

´ 1.4
`

2
ÿ

θ“1
qP pθ; pqβp2, z, 2 ´ θ ` 1q ` qP p8; pq

˘

,

and the limiting function for the total liquidations simplifies to

fΓpz; pq “48qCp0; pq `

12
ÿ

θ“1

48
pθ
qCpθ; pq

`

θ ´

12
ÿ

ℓ“12´θ`1
βp12, z, ℓq

˘

`
24
p

p1 ´ zqqCp8; pq

` 42qP p0; pq `

2
ÿ

θ“1

42
pθ
qP pθ; pq

`

θ ´

2
ÿ

ℓ“2´θ`1
βp2, z, ℓq

˘

`
21
p

p1 ´ zqqCp8; pq.

Let p̄cp “ p̄cppϵq given by (3.13) be the limit for the price of illiquid asset in equilibrium after shock
ϵ, as stated in Theorem 3.11. Then the limiting fire sales loss can be written as

FSLpϵq “
p0 ´ p̄cppϵq

p0
,

and the final fraction of defaulted institutions under fire sales is given by

fDpz‹pp̄cpq; p̄cpq “1 ´ 0.3
`

12
ÿ

θ“1
qCpθ; p̄cpqβp12, z, 12 ´ θ ` 1q ` qCp8; p̄cpq

˘

´ 0.7
`

2
ÿ

θ“1
qP pθ; p̄cpqβp2, z, 2 ´ θ ` 1q ` qP p8; p̄cpq

˘

.

In Figure 3.2a, we plot the final fraction of defaulted institutions for the core-periphery network
and compare it with the average regular network, in the cases without fire sales and with fire sales,
considering the linear (LPI) and exponential (EPI) price impact functions. We observe that the fire
sales make both networks more vulnerable. Without fire sales, the core-periphery network has a
critical shock value around 0.16 (beyond which all institutions default), while for the regular network,
the critical shock value is around 0.21. With fire sales, both financial networks have a smaller critical
value for the shock. As expected, the EPI function gives a smaller critical value compared to the
LPI function for both networks. Additionally, we note that the fire sales reduce the gap between the
two critical shock values (for the core-periphery and regular networks). Without fire sales, the gap
is about 0.05, but with fire sales (under both LPI and EPI functions), the gap is reduced to around
0.01. This can be interpreted by the fact that under fire sales, institutions have smaller thresholds θ
to default, since qxpθ; pq (stochastically) decreases with price p.

In Figure 3.2b, we plot the fire sales loss for the core-periphery network and compare it with the
average regular network under different price impact functions (LPI, QPI, and EPI). We observe that
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(a) Fraction of defaulted institutions (b) Fire sales loss

Figure 3.2: Final fraction of defaulted institutions and fire sales loss for core-periphery (C-P) and (average)
regular financial networks, under three different price impact functions LPI, QPI and EPI.

under each price impact function, the regular and core-periphery networks perform very similarly when
the shock is small (less than 0.15). However, when the shock is larger, the core-periphery network
has less fire sales loss than the regular network. This occurs because a large portion of periphery
institutions in the core-periphery network liquidate less than the average level. Additionally, the
regular network has a larger critical shock value (beyond which all institutions default) compared to
the core-periphery network. The smaller critical value for the core-periphery network is influenced by
the core institutions, as their high degree makes them more likely to trigger a larger default cascade.

3.4.4 Scale-Free financial networks

Many empirically observed interbank networks have much more heterogeneity than the core-periphery
financial network studied in the previous section. In order to study the effect of heterogeneity in net-
work structure on the final size of default cascade and fire sales loss, we compare the following networks:
Regular network (without heterogeneity), Erdös-Rényi random network (with low heterogeneity where
the majority of institutions have a degree close to the average degree), and the Scale-free network (with
high heterogeneity). To facilitate a meaningful comparison, we ensure that these networks have the
same average degree λ.

For the Erdös-Rényi network, denoted by ERpn; pnq, each pair of nodes (a potential directed link)
is independently connected with a fixed probability pn such that npn Ñ λ as n Ñ 8. In this network,
the degree distribution converges to a Poisson distribution with parameter λ. That is, if we denote
the in-degree or out-degree of a randomly chosen institution by D, then the probability mass function
of D is given by

PpD “ kq “ e´λλ
k

k! .
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On the other hand, for the scale-free network, the degree distribution follows a power law distribution,
given by

PpD “ kq „ ck´η,

where c ą 0 is a normalizing constant and η ą 1 is a control parameter.
We set the parameters λ “ 5 and η “ 1.2. To reduce the complexity of the simulation, we

assume that the degrees are upper-bounded by dmax “ 23. These parameter choices result in both the
scale-free and Erdös-Rényi networks having an average degree very close to 5. We will compare these
networks to a regular network with a degree of 5.

We also introduce heterogeneity in the interbank liabilities for all these networks. Specifically,
we consider i.i.d. Pareto-distributed liabilities, as in Example 3.4, with scale and shape parameters
xm “ 55 and α “ 2. Furthermore, we allow institutions with different degrees to have different capital
structures, where the capital is proportional to the degree of each institution. For institutions with a
degree of 1, we set the capital vector h1 as

h1 “ r50 100 250 300s.

For degrees d “ 2, . . . , 23, we set the capital vector hd as

hd “ r10d` 40 20d` 80 50d` 200 60d` 240s.

In the case of the regular network, where all institutions have a degree of 5, the capital structure for
each institution is given by h5 “ r90 180 450 540s, as in the previous section.

(a) Fire sales loss under the QPI and EPI functions
(b) Final fraction of defaults under the LPI and with-
out fire sales

Figure 3.3: Fire sales loss and final faction of defaults for regular, Erdös-Rényi (ER) and scale-free networks.

In Figure 3.3a, we compare the fire sales loss for the regular, Erdös-Rényi (ER) , and scale-free
networks under the quadratic price impact (QPI) and exponential price impact (EPI) functions. We
observe that for the EPI function, when the shock is small (less than 0.17, which is the critical shock
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value for the scale-free network), the heterogeneity does not have a significant influence on the fire
sales loss. However, for the QPI function, when the shock is small, the fire sales loss in the scale-free
network is larger than the fire sales loss in the other two networks. For a small shock (less than 0.1),
the fire sales loss is only about 0.2% for both the ER and regular networks. This difference occurs
because choosing an ϵ-fraction of initially defaulted institutions at random among all institutions can
lead to a small fraction of initial defaults for high-degree institutions, which in turn can result in a
considerable fraction of defaults among low-degree institutions, leading to more fire sales loss. This
effect is particularly significant under the slow-dropping price impact function.

Moreover, as we can observe in Figure 3.3a, a network with higher heterogeneity has a smaller
critical value for the shock (beyond which a large fraction of institutions default). When the shock
is larger than the critical value for the regular network (around 0.2 under EPI and 0.24 under QPI),
the regular network has the largest fire sales loss, while the scale-free network has the smallest loss.
This is reasonable because in the scale-free network, there is a larger proportion of institutions with
low degrees (such as 1 and 2), which have a higher chance of surviving for a large value of shock. This
makes the scale-free network more resilient to a large shock compared to the other two networks.

Figure 3.3b displays the final fraction of defaulted institutions for the regular, Erdös-Rényi (ER),
and scale-free networks, for the case without fire sales and with the linear price impact (LPI) fire sales.
We can observe similar results as in Figure 3.2a. When the shock is small, the fire sales do not have
a significant impact on the resilience of the networks. However, the fire sales significantly reduce the
critical values for shocks in all three networks. The critical values become closer to each other, with the
regular, ER, and scale-free networks having critical values around 0.11 under the linear price impact
function. Among the three networks, the scale-free network has the smallest critical value for the
shock, followed by the ER network, while the regular network has the largest critical value. Moreover,
the resistance to a large shock increases with heterogeneity, especially under the fire sales impact.
The scale-free network has the smallest fraction of defaults for a shock larger than 0.1. Therefore, as
observed from Figure 3.2a and Figure 3.3b, networks with higher heterogeneity tend to have smaller
critical values for shocks, beyond which a large fraction of institutions default, both with and without
fire sales. On the other hand, for small shocks, the most heterogeneous network could be the least
resilient.

3.4.5 Asymptotic normality and confidence intervals

To demonstrate the practical relevance of central limit theorems, we analyze the asymptotic variance
for the final fraction of defaults and fire sales loss. Additionally, we utilize central limit theorems to
derive confidence intervals for financial networks of finite size.

It is worth noting that the scale-free network discussed in Section 3.4.4, which exhibits infinite
variance in the degree distribution, does not satisfy Assumption 3.5b. As a result, we focus our analysis
on a regular network and a core-periphery network, both having an average degree of 5 as shown in
Figure 3.2. All parameters remain the same as in Section 3.4.3, and we specifically consider the linear
price impact function. For each institution x P X and threshold θ “ 1, . . . , d`

x , we set the variance of
each liquidation ς2

x,θppq equal to the mean of each liquidation, that is, ς2
x,θppq “ ℓ̄x,θppq for all x P X ,
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θ P t1, . . . , dxu Y t8u, and all p P r1, 2s.

(a) Fraction of defaulted institutions (b) Fire sales loss

Figure 3.4: Asymptotic standard deviation for the final fraction of defaulted institutions and fire sales loss in
regular and core-periphery financial networks, under linear price impact function (LPI).

In Figure 3.4a, we present the asymptotic standard deviation (Sd) of the final fraction of defaulted
institutions under different shocks. The blue line represents the standard deviation for the core-
periphery network, while the red line corresponds to the standard deviation for the regular network.
Since our central limit theorems hold when z‹ ‰ 0, we terminate the standard deviation plots at
the point where z‹pϵq “ 0, which corresponds to the critical value of the shock where almost all
institutions default (ϵ “ 0.16 for the regular network and ϵ “ 0.27 for the core-periphery network).
We observe that for small shocks, the standard deviation increases with the shock, indicating that
a larger number of defaults leads to higher uncertainty in the final fraction of defaulted institutions.
Furthermore, for small shocks, the standard deviation of the fraction of defaults is larger for the
regular network compared to the core-periphery network. This can be attributed to the fact that for
small shocks, most of the defaults occur among periphery institutions with a degree of 2, resulting in
less variability compared to the regular network. Surprisingly, we observe a significant jump in the
standard deviation at around ϵ « 0.14, followed by a decrease with further increases in the shock. This
critical value aligns with the point of discontinuity in the fixed point solution, where the fraction of
defaults jumps to a higher level (but still smaller than 1) for the core-periphery network. In contrast,
for the regular network, the fraction of defaults jumps to 1. This observation is consistent with the
findings in Figure 3.2a, which demonstrate the sharp phase transition in the core-periphery network
compared to the smoother increase in the regular network.

Figure 3.4a displays the asymptotic standard deviation (Sd) of final fraction of defaulted institu-
tions under different shocks. The blue line is the standard deviation for the core-periphery network
and the red line is the standard deviation for the regular network. Since our central limit theorems
hold when z‹ ‰ 0, we stop the standard deviation plots at the point when z‹pϵq “ 0, which corre-
sponds to the critical value for shock such that almost all institutions default (ϵ “ 0.16 and ϵ “ 0.27
for the regular and core-periphery networks, respectively). We observe that when the shock is small,
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the standard deviation for both networks are increasing with shock and more defaults cause larger
standard deviation. Moreover, for small shocks, the standard deviation of fraction of defaults for
regular network is larger than that of core-periphery network. This can be justified by the fact that,
for small shocks, most defaults are periphery institutions, with small degree 2, which make less un-
certainty compare to the regular network. Surprisingly, the standard deviation exhibits a significant
jump at around ϵ « 0.14 and then starts to decrease with increasing shock. As Figure 3.2a shows, this
critical value corresponds to the point where a discontinuity occurs at the fixed point solution, and
the fraction of defaults jumps to a higher level; in the core-periphery network, the fraction of defaults
does not reach 1 at this critical point, unlike the regular network where the fraction of defaults jumps
to 1.

In Figure 3.4b, we plot the asymptotic standard deviation of fire sales loss under different shocks.
As expected, the shapes of the curves exhibit similarities to those for the standard deviation of the
fraction of defaults. However, the standard deviation of fire sales loss for the core-periphery financial
network displays a downward discontinuity jump. This can be explained by considering the standard
deviation of the total amount of liquidations, which is influenced by both the standard deviation and
the mean number of liquidations. It is important to note that the fraction of defaults provides only
partial information on the number of liquidations, as some institutions may remain solvent despite
having already liquidated a portion of their holdings. After the discontinuity jump in the fraction of
defaults, the standard deviation of the number of liquidations decreases and may exhibit a downward
discontinuity jump as well, as most institutions have already liquidated all their holdings.

(a) Core-periphery network (b) Regular network

Figure 3.5: 95% confidence intervals for the final fraction of defaulted institutions in regular and core-periphery
financial networks. The blue solid line is the limit; the green dash lines are the upper and lower bounds in the
case of network size n “ 200; the red dash lines are the bounds for network size n “ 1000.

Our central limit theorems can be used to provide confidence intervals for the final fraction of
defaults and fire sales loss in finite networks. In Figure 3.5, we plot the 95% confidence interval for the
final fraction of defaults for both regular and core-periphery financial networks under different shocks.
In both networks, when the shock is smaller than the critical value, the confidence intervals are quite
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small. Even for a small network size of n “ 200, the maximum distance from the upper or lower
bounds to the limit value (the blue solid line) is approximately 0.05. As the network size increases
to n “ 1000, the confidence intervals remain uniformly small for both regular and core-periphery
financial networks.

Figure 3.6 displays the 95% confidence interval for the fire sales loss in both regular and core-
periphery networks under different shocks. In the core-periphery network, the confidence intervals are
concentrated closely around the limits. As shown in Figure 3.6a and Figure 3.6b, even for a small
network size of n “ 200, the upper and lower bounds are very close to the limits across the entire
shock range. When n “ 1000, the upper and lower bounds almost coincide with the limits for both
regular and core-periphery networks.

(a) Core-periphery network (b) Regular network

Figure 3.6: 95% confidence intervals for the fire sales loss in regular and core-periphery financial networks.
The blue solid line is the limit, the green dash lines are the bounds for network size n “ 200, and the red dash
lines are the bounds for network size n “ 1000.

To study the convergence of our central limit theorems numerically, we consider networks with
finite size n and simulate the final fraction of defaulted institutions using the Monte Carlo method.
For simplicity, we fix the price at p “ 2 and simulate only regular networks. In order to observe the
convergence of the distribution of the final fraction of defaults to a Gaussian distribution as n becomes
large, we run 3000 simulations of the default cascade in different regular networks with a degree of
d “ 5 chosen uniformly at random from all 5-regular networks. We count the number of institutions
that default at the end of each simulation and produce histograms based on these counts. Figure 3.7
displays the histograms obtained for two different network sizes, n “ 500 and n “ 2500. As we can
see, when n “ 2500, the distribution already closely resembles a Gaussian distribution.
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(a) Network size n=500 (b) Network size n=2500

Figure 3.7: Histograms for the final number of defaulted institutions in 5-regular financial networks with size
n “ 500 and n “ 2500, using 3000 times Monte-Carlo simulations.

3.5 Proofs

This section includes the proofs of all theorems from the previous sections. The work is a generalization
of Chapter 2 with significantly more involved computations. In Chapter 2, we investigate specific limit
theorems connected to the final state of the pure default cascade death process from Section 3.2.2,
without taking into account the price p of the illiquid asset. Here, we use these results and adapt them
to fit our framework that includes price p, without repeating the proofs. Importantly, for each fixed
p P rpmin, p0s, these results still apply. The challenge arises as the liquidations are type and threshold-
dependent i.i.d. random variables. This makes the total liquidation turn into a compound (random)
sum of random variables. These random sums are governed by counting stochastic processes that
exhibit Gaussian fluctuations in the limit. Under these conditions, proving the central limit theorems
for the total liquidation of the network becomes more complicated. After obtaining the limit results
for the liquidation, the price given by the inverse demand function can be found using the Delta
method. Lastly, for the equilibrium price - as a solution of an equation - the limit theorems are set
under stronger assumptions, demanding a more complex technical proof. Compared to Chapter 2, we
face more variation and handle more difficult convergence problems. We start the proofs by providing
some auxiliary lemmas used in the proof of the central limit theorems.

3.5.1 Auxiliary lemmas

Under certain regularity conditions, we first provide a central limit theorem for functions that can
be expressed as Ynptq :“

řtXnptqu

i“1 Gi, where Xnptq is a non-decreasing stochastic process satisfying
Xnptq “ Opnq for all t ą 0 and

␣

Gi

(

iě1 are i.i.d. positive bounded random variables with mean g and
variance σ2.
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Lemma 3.20. Using the notation above and for fixed t ą 0, if Xnptq :“ fnptqn`Vn1{2 with pfnptqq8
n“1

a positive sequence converging to fptq, and V a bounded real-valued random variable, then as n Ñ 8,
conditioned on tV “ xu for some x on supppVq, we have

´Ynptq ´ gXnptq
a

nfptqσ
| V “ x

¯

d
ÝÑ N p0, 1q.

Proof. Conditioned on the event tV “ xu, Xnptq “ fnptqn ` xn1{2 which is non-random. Hence, by
standard central limit theorem (CLT), we have

´ Ynptq ´ gtXnptqu
a

tnfnptq ` xn1{2uσ
|V “ x

¯

d
ÝÑ N p0, 1q.

Further, we have the decomposition
Ynptq ´ gXnptq

a

nfptqσ
“

a

tnfnptq ` xn1{2u
a

nfptq
�

Ynptq ´ gtXnptqu
a

tnfnptq ` xn1{2uσ
`
gtXnptqu ´ gXnptq

a

nfptqσ

“

b

1 `Opn´1{2q
Ynptq ´ gtXnptqu
a

tnfptq ` xn1{2uσ
`Opn´1{2q.

It follows thus by Slutsky’s theorem that as n Ñ 8,
´Ynptq ´ gXnptq

a

nfptqσ
|V “ x

¯

d
ÝÑ N p0, 1q.

Using the above lemma, we prove the following proposition.
Proposition 3.21. For fixed t ą 0, let Xnptq :“ fnptqn` Vnn

1{2 with
␣

fnptq
(8

n“1 a positive sequence
converging to fptq and Vn a sequence of random variables which converges to a Gaussian random
variable V ∼ N p0, υ2q in distribution. Then we have, as n Ñ 8,

Ynptq ´ ngfnptq
a

npfptqσ2 ` υ2g2q

d
ÝÑ N p0, 1q.

Proof. Set

Apz; pq :“
ż 8

´8

1
2π

a

fptqσr
exp

"

´
u2

2υ2 ´
pz ´ guq2

2fptqσ2

*

du. (3.18)

Let a :“ υ2g2 ` fptqσ2. Then by a change of variable y “
?

a

rσ
?

fptq
u´

rgz

σ
?

afptq
, we obtain

Apz; pq “
1

2π
a

fptqσr

ż 8

´8

exp
"

´
1

2fptqσ2υ2 pfptqσ2u2 ` z2υ2 ´ 2gzuυ2 ` υ2g2u2q

*

du

“
1

2π
a

fptqσr

ż 8

´8

exp
"

´
1

2fptqσ2υ2 pp
?
au´

υ2gz
?
a

q2 `
fptqσ2υ2z2

a
q

*

du

“
1

2π
a

fptqσr
e´ z2

2a

ż 8

´8

rσ
a

fptq
?
a

e´
y2
2 dy “

1
?

2πa
e´ z2

2a .
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We consider the function
hzpxq :“ 1

a

2πfptqσ
exp

"

´
pz ´ gxq2

2fptqσ2

*

,

which is continuous and bounded. Since Vn
d

ÝÑ V, we have (as n Ñ 8)
Anpz; pq :“ ErhzpVnqs ÝÑ ErhzpVqs “ Apz; pq.

We denote
Znptq :“ Ynptq ´ ngfnptq

?
n

,

and let Zptq be a random variable with distribution Zptq ∼ N p0, σ2fptqq. Let µn be the probability
measure of Vn and µ be that of V. Set

ΦxpBq :“ PpZptq ´ gx P Bq,

and
GVnpB|xq :“ PpZnptq P B|Vn “ xq.

Then for any Borel set B Ă R, we have
ˇ

ˇPpZptq P Bq ´ PpZnptq P Bq
ˇ

ˇ “
ˇ

ˇ

ż

R
ΦxpBqdµpxq ´

ż

R
GVnpB|xqdµnpxq

ˇ

ˇ

ď2ϵ`
ˇ

ˇ

ż

r´K,Ks

GVnpB|xqdµnpxq ´

ż

r´K,Ks

ΦxpBqdµnpxq
ˇ

ˇ

`
ˇ

ˇ

ż

R
ΦxpBqdµnpxq ´

ż

R
ΦxpBqdµpxq

ˇ

ˇ,

where we take K large enough such that
ş

Rzr´K,Ks
1dµnpxq ď ϵ, uniformly on n.

We have
ˇ

ˇ

ż

r´K,Ks

GVnpB|xqdµnpxq ´

ż

r´K,Ks

ΦxpBqdµnpxq
ˇ

ˇ Ñ 0.

Indeed, since any Borel set is a continuity set of Gaussian distribution, for every x P supppVnq X

r´K,Ks, GVnpB|xq Ñ ΦxpBq by Lemma 3.20. The result follows by the dominant convergence
theorem. Moreover, we have

ˇ

ˇ

ż

R
ΦxpBqdµnpxq ´

ż

R
ΦxpBqdµpxq

ˇ

ˇ ď

ż

B
|ErhzpVnqs ´ ErhzpVqs|dz

ď

ż

R
|Anpz; pq ´Apz; pq|dz Ñ 0,

where the first inequality follows by Fubini’s theorem and the second by Scheffé’s lemma since
ş

RAnpz; pqdz “
ş

RApz; pqdz “ 1 and Anpz; pq Ñ Apz; pq for every z P R.
Since we can choose ϵ arbitrarly, we finally get for any borel set B P R,

PpZnptq P Bq Ñ

ż

B
Apz; pqdz.

Since Apz; pq is the density of N p0, aq and all Borel sets are continuity set of N p0, aq, it follows that
Znptq

d
ÝÑ N p0, aq, which is equivalent to the statement of proposition.
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3.5.2 Proof of Theorem 3.7

By Lemma 3.6 for all x P X , θ “ 1, . . . , d`
x , ℓ “ 0, . . . , θ ´ 1 and p P rp0, pmins, as n Ñ 8,

sup
tďτn

ˇ

ˇ

S
pnq

x,θ,ℓpt; pq

n
´ µxqxpθ; pqb

`

d`
x , 1 ´ e´t, ℓ

˘ˇ

ˇ

p
ÝÑ 0,

and,

sup
tďτn

ˇ

ˇ

Snpt; pq

n
´ fSpe´t; pq

ˇ

ˇ

p
ÝÑ 0, sup

tďτn

ˇ

ˇ

Dnpt; pq

n
´ fDpe´t; pq

ˇ

ˇ

p
ÝÑ 0.

Consider the death process as described in Chapter 2. We denote by U
pnq

x,θ,spt; pq the number of
institutions with type x P X , threshold θ and s alive incoming half-edges at time t, and by N pnq

x,θ ppq the
number of institutions with type x and threshold θ, under price p. Note that the number of institutions
with type x is (not random) nµpnq

x . By construction of the death process model, each incoming hal-edge
has an exponentially distributed with parameter one, i.e., expp1q, lifetime independently from others.
Using the Glivenko-Cantelli theorem, in Lemma 2.10 in Chapter 2 we show the following convergence
results of U pnq

x,θ,ℓpt; pq, for all possible triple px, θ, ℓq and the summation of them. To make the proof
clear, we state it again and adapt to the price dependent case.

Lemma 3.22. Let τn ď τ‹
nppq be a stopping time such that τn

p
ÝÑ t0 for some t0 ą 0. Under

Assumption 3.5a, for all x P X , θ “ 1, . . . , d`
x and ℓ “ 0, . . . , θ ´ 1, we have (as n Ñ 8)

sup
tďτn

ˇ

ˇ

U
pnq

x,θ,ℓpt; pq

n
´ µxqxpθ; pqb

`

d`
x , e

´t, ℓ
˘ˇ

ˇ

p
ÝÑ 0.

Further,

sup
tďτn

ÿ

xPX
pd`

x ` d´
x q

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

ˇ

ˇU
pnq

x,θ,spt; pq{n´ µxqxpθ; pqbpd`
x , e

´t, sq
ˇ

ˇ

p
ÝÑ 0.

Consider now
␣

L
piq
x,θppq

(8

i“1 which are i.i.d. positive bounded random variables with expectation
ℓ̄x,θppq and variance ς2

x,θppq under price p P rpmin, p0s for the illiquid asset, for all x P X and θ P

t1, . . . , d`
x u Y t8u. Since all the random losses are assumed to be bounded, we denote by C the

common upper bound. From Section 3.2.4, the total shares of illiquid asset sold by time t can be
written as

Γnpt; pq :“
ÿ

xPX

´

γ̄xD
pnq

x,0ppq `

d`
x
ÿ

θ“1
Y

pnq

x,θ pt; pq,`Y
pnq

x,8pt; pq

¯

,

where

Y
pnq

x,θ pt; pq :“
I

pnq

x,θ
pt;pq
ÿ

i“1
L

piq
x,θppq, Y

pnq
x,8pt; pq :“

I
pnq
x,8pt;pq
ÿ

i“1
L

piq
x,8ppq,
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and,

I
pnq

x,θ pt; pq :“ θD
pnq

x,θ pt; pq `

θ´1
ÿ

ℓ“1
ℓS

pnq

x,θ,ℓpt; pq, I
pnq
x,8pt; pq :“

d`
x
ÿ

ℓ“1
ℓS

pnq

x,8,ℓpt; pq.

By Assumption 3.3 and the dominated convergence theorem, the first term in Γnpt; pq converges to
ÿ

xPX
γ̄xD

pnq

x,0ppq
p

ÝÑ
ÿ

xPX
γ̄xµxqxp0; pq.

Note that by definition S
pnq

x,θ,ℓpt; pq “ U
pnq

x,θ,d`
x ´ℓ

pt; pq, which implies that

ÿ

xPX

d`
x
ÿ

θ“1
ℓ̄x,θ

θ´1
ÿ

ℓ“1
ℓS

pnq

x,θ,ℓpt; pq “
ÿ

xPX

d`
x
ÿ

θ“1
ℓ̄x,θ

d`
x
ÿ

s“d`
x ´θ`1

pd`
x ´ sqU

pnq

x,θ,spt; pq,

and,
ÿ

xPX

d`
x
ÿ

θ“1
θℓ̄x,θD

pnq

x,θ pt; pq “
ÿ

xPX

d`
x
ÿ

θ“1
θℓ̄x,θ

`

N
pnq

x,θ ppq ´

d`
x
ÿ

s“d`
x ´θ`1

U
pnq

x,θ,spt; pq
˘

.

So for θ “ 1, . . . , d`
x , we have

ÿ

xPX

d`
x
ÿ

θ“1
ℓ̄x,θI

pnq

x,θ pt; pq “
ÿ

xPX

d`
x
ÿ

θ“1
θℓ̄x,θN

pnq

x,θ ppq ´
ÿ

xPX

d`
x
ÿ

θ“1
ℓ̄x,θ

d`
x
ÿ

s“d`
x ´θ`1

ps´ d`
x ` θqU

pnq

x,θ,spt; pq.

Notice now that
d`

x
ÿ

s“d`
x ´θ`1

βpd`
x , e

´t, sq “

d`
x
ÿ

s“d`
x ´θ`1

ps´ d`
x ` θqbpd`

x , e
´t, sq.

From the definition fx,θpz; pq :“ µxqxpθ; pq
`

θ ´
řd`

x

ℓ“d`
x ´θ`1 βpd`

x , z, ℓq
˘

, it follows that

ˇ

ˇ

1
n

ÿ

xPX

d`
x
ÿ

θ“1
Y

pnq

x,θ pt; pq ´
ÿ

xPX

d`
x
ÿ

θ“1
ℓ̄x,θfx,θpe´t; pq

ˇ

ˇ

ď
ˇ

ˇ

ÿ

xPX
d`

x

d`
x
ÿ

θ“1
ℓ̄x,θ

d`
x
ÿ

s“d`
x ´θ`1

`

U
pnq

x,θ,spt; pq{n´ µxqxpθ; pqbpd`
x , e

´t, sq
˘ˇ

ˇ

`
1
n

ˇ

ˇ

ÿ

xPX

d`
x
ÿ

θ“1
pY

pnq

x,θ pt; pq ´ ℓ̄x,θI
pnq

x,θ pt; pqq
ˇ

ˇ `
ˇ

ˇ

ÿ

xPX

d`
x
ÿ

θ“1
θℓ̄x,θN

pnq

x,θ ppq{n´
ÿ

xPX

d`
x
ÿ

θ“1
θℓ̄x,θµxqxpθ; pq

ˇ

ˇ

ď C
ÿ

xPX
pd`

x ` d´
x q

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

ˇ

ˇU
pnq

x,θ,spt; pq{n´ µxqxpθ; pqbpd`
x , e

´t, sq
ˇ

ˇ

`
1
n

ˇ

ˇ

ÿ

xPX

d`
x
ÿ

θ“1
pY

pnq

x,θ pt; pq ´ ℓ̄x,θI
pnq

x,θ pt; pqq
ˇ

ˇ ` C
ˇ

ˇ

ÿ

xPX
d`

x

d`
x
ÿ

θ“1

`

N
pnq

x,θ ppq{n´ µxqxpθ; pq
˘ˇ

ˇ.
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The first term of the r.h.s. of the above inequality converges to 0, as n Ñ 8, by Lemma 3.22. For the
second term, note that for all n, x P X and t ď τn,

řd`
x

θ“1
`

Y
pnq

x,θ pt; pq ´ ℓ̄x,θI
pnq

x,θ pt; pq
˘

is a martingale.
Combining this with the independency between any two different classes in X , using Cauchy-Schwarz
inequality and Doob’s L2-inequality, we have that for some constant C0, as n Ñ 8,

E
“

sup
tďτn

1
n

ˇ

ˇ

ÿ

xPX

d`
x
ÿ

θ“1
pY

pnq

x,θ pt; pq ´ ℓ̄x,θI
pnq

x,θ pt; pqq
ˇ

ˇ

‰2
ď

4C2
0

n2

ÿ

xPX

d`
x
ÿ

θ“1
I

pnq

x,θ pτnq ď
4C2

0
n

ÿ

xPX
µpnq

x d`
x Ñ 0,

where the second inequality above follows from
řd`

x
θ“1 I

pnq

x,θ pt; pq{n ď µ
pnq
x d`

x for all t ď τn. The final
convergence holds by Assumption 3.5a. We next analyze the convergence result for the third term.
First notice that, by the law of large numbers and Assumption 3.3, N pnq

x,θ ppq{n
p

ÝÑ µxqxpθ; pq. Let X `
K

be the set of all characteristic x P X such that d`
x ě K. Since by Assumption 3.5a, λ P p0,8q, for

arbitrary small ε ą 0, there exists Kε such that
ř

xPXKε
µxd

`
x ă ε. Then by dominated convergence

theorem, we obtain for n large enough,

ÿ

xPXKε

d`
x

d`
x
ÿ

θ“1
N

pnq

x,θ ppq{n
p

ÝÑ
ÿ

xPXKε

d`
x

d`
x
ÿ

θ“1
µxqxpθq ď

ÿ

xPXKε

d`
x µx ă ε..

It follows that

C
ˇ

ˇ

ÿ

xPX
d`

x

d`
x
ÿ

θ“1

`

N
pnq

x,θ ppq{n´ µxqxpθ; pq
˘
ˇ

ˇ ď C
ÿ

xPX zXKε

d`
x

d`
x
ÿ

θ“1

ˇ

ˇN
pnq

x,θ ppq{n´ µxqxpθ; pq
ˇ

ˇ ` Cε “ opp1q ` Cϵ.

We conclude that

sup
tďτn

ˇ

ˇ

1
n

ÿ

xPX

d`
x
ÿ

θ“1
Y

pnq

x,θ pt; pq ´
ÿ

xPX

d`
x
ÿ

θ“1
ℓ̄x,θfx,θpe´t; pq

ˇ

ˇ

p
ÝÑ 0.

It remains to prove the convergence for the third term (infinite sum) in Γnpt; pq. First notice that

I
pnq
x,8pt; pq “

d`
x
ÿ

s“0
pd`

x ´ sqU
pnq
x,8,spt; pq.

By using Lemma 3.22, for any type x P X , we have that

sup
tďτn

ˇ

ˇI
pnq
x,8pt; pq{n´

d`
x
ÿ

s“1
pd`

x ´ sqµxqxp8; pqbpd`
x , e

´t, sq
ˇ

ˇ

p
ÝÑ 0.

Moreover,
d`

x
ÿ

s“1
pd`

x ´ sqµxqxp8qbpd`
x , e

´t, sq “ µxqxp8qpd`
x ´ zd`

x q.

Then, by following a similar argument as above, one can show that

sup
tďτn

ˇ

ˇ

1
n

ÿ

xPX
Y

pnq
x,8pt; pq ´

ÿ

xPX
ℓ̄x,8fx,8pe´t; pq

ˇ

ˇ

p
ÝÑ 0.
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Putting all these convergence results together, we conclude that

sup
tďτn

ˇ

ˇ

Γnpt; pq

n
´ fΓpe´t; pq

ˇ

ˇ

p
ÝÑ 0,

as desired. □

3.5.3 Proof of Theorem 3.9

Fix p P rpmin, p0s. The theorem follows from Theorem 3.7 and Lemma 3.8. Indeed, for z‹ppq “ 0, by
Lemma 3.8, τ‹

nppq
p

ÝÑ 8. Note that z‹ppq “ 0 indicates that almost all institutions default during
the cascade. In this case, for all x P X , we have qxp8; pq “ 0. Otherwise z‹ppq can not be 0, since if
qxp8; pq ą 0 for some x P X , then fW p0; pq ă 0. So e´τ‹

n
p

ÝÑ 0, and we have

fΓp0; pq “
ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

¯

.

It follows by the continuity of fΓ that

fΓpe´τ‹
nppq; pq “

ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

¯

` opp1q.

We therefore have by Theorem 3.7 that

Γnpτ‹
nppqq

n

p
ÝÑ

ÿ

xPX
µx

´

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

¯

.

To prove the point piiq, again by Lemma 3.8, we have that τ‹
nppq

p
ÝÑ ´ ln z‹ppq, so e´τ‹

nppq p
ÝÑ z‹ppq.

By a similar argument and applying Theorem 3.7, we conclude that

Γnpτ‹
nppqq

p
ÝÑ fΓpz‹ppq; pq.

□

3.5.4 Proof of Theorem 3.11

By Theorem 3.9 and Corollary 3.10, for all p P rpmin, p0s,

κnppq
p

ÝÑ g
`

fΓpz‹ppq; pq
˘

.

Let us define
Φnppq :“ p´ gpΓnpτ‹

n; pq{nq,
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so that for a fixed p1 ą p̄, we have

Φnpp1q “ p1 ´ g
`

fΓpz‹pp1q; p1q
˘

´ opp1q.

From Definition (3.13) for p̄, it follows that, for n large enough, Ppp‹
n ą p1q Ñ 0.

Moreover, since p̄ is a stable solution, when p̄ “ pmin, then by taking p1 arbitrarily close to pmin,
we have that p‹

n
p

ÝÑ p̄. When p̄ P p0, 1s, there exists ϵ ą 0 such that p ă g
`

fΓpz‹ppq; pq
˘

for all
p P pp̄ ´ ϵ, p̄q. Similarly, for any p̄ ´ ϵ ă p2 ă p̄, we have Φnpp2q ă 0 with high probability, i.e., as
n Ñ 8, Ppp‹

n ă p2q Ñ 0. Then by taking p1 and p2 arbitrarily close to p̄, we conclude that p‹
n

p
ÝÑ p̄.

As seen above, when z‹pp̄q “ 0, then qxp8; p̄q “ 0. It follows that

gpfΓpz‹pp̄q; p̄qq “ g
´

ÿ

xPX
µx

`

γ̄xqxp0; p̄q `

d`
x
ÿ

θ“1
ℓ̄x,θpp̄qθqxpθ; p̄q

˘

¯

.

Moreover, as shown by Lemma 3.25 in Section 3.5.9 below, the function ϕ is locally continuous at p̄.
It follows that p̄ is the largest solution of the fixed point equation

p “ g
´

ÿ

xPX
µx

`

γ̄xqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θppqθqxpθ; pq

˘

¯

.

This completes the proof of Theorem 3.11. □

3.5.5 Discussion on Lemma 3.6 and Lemma 3.13

We will discuss here how to extend the theorems presented in Chapter 2 to account for the possibility
of an institution never defaulting, that is, an institution with an 8 threshold.

We only consider the proof of limit theorem for Wnpt; pq (Equation (3.9) and (3.14) for i “ W ); the
proof of generalizations for Snpt; pq and Dnpt; pq are similar. We denote by Lnpt; pq and H´

n pt; pq the
number of alive (not removed) outgoing half-edges at time t and the number of healthy (coming from
solvent institutions) outgoing half-edges at time t respectively. From the definition of white outgoing
half-edges process Wnpt; pq, it is clear that Wnpt; pq “ Lnpt; pq ´H´

n pt; pq. Further,

H´
n pt; pq “

ÿ

xPX
d´

x

`

ÿ

θ“1
V

pnq

x,θ,d`
x ´θ`1pt; pq `N

pnq
x,8ppq

˘

.

We further denote by ĂWnpt; pq and rfW the outgoing half-edges process and corresponding limiting
function as in Chapter 2. It is shown in Chapter 2 that

ĂWnpt; pq “ Lnpt; pq ´
ÿ

xPX
d´

x

ÿ

θ“1
V

pnq

x,θ,d`
x ´θ`1pt; pq,
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and,

rfW pz; pq “ λz ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“1
qxpθ; pqβpd`

x , z, d
`
x ´ θ ` 1q.

We thus have

Wnpt; pq “ ĂWnpt; pq ´
ÿ

xPX
d´

xN
pnq
x,8 and fW pz; pq “ rfW pz; pq ´

ÿ

xPX
d´

x µxqxp8q.

Further, as shown in Section 3.5.2,
ÿ

xPX
d´

xN
pnq
x,8{n

p
ÝÑ

ÿ

xPX
d´

x µxqxp8q.

Together with Theorem 2.1 in Chapter 2, which gives

sup
tďτn

ˇ

ˇ

ĂWnpt; pq

n
´ rfW pe´t; pq

ˇ

ˇ

p
ÝÑ 0,

we obtain

sup
tďτn

ˇ

ˇ

Wnpt; pq

n
´ fW pe´t; pq

ˇ

ˇ

p
ÝÑ 0,

which shows how to generalize the limit result of Wnpt; pq in Lemma 3.6.
We next show how to generalize the asymptotic normality of Wnpt; pq, as in Lemma 3.13. We have

n´1{2
´

Wnpt^ τn; pq ´ n pf
pnq

W pt^ τn; pq

¯

“n´1{2
ˆ

ĂWnpt^ τn; pq ´ n
p

rf
pnq

W pt^ τn; pq

˙

´
ÿ

xPX
d´

x n
´1{2`N

pnq
x,8 ´ nµpnq

x qpnq
x p8q

˘

.

By Lemma 3.23 and following similar arguments as in the proof of Theorem 3.14, one can show
that the second term of the r.h.s. of the above formula is asymptotically Gaussian. The first term
is also asymptotically Gaussian as shown in Theorem 2.6 in Chapter 2. Moreover, they are jointly
asymptotically Gaussian. It remains to calculate the form of the variance function for σW pe´t; pq of
the limit white outgoing defaulted half-edges process. To do this, we write the limit process as

ZW pt; pq “ ZLpt; pq ´
ÿ

xPX
d´

x

`

d`
x
ÿ

θ“1
Z˚

x,θ,d`
x ´θ`1pt; pq ` Y˚

x,8

˘

,

where ZLpt; pq is the limit process for n´1{2pLnpt; pq ´ nλpnqe´tq. Moreover, as shown in Chapter 2,
ZLpt; pq is asymptotically Gaussian jointly with Z˚

x,θ,s for all possible px, θ, sq and jointly with Y˚
x,θ for

all px, θq. Further, the covariances w.r.t. ZL are also given in Chapter 2 by

σLpyq :“ VarpZLp´ ln yqq “ λpy ´ y2q{2, (3.19)
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and

σL
x,θ,spy; pq : “ Cov

`

ZLp´ ln yq,Z˚
x,θ,sp´ ln yq

˘

“ ys`1
d`

x
ÿ

j“s

ˆ

j ´ 1
s´ 1

˙
ż 1

y
pv ´ yqj´sv´pj`1qdφx,θ,jpv; pq.

(3.20)

Notice that ZL is independent of Y˚
x,θ for all px, θq. Then combining with the covariances given in

Lemma 3.23, we conclude that

σW py; pq “
ÿ

xPX

d`
x
ÿ

θ“1

”

pd´
x q2

rσx,θ,πxpθ;pq,πxpθ;pqpy; pq ´ 2d´
x σ

L
x,θ,πxpθ;pqpy; pq

ı

` σLpyq

`
ÿ

xPX
pd´

x q2
d`

x
ÿ

θ1“1

d`
x
ÿ

θ2“1
pσx,θ1,θ2,πxpθ1q,πxpθ2qpy; pq `

ÿ

xPX
pd´

x q2ψx,8,8ppq

` 2
ÿ

xPX

d`
x
ÿ

θ“1
pd´

x q2βpd`
x , y, πxpθ; pqqψx,θ,8ppq,

(3.21)

where πxpθ; pq :“ d`
x ´θ`1, σLpyq and σL

x,θ,spy; pq are given by (3.19) and (3.20) respectively. Moreover,
ψx,θ,8, rσx,θ,s1,s2py; pq and pσx,θ1,θ2,s1,s2py; pq are defined in Lemma 3.23.

3.5.6 Proof of Theorem 3.14

Recall that U pnq

x,θ,sptq denotes the number of institutions with type x P X , threshold θ and s alive
incoming half-edges at time t. Further, we let V pnq

x,θ,sptq denote the number of institutions with type
x P X , threshold θ and at least s alive incoming half-edges at time t, so that V pnq

x,θ,sptq “
ř

ℓěs U
pnq

x,θ,ℓptq.
We next define

V
˚pnq

x,θ,s pt; pq :“ n´1{2`V
pnq

x,θ,spt; pq ´ nµpnq
x qpnq

x pθ; pqβpd`
x , e

´t, sq
˘

,

and
N

˚pnq

x,θ ppq :“ n´1{2`N
pnq

x,θ ppqppq ´ nµpnq
x qpnq

x pθ; pq
˘

.

We need the following result from Chapter 2, which shows the joint convergence of N˚pnq

x1,θ1
and

V
˚pnq

x2,θ2,s for all possible px1, θ1q and px2, θ2, sq. We recall that in the chapter we allow the threshold
to be θ “ 8 (see Section 3.5.5) and the results depend on p. But the lemma stays valid fo any fixed
p P rpmin, p0s.

Lemma 3.23. Let τn ď τ‹
n be a stopping time such that τn

p
ÝÑ t0 for some t0 ą 0. Under Assump-

tion 3.5b and for any fixed p P rpmin, p0s, we have that for all couple x P X and θ P t1, . . . , d`
x u Y t8u,

jointly as n Ñ 8,
N

˚pnq

x,θ ppq
d

ÝÑ Y˚
x,θppq,
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where all Y˚
x,θppq are Gaussian random variables with mean 0 and covariance

CovpY˚
x1,θ1ppq,Y˚

x2,θ2ppqq “ ψx1,θ1,θ2ppq11tx1 “ x2u,

with

ψx,θ,θppq :“ µxqxpθ; pqp1 ´ qxpθ; pqq, ψx,θ1,θ2ppq :“ ´µxqxpθ1; pqqxpθ2; pq for all θ1 ‰ θ2.

Further, for all triple px, θ, sq, jointly in Dr0,8q and as n Ñ 8,

V
˚pnq

x,θ,s pt^ τn; pq
d

ÝÑ Z˚
x,θ,spt^ t0; pq,

where all Z˚
x,θ,spt; pq are continuous Gaussian processes with mean 0 and covariances

Cov
`

Z˚
x1,θ1,s1pt; pq,Z˚

x2,θ2,s2pt; pq
˘

“0, for all x1 ‰ x2,

Cov
`

Z˚
x,θ1,s1pt; pq,Z˚

x,θ2,s2pt; pq
˘

“pσx,θ1,θ2,s1,s2pe´t; pq, for all θ1 ‰ θ2,

Cov
`

Z˚
x,θ,s1pt; pq,Z˚

x,θ,s2pt; pq
˘

“pσx,θ,θ,s1,s2pe´t; pq ` rσx,θ,s1,s2pe´t; pq,

with
pσx,θ1,θ2,s1,s2pe´t; pq :“ βpd`

x , e
´t, s1qβpd`

x , e
´t, s2qψx,θ1,θ2ppq,

rσx,θ,s1,s2 “ rσx,θ,s2,s1 and

rσx,θ,s,s`kpy; pq :“ 1
2y

2s`k
d`

x
ÿ

j“s`k

ˆ

j ´ 1
s´ 1

˙ˆ

j ´ 1
s` k ´ 1

˙
ż 1

y
pv ´ yq2j´2s´kv´2jdφx,θ,jpv; pq,

where φx,θ,jpy; pq :“ µxqxpθ; pqβpd`
x , y, jq.

Moreover, the covariance between Z˚
x1,θ1,spt; pq and Y˚

x2,θ2
ppq is given by

Cov
`

Z˚
x1,θ1,spt; pq,Y˚

x2,θ2ppq
˘

“ βpd`
x1 , e

´t, sqψx1,θ1,θ2ppq11tx1 “ x2u.

By using the above lemma, we first show the following result regarding the asymptotic normality
for Ix,θpt; pq, the total number of liquidations for institutions with type x P X and threshold θ up to
time t and under price p .

Lemma 3.24. Let τn ď τ‹
n be a stopping time such that τn

p
ÝÑ t0 for some t0 ą 0. Under Assump-

tion 3.5b and for any fixed p P rpmin, p0s, for all x P X , θ P t1, . . . , d`
x u Y t8u, we have the following

joint convergence in D r0,8q as n Ñ 8,

n´1{2pI
pnq

x,θ pt^ τn; pq ´ n pf
pnq

x,θ pt^ τn; pqq
d

ÝÑ ZIx,θ
pt^ t0; pq, (3.22)

where all ZIx,θ
pt; pq are Gaussian processes with mean 0 and covariances

CovpZIx1,θ1
pt; pq,ZIx2,θ2

pt; pqq “ σI
x1,θ1,θ2pe´t; pq11tx1 “ x2u,

where the form of σI
x,θ1,θ2

py; pq is given by (3.28)-(3.31).

131



3.5. Proofs Chapter 3. Fire Sales and Default Cascades
;A<

For the sake of readability, we postpone the proof of lemma to the end of this section.
We next consider the total liquidations, given by

Y
pnq

x,θ pt; pq :“
I

pnq

x,θ
pt;pq
ÿ

i“1
L

piq
x,θppq and Y

pnq
x,8pt; pq :“

I
pnq
x,8pt;pq
ÿ

i“1
L

piq
x,8ppq,

where
␣

L
piq
x,θppq

(8

i“1 are i.i.d. positive bounded random variables with expectation ℓ̄x,θppq and variance
ς2
x,θppq for p P rpmin, p0s, x P X and θ P t1, . . . , d`

x u Y t8u.

Note that conditioned on Ipnq

x1,θ1
and Ipnq

x2,θ2
, the processes Y pnq

x1,θ1
pt; pq and Y pnq

x2,θ2
pt; pq are independent

for px1, θ1q ‰ px2, θ2q. In particular, from Lemma 3.24, for x1 ‰ x2 we have that

Cov
`

Y
pnq

x1,θ1
pt; pq, Y

pnq

x2,θ2
pt; pq

˘

“ 0.

Consider now the decomposition

Y
pnq

x,θ pt; pq ´ pf
pnq

x,θ pt; pq “
`

Y
pnq

x,θ pt; pq ´ ℓ̄x,θppqI
pnq

x,θ pt; pq
˘

`
`

ℓ̄x,θppqI
pnq

x,θ pt; pq ´ pf
pnq

x,θ pt; pq
˘

,

which implies that

Cov
`

Y
pnq

x,θ1
pt; pq, Y

pnq

x,θ2
pt; pq

˘

“ ℓ̄x,θ1ppqℓ̄x,θ2ppqCov
`

I
pnq

x,θ1
pt; pq, I

pnq

x,θ2
pt; pq

˘

,

and the same holds for their limit processes.
We now proceed to the proof of Theorem 3.14. The proof is based on a central limit theorem for

processes which can be written as Ynptq :“
řtXnptqu

i“1 Gi, where Xnptq is a non-decreasing stochastic
process satisfying Xnptq “ Opnq for all t ą 0 and

␣

Gi

(

iě1 are i.i.d. positive bounded random variables.
This is provided in Section 3.5.1.

Notice that the processes Ipnq

x,θ pt ^ τ‹
n; pq for all x P X , p P rpmin, p0s and θ P t1, . . . , d`

x u Y t8u

satisfy the conditions for Xnptq in Proposition 3.21. Indeed, pf
pnq

x,θ pt; pq Ñ pfx,θpt; pq uniformly on r0,8q.
Combining with the continuity of pfx,θpt; pq, it follows that pf

pnq

x,θ pt ^ τn; pq
p

ÝÑ pfx,θpt ^ t0q, as n Ñ 8.
Using the Skorokhod coupling theorem [156, Theorem 3.30], we can assume that τn Ñ t0 a.s. in a new
common probability space. It follows that a.s. pf

pnq

x,θ pt ^ τn; pq Ñ pfx,θpt ^ t0q. Thus, by Lemma 3.24,
we have that for each ω outside a probability null set, for all x P X and θ P t1, . . . , d`

x u Y t8u, the
process Ipnq

x,θ pt^τn; pq satisfies the conditions for Xnptq in Proposition 3.21, with fnptq “ pf
pnq

x,θ pt^τnpωqq

for different ω, but common fptq “ pfx,θpt ^ t0q and V “ Zx,θpt ^ t0q. This leads to the same limit
distribution up to a probability null set.

Let
∆pnq

x,θpt; pq :“ n´1{2`Y
pnq

x,θ pt; pq ´ nℓ̄x,θ
pf

pnq

x,θ pt; pq
˘

.

By Proposition 3.21, we have that for all x P X , θ P t1, . . . , d`
x uYt8u and a fixed t ą 0, as n Ñ 8,

the following convergence holds

∆pnq

x,θpt^ τn; pq
d

ÝÑ Zx,θpt^ t0; pq,
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where Zx,θpt; pq is Gaussian with mean 0 and variance

Ψx,θpt; pq :“ pfx,θpt; pqς2
x,θppq ` ℓ̄2x,θppqσI

x,θ,θpe´t; pq. (3.23)

From the above arguments, the covariances between two different classes x1 ‰ x2 are 0 and for θ1 ‰ θ2,
we have

CovpZx,θ1pt; pq,Zx,θ2pt; pqq “ ℓ̄x,θ1ppqℓ̄x,θ2ppqσI
x,θ1,θ2pe´t; pq.

We next consider the convergence of the following infinite sum

ÿ

xPX

d`
x
ÿ

θ“1
∆pnq

x,θpt^ τn; pq.

Recall that X `
s denotes the collection of all classes x P X with the in-degree d`

x ě s. Recall also
that all random variables Lpiq

x,θppq are assumed to be bounded. Then there exists some constant C such
that Lpiq

x,θppq ă C, for all x P X , p P rpmin, p0s, θ P t1, . . . , d`
x u Y t8u and i P N. Thus we have for any

fixed T ą 0,

E
“

sup
tďT

ˇ

ˇ

ÿ

xPX `
s

d`
x
ÿ

θ“1
∆pnq

x,θpt; pq
ˇ

ˇ

‰

ď CE
“

sup
tďT

ˇ

ˇ

ÿ

xPX `
s

d`
x
ÿ

θ“1
n´1{2pI

pnq

x,θ pt; pq ´ n pf
pnq

x,θ pt; pqq
ˇ

ˇ

‰

` E
“

sup
tďT

ˇ

ˇ

ÿ

xPX `
s

d`
x
ÿ

θ“1
n´1{2pY

pnq

x,θ pt; pq ´ ℓ̄x,θI
pnq

x,θ pt; pqq
ˇ

ˇ

‰

. (3.24)

We first show that the first term of the r.h.s. inequality converges to 0 as s Ñ 8 for n large enough.
Indeed, results in Chapter 2 implies that when n is large enough, for any T ą 0, as ℓ Ñ 8,

E
“

sup
tďT

ˇ

ˇ

ÿ

xPX `
ℓ

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

V
˚pnq

x,θ,s pt^ τn; pq
ˇ

ˇ

‰

Ñ 0.

Moreover, as shown in the proof of Lemma 3.24,

ÿ

xPX `
s

d`
x
ÿ

θ“1
n´1{2pI

pnq

x,θ pt; pq ´ n pf
pnq

x,θ pt; pqq “
ÿ

xPX `
ℓ

d`
x
ÿ

θ“1
N

˚pnq

x,θ ´
ÿ

xPX `
ℓ

d`
x
ÿ

θ“1

d`
x
ÿ

s“d`
x ´θ`1

V
˚pnq

x,θ,s pt^ τn; pq,

and by Cauchy-Schwarz inequality,

E
ˇ

ˇ

ÿ

xPX `
ℓ

d`
x
ÿ

θ“1
N

˚pnq

x,θ

ˇ

ˇ ď
ÿ

xPX `
ℓ

qpnq
x p8qp1 ´ qpnq

x p8qq,

which goes to 0 as ℓ Ñ 8 uniformly in n. We conclude that the first term of the r.h.s. of (3.24)
converges to 0. For the second term first note that each term of the sum inside the expectation is
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a martingale. Then, by Doob inequality, we can control its L2-norm by 4C2 ř
xPX `

s
d`

x µ
pnq
x . Hence,

using Assumption 3.5b, the L2-bound converges to 0 as s Ñ 8 for n large enough, and the second
term converges to 0 as desired. We can then take the limit under the infinite sum, by using e.g., [64,
Theorem 4.2]. It follows that

ÿ

xPX

d`
x
ÿ

θ“1
∆pnq

x,θpt^ τn; pq
d

ÝÑ
ÿ

xPX

d`
x
ÿ

θ“1
Zx,θpt^ t0q.

For the second and third term of n´1{2pΓnpt^ τn; pq ´n pf
pnq

Γ pt^ τn; pqq, by using similar arguments
as above, we obtain

ÿ

xPX
n´1{2`Y

pnq
x,8pt; pq ´ nℓ̄x,8

pf
pnq
x,8pt^ τn; pq

˘ d
ÝÑ

ÿ

xPX
Zx,8pt^ t0q,

and,
ÿ

xPX
γ̄xN

˚pnq

x,0
d

ÝÑ
ÿ

xPX
γ̄xY˚

x,0.

Hence we have

ZΓpt^ t0q :“
ÿ

xPX

d`
x
ÿ

θ“1
Zx,θpt^ t0q `

ÿ

xPX
Zx,8pt^ t0q `

ÿ

xPX
γ̄xY˚

x,0,

which is a centered Gaussian random variable with mean 0. By Lemma 3.23, Lemma 3.24 and above
arguments, the variance is given by

Ψpt; pq “
ÿ

xPX

`

2
d`

x
ÿ

θ“1
ℓ̄x,θppqℓ̄x,8ppqσI

x,θ,8pe´t; pq ´ 2γ̄x

d`
x
ÿ

θ“1
ℓ̄x,θppqψx,θ,0ppq

d`
x
ÿ

s“d`
x ´θ`1

βpd`
x , e

´t, sq
˘

`
ÿ

xPX

d`
x
ÿ

θ1,θ2“1
ℓ̄x,θ1ppqℓ̄x,θ2ppqσI

x,θ1,θ2pe´t; pq ´
ÿ

xPX
2γ̄xℓ̄x,8ppqψx,8,0ppq

d`
x
ÿ

s“1
βpd`

x , e
´t, sq

`
ÿ

xPX

`

d`
x
ÿ

θ“1

pfx,θpt; pqς2
x,θppq ` Ψx,8pt; pq ` γ̄2

xψx,0,0ppq
˘

` 2
ÿ

xPX

`

d`
x
ÿ

θ“1
θℓ̄x,θppqγ̄xψx,θ,0ppq ` d`

x ℓ̄x,8ppqγ̄xψx,8,0ppq
˘

(3.25)

where ψx,θ1,θ2 is defined in Lemma 3.23, σI
x,θ1,θ2

is given by (3.28)-(3.31) and Ψx,θ is defined by (3.23).

We are left to prove Lemma 3.24.
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Proof of Lemma 3.24. Recall that V pnq

x,θ,s denotes the number of institutions with type x, threshold θ
and with at least s incoming half-edges at time t. We have

I
pnq

x,θ pt; pq “θN
pnq

x,θ ppq ´

d`
x
ÿ

s“d`
x ´θ`1

ps´ d`
x ` θqU

pnq

x,θ,spt; pq

“θN
pnq

x,θ ppq ´

d`
x
ÿ

s“d`
x ´θ`1

V
pnq

x,θ,spt; pq.

It follows that

n´1{2pI
pnq

x,θ pt^ τn; pq ´ n pf
pnq

x,θ pt^ τnqq “ θN
˚pnq

x,θ ´

d`
x
ÿ

s“d`
x ´θ`1

V
˚pnq

x,θ,s pt^ τn; pq, (3.26)

and,

n´1{2pI
pnq
x,8pt^ τn; pq ´ n pf

pnq
x,8pt^ τnqq “ d`

xN
˚pnq
x,8 ´

d`
x
ÿ

s“1
V

˚pnq

x,θ,s pt^ τn; pq. (3.27)

By Lemma 3.23, we have the joint convergence of N˚pnq

x1,θ1
and V

˚pnq

x2,θ2,s for all possible px1, θ1q and
px2, θ2, sq. We therefore have for θ P t1, . . . , d`

x u,

ZIx,θ
pt; pq :“ θY˚

x,θ ´

d`
x
ÿ

s“d`
x ´θ`1

Z˚
x,θ,spt; pq,

and for the threshold θ “ 8,

ZIx,8pt; pq :“ d`
x Y˚

x,8 ´

d`
x
ÿ

s“1
Z˚

x,θ,spt; pq.

By using the covariance formulas in Lemma 3.23 and some basic calculations, we obtain the
following formulas for the covariance σI

x,θ1,θ2
pe´t; pq.

• For θ1 “ θ2 “ θ P t1, . . . , d`
x u:

σI
x,θ,θpy; pq “θ2ψx,θ,θppq `

d`
x
ÿ

s1,s2“d`
x ´θ`1

ppσx,θ,θ,s1,s2py; pq ` rσx,θ,s1,s2py; pqq

´ 2θψx,θ,θppq

d`
x
ÿ

s“d`
x ´θ`1

βpd`
x , y, sq,

(3.28)
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• For θ1, θ2 P t1, . . . , d`
x u and θ1 ‰ θ2:

σI
x,θ1,θ2py; pq “θ1θ2ψx,θ1,θ2ppq `

d`
x
ÿ

s1“d`
x ´θ1`1

d`
x
ÿ

s2“d`
x ´θ2`1

pσx,θ1,θ2,s1,s2py; pq

´ θ1ψx,θ1,θ2ppq

d`
x
ÿ

s“d`
x ´θ2`1

βpd`
x , y, sq ´ θ2ψx,θ1,θ2ppq

d`
x
ÿ

s“d`
x ´θ1`1

βpd`
x , y, sq,

(3.29)

• For θ1 “ θ2 “ 8:

σI
x,8,8py; pq “pd`

x q2ψx,8,8ppq `

d`
x
ÿ

s1,s2“1
ppσx,θ,θ,s1,s2py; pq ` rσx,θ,s1,s2py; pqq

´ 2d`
x ψx,8,8ppq

d`
x
ÿ

s“1
βpd`

x , y, sq,

(3.30)

• For θ1 “ 8 and θ2 “ θ P t1, . . . , d`
x u:

σI
x,8,θpy; pq “d`

x θψx,8,θppq `

d`
x
ÿ

s1“1

d`
x
ÿ

s2“d`
x ´θ`1

pσx,8,θ,s1,s2py; pq

´ d`
x ψx,8,θppq

d`
x
ÿ

s“d`
x ´θ`1

βpd`
x , y, sq ´ θψx,8,θppq

d`
x
ÿ

s“1
βpd`

x , y, sq,

(3.31)

where the forms of pσx,θ1,θ2,s1,s2 , rσx,θ,s1,s2 and ψx,θ1,θ2 for all θ1, θ2 P t1, . . . , d`
x u Y 8 are provided in

Lemma 3.23. This completes the proof of Lemma 3.24.

3.5.7 Proof of Theorem 3.16

Consider z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“ f1
W pz‹ppq; pq ą 0.

First note that the variance Ψpt; pq of ZΓpt; pq is continuous in t. Indeed, from the explicit forms
of rσx,θ,s1,s2 and pσx,θ1,θ2,s1,s2 in Lemma 3.23, we have the following inequalities,

|pσx,θ1,θ2,s1,s2 | ď µx

and,

|rσx,θ,s1,s2 | ď

d`
x
ÿ

j“0

ż 1

y

y2

v2 dφx,θ,jpv; pq ď 2d`
x µxqxpθ; pq,
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for all px, θ1, θ2, s1, s2q. Thus, we obtain that for all x P X , θ1, θ2 P t1, . . . , d`
x u Y t8u,

σI
x,θ1,θ2 ď 4pd`

x q3µx.

By the definition of Ψpt; pq as in (3.23), we have that for some constant C, the infinite tail sum of the
first term in Ψ in (3.25) satisfies that

ÿ

xPX `
ℓ

`

d`
x
ÿ

θ“1
Ψx,θpt; pq ` Ψx,8pt; pq ` γ̄2

xψx,0,0ppq
˘

ď C
ÿ

xPX `
ℓ

pd`
x q4µx,

which goes to 0 as ℓ Ñ 8 by Assumption 3.5b. One can show by a similar argument that the other
sum terms in Ψ have the same tail convergence property. Since each single term is continuous in t,
again we can pass the continuity in the infinite sum. Moreover, since ZΓpt; pq is a centered Gaussian
random variable, its distribution is determined by Ψpt; pq. Thus for a sequence ttnun which converges
to t, we have that as n Ñ 8,

ZΓptn; pq
d

ÝÑ ZΓpt; pq. (3.32)

Then we can use the Skorokhod representation theorem, which shows that one can change the prob-
ability space where all the random variables are well defined and all the convergence results of Theo-
rem 3.14, Lemma 3.13, Lemma 3.8 (τ‹

n Ñ t‹) and (3.32) hold almost surely. Taking t “ τ‹
n and t0 “ t‹,

we obtain by Lemma 3.13 and by continuity of ZW that

Wnpτ‹
n; pq “ n pf

pnq

W pτ‹
n; pq ` n1{2ZW pτ‹

n ^ t‹; pq ` opn1{2q

“ n pf
pnq

W pτ‹
n; pq ` n1{2ZW pt‹; pq ` opn1{2q.

Since Wnpτ‹
n; pq “ ´1, then

pf
pnq

W pτ‹
n; pq “ ´n´1{2ZW

`

t‹; pq ` opn´1{2˘.

Since, as n Ñ 8, τ‹
n Ñ t‹ and t‹n Ñ t‹ hold a.s., there exists some ξn in the interval between t‹n

and τ‹
n such that ξn Ñ t‹. Further, as n Ñ 8,

p pf
pnq

W q1pξn; pq Ñ pf 1
W pt‹; pq “ ´z‹ppqαppq.

It follows then by Mean-Value theorem that

pf
pnq

W pτ‹
n; pq “ pf

pnq

W pτ‹
n; pq ´ pf

pnq

W pt‹n; pq “ p pf
pnq

W q1pξnqpτ‹
n ´ t‹nq “ p´z‹ppqαppq ` op1qqpτ‹

n ´ t‹nq.

Hence we have

τ‹
n ´ t‹n “

´

´
1

z‹ppqαppq
` op1q

¯

pf
pnq

W pτ‹
n; pq “ n´1{2 1

z‹ppqαppq
pZW pt‹; pq ` op1qq. (3.33)

Moreover, it follows by Theorem 3.14 that

n´1{2Γnpτ‹
n; pq “ n1{2

pf
pnq

Γ pτ‹
n; pq ` ZΓpτ‹

n ^ t‹; pq ` op1q.
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Since, as n Ñ 8, τ‹
n ^ t‹ Ñ t‹ a.s., we obtain that a.s. ZΓptnq Ñ ZΓpt; pq. It then follows that, for

some ξ1
n Ñ t‹ as n Ñ 8, that

n´1{2Γnpτ‹
n; pq “ n1{2

pf
pnq

Γ pτ‹
n; pq ` ZΓpt‹; pq ` op1q

“ n1{2
pf

pnq

Γ pτ‹
n; pq ` n1{2p pf

pnq

Γ q1pξ1
n; pqpτ‹

n ´ t‹nq ` ZΓpt‹; pq ` op1q.

By plugging (3.33) into the above formula and doing some simplification, it follows that

n´1{2Γnpτ‹
n; pq “ n1{2f

pnq

Γ pz‹
n; pq ´

f 1
Γpz‹; pq

α
ZW pt‹; pq ` ZΓpt‹; pq ` op1q.

This completes the proof of Theorem 3.16. □

3.5.8 Proof of Theorem 3.18

Consider z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“ f1
W pz‹ppq; pq ą 0. We have by

Theorem 3.16 that Γnpτ‹
n; pq is asymptotic normal

n1{2pΓnpτ‹
n; pq{n´ f

pnq

Γ pz‹
n; pqq

d
ÝÑ ZΓpt‹; pq ´ αppq´1f 1

Γpz‹; pqZW pt‹; pq. (3.34)

Since for any fixed p P rpmin, p0s, f pnq

W pz; pq converges to fW pz; pq uniformly on r0, 1s, we have that
z‹

nppq Ñ z‹ppq as n Ñ 8 in probability. Moreover, by continuity of fΓ and f
pnq

Γ for all n and the
uniformly convergence of f pnq

Γ p¨; pq to fΓp¨; pq for any fixed p, we can conclude that

f
pnq

Γ pz‹
n; pq Ñ fΓpz‹; pq

in probability for any p P rpmin, p0s.
Since the inverse demand function g is in C1 by Assumption 3.1, we have

g1
`

f
pnq

Γ pz‹
n; pq

˘ p
ÝÑ g1

`

fΓpz‹; pq
˘

.

By the mean-value theorem, there exists some ξn between Γnpτ‹
n; pq{n and f

pnq

Γ pz‹
n; pq such that

gpΓnpτ‹
n; pq{nq ´ g

`

f
pnq

Γ pz‹
n; pq

˘

“ g1pξnqpΓnppq{n´ f
pnq

Γ pz‹
n; pqq. (3.35)

Note that Γnpτ‹
n; pq{n

p
ÝÑ fΓpz‹; pq, thus we also have

g1pξnq
p

ÝÑ g1
`

fΓpz‹; pq
˘

.

Multiplying both side of (3.35) by n1{2 gives

n1{2`hpΓnpτ‹
n; pq{nq ´ gpf

pnq

Γ pz‹
n; pqq

˘

“ n1{2g1pξnqpΓnpτ‹
n; pq{n´ f

pnq

Γ pz‹
n; pqq.

By the asymptotic normality in (3.34) and Slutsky’s theorem we obtain

n1{2pκnppq ´ gpf
pnq

Γ pz‹
n; pqqq

d
ÝÑ g1pfΓpz‹; pqq

`

ZΓpt‹; pq ´ α´1f1
Γpz‹; pqZW pt‹; pq

˘

.

This completes the proof of Theorem 3.18. □
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3.5.9 Proof of Theorem 3.19

We first state a lemma which is used in the proof of Theorem 3.19. Let us define

ϕppq :“ p´ g ˝ fΓpz‹ppq; pq and ϕnppq :“ p´ g ˝ f
pnq

Γ pz‹
nppq; pq.

Lemma 3.25. Under Assumption 3.3 and Assumption 3.4, the following holds:

(a) For any fixed p P ppmin, p0q, if z‹ppq “ 0 or z‹ppq P p0, 1q and αppq ą 0, then there exists some
small δ ą 0 and N large enough, such that z‹p¨q and all z‹

np¨q for n ą N are continuous in the
interval pp´ δ, p` δq;

(b) For p P tpmin, p0u, with the same conditions as in (a), the continuities hold but on a semi-interval
rpmin, pmin ` δq for p “ pmin and pp0 ´ δ, p0s for p “ p0.

(c) If p̄ is a stable fixed point solution, then under the same conditions as in (a), we have that, for
N large enough, p̄ and all tp̄n, n ą Nu are continuity points of ϕ and ϕn, respectively. Moreover,
as n Ñ 8, p̄n Ñ p̄.

For the sake of readability, we postpone the proof of lemma to the end of this section and proceed
with the proof of Theorem 3.19.

Consider now z‹pp̄q P p0, 1s is a stable solution of fW pz; p̄q “ 0, i.e., αpp̄q :“ f1
W pz‹; p̄q ą 0, and p̄

is a stable solution of Equation (3.13).
By Lemma 3.25, we know that, for n large enough, p̄n exists and converges to p̄ as n Ñ 8.

Moreover, by Theorem 3.18, we have that as n Ñ 8,

Φnppq ´ ϕnppq
d

ÝÑ ZV ppq.

ZV ppq is a centered Gaussian random variable, and its distribution is determined uniquely by its
variance. By the analysis in the proof of Theorem 3.16, the variance function of ZΓpt; pq is continuous
in p. By similar arguments, the variance function of ZW is also continuous in p. Then by Cauchy-
Schwarz inequality, we can control the covariance between ZΓ and ZW by their variances. Thus the
variance function of ZV ppq is continuous in p. We therefore have that

ZV ppnq
d

ÝÑ ZV ppq, (3.36)

for any sequence tpnun which converges to p as n Ñ 8.
The Skorokhod representation theorem shows that one can change the probability space where all

the random variables are well defined and, all the convergence results of Theorem 3.18, the convergence
in probability p‹

n Ñ p̄ and (3.36) hold a.s.. Then we can write

Φnpp‹
nq “ ϕnpp‹

nq ` n´1{2ZV pp‹
nq ` opn´1{2q

“ ϕnpp‹
nq ` n´1{2ZV pp̄q ` opn´1{2q,

(3.37)

139



3.5. Proofs Chapter 3. Fire Sales and Default Cascades
;A<

where the second equality follows from ZV pp‹
nq Ñ ZV pp̄q a.s.. From Φnpp‹

nq “ 0, we have

ϕnpp‹
nq “ ´n´1{2ZV pp̄q ` opn´1{2q. (3.38)

Moreover, as n Ñ 8, we have a.s. p‹
n Ñ p̄ and p̄n Ñ p̄. Combining the continuity of f pnq

Γ and
the local continuity of z‹p¨q, we have that both f

pnq

Γ pz‹
npp‹

nq; p‹
nq and f

pnq

Γ pz‹
npp̄nq; p̄nq converge a.s. to

fΓpz‹pp̄q, p̄q. Thus, by the Mean-Value theorem, there exists some sequence tξnu with ξn Ñ fΓpz‹pp̄q; p̄q

a.s. in the interval between f
pnq

Γ pz‹
npp‹

nq; p‹
nq and f

pnq

Γ pz‹
npp̄nq; p̄nq such that

g
`

f
pnq

Γ pz‹
npp‹

nq; p‹
nq
˘

´ g
`

f
pnq

Γ pz‹
npp̄nq; p̄nq

˘

“ g1pξnqpf
pnq

Γ pz‹
npp‹

nq; p‹
nq ´ f

pnq

Γ pz‹
npp̄nq; p̄nqq. (3.39)

We next analyze f pnq

Γ pz‹
npp‹

nq; p‹
nq ´f

pnq

Γ pz‹
npp̄nq; p̄nq. By the Mean-Value theorem and Lemma 3.25,

there exists a sequence tξz
nu and tξp

nu with ξz
n Ñ z‹pp̄q a.s and ξp

n Ñ p̄ a.s. such that

f
pnq

Γ pz‹
npp‹

nq; p‹
nq´f

pnq

Γ pz‹
npp̄nq; p̄nq “ f

1,pnq

Γ pξz
n; p‹

nqpz‹
npp‹

nq´z‹
npp̄nqq`f

2,pnq

Γ pz‹
npp̄nq; ξp

nqpp‹
n´p̄nq. (3.40)

It remains to analyze z‹
npp‹

nq ´ z‹
npp̄nq. Notice that, by definition, f pnq

W pz‹
nppq; pq “ 0 for any

p P rpmin, p0s. By using again the Mean-Value theorem, we have the following relations

´f
pnq

W pz‹
npp̄nq; p‹

nq “ f
pnq

W pz‹
npp‹

nq; p‹
nq ´ f

pnq

W pz‹
npp̄nq; p‹

nq “ f
1,pnq

W pαz
n; p‹

nqpz‹
npp‹

nq ´ z‹
npp̄nqq,

and,
f

pnq

W pz‹
npp̄nq; p‹

nq “ f
pnq

W pz‹
npp̄nq; p‹

nq ´ f
pnq

W pz‹
npp̄n; p̄nq “ f

2,pnq

W pz‹
npp̄nq;αp

nqpp‹
n ´ p̄nq,

where αz
n Ñ z‹pp̄q a.s. and αp

n Ñ p̄ a.s. as n Ñ 8. Then by above two equations we have

z‹
npp‹

nq ´ z‹
npp̄nq “ ´pf

1,pnq

W pαz
n; p‹

nqq´1f
2,pnq

W pz‹
npp̄nq;αp

nqpp‹
n ´ p̄nq. (3.41)

Now combining (3.39), (3.40) and (3.41) and using Remark 3.15, we obtain

ϕnpp‹
nq “ ϕnpp‹

nq ´ ϕnpp̄nq

“ p‹
n ´ p̄n ´ pg1pfΓpz‹pp̄q; p̄q ` op1qqrpf1

Γpz‹pp̄q; p̄q ` op1qq

p´pf1
W pz‹pp̄q; p̄q´1f2

W pz‹pp̄q; p̄q ` op1qq ` pf2
Γpz‹pp̄q; p̄q ` op1qqspp‹

n ´ p̄nq

“ pρ` op1qqpp‹
n ´ p̄nq.

Using (3.38), we conclude

p‹
n ´ p̄n “

´1
ρ

` op1q

¯

ϕnpp‹
nq “ ´n´1{2 1

ρ
ZV pp̄q ` opn´1{2q.

This completes the proof of Theorem 3.19. □

We are only left to prove Lemma 3.25.
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Proof of Lemma 3.25. From the definition of the threshold distribution, qpnq
x pθ; pq are (stochastically)

non-decreasing on p for every px, θq and every n. Thus, for an increasing sequence pn converging to
some p P rpmin, p0s, we can show that for any fixed z P r0, 1s, the sequence tfW pz; pnqun is monotone
and converges to fW pz; pq. In addition, fW pz; pq and f

pnq

W pz; pq are continuous in z for all n. It
therefore follows by Dini’s theorem that tfW p¨; pnqun converges uniformly to fW pz; pq on r0, 1s. Hence
the largest root z‹ppnq must also converge to z‹ppq. The same argument for a decreasing sequence
pn gives the same uniform convergence. Thus tfW p¨; pnqun converges uniformly to fW p¨; pq for any
sequence converging to p.

If z‹ppq “ 0 or z‹ppq P p0, 1q and αppq ą 0, then for some ϵ ă δ small enough, we have fW pz‹ppq `

ϵ; pq ą 0 and fW pz‹ppq ´ ϵ; pq ă 0. Then for n large enough, it follows that fW pz‹ppq ` ϵ; pnq ą 0
and fW pz‹ppq ´ ϵ; pnq ă 0. We therefore have z‹ppnq P pz‹ppq ´ ϵ, z‹ppq ` ϵq, and ϵ can be arbitrarily
small, thus z‹ppnq Ñ z‹ppq as pn Ñ p. If z‹ppq “ 0, we have for some ϵ ą 0 that fW pz; pq ą 0 for
all z ě ϵ. By the uniform convergence of pn to p, for n large enough, we also have fW pz; pnq ą 0 for
z ě ϵ. Thus z‹ppnq P r0, ϵq. Taking ϵ arbitrarily small, we conclude that z‹ppnq Ñ z‹ppq as pn Ñ p.
This continuity holds on a small interval pp ´ δ, p ` δq for some δ small enough. A similar argument
gives the same conclusion for the point (b).

It is also clear that for any fixed p, f pnq

W pz; pq converges to fW pz; pq point wisely on z. Since for
any z P r0, 1s,

f
pnq

W pz; pq ď λpnq `
ÿ

xPX
µpnq

x d´
x

”

d`
x
ÿ

θ“1
qpnq

x pθ; pq ` qpnq
x p8; pq

ı

,

by Assumption 3.4 and applying dominated convergence theorem, we have further that f pnq

W pz; pq

converges to fW pz; pq uniformly on z in r0, 1s. The same argument applied to f pnq

Γ gives the uniform
convergence of f pnq

Γ to fΓ on z. By the uniform convergence of f pnq

W to fW , it is obvious that we can
choose ϵ ă δ such that the local continuity of z‹p¨q and of all z‹

np¨q hold on pp̄ ´ ϵ, p̄ ` ϵq for n large
enough. This completes the proof of point paq and (b).

We next proceed with the proof of point (c) of the lemma. We first prove the local continuity of
ϕ on an interval where we assume that z‹p¨q is continuous in p. Recall that X `

s is the collection of all
classes x P X with the in-degree d`

x ě s. Since all ℓ̄x,θppq and qxpθ; pq are continuous in p, we have
that for any fixed s P Z`, the partial sum

ÿ

xPX zX `
s

d`
x
ÿ

θ“1
ℓ̄x,θppqfx,θpz‹

n; pq

is continuous in p. On the other hand, we have fx,θpz‹; pq ď d`
x µxqxpθ; pq. Let C be a common upper

bound for all ℓ̄x,θ. We thus have that

ÿ

xPX `
s

d`
x
ÿ

θ“1
ℓ̄x,θppqfx,θpz‹

n; pq ď C
ÿ

xPX `
s

d`
x µx,

which goes to zero as s Ñ 8 by Assumption 3.4. Hence fΓpz‹; pq is continuous in p and combining
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with the continuity of the inverse demand function g, it follows that ϕppq is continuous in p. The same
argument for ϕn lead to the continuity of ϕn on p, given the continuity of z‹

np¨q.
We next consider the case when p̄ P ppmin, p0q and there exists some small ϵ ą 0 such that

ϕpp̄` ϵq ą 0 and ϕpp̄´ ϵq ă 0. Notice that ϕn converges uniformly to ϕ since f pnq

Γ pz‹
nppq; pq converges

uniformly to fΓpz‹ppq; pq on rpmin, p0s. So we have that for n large enough, ϕnpp̄ ` ϵq ą 0 and
ϕnpp̄ ´ ϵq ă 0. We can choose ϵ ă δ such that the local continuity of z‹p¨q and all z‹

np¨q hold on
pp̄ ´ ϵ, p̄ ` ϵq. By taking ϵ arbitrarily small, we conclude that p̄n Ñ p̄ as n Ñ 8. A similar argument
gives the conclusion for p̄ “ pmin. This completes the proof of Lemma 3.25.

3.6 Extension to Multiple Illiquid Assets

In this section, we expand our model to accommodate a financial network setup featuring multiple
types of illiquid assets. We then state central limit theorems for a default cascade with fire sales within
this setup.

Model. We consider K different illiquid assets rKs :“ t1, 2, . . . ,Ku. Every institution holds a
portfolio of illiquid assets γi “ pγi,1, . . . , γi,KqT . We denote the average assets holdings by the vec-
tor γ̄ “ pγ̄1, . . . , γ̄KqT . For the initial price vector p0 “ pp0,1, . . . , p0,KqT of the illiquid assets and
given pmin :“ ppmin,1, . . . , pmin,KqT ď p0, we assume that there exists an exogenously given positive
continuous inverse demand function for the multiple illiquid assets

g :“ pg1, . . . , gKqT : r0, γ̄s Ñ rpmin,p0s,

with gk : r0, γ̄ks Ñ rpmin,k, p0,ks, which satisfies Assumption 3.1, i.e.,

(i) gp0q “ p0 (in absence of liquidations the price is given exogenously by p0).

(ii) For all k P rKs, gkpxq P C1 and it is a non-increasing function of x P r0, γ̄ks (the price is non-
increasing with the average excess supply x).

(iii) gpγ̄q “ pmin ą 0 (the price when the total illiquid asset holdings of the banks are sold is bounded
from below by pmin ą 0).

Similarly, for a given shock scenario ϵ “ pϵ1, . . . , ϵnq P r0, 1sn and a given price p P RK
` of the

illiquid asset, we say that the bank i is p-fundamentally insolvent if its capital, after the shock and
under price p of illiquid assets, is negative. We let the set of p-fundamental defaults

D0pϵ; pq “ ti P rns : cipϵi; pq ă 0u.

We next replace p by p for all definitions and assumptions of Section 4.2 and Section 3.3. In
particular, for a given price p, the default threshold distribution is now qxpθ; pq for all x P X and
θ P t1, . . . , d`

x u Y t8u.
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For each asset k P rKs, we let
␣

L
piq
x,θ,kppq

(8

i“1 be i.i.d. positive bounded random variables with
common distribution Fx,θ,kp.; pq, which has expectation ℓ̄x,θ,kppq and variance ς2

x,θ,kppq under price
p P rpmin, p0s for illiquid asset, for all x P X and θ P t1, . . . , d`

x u Y t8u.
Similarly to Assumption 3.4, we assume that the mean ℓ̄x,θ,kppq and variance ς2

x,θ,kppq of sold shares
for each liquidation are both continuous in p (on each pk), for all x P X and θ.

We recall that Lpiq
x,θ,kppq denotes the units of k-th illiquid asset sold at i-th incoming default to

institutions with type x and threshold θ. Further, Lpiq
x,8,kppq denotes the units of k-th illiquid asset

sold at i-th incoming default to institutions with type x who never defaults.
For k P rKs, the total sold shares of k-th illiquid asset at time t is given by (for price p)

Γpnq

k pt; pq :“
ÿ

xPX

´

γ̄x,kD
pnq

x,0ppq `

d`
x
ÿ

θ“1
Y

pnq

x,θ,kpt; pq,`Y
pnq

x,8,kpt; pq

¯

, (3.42)

where

Y
pnq

x,θ,kpt; pq :“
I

pnq

x,θ
pt;pq
ÿ

i“1
L

piq
x,θ,kppq and Y

pnq

x,8,kpt; pq :“
I

pnq
x,8pt;pq
ÿ

i“1
L

piq
x,8,kppq. (3.43)

The final shares of illiquid assets which have been sold under price p will be

Γpnqpτ‹
nppq; pq “

`

Γpnq

1 pτ‹
nppq; pq, . . . ,Γpnq

K pτ‹
nppq; pq

˘T
,

where Γpnq

k pτ‹
nppq; pq denotes the final sold shares of illiquid asset k under price p.

We next set the prices given by inverse demand function as

κnppq :“ gpΓpnqpτ‹
nppq; pq{nq.

Similarly, we define the equilibrium prices of the illiquid assets as

p‹
n “ sup

␣

p P rpmin; p0s : p ď κnppq
(

, (3.44)

where we take the supremum according to the K-dimensional Euclidean distance from 0.

Central Limit Theorems. We now discuss how the central limit theorem results from Section 3.3.2
can be extended to encompass multiple illiquid assets in the financial system. Following this, extending
the other limit theorems (the law of large numbers) should be straightforward.

For each asset k P rKs and z P r0, 1s, we define

fΓ,kpz; pq :“
ÿ

xPX
µx

´

γ̄x,kqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θ,kppqfx,θ,kpz; pq ` ℓ̄x,8,kppqfx,8,kpz; pq

¯

,

f
pnq

Γ,k pz; pq :“
ÿ

xPX
µpnq

x

´

γ̄x,kq
pnq
x p0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θ,kppqf

pnq

x,θ,kpz; pq ` ℓ̄x,8,kppqf
pnq

x,8,kpz; pq

¯

,
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where

fx,θpz; pq :“ µxqxpθ; pq
`

θ ´

d`
x
ÿ

ℓ“d`
x ´θ`1

βpd`
x , z, ℓq

˘

, fx,8pz; pq :“ p1 ´ zqµxqxp8; pqd`
x ,

f
pnq

x,θ pz; pq :“ µpnq
x qpnq

x pθ; pq
`

θ ´

d`
x
ÿ

ℓ“d`
x ´θ`1

βpd`
x , z, ℓq

˘

, f
pnq
x,8pz; pq :“ p1 ´ zqµpnq

x qpnq
x p8; pqd`

x .

We also set the vectors

fΓpz; pq “
`

fΓ,1pz; pq, . . . , fΓ,Kpz; pq
˘T and f

pnq

Γ pz; pq “
`

f
pnq

Γ,1 pz; pq, . . . , f
pnq

Γ,Kpz; pq
˘T
.

Note that for any k P rKs, the total sold shares for asset k, i.e., Γpnq

k , has the same shape as that of
Γn in the uni-asset case. Hence, it is not hard to generalize our limit theorem on Γn in Section 3.3.2
to the multi-type case under the same assumptions. In particular, the following two theorems hold
(under Assumption 3.5b for degree sequences), by systematically replacing p by p and considering
each asset separately.

Theorem 3.26. Let τn ď τ‹
nppq be a stopping time such that τn

p
ÝÑ t0 for some t0 ą 0. Then for

any fixed k P rKs; p P rpmin; p0s and t ą 0, as n Ñ 8,

n´1{2pΓpnq

k pt^ τn; pq ´ n pf
pnq

Γ,k pt^ τn; pqq
d

ÝÑ ZΓ,kpt^ t0; pq, (3.45)

where ZΓ,kpt; pq is a Gaussian random variable with mean 0 and variance

Ψkpt; pq :“ VarpZΓ,kpt; pqq,

where the form of Ψkpt; pq is given by (3.48).

We also have the following theorem for the asymptotic normality of the final total sold shares.

Theorem 3.27. Let t‹ppq :“ ´ ln z‹ppq. For any fixed p P rpmin; p0s, as n Ñ 8, the final total sold
shares for asset k P rKs satisfies:

(i) If z‹ppq “ 0 then asymptotically almost all institutions default after shock and (as n Ñ 8)

Γpnq

k pτ‹
n; pq

n

p
ÝÑ

ÿ

xPX
µx

´

γ̄x,kqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θ,kppqθqxpθ; pq

¯

.

(ii) If z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“ f1
W pz‹ppq; pq ą 0, then

n´1{2pΓpnq

k pτ‹
n; pq ´ nf

pnq

Γ,k pz‹
nppq; pqq

d
ÝÑ ZΓ,kpt‹ppq; pq ´ αppq´1f1

Γ,kpz‹ppq; pqZW pt‹ppqq,

where f1
Γ,k denotes the partial derivative of fΓ,k with respect to the first variate z.
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We next show a central limit theorem for the price κnppq :“ gpΓpnqpτ‹
nppq; pq{nq. We denote the

vectors

ZΓpt; pq :“
`

ZΓ,1pt; pq, . . . ,ZΓ,Kpt; pq
˘T and f1

Γpz; pq “
`

f1
Γ,1pz; pq, . . . , f1

Γ,Kpz; pq
˘T
.

Theorem 3.28. Let t‹ppq :“ ´ ln z‹ppq. For any p P rpmin; p0s fixed and as n Ñ 8, the price κnppq

given by the inverse demand function satisfies:

(i) If z‹ppq “ 0 then asymptotically almost all institutions default after shock and

κnppq
p

ÝÑ g
´

Γ̄ppq

¯

,

where Γ̄ppq :“
`

Γ̄1ppq, . . . , Γ̄Kppq
˘T is given by setting, for all k P rKs,

Γ̄kppq :“
ÿ

xPX
µx

`

γ̄x,kqxp0; pq `

d`
x
ÿ

θ“1
ℓ̄x,θ,kppqθqxpθ; pq

˘

.

(ii) If z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“ f1
W pz‹ppq; pq ą 0, then

n´1{2pκnppq´gpf pnq

Γ pz‹ppq; pqq
d

ÝÑ Jg
`

fΓpz‹ppq; pq
˘

”

ZΓpt‹ppq; pq´αppq´1f1
Γpz‹ppq; pqZW pt‹ppq; pq

ı

,

where Jg is the Jacobian matrix of g.

Proof. The case z‹ppq “ 0 is a direct consequent of point piq of Theorem 3.27, since for all k P rKs,
gk is continuous. Consider now the case when z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e.,
αppq :“ f1

W pz‹ppq; pq ą 0. Since the liquidations are independent for different types of assets, we have
as a consequent of point piiq of Theorem 3.16 that for all k P rKs, Γpnq

k pτ‹
n; pq is asymptotically normal

and
n1{2pΓpnq

k pτ‹
n; pq{n´ f

pnq

Γ,k pz‹
n; pqq

d
ÝÑ Zkpt‹; pq ´ α´1f 1

Γ,kpz‹; pqZW pt‹; pq. (3.46)
By a similar argument, we have that z‹

nppq Ñ z‹ppq in probability and, for all k P rKs,

f
pnq

Γ,k pz‹
n; pq

p
ÝÑ fΓ,kpz‹; pq,

as n Ñ 8, for any fixed p P rpmin,p0s. Further, since the inverse demand function g is C1, we have
for all k P rKs, as n Ñ 8,

g1
k ˝ f

pnq

Γ,k pz‹
n; pq

p
ÝÑ g1

k ˝ fΓ,kpz‹; pq.

Hence, using the Mean-Value theorem, we have for all k P rKs, there exists some Ξk,n :“ pξ
p1q

k,n, . . . , ξ
pKq

k,n q

converging to fΓpz‹; pq “ pfΓ,1pz‹; pq, . . . , fΓ,Kpz‹; pqq such that

gkpΓpnqpτ‹
n; pq{nq ´ gkpf

pnq

Γ pz‹
n; pqq “ ∇gkpΞk,nq ¨ pΓpnqpτ‹

n; pq{n´ f pnq

Γ pz‹
n; pqq. (3.47)

Multiply both side of (3.47) by n1{2, we obtain

n1{2gkpΓpnqpτ‹
n; pq{nq ´ gkp

pnq

Γ pz‹
n; pqq “ n1{2∇gkpΞk,nq ¨ pΓpnqpτ‹

n; pq{n´ f pnq

Γ pz‹
n; pqq.
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Then by the asymptotic normality of point piiq in theorem 3.27, we can generalize to our multidimen-
sional case. The random vector n1{2pΓpnqppq{n ´ f pnq

Γ pz‹
n,pqq converges in distribution to a centered

Gaussian vector Zendppq :“ pZp1q

endppq, . . . ,ZpKq

end ppqqT , where

Zpkq

endppq :“ ZΓ,kpt‹; pq ´ α´1f1
Γ,kpz‹; pqZW pt‹; pq.

Using Slutsky’s theorem, we obtain for all k P rKs, as n Ñ 8,

n1{2pκpkq
n ppq ´ gkpf

pnq

Γ pz‹
n,pqqq

d
ÝÑ ∇gkpfΓpz‹; pqq ¨ Zendppq.

We now state a central limit theorem for the equilibrium price after shock, defined by Equa-
tion (3.44). Define

p̄ :“ sup
␣

p P rpmin,p0s : p ď gpfΓpz‹ppq; pq
(

,

and correspondingly for the network of size n, we set

p̄n :“ sup
␣

p P rpmin,p0s : p ď gpf pnq

Γ pz‹ppq; pq
(

,

We say that p̄ is a stable fixed point solution if either p “ pmin or, p P ppmin; p0s and there exists
some ϵ ą 0 such that p ă gpfΓpz‹ppq; pq for all p P pp̄ ´ ϵ; p̄q.

Let ∇f be the row vector of the gradient of f . For any function fpz; pq and k “ 1, . . . ,K ` 1, let
fkpz; pq denote the partial derivative with respect to the k-th variate (z or pk´1).

Theorem 3.29. As n Ñ 8, the equilibrium price satisfies:

(i) If z‹pp̄q “ 0 and p̄ is a stable solution, then the equilibrium price converges to p‹
n

p
ÝÑ p̄ and p̄

is the largest solution of the fixed point equation

p “ gpΓ̄ppqq,

where Γ̄pp̄q is the same vector as defined in Theorem 3.28.

(ii) If z‹pp̄q P p0, 1s is a stable solution of fW pz; p̄q “ 0, i.e., αpp̄q :“ f1
W pz‹pp̄q; p̄q ą 0, and p̄ is a

stable fixed point solution in ppmin; p0q, then

n´1{2pp‹
n ´ p̄nq

d
ÝÑ ´pIKˆK ´ A ¨ Bq´1ZV pp̄q,

if the matrix IKˆK ´ A ¨ B is non-singular, where IKˆK is the K ˆ K identity matrix, A “

Jg
`

fΓpz‹ppq; pq
˘

is the Jacobian matrix, B is also a K ˆK matrix with entry

Bij :“ ´f1
Γ,ipz

‹pp̄q; p̄qαpp̄q´1f j`1
W pz‹pp̄q; p̄q ` f j`1

Γ,i pz‹pp̄q; p̄q

for all i, j P rKs, and ZV pp̄q :“
`

ZV,1pp̄q, . . . ,ZV,Kpp̄q
˘T with (for k P rKs)

ZV,kpp̄q :“ ´∇gkpfΓpz‹pp̄q; p̄qq

´

ZΓ,kpt‹pp̄q; p̄q ´ αpp̄q´1f1
Γ,kpz‹pp̄q; p̄qZW pt‹pp̄q; p̄q

¯

is a centered Gaussian random variable with mean 0.
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Proof. We first provide the variance function of ZΓ,kpt; pq. Proceeding as in Section 3.5.6, one can
show that for all k P rKs, Ψkpt; pq has the same structure as that in the uni-asset case. By replacing
the corresponding mean ℓ̄x,θ,k, variance ς2

x,θ,k and γ̄x,k for each type k, we get the variance function
for ZΓ,kpt; pq, i.e.,

Ψkpt; pq “
ÿ

xPX

`

d`
x
ÿ

θ“1
Ψx,θ,kpt; pq ` Ψx,8,kpt; pq ` γ̄2

x,kψx,0,0ppq
˘

`
ÿ

xPX

d`
x
ÿ

θ1,θ2“1
σI

x,θ1,θ2pe´t; pq

`
ÿ

xPX

`

2
d`

x
ÿ

θ“1
σI

x,θ,8pe´t; pq ` 2
d`

x
ÿ

θ“1
ψx,θ,0ppq

d`
x
ÿ

s“d`
x ´θ`1

βpd`
x , e

´t, sq
˘

`
ÿ

xPX
ψx,8,0ppq

d`
x
ÿ

s“1
βpd`

x , e
´t, sq,

(3.48)

where for all θ P t1, . . . , d`
x u Y t8u

Ψx,θ,kpt; pq :“ pfx,θpt; pqς2
x,θ,kppq ` ℓ̄2x,θ,kppqσI

x,θ,θpe´t; pq.

We now proceed with the proof of Theorem 3.29. The case z‹ppq “ 0 is a direct generalization of the
corresponding situation in Theorem 3.19 and can be proved by a similar argument, using Theorem 3.28.
Consider now the case when z‹ppq P p0, 1s and z‹ppq is a stable solution, i.e., αppq :“ f1

W pz‹ppq; pq ą 0.
First of all, Lemma 3.25 can be generalized to the multi-dimensional case and shows that p̄n Ñ p̄.
Further, we also have that

ZV ppnq
d

ÝÑ ZV ppq, (3.49)
for any sequence tpnun converging to p as n Ñ 8. Let us denote

Φpkq
n ppq :“ pk ´ gkpΓpnqpτ‹

n; pq{nq.

We use the Skorokhod representation theorem. All the convergence results of Theorem 3.28, p‹
n Ñ p̄

and (3.49) hold a.s., by changing the probability space. Then we can write

Φpkq
n pp‹

nq “ ϕpkq
n pp‹

nq ` n´1{2ZV,kpp‹
nq ` opn´1{2q

“ ϕpkq
n pp‹

nq ` n´1{2ZV,kpp̄q ` opn´1{2q,
(3.50)

where the second equality holds because we have a.s. ZV,kpp‹
nq Ñ ZV,kpp̄q. Notice also that for all

k P rKs, Φpkq
n pp‹

nq “ 0, and we have

ϕpkq
n pp‹

nq “ ´n´1{2ZV,kpp̄q ` opn´1{2q. (3.51)

We proceed to approximate the difference between p‹
n and p̄n by the Mean-Value theorem. The

arguments are similar to the uni-asset case; we thus just highlight the difference from the one asset
situation. We denote by op1q the K-column vector of op1q. For all k P rKs, we have

gkpf pnq

Γ pz‹
npp‹

nq; p‹
nqq ´ gkpf pnq

Γ pz‹
npp̄nq; p̄nqq

“ p∇gkpfΓpz‹pp̄q; p̄qq ` op1qqpf pnq

Γ pz‹
npp‹

nq; p‹
nq ´ f pnq

Γ pz‹
npp̄nq; p̄nqq.

(3.52)
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Next we analyze f pnq

Γ pz‹
npp‹

nq; p‹
nq ´ f pnq

Γ pz‹
npp̄nq; p̄nq. By the Mean-Value theorem, we have for all

k P rKs,

f
pnq

k pz‹
npp‹

nq; p‹
nq ´ f

pnq

k pz‹
npp̄nq; p̄nq “pf1

k pz‹pp̄q; p̄q ` op1qqpz‹
npp‹

nq ´ z‹
npp̄nqq

` p∇p2qfkpz‹pp̄q; p̄q ` op1qq ¨ pp‹
n ´ p̄nq.

(3.53)

We next approximate z‹
npp‹

nq ´ z‹
npp̄nq. Notice that f pnq

W pz‹
nppq; pq “ 0 for any p P rpmin,p0s.

Using again the Mean-Value theorem, we have the following two equations

f
pnq

W pz‹
npp‹

nq; p‹
nq ´ f

pnq

W pz‹
npp̄nq; p‹

nq “ f
1,pnq

W pξz
n; p‹

nqpz‹
npp‹

nq ´ z‹
npp̄nqq,

and,
f

pnq

W pz‹
npp̄nq; p‹

nq ´ f
pnq

W pz‹
npp̄nq; p̄nq “ ∇p2qf

pnq

W pz‹
npp̄nq, ζnq ¨ pp‹

n ´ p̄nq,

where ξz
n Ñ z‹pp̄q a.s., ζn Ñ p̄ a.s. and the notation ∇p2q is defined by setting

∇p2qF pz; pq “ pF 2pz; pq, . . . , FK`1pz; pqq,

Then by the above two equations we have

z‹
npp‹

nq ´ z‹
npp̄nq “ ´ppf1

W pz‹pp̄q; p̄qq´1 ` op1qqp∇p2qfW pz‹pp̄q; p̄q ` op1qq ¨ pp‹
n ´ p̄nq. (3.54)

Now by (3.53) and (3.54), we have that for all k P rKs,

f
pnq

Γ,k pz‹
npp‹

nq; p‹
nq ´ f

pnq

Γ,k pz‹
npp̄nq; p̄nq

“ ´f1
k pz‹pp̄q; p̄qpf1

W pz‹pp̄q; p̄qq´1∇p2qfW pz‹pp̄q; p̄q ¨ pp‹
n ´ p̄nq

` ∇p2qfkpz‹pp̄q; p̄q ¨ pp‹
n ´ p̄nq ` op1q ¨ pp‹

n ´ p̄nq

“ pBk ` op1qT qpp‹
n ´ p̄nq,

(3.55)

where Bk is the k-th row vector of B. Hence by (3.52) and (3.55), for all k P rKs, we can conclude

ϕpkq
n pp‹

nq “ ϕpkq
n pp‹

nq ´ ϕpkq
n pp̄nq

“ p‹pkq
n ´ p̄pkq

n ´ pgkpf pnq

Γ pz‹
npp‹

nq; p‹
nqq ´ gkpf pnq

Γ pz‹
npp̄nq; p̄nqqq

“ p‹pkq
n ´ p̄pkq

n ´ pAk ¨ B ` op1qT qpp‹
n ´ p̄nq,

where Ak is the k-th row vector of A. Combining with Equation (3.51), it follows that

ϕnpp‹
nq “ pIKˆK ´ A ¨ B ´ op1KˆKqqpp‹

n ´ p̄nq “ ´n´1{2pZV pp̄q ` op1qq.

We therefore obtain that

n1{2pp‹
n ´ p̄nq “ ´pIKˆK ´ A ¨ Bq´1ZV pp̄q ` op1q,

provided that the matrix IKˆK ´ A ¨ B is non-singular.
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3.7 Concluding Remarks

We have proposed a stochastic framework for quantifying the impact of a macroeconomic shock on
the resilience of a banking network to fire sales and insolvency cascades. Our limit theorems provide
quantitative evidence for the importance of monitoring fire sales and controlling indirect contagion in
financial systems. We have quantified how price mediated contagion across institutions with common
asset holding can worsen cascades of insolvencies in a heterogeneous financial network, during a finan-
cial crisis. Under suitable assumptions on the degree and threshold distributions, we have shown that
the default cascade model can be transferred to a death process problem. This allows us to provide
the limit theorems for a dynamic default cascade process with fire sales. We have stated various
limit theorems regarding the total sold shares and the equilibrium price of illiquid assets in a stylized
fire sales model. In particular, the equilibrium prices of illiquid assets have asymptotically Gaussian
fluctuations. Additionally, we have established a link between the variance of these fluctuations and
the characteristics of the financial network, as well as the inverse demand function.

In our numerical experiments, we investigated the effect of heterogeneity in network structure and
price impact function on the final size of default cascade and fire sales loss. For a regular financial
network, we found that for a small shock, the high connectivity network is more resilient. However,
once the shock is large enough, the default propagates to a larger fraction of institutions due to its
higher connectivity. On the other hand, the fire sales loss in the two financial networks with high
and low connectivity are very close to each other. We also observed that financial networks with
higher heterogeneity may have a smaller critical value for the shock beyond which a large fraction of
institutions default, both with and without fire sales. However, for smaller shocks, the most heteroge-
neous network could be the least resilient. Additionally, we demonstrated the practical applicability of
our central limit theorems by utilizing them to construct confidence intervals for the final fraction of
defaults and fire sales loss in finite networks. These confidence intervals provide valuable insights into
the uncertainty associated with the outcomes in such networks, allowing for a more robust assessment
of systemic risk.

Our theoretical analysis provides valuable insights into financial stability and systemic risk. It
highlights the importance of ensuring that a financial network can withstand large cascades under stress
scenarios that put pressure on specific characteristics such as capital or liquidity reserves. To mitigate
the risk of phase transitions and systemic instability, regulators may consider imposing higher capital
requirements on financial institutions based on their classes. This would help prevent the occurrence
of large cascades and enhance the resilience of the overall financial system. Additionally, the limit
theorems we derived for heterogeneous financial networks offer interpretable and computationally
efficient tools for regulators to assess systemic risk. By collecting data on network characteristics
and utilizing these limit theorems, regulators can gain deeper insights into the potential risks and
vulnerabilities within the financial system. This can inform their decision-making process and enable
them to take appropriate measures to safeguard financial stability.

Several directions emerge from the current study.

• An important challenge for future research is to investigate the limitations and boundaries of
central limit theorems in capturing extreme events and tail risk in financial networks, considering
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the potential deviations from Gaussian fluctuations in such scenarios.

• Another valuable area for future research lies in extending the central limit theorems to dy-
namic networks, where the network structure evolves over time, allowing for a more realistic
representation of contagion processes in evolving financial systems.

• To provide a more comprehensive analysis of the interplay between market dynamics, financial
network structure, and the overall stability of the system, a challenging direction for future
research would be to endogenize the inverse demand function within the model.

• Another interesting avenue for future work is to endogenize the financial network payments.
Currently, we have assumed exogenous interbank liabilities based on a specified distribution.
However, allowing for endogenous determination of interbank payments could provide a more
realistic representation of the complex dynamics within a financial network. This could involve
incorporating feedback mechanisms between the financial health of institutions, their interbank
exposures, and the resulting payment flows.

• Furthermore, there are other related issues that warrant further investigation. For instance,
exploring the impact of regulatory policies and interventions on the resilience of financial net-
works and the occurrence of default cascades could provide valuable insights for policymakers.
Additionally, studying the implications of network formation and evolution over time, as well as
incorporating behavioral aspects and investor heterogeneity, can contribute to a more compre-
hensive understanding of systemic risk.

We leave these and related issues for future work.
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Chapter 4

Ruin probabilities for Risk Processes in
Stochastic Networks

This chapter is based on paper [5] in the publication list of Section 1.5.

Abstract. We study multidimensional Cramér-Lundberg risk processes where agents, located on
a large sparse network, receive losses from their neighbors. To reduce the dimensionality of the
problem, we introduce classification of agents according to an arbitrary countable set of types. The
ruin of any agent triggers losses for all of its neighbors. We consider the case where the loss arrival
process induced by the ensemble of ruined agents follows a Poisson process with general intensity
function that scales with the network size. When the size of the network goes to infinity, we provide
explicit ruin probabilities at the end of the loss propagation process for agents of any type. These
limiting probabilities depend, in addition to the agents’ types and the network structure, on the loss
distribution and the loss arrival process. For a more complex risk processes on open networks, when
in addition to the internal networked risk processes the agents receive losses from external users, we
provide bounds on ruin probabilities.

Keywords: Risk processes, Cramér-Lundberg model, Ruin probabilities, Stochastic networks.
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4.1 Introduction

The classical compound risk process with Poisson claim arrivals, or the Cramér-Lundberg model
([100, 171]) has been extensively used in quantitative risk management, see e.g., [103, 173]. In this
model, the aggregate capital of an insurer who starts with initial capital γ, premium rate α and (loss)
claim sizes Lk is given by the following spectrally negative compound Poisson process

Cptq “ γ ` αt´

N ptq
ÿ

k“1
Lk, (4.1)

where Lk, k P N, are i.i.d. non-negative random variable following a distribution F with mean L̄ and
N ptq is a Poisson process with intensity β ą 0 independent of Lk. The ruin time for the insurer with
initial capital γ is defined by

τpγq :“ inftt | Cptq ď 0u,

(with the convention that inf H “ 8) and the central question is to find the ruin probability

ψpγq :“ Ppτpγq ă 8q.
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It is known (see e.g. [35, 115]) that whenever βL̄ ą α, we have ψpγq “ 1 for all γ P R and whenever
βL̄ ă α, the ruin probability can be computed using the famous Pollaczek–Khinchine formula as

ψpγq “

ˆ

1 ´
βL̄

α

˙ 8
ÿ

k“0

ˆ

βL̄

α

˙k
´

1 ´ pF ˚kpγq

¯

, (4.2)

where
pF pγq “

1
L̄

ż γ

0

`

1 ´ F puq
˘

du,

and the operator p¨q˚k denotes the k-fold convolution.
We consider a (stochastic) large sparse network setting that replaces the standalone jump process

in the classical model. In our model, losses of any firm do not occur via an exogenous Poisson process,
but due to the ruin of its neighboring nodes (agents).

While the classical Cramér-Lundberg model and its generalizations such as Sparre Andersen model
([31]) have been a pillar for collective risk theory for many decades, ruin problems beyond one dimen-
sion remain challenging. Even numerical approximations are only available for some distributions,
in low dimensions (see e.g., [39, 41]) and for some particular hierarchical structures. For example,
[38] consider a central branch with one subsidiary which do not admit exact solution due to their
complex dependent Sparre Andersen structure. The authors propose approximation techniques based
on replacing the underlying structure with spectrally negative Markov additive processes. In [56, 158]
the authors consider loss propagation in bipartite graphs. For exponential claims, the authors provide
Pollaczek–Khinchine formulas for the summative ruin probability of a group of agents. One should
note that this is not a model of agent interrelation, but a model in which insurers connect to ‘objects’
(external risks). As such, notions of losses that propagate from one ruined agent to another agent do
not gave a correspondence in that model.

Network based models have been used to advance risk assessment in financial systems. An initial
body of literature is concerned with economic questions such as the effects of network structure on
financial contagion [1, 24, 93, 124, 143] or with considering and integrating variations of the distress
propagation mechanism, see e.g., [58, 114, 132]. The question of control of financial contagion is
posed in [26, 27], where authors introduce a link revealing filtration and adaptive bailouts mitigate
the extent of contagion. Many of the initial models are static, in the sense that there is one snapshot
of the network and an initial wave of defaults leads to a second wave of defaults and so on. The state
of the network does not change over time. Rather, it is reassessed in rounds, in order to find a final
set of defaults. Dynamic contagion is considered for example in [81, 119], where nodes are endowed
with stochastic processes, usually jump-diffusions.

This chapter originates with the asymptotic analysis in [20]. Their results are purely static and
their focus is to provide a condition of resilience under which the contagion does not spread to a strictly
positive fraction of the agents. In Chapter 2, we provide steps for the asymptotic fraction of the ruined
agents when nodes may have special ruin dynamics without growth; Unlike [20], the analysis is not
based on the differential equation method. Instead, we generalize the law of large numbers for a model
of default cascades in the configuration model. This allows us to go beyond the static model, and
the approach could be used to provide central limit theorems. Our dynamic leads to a special case of

153



4.1. Introduction Chapter 4. Ruin probabilities for Risk Processes in Stochastic Networks
;A<

loss intensity. All outgoing half-edges are assigned an exponential clock with parameter one, which
determines when losses are revealed. The loss reveal intensity function is then equal to the number of
remaining outgoing half-edges at time t. This model can be seen a variant of the notion of Parisian
ruin: indeed, an agent could have become ruined if the incoming loss from a ruined neighbor was
observed instantly. Instead, it is observed after an exponential time, during which the agents’ capital
increases. Therefore, it could well be that it withstands the loss at the time when it is revealed.

The closest literature to this chapter is [29]. They allow to linear growth at node level (proportional
to the number of the node’s links), while the loss reveal intensity is assumed to be constant equal to
the size of network. The key feature that allowed the asymptotic analysis was the fact that each link
carried a constant loss. This in turn, made their analysis simpler. Because losses can be arbitrary,
the risk process does not evolve according to a given grid as in the case of constant losses. When a
firm suffers a loss due to a neighbor failure it will moving to a lower level of value. Here, in presence
of general losses, all possible value levels are coupled.

The remaining open question, posed in [29], is to allow for losses that come from a general distri-
bution, as opposed to constant losses. In this chapter, we solve this open question, and in doing so
we bridge the risk literature on multi-dimensional risk processes with the financial network literature,
and use the asymptotic results of the latter to provide the approximations of the ruin probabilities.

Outline. In Section 4.2 we introduce the model of interconnected risk processes. The model is
driven by a classification of nodes according to types, whereas the interconnections occur according to
the configuration model. In Section 4.3 we state our main results, concerning the asymptotic fraction
of ruined nodes. Section 4.4 provides the proofs. In Section 4.5 we outline a complex risk process
driven by both exogenous individual external loss processes and an internal risk processes where losses
propagate in the network. Section 4.6 concludes and proposes several open questions.

Notations. Let tXnunPN be a sequence of real-valued random variables on a probability space
pΩ,F ,Pq. If c P R is a constant, we write Xn

p
ÝÑ c to denote that Xn converges in probability to c.

Let tanunPN be a sequence of real numbers that tends to infinity as n Ñ 8. We write Xn “ oppanq, if
|Xn|{an

p
ÝÑ 0. We say that an event holds w.h.p. (with high probability), if it holds with probability

tending to 1 as n Ñ 8. For any function f defined on R` :“ r0,8q, ||f ||L1 denotes the L1 norm of f
on R`. For any event or set A, we denote by Ac the complement of A. Binpk, pq denotes a binomial
distribution corresponding to the number of successes of a sequence of k independent Bernoulli trials
each having probability of success p. We denote by 11tEu the indicator of an event E , his is 1 if E holds
and 0 otherwise. Let R`

0 denote the half line r0,8q. For a, b P R, we denote by a^ b :“ minta, bu.
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4.2 The Model

4.2.1 Networked risk processes

Consider a set of n agents (e.g., firms, insurers, re-insurers, business lines, . . . ) denoted by rns :“
t1, 2, . . . , nu. Agents hold contractual obligations with each other. In our networked risk processes
model, the interaction of the agents’ capital processes occurs through the network of obligations. Upon
the ruin of an agent, we consider that it will fail on their obligations and the neighboring agents will
suffer losses due to this non fulfillment. Let Gn be a directed graph on rns. For two agents i, j P rns,
we write i Ñ j when there is a directed edge (link) from i to j in Gn, modeling the fact that i has
a contractual obligation to j. Similar to the classical model (4.1), each agent i is endowed with an
initial capital γi ą 0, while αiptq is a continuous non-decreasing function describing the premium
accumulation for agent i.

Here, we assume that the capital is affected by an initial exogenous proportional shock ϵi P r0, 1s

and δi represents the total value of claims held by end-users on agent i (deposits). It is then possible
for an agent to fail after the exogenous shock if its initial capital is lower than the end-user claims,
i.e., Cip0q :“ γip1 ´ ϵiq ` αip0q ´ δi ď 0. The set of fundamentally ruined agents is thus

Dp0q :“ ti P rns : Cip0q ď 0u.

Ruined agents affect their neighbors through the network of obligations. The ruin time for agent
i P rns is τi :“ inftt | Ciptq ď 0u where we consider the following risk process for the capital of agent i
with network interactions Gn:

Ciptq :“ γip1 ´ ϵiq ` αiptq ´ δi ´
ÿ

jPrns:jÑi

Lji11tτj ` Tji ď tu. (4.3)

Here we denote by Tji the delay between firm j’s ruin and the time when a neighbor i processes its
losses from the unfulfilled obligations of j to i. At time τj `Tji, node j processes a loss Lji. Similar to
the classical model, we assume that the incoming losses of each agent i P rns are i.i.d. random variables
following some positive distribution Fi (potentially depending on the agent i characteristics). In order
to compare with the classical model, we will assume that Tji are i.i.d. exponentially distributed with
some parameter β ą 0, i.e., Tji „ Exppβq for all i, j P rns.

Consequently, the set of ruined agents at time t ě 0 will be given by

Dptq :“ ti P rns : Ciptq ď 0u “ ti P rns : τi ď tu.

We assume that agent i becomes inactive upon ruin, so that Ciptq “ Cipt^ τiq.

4.2.2 Node classification

We consider a classification of agents into a countable (finite or infinite) set of types X . We denote
by xi P X the type of agent i P rns.
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Let us denote by µ
pnq
x the fraction of agents in class x P X in the network Gn. In order to study

the asymptotics, it is natural to assume there is a limiting distribution of types.

Assumption 4.1. We assume that for some probability distribution µ over X and independent of n,
we have that µpnq

x Ñ µx, as n Ñ 8, for all x P X .

Since the type space is countable, we can assume without loss of generality that all agents of same
type x (for all x P X ) have the same number of outgoing links, denoted by d´

x , and the same number
of incoming links, denoted by d`

x .
To reduce the dimensionality of the networked risk processes problem, we further assume that all

parameters are type dependent. Namely, we assume that γi “ γx, αip.q “ αxp.q and δi “ δx for all
agents i P rns with xi “ x. Note that the type space can be made sufficiently large (but countable) to
incorporate a wide variety of levels for these parameters.

In particular, shocks are assumed to be independent random variables with distribution function
(cdf) F pϵq

x and density function f
pϵq
x depending on the type of each agent. We then set

qx,0 :“ 1 ´ F pϵq
x

`γx ` αxp0q ´ δx

γx

˘

, (4.4)

which represents the (expected) fraction of initially ruined agents of type x P X .
The distribution of incoming losses for each agent are also assumed to be type dependent random

variables. For all agents of type x P X , the loss distribution function (cdf) is denoted by Fx and the
probability density function (pdf) is fx. Thus we have Fi “ Fxi for any agent i P rns.

Remark 4.1 (From loss distribution to threshold distribution). The model, as introduced, can be
equivalent to a model of dynamic failure thresholds inferred from the loss distribution. These random
thresholds measure how many ruined neighbors can an agent withstand before being ruined due to the
incurred losses. For x P X , let ϵx be a random variable with distribution F

pϵq
x and tL

pkq
x u8

k“1 be a set
of i.i.d. positive continuous random variables with common cumulative distribution function (cdf) Fx.
The threshold distribution function at time t is defined as qx,0ptq “ qx,0,

qx,1ptq :“ P
`

0 ă γxp1 ´ ϵxq ` αxptq ´ δx ď Lp1q
x

˘

,

and for all θ ě 2,

qx,θptq :“ P
`

Lp1q
x ` ¨ ¨ ¨ ` Lpθ´1q

x ă γxp1 ´ ϵxq ` αxptq ´ δx ď Lp1q
x ` ¨ ¨ ¨ ` Lpθq

x

˘

represents the probability at time t that an agent of type x is ruined after θ neighboring ruins. Since
αxptq is a non-decreasing function of t, this threshold function will be (stochastically) non-decreasing.
Note that when αxptq “ 0 over each class x P X , the results in Chapter 2 could be applied by using the
above threshold distributions. Note that in these works, the threshold distributions are static, which
makes the model simpler to study. Here the distributions change over time because there is time-
dependent growth. The closest model is [29] which consider fixed losses and exponential inter-arrival
times with fixed parameter. In this chapter, in order to study the general setup, we do not use these
threshold distributions - which are given here only for comparison. Instead, our analysis relies on a
sequence of random threshold times representing the times where thresholds hit subsequent levels.
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We consider the risk processes in random network Gpnqpd`
n ,d´

n q (the configuration model defined
in Chapter 2), satisfying the following regularity condition on the average degrees.

Assumption 4.2. We assume that, as n Ñ 8, the first moment of degrees converges and is finite:

λpnq :“
ÿ

xPX
d`

x µ
pnq
x “

ÿ

xPX
d´

x µ
pnq
x

pas nÑ8q
ÝÑ λ :“

ÿ

xPX
d`

x µx P p0,8q.

4.2.3 The loss reveal process

In order to study the risk processes in random network Gpnqpd`
n ,d´

n q, we construct the configuration
model simultaneously as we run the ruin propagation model. Starting from the set of initially ruined
agents, at each step, we only look at one interaction between a ruined agent and its counterparty in
the configuration model. Note that the set of ruined agents either stays the same or augments with
each such interaction. We first introduce some notations.

We denote by Dpnqptq the set of ruined agents at time t and set Dpnqptq :“ |Dpnqptq|. Similarly,
Spnqptq “ rns{Dpnqptq denotes the set of solvent agents at time t and we set Spnqptq “ |Spnqptq|. For
x P X , we denote by Spnq

x ptq the set of all solvent agents in class x at time t and set Spnq
x ptq “ |Spnq

x ptq|.
Moreover, for x P X and θ “ 0, . . . , d`

x , we denote by Spnq

x,θptq the set of all solvent agents in Spnq
x ptq

with exactly θ ruined incoming neighbors at time t. Set Spnq

x,θ ptq “ |Spnq

x,θptq|. We define similarly the
sets Dpnq

x ptq and Dpnq

x,θptq with corresponding sizes Dpnq
x ptq and Dpnq

x,θ ptq. We call all outgoing half-edges
that belong to a ruined agent the ruinous half-edges.

We consider the following loss reveal process, extending the risk processes of Section 4.2.1.
In this process, losses coming from ruined agents are revealed one by one. At each loss reveal

we look at the interaction between an outgoing half-edge of a ruined agent (ruinous outgoing half-
edge) with an incoming half-edge of its counterparty. By virtue of the configuration model, this is
chosen uniformly at random among all remaining incoming half-edges. When the ruinous outgoing
half-edge is matched, the counterparty incurs a random loss, drawn from a distribution depending on
the characteristics class x P X of the counterparty. If this amount of loss is larger than the remaining
capital, this agent will become ruined and all its outgoing half-edges become ruinous. Note that the
loss reveal process stops when all ruinous outgoing half-edges have been matched. We use the notation
Wnptq to denote the number of remaining (unrevealed) ruinous outgoing half-edges at time t. The
contagion thus stops at the first time when Wnptq “ 0.

We consider a general loss reveal intensity process, denoted by Rnptq, to describe the intensity of
loss reveal at time t. Namely, if a loss is revealed at time t1 P R`, then we wait an exponential time
with parameter Rnpt1q for the next loss reveal. Note that Rnptq could depend on the state of risk
processes at time t. In particular, the networked risk processes of Section 4.2.1 in configuration model
would be equivalent to this loss reveal process by setting Rnptq “ βWnptq. Indeed, each counterparty
of a ruinous half-edge will be revealed after an exponential time with parameter β. When there
are Wnptq such unrevealed counterparties, the next reveal will be given by the minimum of these
exponential times.
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Our model allows for a general form of the loss reveal intensity Rnptq, provided that the following
condition holds. Let τ‹

n denote the stopping time defined as the first time when the above loss reveal
process ends. This is the first time such that Wnpτ‹

nq “ 0.

Assumption 4.3. We assume that the loss intensity function Rn satisfies Rnptq “ 0 for t ą τ‹
n, and

Rnptq “ nRptq ` oppnq for t ď τ‹
n with Rptq continuous, positive and oppnq is uniform for t ď τ‹

n.

By Theorem 4.5, this assumption holds for the risk processes of Section 4.2.1. In the next section
we state the limit theorems for the general loss reveal process satisfying Assumption 4.3 and then we
apply them to the particular risk processes of Section 4.2.1.

4.3 Main Theorems

4.3.1 Asymptotic analysis of the general loss reveal process

We consider the loss reveal process of Section 4.2.3 satisfying Assumption 4.3 on the random graph
Gpnqpd`

n ,d´
n q which satisfies Assumptions 3.3-4.2. Let us denote by Inptq a Cox process with intensity

Rnptq at time t. This represents the total number of ruinous outgoing half-edges revealed before time
t. Then Inp8q represents the total number of ruinous outgoing half-edges that will be revealed if the
reveal process continues forever. Since the total number of reveals is bounded from above by the total
number of links in the network, we need to stop the Cox process at I‹

n “ Inp8q ^ pnλpnqq, where for
a, b P R, we denote by a^ b :“ minta, bu. We define

tRpλq :“ inftt ě 0 :
ż t

0
Rpsqds ě λu.

By convention, if }R}L1 ď λ we set tRpλq :“ 8.
For z P r0, 1s, denote by Tnpzq the time needed to reveal rnzs ruinous outgoing half-edges. The

following lemma gives the asymptotic results on Inptq, I‹
n and Tnpzq.

Lemma 4.2. Under Assumptions 4.1-4.2, and for any given loss intensity function Rn satisfying
Assumption 4.3, we have as n Ñ 8,

sup
tě0

ˇ

ˇ

Inptq

n
´

ż t^tRpλq

0
Rpsqds

ˇ

ˇ

p
ÝÑ 0, and I‹

n

n

p
ÝÑ }R}L1 ^ λ. (4.5)

Further, for all 0 ď a ă b ă }R}L1 ^ λ and as n Ñ 8,

Tnpbq ´ Tnpaq
p

ÝÑ tRpbq ´ tRpaq. (4.6)

The proof of lemma is provided in Section 4.4.2.

For each x P X , we denote by Lx :“ pL
p1q
x , . . . , L

pd`
x q

x q the sequence of independent random losses
with distribution Fx and let ℓx “ pℓ

p1q
x , ℓ

p2q
x , . . . , ℓ

pd`
x q

x q be a realization of Lx. For a given ℓx and a

158



Chapter 4. Ruin probabilities for Risk Processes in Stochastic Networks 4.3. Main Theorems
;A<

given initial shock ϵx, define for all θ “ 0, 1, . . . , d`
x ,

τx,θpϵx, ℓxq :“ inf
␣

t ě 0 : γxp1 ´ ϵxq ` αxptq ´ δx ě

θ
ÿ

i“1
ℓpiq

x

(

. (4.7)

The function τ can be seen as the time threshold function of the loss ℓx. Indeed, for initial shock ϵ
and upcoming sequence of losses ℓx, the threshold function τx,kpϵ, ℓxq is the smallest time needed for
a firm of type x to have enough capital for absorbing these incoming k losses. Recall that a firm of
type x has a capital growth function αx and external debt δx. Note that τx,0pϵx, ℓxq ą 0 denotes the
event that agent of type x initially becomes ruined under the shock ϵx.

Example 4.3. Consider the simple case where there is no recovery for agents, i.e. αx “ 0 for all
x P X , and the amount of loss for each agent in the same class x P X is constant ℓx. Then by the
definition of τx,θ, we have

τx,θ “

#

0 if θ ă r
γxp1´ϵxq´δx

ℓx
s,

8 if θ ě r
γxp1´ϵxq´δx

ℓx
s.

This would be equivalent to type-dependent threshold contagion model which extends the bootstrap
percolation model. In bootstrap percolation model, the threshold is fixed for all nodes, i.e. rγx{ℓxs “ θ
for all x P X . We refer to [8, 10, 44] for results on bootstrap percolation in configuration model.

For a given positive density function R : R`
0 Ñ R` with }R}L1 ă 8, x P X and θ “ 0, 1, . . . , d`

x ,
we let the survival probability be (for all t ě 0)

PR
x,θpt, ϵx, ℓxq :“ Ppτx,0pϵx, ℓxq “ 0, UR,t

p1q
ą τx,1pϵx, ℓxq, . . . , UR,t

pθq
ą τx,θpϵx, ℓxqq, (4.8)

with the convention PR
x,0pt, ϵx, ℓxq :“ Ppτx,0pϵx, ℓxq “ 0q for all x P X , where UR,t

p1q
, UR,t

p2q
, . . . , UR,t

pθq
are

the order statistics of θ i.i.d. random variables tUR,t
i ui“1,...,θ with distribution

PpUR,t
i ď yq “

şy
0 Rpsqds
şt
0 Rpsqds

, y ď t. (4.9)

Knowing that a loss arrives before time t, the probability that it arrives before time y is given
by (4.9). Then for a fixed sequence of given losses and initial shock, Equation 4.8 represents the
probability that the firm survives at time t, given that there are θ by that time (It must then be that
the ordered losses arrived after the successive threshold times).

Remark 4.4. The joint probability density of the order statistics UR,t
p1q
, UR,t

p2q
, . . . , UR,t

pθq
is given by

f
UR,t

p1q
,UR,t

p2q
,...,UR,t

pθq

pu1, u2, . . . , uθq “ θ!p
ż t

0
Rpsqdsq´θ

θ
ź

i“1
Rpuiq,

for all u1, . . . , uθ P r0, ts.

159



4.3. Main Theorems Chapter 4. Ruin probabilities for Risk Processes in Stochastic Networks
;A<

By integrating the conditional survival probability in Equation (4.8) with respect to the probability
density function of ϵx and ℓx, we obtain the survival probability at time t for any agent of type x with
θ incoming losses absorbed by t, denoted by SR

x,θptq. This is defined by SR
x,0ptq :“ 1 ´ qx,0 and

SR
x,θptq :“

ż

PR
x,θpt, ϵx, ℓxqf pϵq

x pϵxqfxpℓp1q
x qfxpℓp2q

x q ¨ ¨ ¨ fxpℓpθq
x qdϵxdℓ

p1q
x dℓp2q

x ¨ ¨ ¨ dℓpθq
x ,

for θ “ 1, . . . , d`
x . It can be equally written as

SR
x,θptq “ PR

x,θpt, ϵx,Lxqs “ E
“

Ppτx,0pϵx,Lxq “ 0, UR,t
p1q

ą τx,1pϵx,Lxq, . . . , UR,t
pθq

ą τx,θpϵx,Lxqq, (4.10)

where Lx :“ pL
p1q
x , . . . , L

pd`
x q

x q is a sequence of independent random losses with distribution Fx and ϵx
is an independent random variable with distribution F

pϵq
x .

For a given positive function R : R`
0 Ñ R`, we define

ϕRptq :“
şt^tRpλq

0 Rpsqds

λ
, (4.11)

so that the binomial probability bpd`
x , ϕ

Rptq, θq represents the probability an agent of type x suffers θ
losses prior to time t.

For t ě 0 and given R, we define the following functions which will be shown to be the limiting
fractions of surviving and defaulted agents, respectively:

fRS ptq :“
ÿ

xPX
µx

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θptq, fRD ptq “ 1 ´ fRS ptq. (4.12)

We further define the following function which will be shown to be fraction of remaining (unre-
vealed) ruinous outgoing half-edges at time t (characterizing the contagion stopping time):

fRW ptq :“λp1 ´ ϕRptqq ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θptq. (4.13)

Now we can state the following limit theorem regarding the fraction of solvent and defaulted agents
at time t. Recall that τ‹

n is the stopping time at which the ruin propagation stops, i.e., this is the first
time such that Wnpτ‹

nq “ 0.

Theorem 4.5. Under Assumptions 4.1-4.2, and for any given loss intensity function Rn satisfying
Assumption 4.3, we have as n Ñ 8,

sup
tďτ‹

n

ˇ

ˇ

S
pnq

x,θ ptq

n
´ µxbpd

`
x , ϕ

Rptq, θqSR
x,θptq

ˇ

ˇ

p
ÝÑ 0.
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Further, as n Ñ 8,

sup
tďτ‹

n

ˇ

ˇ

Spnqptq

n
´ fRS ptq

ˇ

ˇ

p
ÝÑ 0, sup

tďτ‹
n

ˇ

ˇ

Dpnqptq

n
´ fRD ptq

ˇ

ˇ

p
ÝÑ 0,

and the process Wn satisfies

sup
tďτ‹

n

ˇ

ˇ

Wnptq

n
´ fRW ptq

ˇ

ˇ

p
ÝÑ 0.

The proof of theorem is provided in Section 4.4.3.
Remark 4.6. The above theorem generalizes the results of [29] to the case of a general loss reveal
intensity function Rnptq satisfying Assumption 4.3. In contrast, in [29], the reveal intensity is assumed
to be constant equal to the size of network n and the recovery rate is proportional to the agent’s
connectivity d`

x , for each type x P X (the type is simply the degrees of each agent in [29]). Namely,
Rnptq “ n and αxptq “ αd`

x {λt for all x P X . In this case, Rptq “ 1 for t P r0, λs and Rptq “ 0 for
t ą λ. Thus ϕRptq “ t{λ and for θ “ 1, . . . , d`

x , UR,t
p1q
, UR,t

p2q
, . . . , UR,t

pθq
become the order statistics of θ

i.i.d. uniform random variables on r0, λs. Also, the time threshold τx,k does not have a dependence on
the loss ℓx as in our definition (4.7). It simplifies to

τx,θ :“ inftt ě 0 : Θx ` αtd`
x {λ ě θu,

where Θx is the random initial default threshold PpΘx “ kq “ qx,k as defined in Remark 4.1. In this
case, we can regard the default threshold as the number of losses each agent could absorb and we could
recover the results of [29].

In the case when there is no growth in the network and αxptq “ 0, it is more convenient to
characterize the above limit functions through the threshold distribution functions qx,θ and q̄x which
could be defined as (similar to Remark 4.1)

qx,θptq :“ P
`

Lp1q
x ` ¨ ¨ ¨ ` Lpθ´1q

x ă γxp1 ´ ϵxq ` αxptq ´ δx ď Lp1q
x ` ¨ ¨ ¨ ` Lpθq

x

˘

,

for θ “ 1, . . . , d`
x , and

q̄x :“ P
`

Lp1q
x ` ¨ ¨ ¨ ` Lpd`

x q
x ă γxp1 ´ ϵxq ` αxptq ´ dx

˘

“ 1 ´

d`
x
ÿ

θ“0
qx,θ.

For t ě 0, we define the functions (which are the simplified versions of those in (4.12) and respec-
tively (4.13))

pfRS ptq :“
ÿ

xPX
µx

“

d`
x
ÿ

θ“1
qx,θβ

`

d`
x , 1 ´ ϕRptq, d`

x ´ θ ` 1
˘

` q̄x

‰

, pfRD ptq “ 1 ´ pfRS ptq,

pfRW ptq :“λp1 ´ ϕRptqq ´
ÿ

xPX
µxd

´
x

“

d`
x
ÿ

θ“1
qx,θβ

`

d`
x , 1 ´ ϕRptq, d`

x ´ θ ` 1
˘

` q̄x

‰

.

As a corollary of Theorem 4.5, we have the following theorem.
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Theorem 4.7. Suppose there is no growth in the network, i.e., αx “ 0 for all x P X . Under
Assumptions 4.1-4.2, and for any given loss intensity function Rn satisfying Assumption 4.3, we have
as n Ñ 8,

sup
tďτn

ˇ

ˇ

S
pnq

x,θ ptq

n
´ µxb

`

d`
x , ϕ

Rptq, θ
˘`

d`
x
ÿ

δ“θ`1
qx,δ ` q̄x

˘ˇ

ˇ

p
ÝÑ 0

for all x P X and θ “ 1, . . . , d`
x . Further, as n Ñ 8,

sup
tďτn

ˇ

ˇ

Spnqptq

n
´ pfRS ptq

ˇ

ˇ

p
ÝÑ 0, sup

tďτn

ˇ

ˇ

Dpnqptq

n
´ pfRD ptq

ˇ

ˇ

p
ÝÑ 0,

and the process Wn satisfies

sup
tďτn

ˇ

ˇ

Wnptq

n
´ pfRW ptq

ˇ

ˇ

p
ÝÑ 0.

The proof of above theorem is provided in Section 4.4.4.
Theorem 4.7 generalizes the limit theorem of [20] to the dynamic case. It also generalizes the law

of large numbers result in Chapter 2, where the authors consider default cascades in configuration
model such that all outgoing half-edges are assigned with an exponential clock with parameter one,
leading to a loss reveal intensity function equal to the number of remaining outgoing half-edges at
time t ě 0 and satisfying Rnptq “ nλe´t ` oppnq.

In order to determine the ruin probabilities, we need to study the stopping time τ‹
n when there

are no more ruinous outgoing links in the system. Since from Theorem 4.5, the fraction of remaining
ruinous outgoing half-edges converges to fRW ptq, we define

t‹R :“ inf
␣

t P r0, 1s : fRW ptq “ 0
(

. (4.14)

We say that t‹R ă 8 is a stable solution of fRW ptq “ 0 if there exists a small ϵ ą 0 such that fRW ptq
is negative on rt‹R, t

‹
R ` ϵq. We have the following lemma.

Lemma 4.8. Under Assumptions 4.1-4.2, and for any given loss intensity function Rn satisfying
Assumption 4.3, we have as n Ñ 8:

• If t‹R ă 8 is a stable solution of fRW ptq “ 0, then τ‹
n

p
ÝÑ t‹R.

• If t‹R “ 8, then τ‹
n

p
ÝÑ 8.

The proof of lemma is provided in Section 4.4.5.
We are now ready to provide the limit theorem about the final ruin probabilities. As a corollary

of Theorem 4.5 and Lemma 4.8 the following holds.

Theorem 4.9. Under Assumptions 4.1-4.2, and for any given loss intensity function Rn satisfying
Assumption 4.3, we have as n Ñ 8:
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(i) If
şt‹

R
0 Rpsqds “ λ, then asymptotically all agents are ruined by the end of the loss propagation

process, i.e.
Dpnqpτ‹

nq “ n´ oppnq.

(ii) If t‹R ă 8 is a stable solution of fRW ptq “ 0 and
şt‹

R
0 Rpsqds ă λ, then the ruin probability of an

agent of type x P X converges to

D
pnq
x pτ‹

nq

nµ
pnq
x

p
ÝÑ 1 ´

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θpt‹Rq,

and the total number of ruined agents satisfies

Dpnqpτ‹
nq “ n

ÿ

xPX
µxp1 ´

d`
x
ÿ

θ“0
SR

x,θpt‹Rqq ` oppnq.

(iii) If t‹R “ 8 and }R}L1 ă λ, then the ruin probability of an agent of type x P X converges to

D
pnq
x pτ‹

nq

nµ
pnq
x

p
ÝÑ 1 ´

d`
x
ÿ

θ“0
b
`

d`
x , }R}L1{λ, θ

˘

SR
x,θp8q,

and the total number of ruined agents satisfies

Dpnqpτ‹
nq “ n

ÿ

xPX
µxp1 ´

d`
x
ÿ

θ“0
b
`

d`
x , }R}L1{λ, θ

˘

SR
x,θp8qq ` oppnq,

where SR
x,θp8q denotes the limit of SR

x,θptq as t Ñ 8.

The proof of theorem is provided in Section 4.4.6.

4.3.2 Ruin probabilities for the networked risk processes

We consider the networked risk processes of Section 4.2.1 on the random graph Gpnqpd`
n ,d´

n q. In
this case the loss reveal intensity function is totally determined by the number of ruinous outgoing
half-edges, namely Rnptq “ βWnptq.

In the previous section we have assumed that the loss intensity function Rn has a limit function
R which satisfies Assumption 4.3. We will now show that for the networked risk processes of Sec-
tion 4.2.1, Assumption 4.3 holds and there exists a unique limit function R‹. We will take advantage
of Theorem 4.9 to show that R‹ can be characterized as a fixed point solution, representing the limit
of remaining ruinous links.

To obtain this existence and uniqueness result for R‹, we need to consider a second moment
condition for the degrees of the random graph Gpnqpd`

n ,d´
n q.
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Assumption 4.4. We assume that, as n Ñ 8,
ř

iPrnspd
`
i ` d´

i q2 “ Opnq.

In particular, the above assumption implies (by uniform integrability) Assmption 4.2 and λpnq Ñ λ
as n Ñ 8. In this case, since lim infnÝÑ8 PpGpnqpd`

n ,d´
n q simpleq ą 0, our limit theorems could be

transferred to the uniformly distributed random graph with these degree sequences Gpnq
˚ pd`

n ,d´
n q, see

e.g., [194].
We have the following theorem.

Theorem 4.10. Let LλpR`q be the space of all continuous positive integrable functions f with }f}1 ď

λ. Suppose that the loss reveal intensity satisfies Rnptq “ βWnptq and the network sequence tGnunPN
satisfies Assumptions 4.1 and 4.4. Then we have:

(i) There exists a unique solution R‹ in LλpR`q with an initial value R‹p0q “ β
ř

xPX µxd
´
x p1´qx,0q

to the fixed point equation R “ βΨpRq, where Ψ : LλpR`q Ñ LλpR`q is the map

ΨpRqptq “ λp1 ´ ϕRptqq ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θptq.

(ii) As n Ñ 8, we have

sup
tďτ‹

n

ˇ

ˇ

βWnptq

n
´ R‹ptq

ˇ

ˇ

p
ÝÑ 0,

and consequently,

sup
tďτ‹

n

ˇ

ˇ

Spnqptq

n
´ fR

‹

S ptq
ˇ

ˇ

p
ÝÑ 0 and sup

tďτ‹
n

ˇ

ˇ

Dpnqptq

n
´ fR

‹

D ptq
ˇ

ˇ

p
ÝÑ 0.

The proof of the theorem is provided in Section 4.4.7.
We also have the following lemma which guarantees that τ‹

n
p

ÝÑ 8 in this model.

Lemma 4.11. Let all assumptions in Theorem 4.10 hold and R‹p0q “ β
ř

xPX µxd
´
x p1 ´ qx,0q ą 0.

Then we have τ‹
n ą p1 ´ ϵq logn with high probability for any ϵ ą 0.

As a direct consequence of Theorem 4.9 and Proposition 4.11, we have τ‹
n

p
ÝÑ 8 as n Ñ 8, and thus

the final state belongs to point piiq in Theorem 4.10. In this case, Rnptq “ βWnptq “ nR‹ ` oppnq.
If }R‹}L1 “ λ, then asymptotically all agents become ruined during the cascade. Otherwise, if
}R‹}L1 ă λ, for any type x P X , the ruin probability of agent of type x is

D
pnq

x,θ pτ‹
nq

nµ
pnq
x

“ 1 ´

d`
x
ÿ

θ“0
bpd`

x , }R
‹}L1{λ, θqSR‹

x,θp8q ` opp1q,

and the total number of ruined agents satisfies

Dpnqpτ‹
nq “ n

ÿ

xPX
µxp1 ´

d`
x
ÿ

θ“0
bpd`

x , }R
‹}L1{λ, θqSR‹

x,θp8qq ` oppnq.
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4.4 Proofs

Before proving our main theorems, we will introduce some preliminary definitions and lemmas.

4.4.1 Some preliminary results

We begin by asserting the following claim. The proof is straightforward and we omit it.

Claim 4.12. Let UR
x “ pUR

x,1, . . . , U
R
x,d`

x
q be a vector of d`

x i.i.d. random variables with common
distribution (similiar to Equation 4.9 replacing t by tRpλq)

PpUR
x,i ď yq “

şy
0 Rpsqds

ştRpλq

0 Rpsqds
, y ď tRpλq, i “ 1, . . . , d`

x ,

for all x P X . Then UR,t
p1q
, UR,t

p2q
, . . . , UR,t

pkq
have the same distribution as that of the first k order statistics

of UR
x conditioned on t P rUR

x,pkq
, UR

x,pk`1q
q, where UR

x,p1q
ď UR

x,p2q
ď . . . UR

x,pd`
x q

are the order statistics

of elements of UR
x . Thus the probability measure of UR,t

pkq
, for all k “ 1, . . . , d`

x and t ě 0, can be
generated by the vector UR

x .

Let Lx be a vector of d`
x i.i.d. random losses to an agent of type x and Lx,k be the subvector of

first k positions. From (4.10), SR
x,θptq can be regarded as PxHx,θ,t, where Hx,θ,t : r0,`8q ˆ pR`qd`

x ˆ

r0,`8qd`
x ÞÑ R is a measurable function defined as

Hx,θ,tpϵx, ℓx,uxq :“ 11tupkq ď t ă upk`1qu11tτx,0pϵx, ℓxq “ 0, up1q ą τx,1pϵx, ℓxq, . . . , upθq ą τx,θpϵx, ℓxqu,

where up1q, up2q, . . . , upd`
x q

is the order statistics of ux and Px is the probability measure on r0,`8q ˆ

pR`qd`
x ˆ r0,`8qd`

x generated by pϵx,Lx,U
R
x q.

Let us define the class of functions Hx,θ as the collection of Hx,θ,t for all t P R, i.e., Hx,θ :“
tHx,θ,t, t ě 0u. We will show that for each x P X and θ ď d`

x , the class Hx,θ is a Glivenko-Cantelli
class with respect to Px defined as follows.

Definition 4.13. A class of functions (or sets) H is called a strong Glivenko-Cantelli class with
respect to a probability measure P if

sup
HPH

|PnH ´ PH|
a.s.
ÝÑ 0, as n Ñ 8,

where Pn is the empirical measure of P.

We also need to introduce the following definitions.
For a collection of subsets of Ω, denoted by H, with Ω being a space (usually a sample space), the

n-th shattering coefficient of H is defined by

SHpnq :“ max
x1,...,xnPΩ

cardttx1, . . . , xnu X A,A P Hu,
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where cardt.u denotes the cardinality of the set. Then the Vapnik–Chervonenkis dimension (or VC
dimension) of H is defined as

VCpHq :“ maxtn ě 1 : SHpnq “ 2nu.

We need the following Glivenko-Cantelli theorem for finite VC classes; see e.g. [109] for more details.

Theorem 4.14 (Glivenko-Cantelli theorem for finite VC classes). Let P be a probability measure
on a Polish space Ω and H be a collection of subsets of Ω with VCpHq ă 8. Then H is a strong
Glivenko-Cantelli class with respect to P.

As a result of above theorem, we have the following lemma.

Lemma 4.15. For each x P X and θ “ 0, 1, . . . , d`
x , Hx,θ is a strong Glivenko-Cantelli class with

respect to Px.

Proof. For each x P X and θ “ 0, 1, . . . , d`
x , it can be deduced from Claim 4.12 that Px is a probability

measure generated by pϵx,Lx,U
R
x q, and is defined on a Polish space. It can be verified that VCpHx,θq “

2, making it a finite VC class. The lemma follows then from Theorem 4.14.

We will also use the following well known result, see e.g. [186] for a proof, which offers us a way
to convert the loss reveal process into a death process with an initial number I‹

n and i.i.d. lifetimes.

Lemma 4.16. Let tNptq : t ě 0u be an inhomogeneous Poisson process with an intensity function Rptq
and arrival times tσk, k ě 1u. Given any fixed t ą 0 and conditional on m arrivals before time t, the
random vector pσ1, σ2, . . . , σmq has the same distribution as the random vector pYp1q, Yp2q, . . . , Ypmqq,
where Ypiq is the i-th order statistic of m i.i.d. random variables with probability density function
Rpsqp

şt
0 Rpuqdu

˘´1.

We are now ready to present the proofs of our main theorems.

4.4.2 Proof of Lemma 4.2

We first prove that for any t ě 0, as n Ñ 8,

Inptq

n

p
ÝÑ λϕRptq.

Let ∆s be a small time interval and let m “ rt{∆ss represent the number of time intervals between
r0, ts. Notice that, as n Ñ 8,

ErInptqs

n
“

1
n

m
ÿ

i“1
ErInpi∆sq ´ Inppi´ 1q∆sqs “

m
ÿ

i“1
∆spRpi∆sq ` Cδq ` op1q,
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where δ :“ supu,vPr0,ts,|u´v|ď∆s |Rpuq ´ Rpvq|, is a small error and C is some constant. Hence for
t ď tRpλq as ∆s Ñ 0, by the continuity of R, we have

ErInptqs

n
Ñ

ż t

0
Rpsqds.

On the other hand, by the law of total variance, we have

VarrInpi∆sq ´ Inppi´ 1q∆sqs

“ Var
“

ErInpi∆sq ´ Inppi´ 1q∆sq|Rns
‰

` E
“

VarrInpi∆sq ´ Inppi´ 1q∆sq|Rns
‰

“ Var
“

ż i∆s

pi´1q∆s
Rnpuqdu

‰

` E
“

ż i∆s

pi´1q∆s
Rnpuqdu

‰

.

It therefore follows that for t ď tRpλq,

Varp
Inptq

n
q “

1
n2

`

Varr

ż t

0
Rnpuqdus ` Er

ż t

0
Rnpuqdus

˘

“
1
n

ż t

0
Rpuqdu` op1q “ op1q.

Recall the definition of ϕR,

ϕRptq :“
şt^tRpλq

0 Rpsqds

λ
,

Then by Chebysev’s inequality we have, as n Ñ 8, for any t ě 0,

Inptq

n

p
ÝÑ λϕRptq. (4.15)

As a consequence, by letting t Ñ 8, the final fraction of revealed ruinous outgoing half-edges
converges to }R}L1 in probability, i.e.,

I‹
n

n

p
ÝÑ λ. (4.16)

Let T pxq be defined as the inverse of At, with At :“
şt
0 Rpsqds, and AT pxq “ x. Suppose that for some

δ ą 0 and n large, Tnpxq ě T pxq ` δ or Tnpxq ď T pxq ´ δ. Then by (4.15), one can show that, for
some small ϵ ą 0 and n large enough, with high probability

x ď
InpTnpxqq

n

p
ÝÑ λϕRpTnpxqq ě x` ϵ,

or (respectively)

x´
1
n

ě
InpTnpxqq

n

p
ÝÑ λϕRpTnpxqq ď x´ ϵ.
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By contradiction, we conclude that with high probability (for large n)

T pxq ´ δ ă Tnpxq ă T pxq ` δ.

It therefore follows that, by taking δ arbitrarily small, Tnpxq
p

ÝÑ T pxq as n Ñ 8. Thus we can
conclude that for 0 ď a ă b ď λ,

Tnpbq ´ Tnpaq
p

ÝÑ tRpbq ´ tRpaq.

Now, we proceed to prove (4.5). Note that the limit of the total fraction of revealed ruinous
half-edges in the end is equal to }R}L1 ^ λ. Then, using Lemma 4.16, we can transform the reveal
process into a death process with an initial number of balls I‹

n and i.i.d. lifetimes. Conditioned on
I‹

n, the moments of revealing are simply the order statistics of I‹
n i.i.d. random variables with density

function
f pnqptq :“ Rnptq

}Rn}L1 ^ pnλpnqq
“

Rptq

}R}L1 ^ λ
` opp1q, (4.17)

for t ď tRpλq. By using dominated convergence theorem, the above equation implies that

sup
tě0

ˇ

ˇ

ż t^tRpλq

0
f pnqpsqds´

λ

}R}L1 ^ λ
ϕRptq

ˇ

ˇ

p
ÝÑ 0. (4.18)

By the above analysis, it is clear that Y pnqptq is a pure death process with an initial number
of balls I‹

n and i.i.d. lifetimes with density f pnqptq, defined by (4.17). Thus, it follows from the
Glivenko-Cantelli Theorem that

sup
tě0

ˇ

ˇ

Y pnqptq

I‹
n

´

ż t^tRpλq

0
f pnqpsqds

ˇ

ˇ

p
ÝÑ 0. (4.19)

Combining (4.16), (4.18) and (4.19), we obtain that

sup
tě0

1
}R}L1 ^ λ

ˇ

ˇ

Y pnqptq

n
´

ż t^tRpλq

0
Rpsqds

ˇ

ˇ

ď sup
tě0

ˇ

ˇ

Y pnqptq

np}R}L1 ^ λq
´
Y pnqptq

I‹
n

ˇ

ˇ ` sup
tě0

ˇ

ˇ

Y pnqptq

I‹
n

´

ż t^tRpλq

0
f pnqpsqds

ˇ

ˇ

` sup
tě0

ˇ

ˇ

ż t^tRpλq

0
f pnqpsqds´ ϕRptq

ˇ

ˇ

p
ÝÑ 0,

(4.20)

which implies that

sup
tě0

ˇ

ˇ

Y pnqptq

n
´

ż t^tRpλq

0
Rpsqds

ˇ

ˇ, (4.21)

as desired.
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4.4.3 Proof of Theorem 4.5

Recall that Inptq represents the number of revealed ruined outgoing half-edges at time t before the
stopping time τ‹

n. According to the construction of the configuration model, all pairs of outgoing and
incoming half-edges are chosen uniformly at random. Even if the contagion stops before all half-edges
are revealed, we continue the reveal process until the end for the sake of our analysis. This will not
change the process before τ‹

n and hence will not affect our results.
Based on Lemma 4.16, conditioned on the total number of final revealed ruinous outgoing half-

edges, I‹
n, we can consider the contagion process as follows: There are I‹

n ruinous half-edges in total,
each incoming half-edge pairs with a ruinous outgoing half-edge with probability I‹

n{nλpnq indepen-
dently (see Remark 4.17 below). If it pairs, this occurs after a random time from the start, with
density f pnqptq, defined in (4.17).

Remark 4.17. Note that the following two events are not generally equivalent:

(i) Each incoming half-edge is paired with a ruinous outgoing half-edge with probability I‹
n{nλpnq

independently;

(ii) All pairs of incoming and outgoing half-edges are matched uniformly at random, with a total of
I‹

n ruinous outgoing half-edges.

However, as n grows, the number of ruinous half-edges in piq will approach I‹
n with high probability, due

to the strong law of large numbers. The total number of ruinous half-edges in piq would be I‹
n ` oppnq.

This slight deviation does not affect the limit results.

Let us define
t
pnq

R pλq :“ inftt ě 0 : 1
n

ż t

0
Rnpsqds ě λu.

Denote Pn
x as the probability measure generated by the vectors Lx and U

R,pnq
x , where U

R,pnq
x is

defined similarly as UR
x in Claim 4.12 with the distribution

PpU
R,pnq

x,i ď yq “

şy
0 Rnpsqds

şt
pnq

R
pλq

0 Rnpsqds

, for y ď t
pnq

R pλq.

Note that Pn
x is a random measure since it depends on Rn. Let N pnq

x denote the number of type x
agents in Gpnqpd`

n ,d´
n q. By the analysis at the beginning of the proof, we know that, uniformly for all

incoming half-edges, the probability of pairing with a ruinous half-edge before time t is

ϕRn ptq :“ I‹
n

şt^t
pnq

R
pλq

0 Rnpsqds

nλpnq
şt

pnq

R
pλq

0 Rnpsqds

,

and the probability of never pairing with a ruinous half-edge is nλpnq´I‹
n

nλpnq .
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Under the probability measure Pn
x, the probability of there being θ loss arrivals before time t is

given by bpd`
x , ϕ

R
n ptq, θq. Given θ loss arrivals before time t, the probability of a type x agent being

solvent at time t is

Pn
x

`

τx,0pϵx,Lxq “ 0, UR,t,pnq

p1q
ą τx,1pϵx,Lxq, U

R,t,pnq

p2q
ą τx,2pϵx,Lxq, . . . , U

R,t,pnq

pθq
ą τx,θpϵx,Lxq

˘

,

where UR,t,pnq

p1q
, U

R,t,pnq

p2q
, . . . , U

R,t,pnq

pθq
are the order statistics of θ i.i.d. random variable

`

U
R,t,pnq

i

˘θ

i“1
with distribution

PpUR,t,pnq ď yq “

şy
0 Rnpsqds
şt
0 Rnpsqds

, y ď t.

We define SR,pnq

x,θ ptq as following:

SR,pnq

x,θ ptq :“ Pn
xpτx,0pϵx,Lxq “ 0, UR,t,pnq

p1q
ą τx,1pϵx,Lxq, . . . , U

R,t,pnq

pθq
ą τx,θpϵx,Lxqq.

By Claim 4.12, for any t ě 0, x P X and 0 ď θ ď d`
x , the fraction of solvent agents with exactly

θ losses absorbed before time t, namely S
pnq

x,θ ptq{N
pnq
x is the mapping rPn

xHx,θ,t with respect to the
empirical measure of Pn

x, denoted by rPn
x. By Lemma 4.15, we have for any stopping time τn ď τ‹

n,

sup
tďτn

ˇ

ˇ

S
pnq

x,θ ptq

N
pnq
x

´ bpd`
x , ϕ

R
n ptq, θqSR,pnq

x,θ ptq
ˇ

ˇ

p
ÝÑ 0. (4.22)

Combine the above analysis, clearly we have Pn
xHx,θ,t “ bpd`

x , ϕ
R
n ptq, θqSR,pnq

x,θ ptq. Notice that, as
n Ñ 8, we have for any t ě 0,

ϕRn ptq “
I‹

n

şt^t
pnq

R
pλq

0 Rnpsqds

nλpnq
şt

pnq

R
pλq

0 Rnpsqds

p
ÝÑ

şt^tRpλq

0 Rpsqds

λ
“ ϕRptq,

and
nλpnq ´ I‹

n

nλpnq

p
ÝÑ

λ´ p}R}L1 ^ λq

λ
.

Combining with dominated convergence theorem, the above two equations give that

sup
tě0

|Pn
xHx,θ,t ´ PxHx,θ,t|

p
ÝÑ 0. (4.23)

Hence by (4.22) and (4.23), we obtain

sup
tďτn

ˇ

ˇ

S
pnq

x,θ ptq

N
pnq
x

´ bpd`
x , ϕ

Rptq, θqSR
x,θptq

ˇ

ˇ

p
ÝÑ 0.

Note that by Assumption 4.1, N pnq
x {n ÝÑ µx as n ÝÑ 8, for all x P X , so we have

sup
tďτn

|
N

pnq
x

n
SR

x,θptq ´ µxSR
x,θptq

ˇ

ˇ Ñ 0.
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Combine the two equations above, we obtain our first assertion

sup
tďτn

ˇ

ˇ

S
pnq

x,θ ptq

n
´ µxbpd

`
x , ϕ

Rptq, θqSR
x,θptq

ˇ

ˇ

p
ÝÑ 0. (4.24)

Let XK be the set of all characteristic x P X such that d`
x ` d´

x ď K. Since (by Assumption 4.2)
λ P p0,8q, for arbitrary small ε ą 0, there exists Kε such that

ř

xPX zXKε
µxpd`

x ` d´
x q ă ε. Further,

by Assumption 4.2 and dominated convergence,
ÿ

xPX zXKε

pd`
x ` d´

x qN pnq
x {n ÝÑ

ÿ

xPX zXKε

pd`
x ` d´

x qµx ă ε.

Hence for n large enough, we have
ř

xPX zXKε
pd`

x ` d´
x qN

pnq
x {n ă 2ε. By (4.24), we obtain

sup
tďτn

ÿ

xPX
pd`

x ` d´
x q

d`
x
ÿ

θ“0

ˇ

ˇ

S
pnq

x,θ ptq

n
´ µxbpd

`
x , ϕ

Rptq, θqSR
x,θptq

ˇ

ˇ

ď sup
tďτn

ÿ

xPXKε

pd`
x ` d´

x q

d`
x
ÿ

θ“0

ˇ

ˇ

S
pnq

x,θ ptq

n
´ µxbpd

`
x , ϕ

Rptq, θqSR
x,θptq

ˇ

ˇ

` sup
tďτn

ÿ

xPX zXKε

pd`
x ` d´

x q

d`
x
ÿ

θ“0

ˇ

ˇ

S
pnq

x,θ ptq

n
´ µxbpd

`
x , ϕ

Rptq, θqSR
x,θptq

ˇ

ˇ

ďopp1q `
ÿ

xPX zXKε

pd`
x ` d´

x qpN pnq
x {n` µxq ď opp1q ` 3ε.

By taking ε arbitrarily small, it follows that

sup
tďτn

ÿ

xPX
pd`

x ` d´
x q
ˇ

ˇ

S
pnq

x,θ ptq

n
´ µxbpd

`
x , ϕ

Rptq, θqSR
x,θptq

ˇ

ˇ

p
ÝÑ 0. (4.25)

Note that the total number of solvent agents at time t satisfies

Spnqptq “
ÿ

xPX

d`
x
ÿ

θ“0
S

pnq

x,θ ptq,

which is dominated by
ř

xPX pd`
x ` d´

x q
řd`

x
θ“0 S

pnq

x,θ ptq. Then, by the convergence results (4.24) and
(4.25), we obtain

sup
tďτn

ˇ

ˇ

Spnqptq

n
´ fSptq

ˇ

ˇ

p
ÝÑ 0.

Further, from Dpnqptq “ n´ Spnqptq, the number of ruined agents at time t also satisfies

sup
tďτn

ˇ

ˇ

Dpnqptq

n
´ fDptq

ˇ

ˇ

p
ÝÑ 0.
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Finally, the total number of remaining ruinous outgoing half-edges at time t is given by

Wnptq “ nλpnq ´ Inptq ´
ÿ

xPX

d`
x
ÿ

θ“0
d´

x S
pnq

x,θ ptq.

The same argument and (4.20) imply that

sup
tďτn

ˇ

ˇ

Wnptq

n
´ fW pe´tq

ˇ

ˇ

p
ÝÑ 0.

This completes the proof of Theorem 4.5.

4.4.4 Proof of Theorem 4.7

Similar to Example 4.3, for any x P X and a realization of loss sequence ℓx and shock ϵx, we get

PR
x,θpt, ϵx, ℓxq :“ Ppτx,0pϵx, ℓxq “ 0, UR,t

p1q
ą τx,1pϵx, ℓxq, . . . , UR,t

pθq
ą τx,θpϵx, ℓxqq “ 11tθ ă δxpϵx, ℓxqu,

where δxpϵx, ℓxq :“ inftθ “ 0, . . . , d`
x : γxp1 ´ ϵxq ´ δx ă ℓx,1 ` ¨ ¨ ¨ ` ℓx,θu (by convention we set

δxpϵx, ℓxq :“ 8 if there is not such a threshold θ). Hence, from the definition of the default threshold
distribution qx,θ, SR

x,θptq simplifies to

SR
x,θptq “

d`
x
ÿ

δ“θ`1
qx,δ ` q̄x.

By applying Theorem 4.5, the first claim is established. Observing that

bpd`
x , ϕ

Rptq, θq “ bpd`
x , 1 ´ ϕRptq, d`

x ´ θq,

we can rearrange the order of the sums to obtain

d`
x
ÿ

θ“1
bpd`

x , ϕ
Rptq, θqSR

x,θptq “

d`
x
ÿ

θ“1

“

d`
x
ÿ

δ“θ`1
qx,δ ` q̄x

‰

bpd`
x , 1 ´ ϕRptq, d`

x ´ θq

“ q̄x `

d`
x
ÿ

θ“1
qx,θβ

`

d`
x , 1 ´ ϕRptq, d`

x ´ θ ` 1
˘

.

This leads to the conclusion for the limit function for pfRS ptq. Through similar arguments and calcula-
tion, the limit functions for the other cases can also be derived.
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4.4.5 Proof of Lemma 4.8

Recall that

fRW ptq :“ λp1 ´ ϕRptqq ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θptq.

Consider a constant t1 P p0, t‹Rq. Due to the continuity of fRW ptq on the interval r0,8q, it follows that
fRW ptq ą 0 on r0, t1q. Thus, there exists a constant C1 ą 0 such that fRW ptq ě C1 for all t ď t1.

Since Wnpτ‹
nq “ 0, if τ‹

n ď t1, then we have Wnpτ‹
nq{n ´ fRW pτ‹

nq ď ´C1. But on the other hand,
according to Theorem 4.5, we have

sup
tďτ‹

n

|
Wnptq

n
´ fRW ptq|

p
ÝÑ 0.

This is a contradiction. Hence, it must be the case that Ppτ‹
n ď t1q ÝÑ 0, as n ÝÑ 8. In the case

where t‹R “ 8, we can choose any finite t1 arbitrarily large, which implies that τ‹
n

p
ÝÑ 8.

We now consider the other scenario. Fix a constant t2 P pt‹R, t
‹
R ` εq. Using a similar argument

as above, we can show that there exists some constant C2 ą 0 such that Wnpτ‹
nq{n ´ fRW pτ‹

nq ě C2 if
τ‹

n ě t2. Therefore, Ppτ‹
n ě t2q ÝÑ 0 as n ÝÑ 8. As t1 and t2 are arbitrary, letting both t1 and t2

tend to t‹R, we have τ‹
n

p
ÝÑ t‹R.

4.4.6 Proof of Theorem 4.9

By using Lemma 4.8, we have that the stopping time τ‹
n converges to t‹R in probability. In combination

with the continuity of SR
x,θptq in t and Theorem 4.5,

sup
tďτ‹

n

ˇ

ˇ

D
pnq
x ptq

n
´ µx

`

1 ´

d`
x
ÿ

θ“0
bpd`

x , ϕ
Rptq, θqSR

x,θptq
˘ˇ

ˇ

p
ÝÑ 0,

as n Ñ 8. Besides, If
şt‹

R
0 |Rpsq|ds “ λ, that means at the stopping time τ‹

n, we have revealed almost
all the outgoing half-edges. Thus the number of defaults must be n´oppnq. Moreover, by Lemma 4.8,
we have τ‹

n
p

ÝÑ 8. Notice that SR
x,θptq is non-increasing and can not be smaller than zero. Thus there

exists a limit for SR
x,θptq when t Ñ 8. Note also that, if }R}L1 ă λ, ϕRptq Ñ }R}L1{λ as t Ñ 8. Then

the theorem follows by Lemma 4.8 and Theorem 4.5.

4.4.7 Proof of Theorem 4.10

Proof of piq. The proof of piq will be divided into two parts.
Lipschitz continuity. Let }¨}t denote the truncated L1 norm up to t, i.e., for a function f defined

on R`, }f}t “
şt
0 |fpsq|ds. The first step is to prove that Ψ has some special Lipschitz continuity with
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respect to the first parameter. To be precise, for two different R1,R2 P LλpR`q and all t ą 0, there
exists a constant C0, such that

|ΨpR1qptq ´ ΨpR2qptq| ď C0}R1 ´ R2}t. (4.26)

For the first term, it is clear that

λ|ϕR1ptq ´ ϕR2ptq| ď

ż t

0
|R1psq ´ R2psq|ds.

We now analyze the difference |SR1
x,θptq ´ SR2

x,θptq|. Let us recall the definitions of

PR
x,θpt, ϵx, ℓxq :“ Ppτx,0pϵx, ℓxq “ 0, UR,t

p1q
ą τx,1pϵx, ℓxq, . . . , UR,t

pθq
ą τx,θpϵx, ℓxqq,

and
SR

x,θptq “ Ppτx,0pϵx,Lxq “ 0, UR,t
p1q

ą τx,1pϵx,Lxq, . . . , UR,t
pθq

ą τx,θpϵx,Lxqq.

For each realization of loss sequence ℓx and shock ϵx, let Ax,θpϵx, ℓxq be the set of all pu1, u2, . . . , uθq

such that the rearranged sequence pup1q, up2q, . . . , upθqq in increasing order satisfies

up1q ą τx,1pϵx, ℓxq, . . . , upθq ą τx,θpϵx, ℓxq.

Let Rtpsq “ Rpsq{}R}t. We have
ż

Ax,θpϵx,ℓxq

Rt
1ps1q ¨ ¨ ¨Rt

1psθqds1 ¨ ¨ ¨ dsθ ´

ż

Ax,θpℓxq

Rt
2ps1q ¨ ¨ ¨Rt

2psθqds1 ¨ ¨ ¨ dsθ

ď

ż

Ax,θpℓxq

|Rt
1ps1q ¨ ¨ ¨Rt

1psθq ´ Rt
2ps1q ¨ ¨ ¨Rt

2psθq|ds1 ¨ ¨ ¨ dsθ

ď

ż

r0,tsθ

|Rt
1ps1q ¨ ¨ ¨Rt

1psθq ´ Rt
2ps1q ¨ ¨ ¨Rt

2psθq|ds1 ¨ ¨ ¨ dsθ.

By adding and subtracting terms, it is easy to show that

ż

r0,tsθ

|Rt
1ps1q ¨ ¨ ¨Rt

1psθq ´ Rt
2ps1q ¨ ¨ ¨Rt

2psθq|ds1 ¨ ¨ ¨ dsθ ď θ}Rt
1 ´ Rt

2}t.

Notice that there exists a constant C1 large enough such that

}Rt
1 ´ Rt

2}t ď}
R1

}R1}t
´

R2
}R1}t

}t ` }
R2

}R1}t
´

R2
}R2}t

}t

ď
}R1 ´ R2}t

}R1}t
`

}R2}t ´ }R1}t

}R1}t}R2}t
}R2}t

ďC1}R1 ´ R2}t.
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Therefore, for any realization of loss sequence ℓx and shock ϵx, we have

Ppτx,0pϵx, ℓxq “ 0, UR,t
p1q

ą τx,1pϵx, ℓxq, . . . , UR,t
pθq

ą τx,θpϵx, ℓxqq ď C1θ}R1 ´ R2}t.

It therefore follows that

Ppτx,0pϵx,Lxq “ 0, UR,t
p1q

ą τx,1pϵx,Lxq, . . . , UR,t
pθq

ą τx,θpϵx,Lxqq ď C1θ}R1 ´ R2}t. (4.27)

On the other hand, by elementary calculation for the derivative of bpd`
x , y, θq with respect to y,

Bbpd`
x , y, θq

By
“ d`

x bpd
`
x ´ 1, y, θ ´ 1q ´ d`

x bpd
`
x ´ 1, y, θq,

and
Bbpd`

x , y, 0q

By
“ ´d`

x bpd
`
x ´ 1, y, 0q,

Bbpd`
x , y, d

`
x q

By
“ d`

x bpd
`
x ´ 1, y, d`

x ´ 1q.

For each y P r0, 1s, there exists a threshold θ̄y such that Bbpd`
x , y, θq{By ď 0 for θ ď θ̄y and

Bbpd`
x , y, θq{By ě 0 for θ ą θ̄y. Therefore we have for all x P X ,

B
řd`

x
θ“0 ax,θbpd

`
x , y, θq

By
ď 2d`

x bpd
`
x ´ 1, y, θ̄yq ď 2d`

x , (4.28)

if ax,θ is a constant coefficient satisfying 0 ď ax,θ ď 1 for all px, θq.
Then by adding and subtracting terms and combining (4.27) and (4.28), we conclude that there

exists a constant C2 such that for each x P X ,

ˇ

ˇ

d`
x
ÿ

θ“0
pbpd`

x , ϕ
R1ptq, θqSR1

x,θptq ´ bpd`
x , ϕ

R2ptq, θqSR2
x,θptqq

ˇ

ˇ

ď

d`
x
ÿ

θ“0
bpd`

x , ϕ
R2ptq, θqpC1θq}R1 ´ R2}t ` 2d`

x |ϕR1ptq ´ ϕR2ptq|

ď

d`
x
ÿ

θ“0
bpd`

x , ϕ
R2ptq, θqC1d

`
x }R1 ´ R2}t ` 2d

`
x

λ
}R1 ´ R2}t ď C2d

`
x }R1 ´ R2}t.

It therefore follows from Assumption 4.4 that there exists a constant C0 such that

ÿ

xPX
µxqxd

´
x

ˇ

ˇ

d`
x
ÿ

θ“0
pSR1

x,θptq ´ SR2
x,θptqq

ˇ

ˇ ď C1
ÿ

xPX
µxqxd

´
x d

`
x }R1 ´ R2}t ď C0}R1 ´ R2}t,

and hence (4.26) holds.
Existence and uniqueness. We show existence using a standard iterative procedure. To prove

the existence and uniqueness on the non-negative real numbers R`, it is sufficient to prove them on
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the interval r0, T s for any arbitrary T ą 0. Specifically, let hp0qptq “ β
ř

xPX µxd
´
x p1 ´ qx,0q ´ t, and

define
hpnqptq “ βΨphpn´1qqptq. (4.29)

By (4.26), we have (for v P R`)

|hpnqpvq ´ hpn´1qpvq| ď βC0}hpn´1q ´ hpn´2q}v.

Integrating the above formula from v “ 0 to v “ t gives us

}hpnq ´ hpn´1q}t ď βC0

ż t

0
}hpn´1q ´ hpn´2q}vdv. (4.30)

Clearly }hp1q ´ hp0q}T ď C for some constant C. Then by iterating the above formula (4.30), we have

}hpnq ´ hpn´1q}t ď
C

pn´ 1q!pβC0qn´1tn´1.

Moreover, for some constant Cpβ,K, T q depending on β, K and T , the infinite sum satisfies
8
ÿ

n“1
}hpnq ´ hpn´1q}T ď Cpβ,C0, T qeCpβ,C0,T q.

Therefore the series hpnqptq converges in the L1pr0, T sq space to a limit Fptq. Due to the continuity of
the limit, we can conclude the existence of a solution.

To prove uniqueness, suppose there exists two different solutions h1ptq and h2ptq satisfying the
fixed point equation. We have

}h1 ´ h2}T ď C0

ż T

0
}h1 ´ h2}vdv.

Since the function }h1 ´ h2}t is bounded on r0, T s and positive, the Gronwall Lemma implies that
}h1 ´ h2}t “ 0 on r0, T s. Since T is arbitrary and the solution is continuous, uniqueness follows.

Proof of piiq. By the construction of our networked risk processes, the loss reveal function Rnptq
is equal to the βWnptq. Suppose that the limit process of Wnptq exists and satisfies the conditions
outlined in Theorem 4.5. From the definition of fR‹

W ptq, we have

R‹ptq

β
“ fR

‹

W ptq “ λϕR
‹

ptq ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“0
bpd`

x , ϕ
R‹

ptq, θqSR‹

x,θptq.

The existence and uniqueness of the solution to this fixed point equation were proved in point piq. As
a result, by Theorem 4.5, the unique solution R‹ of the fixed point equation in piq is the limit process
of βWnptq and we have

sup
tďτ‹

n

ˇ

ˇ

Wnptq

n
´

R‹ptq

β

ˇ

ˇ

p
ÝÑ 0.

The remaining limit results follow directly from Theorem 4.5.
The proof of Theorem 4.9 is now complete.
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4.4.8 Proof of Lemma 4.11

Let αnn denote the number of initially ruined outgoing half-edges. Note that, since R‹p0q “ β
ř

xPX µxd
´
x p1´

qx,0q ą 0, we have lim infn αn ą 0. Let Λn denote the time required to reveal all the αnn initially
ruined outgoing half-edges without incurring any new ruined agents, i.e.

Λn “ T
pnq

1 ` T
pnq

2 ` ¨ ¨ ¨ ` T pnq
αnn,

where T pnq

k is the time duration of the k-th reveal and is an exponential random variable with parameter
αnn´k`1, and they are independent. If no new ruins incurred at each step, τ‹

n will attain the smallest
possible value stochastically, namely τ‹

n ěst Λn. It is therefore sufficient to prove that Λn ą p1´ϵq logn
with high probability for any ϵ ą 0. By Markov’s inequality we have

PpΛn ď p1 ´ ϵq lognq “ Ppe´Λn ě e´p1´ϵq log nq ď ep1´ϵq log n
αnn
ź

k“1
Ee´T

pnq

k .

Since Ee´T
pnq

k “ pαnn´ k ` 1q{pαnn´ kq, we have

PpΛn ď p1 ´ ϵq lognq ď exptp1 ´ ϵq logn´

αnn
ÿ

k“1
logp1 `

1
k

qu.

By applying Taylor expansion to logp1 ` 1{kq, it follows that

PpΛn ď p1 ´ ϵq lognq ď exptp1 ´ ϵq logn´ logpαnnq ´ oplognqu

ď exptp1 ´ ϵq logn´ logn´ logαn ´ oplognq “ Opn´ϵq.

We thus have Λn ą p1 ´ ϵq logn with high probability for any ϵ ą 0. The proof is complete.

4.5 Complex Networked Risk Processes

So far we have assumed that the external debt is a constant function for each agent. It will be
interesting to extend the model by considering a dynamics for this external debt that is itself like in
the classical Cramér-Lundberg model. Namely, we assume that the external debt for agent i P rns

follows δiptq “
řNiptq

j“1 ζ
pjq

i , where Niptq is a Poisson process with intensity βi and the claim sizes
tζ

pjq

i u8
j“1 are i.i.d. distributed random variables with distribution Gi with finite positive mean and

variance.
The risk process for the capital of agent i P rns with network interactions Gn follows

Ciptq :“ γip1 ´ ϵiq ` αiptq ´

Niptq
ÿ

j“1
ζ

pjq

i ´
ÿ

jPrns:jÑi

Lji11tτj ` Tji ď tu, (4.31)

where, similar to (4.3) we assume that Tji „ Exppβq are i.i.d. exponentially distributed with some
parameter β ą 0 for all i, j P rns.
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Consider the node classification of Section 4.2.2 and assume that for all agents of the same type
x P X , the associated external risk process has the same features. Therefore, agents of type x have
the same claim distribution, denoted by Gx and external claim arrival intensity denoted by βx.

Let us define the external risk process for an agent i of type x P X with initial capital u by

CEX
x pu, tq :“ u` αxptq ´

Nxptq
ÿ

j“1
ζ

pjq

i ,

where Nxptq is a Poisson process with intensity βx and the claim sizes tζ
pjq

i u8
j“1 are i.i.d. distributed

random variables with distribution Gx and mean ζ̄x ą 0. Similarly, for the network Gn and initial
type-dependent capital vector u “ pux, x P X q, we define the internal risk process for agent i by

CIN
x pu, tq :“ ux ` αxptq ´

ÿ

jPrns:jÑi

Lji11tτj ` Tji ď tu,

where losses Lij are i.i.d. random variables with distribution Fx and Tji „ Exppβq are i.i.d. exponen-
tially distributed.

For simplicity we assume that ϵx is a constant and αxptq “ αxt in this section.
Let us denote by

ψEX
x pu, tq “ PpCEX

x pu, sq ď 0, for some s ď tq

and
ψIN

x pu, tq “ PpCIN
x pu, sq ď 0, for some s ď tq,

the ruin probabilities for the external and respectively internal risk processes of an agent of type x.
The ruin probability for the external process is a well studied problem whose solution we review below.
The ruin probability for the internal process is given by Theorem 4.10 in the limit when n is large and
converges to

ψIN
x pu, tq “ 1 ´

d`
x
ÿ

θ“0
bpd`

x , ϕ
R‹

ptq, θqSR‹

x,θp8q ` opp1q.

Note that the parameters (and in particular the fraction of initial ruined agents) depend on the initial
capital levels u, which reflect any initial shock and external debt of our baseline process in Section
4.3.2. We will use these ruin probabilities to provide an upper bound and lower bound on the ruin
probability for agent i of type x given by

ψxptq :“ PpCxpsq ď 0, for some s ď tq,

where

Cxptq :“ γxp1 ´ ϵxq ` αxt´

Nxptq
ÿ

j“1
ζ

pjq

i ´
ÿ

jPrns:jÑi

Lji11tτj ` Tji ď tu.
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It is known (see e.g. [35, 115]) that whenever βxζ̄x ą αx, we have ψEX
x pu,8q “ 1 for all u P R and

whenever βxζ̄x ă αx, the final ruin probability can be computed using the famous Pollaczek–Khinchine
formula as

ψEX
x pu,8q “

ˆ

1 ´
βxζ̄x

αx

˙ 8
ÿ

k“0

ˆ

βxζ̄x

αx

˙k
´

1 ´ pG˚k
x pγq

¯

, (4.32)

where
pGxpuq “

1
ζ̄x

ż u

0

`

1 ´Gxpuq
˘

du,

and the operator p¨q˚k denotes the k-fold convolution.
Furthermore, for the finite time horizon ruin probability ψEX

x pu, tq, we have the Seal-type formula,
see e.g. [164, Proposition 3.4], for any t ą 0 and any x P X ,

ψEX
x pβxu, tq “1 ´ e´βxt ´

ż u`t

0
ftpzqdz `

ż u`t

u
e´βxpt`u´zqfz´upzqdz

`

ż u`t

u
fz´upzq

`

ż u`t

z

t` u´ y

t` u´ z
ft`u´zpy ´ zqdy

˘

dz,

where fx
t p¨q denotes the density of

řNxptq

j“1 ζ
pjq

i {βx on p0,8q.
The following theorem provides upper and lower bounds for the complex ruin probability ψxptq

by utilizing ψIN
x and ψEX

x . We define rτx,θ similarly to τx,θ in Equation (4.7), but with αx and γx

replaced by αx{2 and γx{2, respectively. Furthermore, for any R P LλpR`q, we define rSR
x,θptq in the

same manner as SR
x,θptq, but with τx,θ replaced by rτx,θ.

Theorem 4.18. Let R‹ be the unique solution of the fixed point equation in Theorem 4.10 with an
initial value R‹p0q “ β

ř

xPX µxd
´
x p1 ´ qx,0q, and let rR‹ be the unique solution of

rR‹ptq “ λp1 ´ ϕ
rR‹

ptqq ´
ÿ

xPX
µxd

´
x

d`
x
ÿ

θ“0
bpd`

x , ϕ
rR‹

ptq, θq rS rR‹

x,θptq,

with an initial value rR‹p0q “
ř

xPX µxd
´
x p1 ´ qx,0q. Also, let ψEX

x ptq :“ ψEX
x pγxp1 ´ ϵxq, tq and let

rψEX
x ptq be the ruin probability for the external risk process at time t staring with half the initial value

γxp1 ´ ϵxq{2 and half the capital growth rate αx{2. Under Assumption 4.1 and Assumption 4.4, for all
x P X and for any t ą 0, when n is large enough, we have

ψxptq ě 1 ´ p1 ´ ψEX
x ptqq

d`
x
ÿ

θ“0
bpd`

x , ϕ
R‹

ptq, θqSR‹

x,θptq,

and

ψxptq ď 1 ´ p1 ´ rψEX
x ptqq

d`
x
ÿ

θ“0
bpd`

x , ϕ
rR‹

ptq, θq rS rR‹

x,θptq.
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Proof. We write all the quantities in their limit forms, since this theorem states the bounds when n
is large enough. We define the events

At :“ tCEX
x psq ą 0, for all s ď tu,

Bt :“ tCIN
x psq ą 0, for all s ď t with an initial fraction of ruinous half-edges

ÿ

xPX
µxd

´
x p1 ´ qx,0qu

and,

Dt :“ tCxpsq ą 0, for all s ď t with an initial fraction of ruinous half-edges
ÿ

xPX
µxd

´
x p1 ´ qx,0qu.

Then by the independence of external and internal risk processes, we have

PpDtq ď PpAt XBtq “ PpAtq ¨ PpBtq “ p1 ´ ψEX
x ptqq

d`
x
ÿ

θ“0
bpd`

x , ϕ
R‹

ptq, θqSR‹

x,θptq.

Since ψxptq “ PpDc
t q, then we obtain the lower bound in the theorem. To prove the upper bound,

we define the following events

rAt :“t

Niptq
ÿ

j“1
ζ

pjq

i ă
γx

2 `
αxpsq

2 , for all s ď tu,

rBT,t :“tLji11tτj ` Tji ď tu ă
γx

2 `
αxpsq

2 , for all s ď t with the loss reveal intenstiy rR‹u.

Then we have

PpDtq ě Pp rAt X rBT,tq “ Pp rAtq ¨ Pp rBT,tq “ p1 ´ rψEX
x ptqq

d`
x
ÿ

θ“0
bpd`

x , ϕ
R‹

ptq, θq rS
rR‹

T
x,θ ptq.

Since ψxptq “ PpDc
t q, the upper bound in theorem follows.

The general setup of Section 4.3.1 for the internal risk process can be considered where the limit
function for the loss reveal intensity function is a given function R that satisfies Assumption 4.3. In
this case, both the upper and lower bounds in the theorem above still hold, with R‹ and rR‹ being
replaced by R. The question of finding exact (asymptotic) ruin probabilities in this complex networked
risk processes is left for future research.

4.6 Concluding Remarks

We have extended and solved an open problem posed in our prior work [29], namely a multi-dimensional
extension to the Cramér-Lundberg risk processes with network-driven losses. We called this the
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(internal) networked risk processes. In this general case, the losses from the ruined neighbors can have
any given distribution. There is a general arrival process which drives the losses stemming from the
ruined agents. This model opens the way to integrating two streams of literature, one being on risk
models that have outside exogenous losses and one where losses are internal and interconnected.

This is one step forward to study dynamic financial network models and at the same time bringing
tractability to multi-dimensional Cramér-Lundberg risk processes. We leave to the future the study of
further generalizations. Here we mention only a few of them. In Section 4.5 we introduced a model that
allows for exogenous individual external risk processes in addition to the internal networked one. We
have provided lower and upper bounds for the ruin probabilities. Finding the exact ruin probabilities
in this case is left for future research. Instead of a sparse network structure that underlies the internal
loss propagation model, we could consider risk processes in a dense network. In particular, since our
results are asymptotic in nature, it seems promising to consider graphons. These have been developed
by Lovász et al., see e.g. [67, 68, 170], as a natural continuum limit object for large dense graphs. It
would also be interesting to optimize the underlying graphon structure given the profile of external
losses. When these external losses follow a general risk process, we can expect to have various types
of adaptive graphons that minimize the loss contagion.

The model we consider is flexible enough to incorporate multiple channels of contagion. For exam-
ple fire sales have been incorporated when the process does not have growth in Chapter 3. Incorporat-
ing firesales or other indirect contagion mechanisms adds another fixed point to the analysis, driven
for example by the price dynamics of an illiquid asset. In the context with growth, the entire path
of the endogenous price process would have to be consistent with the time threshold functions (4.7),
which in turn are price dependent.

Finally, key research questions revolve around the optimal dividend distributions. In the Cramér
Lundberg setting, this problem has been studied extensively in the literature, see e.g., [42, 128, 188].
For spectrally negative Lévy processes, the optimal dividend distribution have been shown to be of
constant barrier type, see e.g., [40, 169]. The study of optimal dividend distributions in the presence
of network risk remains an open problem. One may replace ruin time by a ruin time observed with
Poissonian frequency, see for example [4, 5], which is equivalent to a Parisian ruin time with exponential
grace period. Instead of dividend distribution towards outside entities, an alternative setup would be
that of bail-ins. In such settings, agents would divert part of their growth to other agents with the
goal of preventing their ruin. The optimal rate of contribution towards bailing in other nodes in the
networks has been treated in the simple case of one firm and one subsidiary in [37]. In the multi-
dimensional setup one can consider a central node that covers the shortfall of the other nodes with
the pool of capital to which all agents contribute, these are "bail-ins" (a term coined in 2010 as the
opposite of bailouts). The bail-in amounts are the necessary funds to “reflect" the risk processes back
to an optimal positive level. Consequently, the central node risk process is a marked point process
in which the inter-arrival times are the first passage times of the members capital process, and the
jump sizes are the bail-in amounts. This process has thus a non-trivial dependence structure between
interarrival times and jump sizes, that we leave for future research.
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Chapter 5

Graphon Mean Field Backward
Stochastic Differential Equations and
Associated Dynamic Risk Measures

This chapter is based on paper [4] in the publication list of Section 1.5.

Abstract. We study graphon mean-field backward stochastic differential equations (BSDEs) with
jumps and associated dynamic risk measures. We establish the existence, uniqueness and measurability
of solutions under some regularity assumptions and provide some estimates for the solutions. We
moreover prove the stability with respect to an interacting graphon particle systems, and obtain
the convergence of an interacting mean-field particle system with inhomogeneous interactions to the
graphon mean-field BSDE. We then provide some comparison theorems for the graphon mean-field
BSDEs. As an application, we introduce the graphon dynamic risk measure induced by the solution of
a graphon mean-field BSDE system and study its properties. We finally provide a dual representation
theorem for the graphon dynamic risk measure in the convex case.

Keywords: Graphon mean field, BSDEs with jumps, inhomogeneous interacting system, dynamic
risk measures.

183



5.1. Introduction Chapter 5. Graphon Mean Field Backward Stochastic Differential Equations and
Associated Dynamic Risk Measures

;A<

5.1 Introduction

The study of mean-field systems with homogeneous interaction goes back to Boltzmann, Vlasov,
McKean and others (see e.g. [33, 154, 172]). Backward Stochastic Differential Equations (BSDEs)
of mean-field type have been early studied in [72, 73] and since then, nonlinear mean-field BSDEs
with jumps have been intensively investigated, see e.g., [137, 167, 168]. Moreover, the theory of mean-
field games, introduced by Lasry and Lions in [163] and Huang, Caines and Malhamé [141, 142], has
raised a lot of attention these last years; see in particular the recent book [83] and references therein.
Motivated by applications in various domains, mean-field systems and mean-field games on large
networks have been explored for different random graph models, including Erdös-Rényi graph [102] and
inhomogeneous random graphs [181]. Recently, the use of graphons has emerged in order to analyze
heterogeneous interaction in mean-field systems and game theory, see in particular [47, 78, 79, 82].
Graphons have been developed by Lovász et al., see e.g. [67, 68, 170], as a natural continuum limit
object for large dense graphs. Essentially, a graphon is a symmetric measurable function G : I2 Ñ

I, with I :“ r0, 1s indexing a continuum of possible positions for nodes in the graph and Gpu, vq

representing the edge density between nodes placed at u and v.
Bayraktar et al. consider in [47] heterogeneously interacting diffusive particle systems and their

large population limit, which is a forward graphon SDE system. In [55], Bayraktar et al. study
the forward-backward SDEs with graphon interactions depending on the forward component, and the
propagation of chaos of the corresponding interacting particle system. In [162], Lacker and Soret study
stochastic graphon games and use the graphon equilibrium to approximate the Nash equilibrium for
corresponding large finite games on any graph which converges in cut norm.

In this chapter, we are interested in the general study of graphon mean-field BSDEs with jumps,
and their associated dynamic risk measures, defined, similarly as in the classic case, (see e.g. [45, 89,
123, 183]) as the opposite of solutions of graphon mean-field BSDEs with jumps.

We extend [89], which studies the mean-field BSDE with jumps, by introducing the graphon inter-
action in the drift to capture the heterogeneous interactions. We establish the existence, uniqueness
and measurability of solutions and prove the stability with respect to the interacting graphons. We
prove convergence results of finite interacting particle systems to graphon mean-field BSDEs. Com-
pared to [55] where the interactions are described by the forward components, our graphon system is
fully backward coupled with jumps.

The chapter is organized as follows. In Section 5.2, we introduce the notation and the definition of
graphon mean-field BSDEs with jumps. We establish the existence, uniqueness and measurability of
the solution, and provide comparison theorems under a monotone condition. We also study the conti-
nuity of solution on the label index and the stability with respect to different graphons. In Section 5.3,
we show the convergence result for an interacting mean-field particle system with heterogeneous in-
teractions to the graphon mean-field BSDEs with jumps. Section 5.4 concentrates on the associated
graphon dynamic risk measures and its properties. In Section 5.4.2, we provide a dual representation
theorem for graphon mean-field BSDEs in the convex case. Section 5.5 concludes.
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5.2 Graphon mean-field BSDEs with jumps

5.2.1 Notation and definitions

Let pΩ,F ,Pq be a probability space. Let I “ r0, 1s and tWu : u P Iu be a family of i.i.d. m-
dimensional Brownian motions defined on pΩ,F ,Pq. Let tNupdt, deq : u P Iu be a family of independent
Poisson measures defined on pΩ,F ,Pq with compensator νupdeqdt such that νu is a σ-finite measure
on E :“ Rm

˚ , with R˚ :“ Rzt0u, equipped with its Borelian σ-algebra BpEq, for each u P I. Let
t rNupdt, deq : u P Iu be their compensator processes. Let F “ tFt, t ě 0u be the natural filtration
associated with tWu : u P Iu and tNupdt, deq : u P Iu.

Let T ą 0 be a fixed time horizon. Denote by P the predictable σ-algebra on r0, T s ˆ Ω.
Given a Polish space S, denote by Dpr0, T s,Sq the space of RCLL (right continuous with left

limits) functions from r0, T s to S, equipped with the Skorokhod topology. Let Dm :“ Dpr0, T s,Rmq.
Denote by PpSq the space of probability measure on S. For a random variable X, LpXq denotes the
law of X.

We use the following notation.

‚ L2pFtq is the set of all Ft-measurable and square integrable random variables, for t P r0, T s.

‚ H2 is the set of real-valued predictable processes ϕ such that

}ϕ}H2 :“ pEr

ż T

0
ϕ2

tdtsq
1{2 ă 8.

‚ L2
νu

(for each u P I) is the set of all measurable functions ℓ : E ÞÑ R such that

}ℓ}νu :“ p

ż

E
|ℓpyq|2νupdyqq1{2 ă 8.

Note that L2
νu

is a Hilbert space equipped with the scalar product

xℓ1, ℓ2yνu :“
ż

E
ℓ1pyqℓ2pyqνupdyq.

‚ H2
νu

(for each u P I) is the set of all predictable processes ℓ such that

}ℓ}H2
νu

:“ pEr

ż T

0
}ℓt}

2
νu
dtsq1{2 ă 8.

‚ S2 is the set of real-valued RCLL adapted processes ϕ with

}ϕ}S2 :“ pEr sup
tPr0,T s

|ϕt|
2sq1{2 ă 8.
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‚ MH2 is the set of all measurable functions X from I to H2: u ÞÑ Xu, satisfying

sup
uPI

}Xu}2
H2 “ sup

uPI
Er

ż T

0
|Xuptq|2dts ă 8.

For X P MH2, we define the norm

}X}I
H2 :“ sup

uPI
pEr

ż T

0
|Xuptq|2dtsq1{2.

We define ML2pFtq and MS2 similarly.

‚ MH2
ν :“ pH2

νu
qbI is the set of all families ℓ :“ tℓuuuPI such that

sup
uPI

pEr

ż T

0
}ℓu,t}

2
νu
dtsq1{2 ă 8.

For X P MS2, we define the norm

}X}I
S2 :“ sup

uPI
pEr sup

tPr0,T s

|Xuptq|2sq1{2,

and, for ℓ P MH2
ν ,

}X}I
H2

ν
:“ sup

uPI
pEr

ż T

0
}ℓu,t}

2
νu
dtsq1{2.

Sometimes we denote ℓu :“ pℓu,tqtě0.

‚ L2,IpFtq (for t P r0, T s) is the space of all Ft-measurable family of random variables X :“ tXuuuPI

satisfying
}X}L2,I :“ pE

“

ż

I
|Xu|2du

‰

q1{2 ă 8.

We define further the scalar product

xX,Y yL2,I :“ Er

ż

I
XuYudus.

5.2.2 Graphons

A graphon is defined as a symmetric measurable function G : I ˆ I Ñ I, with I “ r0, 1s. Graphons
can be regarded as the limits of edge matrices of weighted graphs, when the size of the graph (number
of vertices) goes to infinity. Indeed, by relabelling vertices of the graph by i{n, i P rns :“ t1, . . . , nu,
as n becomes large, the labels i{n, i P rns become close to each other, tending to a continuum in r0, 1s.
Let BpIq be the Borel algebra on I. The so-called cut norm of a graphon is defined by

}G}□ :“ sup
A,BPBpIq

ˇ

ˇ

ż

AˆB
Gpu, vqdudv

ˇ

ˇ.
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We can also view a graphon as an operator from L8pIq to L1pIq, defined for any ϕ P L8pIq as:

Gϕpuq :“
ż

I
Gpu, vqϕpvqdv.

By Lovász [170, Lemma 8.11], the resulting operator norm turns out to be equivalent to the cut norm:

}G}□ ď }G}8Ñ1 ď 4}G}□,

with
}G}8Ñ1 :“ sup

|ϕ|ď1
}Gϕ}L1 .

These norms will be used to study convergence issues when the graphon system is induced by a sequence
of graphons. To get stronger convergence results, we shall need to introduce another operator norm
for graphons, and consider G as an operator from L8pIq to L8pIq, with the norm

}G}8Ñ8 :“ sup
|ϕ|ď1

}Gϕ}L8 .

We are now ready to introduce the graphon mean-field BSDE with jumps:

Xuptq “ ξu `

ż T

t

ż

I

ż

R
Gpu, yqfps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxqdyds´

ż T

t
ZupsqdWupsq

´

ż T

t

ż

E
ℓu,speq rNupds, deq, u P I, for t P r0, T s,

(5.1)

where µy :“ LpXyq P PpDmq and µy,s :“ LpXypsqq P PpRmq. We assume that ξ :“ tξuuuPI P

ML2pFT q, that is for each u P I, ξu P L2pFT q and the map u ÞÑ ξu is measurable.
We define the space

M :“ tΦ :“ tpXu, Zu, ℓup¨qq P S2 ˆ H2 ˆ H2
νu

uuPI , such that

}Φ}M :“ sup
uPI

`

Er sup
tPr0,T s

|Xuptq|2s ` Er

ż T

0
|Zuptq|2dt` Er

ż T

0
}ℓu,t}

2
νu
dts

˘1{2
ă 8u.

We consider the following Wasserstein distances between two probability measures µ and ν:

W2pµ, νq :“ pinftEr|X1 ´X2|2s : LpX1q “ µ,LpX2q “ νuq1{2, for µ, ν P PpRmq,

W2,T pµ, νq :“ pinft sup
tPr0,T s

E|X1ptq ´X2ptq|2 : LpX1q “ µ,LpX2q “ νuq1{2, for µ, ν P PpDmq.

Further, for two families of probability measures µ “ tµuuuPI and ν “ tνuuuPI , we set

WM
2 pµ, νq :“ sup

uPI
W2pµu, νuq, for µ, ν P PpML2pFtqq for all t P r0, T s,

and
WM

2,T pµ, νq :“ sup
uPI

W2,T pµu, νuq, for µ, ν P PpMS2q.
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Remark 5.1. For each fixed T ą 0, we have

W2pµ, νq ě sup
f

ˇ

ˇ

ż

Rm

fpxqµpdxq ´

ż

Rm

fpxqνpdxq
ˇ

ˇ, µ, ν P PpRmq,

W2,T pµ, νq ě sup
f

ˇ

ˇ

ż

Rm

fpxqµT pdxq ´

ż

Rm

fpxqνT pdxq
ˇ

ˇ, µ, ν P PpDmq,

and
WM

2,T pµ, νqq ě sup
uPI

sup
f

ˇ

ˇ

ż

Rm

fpxqµu,T pdxq ´

ż

Rm

fpxqνu,T pdxq
ˇ

ˇ, µ, ν P MS2,

where the supremum over f is taken over all Lipschitz continuous functions f : Rm Ñ R with Lipschitz
constant 1 such that the integral exists.

For notation simplicity, we restrict ourselves to the casem “ 1. The proofs can be easily generalized
to m ą 1.

5.2.3 Existence and uniqueness results

In this section, we prove existence and uniqueness of solutions to the graphon mean-field BSDE system
with jumps (5.1).

Definition 5.2. A solution of the graphon mean-field BSDE system with jumps (5.1) consists of a
family of processes Φ :“ pXu, Zu, ℓuquPI with pXu, Zu, ℓuq P S2 ˆ H2 ˆ H2

νu
for all u in I satisfying

(5.1), where Xu is a RCLL R-valued optional process, and Zu (resp. ℓu) is a R-valued predictable
process defined on Ω ˆ r0, T s (resp. Ω ˆ r0, T s ˆ E) such that the stochastic integral is well defined.

Canonical coupling. Note that in the graphon system, the solution for each label u can be influenced
only by the law of the first component of the solution for other labels. Thus, when we couple the
Brownian motions and Poisson random measures in (5.1), the law of the state for each label, LpXuq,
remains unchanged, as proved in [55, Lemma 2.1] for the coupled graphon FBSDE system. To study
the solution of the graphon BSDE system, we must require some form of measurability for u ÞÑ Xu

such as weak-sense measurability for the law of LpXuq. However, through a suitable coupling, we can
achieve strong measurability for X in the space MS2 and transform the original graphon system into
a fully coupled system defined in the canonical space. We refer to this as the canonical coupling, which
simplifies some convergence analysis. We make the following assumption:

Assumption 5.1 (Intensity measure). For each ω P r1, 2s, the function I Q u ÞÑ Φ´1
u pω ´ 1q P R,

is measurable, where Φu denotes the cumulative distribution function of νu. We define Φ´1
u p1q as the

essential supremum and Φ´1
u p0q as the essential infimum.

Define the canonical filtered probability space pΩ̄, F̄ , F̄, P̄q, where F̄ “ tF̄t, t ě 0u is the completed
natural filtration and P̄ is the probability measure, both generated by a canonical one-dimensional
Brownian motion W and a Poisson random measure Npdt, deq with compensator νpdeqdt. Here, the
measure ν is uniform on r1, 2s, and is called the canonical measure. The idea is to use a common
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Poisson random measure to generate different random measures Nu for all u P I through the mapping
Φ´1

u , u P I. Note that Φ´1
u is monotone and deterministic, it preserve the properties of Poisson random

measure. Npdt,Φ´1
u pe ´ 1qdeq is a Poisson random measure with intensity νupdeqdt. The canonically

coupled graphon system is now written as follows:

X̄uptq “ ξu `

ż T

t

ż

I

ż

R
Gpu, yqfps, x, X̄upsq, Z̄upsq, ℓ̄u,sp¨qqµy,spdxqdyds´

ż T

t
Z̄upsqdW psq

´

ż T

t

ż

E
ℓ̄u,spΦ´1

u pe´ 1qq rNpds, deq, u P I, for t P r0, T s.

(5.2)

Note that LpX̄, Z̄, ℓ̄q “ LpX,Z, ℓq. We now give the Lipschitz conditions on the driver f :

Assumption 5.2. For each u P I,

f : Ω ˆ r0, T s ˆ R3 ˆ L2
νu

Ñ R
pω, t, x1, x, z, ℓp¨qq ÞÑ fpω, t, x1, x, z, ℓp¨qq

is P b BpR3q b BpL2
νu

q measurable, and satisfies fp¨, ¨, 0, 0, 0, 0q P H2, and f is Lipschitz-continuous
in px1, x, z, ℓq, i.e., there exists a constant C ě 0 such that dt b dP-a.s., for each px1

1, x1, z1, ℓ1q and
px1

2, x2, z2, ℓ2q, we have
ˇ

ˇfpω, t, x1
1, x1, z1, ℓ1p¨qq ´ fpω, t, x1

2, x2, z2, ℓ2p¨qq
ˇ

ˇ

ďCp|x1
1 ´ x1

2| ` |x1 ´ x2| ` |z1 ´ z2| ` }ℓ1 ´ ℓ2}νuq.

To prove the existence and uniqueness, we need the following lemma.

Lemma 5.3. For a given x P MS2, let µy,s :“ Lpxypsqq, and suppose Assumption 5.1 and 5.2 are
satisfied. Then there exists a unique solution pXu, Zu, ℓuquPI P M to the following graphon BSDE with
jumps,

Xuptq “ xupT q `

ż T

t

ż

I

ż

R
Gpu, yqfps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxqdyds

´

ż T

t
ZupsqdW psq ´

ż T

t

ż

E
ℓu,spΦ´1

u pe´ 1qq rNpds, deq, t P r0, T s,

XupT q “ xupT q.

Moreover, X belong to MS2.

Proof. Define the following iterating equations (for n ě 1):

Xn
u ptq “ ξu `

ż T

t

ż

I

ż

R
Gpu, yqfps, x,Xn´1

u psq, Zn´1
u psq, ℓn´1

u,s p¨qqµy,spdxqdyds

´

ż T

t
Zn

u psqdW psq ´

ż T

t

ż

E
ℓnu,spΦ´1

u pe´ 1qq rNpds, deq, t P r0, T s,

(5.3)
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where for n “ 0 we set Φ0
u “ p0, 0, 0q for all u P I. For each n ě 1, the driver

pfn
u ps, ¨q :“

ż

I

ż

R
Gpu, yqfps, x,Xn´1

u psq, Zn´1
u psq, ℓn´1

u,s p¨qqµy,spdxqdy

does not depend on Φn :“ pXn
u , Z

n
u , ℓ

n
uquPI , for each u P I. Thus Xn

u is given by

Xn
u ptq “ ErxupT q `

ż T

t

pfn
u ps, ¨qds|Fts. (5.4)

By the martingale representation theorem for locally square integrable martingales, see e.g. [191],
pZn

u , ℓ
n
uq is the unique pair of predictable processes satisfying

ErxupT q `

ż T

0
pfn
u ps, ¨qds|Fts “ xup0q `

ż t

0
Zn

u psqdW psq `

ż t

0

ż

E
ℓnu,spΦ´1

u pe´ 1qq rNpds, deq.

By our assumptions, u ÞÑ x̄u is measurable, u ÞÑ Φ´1
u pω´1q is measurable and, for all pu, sq P Iˆr0, T s,

pfn
u ps, ¨q is Lipschitz-continuous in x. Suppose pu, sq ÞÑ Xn´1

u psq P L2pΩ,F ,Pq is measurable. By using
[55, Lemma A.3 and A.4], I Q u ÞÑ

şT
0
pfn
u ps, ¨qds P L2pFT q is measurable. Note that by Jensen’s

inequality, for Y P L2pFT q,
Y ÞÑ ErY |Fts, t P r0, T s,

is a contraction and therefore is continuous. Hence we have that for any t P r0, T s, u ÞÑ Xn
u ptq is

measurable. It follows by [55, Lemma A.2] that u ÞÑ Xn
u is measurable for n ě 1. Clearly u ÞÑ X0

u

is measurable, thus for all n ě 1, Xn
u is measurable in u. Then by classic existence and uniqueness

results for BSDEs with jumps (cf. [183, Proposition A.2]), for each u P I, Φn
u converges to some limit

Φu P S2 ˆ H2 ˆ H2
u, and since u ÞÑ Xn

u is measurable, the limit u ÞÑ Xu is measurable and thus
X P MS2.

We are now ready to prove the following existence and uniqueness theorem.

Theorem 5.4. We suppose Assumption 5.1 and 5.2 are satisfied and ξ P ML2pFT q. Then the coupled
system (5.2) admits a unique solution Φ̄ :“ pX̄, Z̄, ℓ̄q P M such that X̄ P MS2. Furthermore, the
graphon mean-field BSDE system with jumps (5.1) also admits a unique solution Φ :“ pX,Z, ℓq P M,
and I Q u ÞÑ LpXuq is measurable.

Proof. The measurability issue has been addressed in Lemma 5.3. We prove the existence and unique-
ness results by fixed point theorem arguments. With a slight abuse of notation, we couple the system
by the canonic way introduced before without changing the form of (5.1). We establish a Picard itera-
tion sequence and proceed by proving the contraction property. We first define the following iterating
equation:

Xn
u ptq “ ξu `

ż T

t

ż

I

ż

R
Gpu, yqfps, x,Xn

u psq, Zn
u psq, ℓnu,sp¨qqµn´1

y,s pdxqdyds

´

ż T

t
Zn

u psqdWupsq ´

ż T

t

ż

E
ℓnu,speq rNupds, deq, t P r0, T s,

(5.5)
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where µn
y :“ LpXn

y q, and for n “ 0 we set Φ0
u “ p0, 0, 0q for all u P I. By Lemma 5.3, there exists a

unique solution to the above equation, for each n ě 1. Let Φn :“ pXn, Zn, ℓnp¨qq be the solution of the
above iterating BSDE with jumps with Xn P MS2 for n ě 1. We define the mapping ΨpΦn´1q “ Φn.

We now show that Ψ is a contraction in M. LetXn
uptq :“ Xn

u ptq´Xn´1
u ptq, Zn

uptq :“ Zn
u ptq´Zn´1

u ptq
and ℓ

n
u,t :“ ℓnu,t ´ ℓn´1

u,t . For r ą 0, applying Itô’s formula to ers|X
n
upsq|2 between 0 and T , n ě 1, we

obtain

pX
n
up0qq2 ` r

ż T

0
erspX

n
upsqq2ds`

ż T

0
erspZ

n
upsqq2ds`

ż T

0
ers}ℓ

n
u,s}2

uds

“ 2
ż T

0
ersX

n
upsq

ż

I
p

ż

R
Gpu, yqfps, x,Xn

u psq, Zn
u psq, ℓnu,sp¨qqµn´1

y,s pdxq

´

ż

R
Gpu, yqfps, x,Xn´1

u psq, Zn´1
u psq, ℓn´1

u,s p¨qqµn´2
y,s pdxqqdyds

´ 2
ż T

0
ersX

n
upsqZ

n
upsqdWupsq ´ 2

ż T

0
ers

ż

E
X

n
ups´qℓ

n
u,speq rNupds, deq.

Taking expectation, noting that Xn and Xn´1 belong to S2, all local martingales of the right hand
side in the above inequality are martingales. We thus get

Err

ż T

0
erspX

n
upsqq2ds`

ż T

0
erspZ

n
upsqq2ds`

ż T

0
ers}ℓ

n
s }2

νu
dss

ď Er2
ż T

0
ersX

n
upsq

ż

I
p

ż

R
Gpu, yqfps, x,Xn

u psq, Zn
u psq, ℓnu,sp¨qqµn´1

y,s pdxq

´

ż

R
Gpu, yqfps, x,Xn´1

u psq, Zn´1
u psq, ℓn´1

u,s p¨qqµn´2
y,s pdxqqdydss.

Let

A : “

ż

R
Gpu, yqfps, x,Xn

u psq, Zn
u psq, ℓnu,sp¨qqµn´1

y,s pdxq

´

ż

R
Gpu, yqfps, x,Xn´1

u psq, Zn´1
u psq, ℓn´1

u,s p¨qqµn´2
y,s pdxq.

The Lipschitz property of the driver f and boundedness of the graphon G imply that for some constant
C0, we have

A2 ď2|

ż

R
Gpu, yqrfps, x,Φn

upsqq ´ fps, x,Φn´1
u psqqsµn´1

y,s pdxq|2

` 2|

ż

R
Gpu, yqfps, x,Φn´1

u psqqrµn´1
y,s ´ µn´2

y,s spdxq|2

ďC0p|X
n
upsq|2 ` |Z

n
upsq|2 ` }ℓ

n
u,s}2

νu
q ` C0pW2pµn´1

y,s , µn´2
y,s qq2,

where the last inequality uses Remark 5.1. Then for any ε ą 0, by using the inequality 2ab ď
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a2{ε2 ` ε2b2, we have

Err

ż T

0
erspX

n
upsqq2ds`

ż T

0
erspZ

n
upsqq2ds`

ż T

0
ers}ℓ

n
s }2

udss

ďC2
0ε

2Er

ż T

0
ersp|X

n
upsq|2 ` |Z

n
upsq|2 ` }ℓ

n
u,s}2

νu
`

ż

I
pW2pµn´1

y,s , µn´2
y,s qq2dyqdss

`
1
ε2Er

ż T

0
ers|X

n
upsq|2dss

ďC2
0ε

2Er

ż T

0
ersp|X

n
upsq|2 ` |Z

n
upsq|2 ` }ℓ

n
u,s}2

νu
qds`

ż

I

ż T

0
erspW2pµn´1

y,s , µn´2
y,s qq2dsdys

`
1
ε2Er

ż T

0
ers|X

n
upsq|2dss

ďC2
0ε

2tEr

ż T

0
ersp|X

n
upsq|2 ` |Z

n
upsq|2 ` }ℓ

n
u,s}2

νu
qdss ` sup

yPI
Er

ż T

0
ers|X

n´1
y psq|2dssu

`
1
ε2Er

ż T

0
ers|X

n
upsq|2dss.

By choosing appropriate r and ε such that r ´ C2
0ε

2 ´ 1
ε2 ą C2

0ε
2 and 1 ´ C2

0ε
2 ą 0, we obtain the

contraction inequality with certain constant α ă 1:

sup
uPI

Er

ż T

0
ersp|X

n
|2 ` |Z

n
|2 ` }ℓ

n
u}2

νu
qdss ď α sup

uPI
Er

ż T

0
ersp|X

n´1
|2 ` |Z

n´1
|2 ` }ℓ

n´1
u }2

νu
qdss.

We further get the contraction inequality in M,

sup
uPI

Er

ż T

0
p|X

n
|2 ` |Z

n
|2 ` }ℓ

n
u}2

νu
qdss ď α sup

uPI
Er

ż T

0
p|X

n´1
|2 ` |Z

n´1
|2 ` }ℓ

n´1
u }2

νu
qdss,

which implies that the map Ψ is a contraction in M. It thus has a unique fixed point, denoted as
Φ :“ pX,Z, ℓq. Now taking the limit in the iterating equation (5.3), we conclude that Φ is the unique
solution of (5.1). Since u ÞÑ Xn

u is measurable for each n ě 1, the limit u ÞÑ Xu is also measurable in
u.

We have proved the existence and uniqueness of a solution for the coupled system (5.2). The
existence and uniqueness of a solution with the same law of the first component for the original
graphon system (5.1) follows. The measurability for the map u ÞÑ LpXuq is a direct consequence
since the weak topology is weaker than the topology induced by the running supremum of square
expectation. The proof is then complete.

Let Et denote the conditional expectation given Ft. We have the following estimate for the solution
of the graphon mean-field BSDE .

Proposition 5.5. Suppose Assumption 5.2 holds and let pX,Z, ℓq be the solution of the graphon mean-
field BSDE (5.1) with terminal value ξ P ML2pFT q. Denote by CL the Lipschitz constant of f . Let
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η, r ą 0 be some constants such that η ă 1{p4C2
Lq. If r ´ 2{η ě 2, we have

ż

I
Erert|Xuptq|sdu ď

ż

I
ErerT |ξu|2sdu` 4η

ż T

t
ers

ż

I
G2pu, yqf2ps, 0, 0, 0, 0qdyds,

and for each u P I,

Erert|Xuptq|2s ď
`

1 ` 4ηC2
LpT ´ tq

˘`

4η
ż T

t
ers

ż

I
G2pu, yqf2ps, 0, 0, 0, 0qdyds

˘

` 4ηC2
LpT ´ tq

ż

I
ErerT |ξu|2sdu` ErerT |ξu|2s.

Furthermore, we get the following estimate without the expectation:

ert|Xuptq|2 ď
`

1 ` 4ηC2
LpT ´ tq

˘`

4η
ż T

t
ers

ż

I
G2pu, yqf2ps, 0, 0, 0, 0qdyds

˘

` 4ηC2
LpT ´ tq

ż

I
Etre

rT |ξu|2sdu` Etre
rT |ξu|2s.

Proof. For any u P I, by applying Itô’s formula to ers|Xupsq|2 between rt, T s and taking conditional
expectation given Ft, we obtain

ert|Xuptq|2 ` rEtr

ż T

t
ers|Xupsq|2dss ` Etr

ż T

t
ers|Zupsq|2dss ` Etr

ż T

t
ers}ℓu,t}

2
νu
ds

ď 2Et

“

ż T

t
ersXupsq

ż

I

ż

R
Gpu, yqfps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxqdyds

‰

` Etre
rT |XupT q|2s.
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By using the inequality 2ab ď a2{ε2 ` ε2b2 and the Lipschitz property of f , we have

ert|Xuptq|2 ` rEtr

ż T

t
ers|Xupsq|2dss ` Etr

ż T

t
ers|Zupsq|2dss ` Etr

ż T

t
ers}ℓu,t}

2
νu
dss

ď 2Et

“ 1
ε2

ż T

t
ers|Xupsq|2ds` ε2

ż T

t
ers

ˇ

ˇ

ż

I

ż

R
Gpu, yqfps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxqdy

ˇ

ˇ

2
ds
‰

` Etre
rT |XupT q|2s

ď 2Et

“ 1
ε2

ż T

t
ers|Xupsq|2ds

‰

` Etre
rT |XupT q|2s

` ε2Et

“

ż T

t
ers

ˇ

ˇ

ż

I

ż

R
Gpu, yq|fps, 0, 0, 0, 0q ` CLp|x| ` |Xupsq| ` |Zupsq| ` }ℓu,s}νuq|µy,spdxqdy

ˇ

ˇ

2
ds
‰

ď 2Et

“ 1
ε2

ż T

t
ers|Xupsq|2ds

‰

` Etre
rT |XupT q|2s

` 5ε2Et

“

ż T

t
ers

ż

I

ż

R
G2pu, yq

`

f2ps, 0, 0, 0, 0q ` C2
Lp|x|2 ` |Xupsq|2 ` |Zupsq|2 ` }ℓu,s}2

νu
q|µy,spdxqdyds

‰

ď 2Et

“ 1
ε2

ż T

t
ers|Xupsq|2ds

‰

` Etre
rT |XupT q|2s ` 5ε2

ż T

t
ers

ż

I
G2pu, yqf2ps, 0, 0, 0, 0qdyds

` 5ε2C2
LEt

“

ż T

t
ersp|Xupsq|2 ` |Zupsq|2 ` }ℓu,s}2

νu
qqds

‰

` 5ε2C2
L

ż T

t
ers

ż

I
E|Xypsq|2dyds.

(5.6)

Taking expectation with respect to F and integrating for all u P I, we get
ż

I
tErert|Xuptq|2s ` rEr

ż T

t
ers|Xupsq|2dss ` Er

ż T

t
ers|Zupsq|2dss ` Er

ż T

t
ers}ℓu,t}

2
νu
dsudu

ď 2
ż

I
E
“ 1
ε2

ż T

t
ers|Xupsq|2ds

‰

du`

ż

I
ErerT |XupT q|2sdu` 5ε2

ż T

t
ers

ż

I
G2pu, yqf2ps, 0, 0, 0, 0qdyds

` 5ε2C2
L

ż

I
E
“

ż T

t
ersp|Xupsq|2 ` |Zupsq|2 ` }ℓu,s}2

νu
qqds

‰

du` 5ε2C2
L

ż T

t
ers

ż

I
E|Xypsq|2dyds.

(5.7)

Taking ε and r which satisfy 2{ε2 ` 10ε2C2
L ă r and 10ε2C2

L ă 1 at the same time, i.e., satisfying the
conditions in the proposition with change of variable η “ ε2, it follows that

ż

I
Erert|Xuptq|2sdu ď

ż

I
ErerT |ξu|2sdu` 4η

ż T

t
ers

ż

I
G2pu, yqf2ps, 0, 0, 0, 0qdyds. (5.8)

Now, inserting the above result into (5.6), we obtain for each u P I,

Erert|Xuptq|2s ď
`

1 ` 5ε2C2
LpT ´ tq

˘`

5ε2
ż T

t
ers

ż

I
G2pu, yqf2ps, 0, 0, 0, 0qdyds

˘

` 5ε2C2
LpT ´ tq

ż

I
ErerT |ξu|2sdu` ErerT |ξu|2s.

194



Chapter 5. Graphon Mean Field Backward Stochastic Differential Equations and Associated
Dynamic Risk Measures 5.2. Graphon mean-field BSDEs with jumps

;A<

Finally, by using equation (5.8) in the last line of (5.6), we obtain the last assertion. The proof is now
complete.

5.2.4 Comparison theorems

For convenience, let Fu denote the drift driver of the u component in the graphon mean-field system
(5.1), i.e.

Fupω, t,LpXtq, x, z, ℓp¨qq :“
ż

I

ż

R
Gpu, yqfpt, x1, x, z, ℓp¨qqµy,tpdx

1qdy.

In order to compare the first components of the solutions of two graphon mean-filed BSDEs, we
need the following additional assumption.

Assumption 5.3. We assume that for each u P I and each px1, x, z, ℓ1, ℓ2q P R3 ˆ pL2
νu

q2, there exists
a function ϕx1,x,z,ℓ1,ℓ2

u,t P L2
νu

such that

fpt, x1, x, z, ℓ1q ´ fpt, x1, x, z, ℓ2q ě xϕx1,x,z,ℓ1,ℓ2
u,t , ℓ1 ´ ℓ2yνu ,

with

ϕx1,x,z,ℓ1,ℓ2
u,t : r0, T s ˆ Ω ˆ R3 ˆ pL2

νu
q2 ÞÑ L2

νu
;

pt, ω, x1, x, z, ℓ1, ℓ2q ÞÑ ϕx1,x,z,ℓ1,ℓ2
u,t pω, ¨q

P b BpR3q b BppL2
νu

q2q measurable, bounded and satisfying dP b dtb dνu a.s.

ϕx1,x,z,ℓ1,ℓ2
u,t pyq ě ´1 and |ϕx1,x,z,ℓ1,ℓ2

u,t pyq| ď ψpyq,

for some ψ P L2
νu

.

We have the following comparison theorems.

Theorem 5.6 (Comparison theorem for graphon mean-field BSDE). Let ξ1, ξ2 P ML2pFT q and
denote by pX1, Z1, ℓ1q and pX2, Z2, ℓ2q the solution of graphon mean-field BSDE with jumps (5.1)
associated to pξ1, f1q and pξ2, f2q respectively. Let f1 and f2 both satisfy Assumption 5.2, and further
assume that:

• At least one of f1 and f2 satisfies Assumption 5.3, and the other one (or at least one if both
satisfy Assumption 5.3) is non-decreasing in x1;

• For each u P IzH with H a zero Lebesgue measure subset of I, ξ2
u ě ξ1

u a.s. and f2pω, t, x1, x, z, ℓq ě

f1pω, t, x1, x, z, ℓq a.s. for all pt, x1, x, z, ℓq P R4 ˆ L2
νu

.

Then for all t P r0, T s and u P IzH, we have X2
uptq ě X1

uptq almost surely.

195



5.2. Graphon mean-field BSDEs with jumps Chapter 5. Graphon Mean Field Backward Stochastic
Differential Equations and Associated Dynamic Risk Measures

;A<

Proof. Without loss of generality, assume that f1 satisfies Assumption 5.3 and f2 is non-decreasing in
x1. For each u P I and i “ 1, 2, we denote by pXi,n

u , Zi,n
u , ℓi,nu q the solution of the following iterating

BSDE with jumps,

Xi,n
u ptq “ ξi

u `

ż T

t

ż

I

ż

R
Gpu, yqfips, x,X

i,n
u psq, Zi,n

u psq, ℓi,nu,sp¨qqνi,n´1
y,s pdxqdyds

´

ż T

t
Zi,n

u psqdW i
upsq ´

ż T

t

ż

E
ℓi,nu,speq rN i

upds, deq, t P r0, T s,

for n ě 1, where νi,n
y :“ LpXi,n

y q, and for n “ 0 we set pXi,0
u , Zi,0

u , ℓi,0u q “ p0, 0, 0q for all u P I. For
i “ 1, 2, let

F i
upω, s,LpXsq, x, z, ℓp¨qq :“

ż

I

ż

R
Gpu, yqfips, x

1, x, z, ℓp¨qqµy,spdx1qdy.

By our assumptions, we have
ż

I

ż

R
Gpu, yqf1ps, x,X1,0

u psq, Z1,0
u psq, ℓ1,0

u,sp¨qqν1,0
y,s pdxqdy

ď

ż

I

ż

R
Gpu, yqf2ps, x,X2,0

u psq, Z2,0
u psq, ℓ2,0

u,sp¨qqν2,0
y,s pdxqdy.

Moreover, since f1 satisfies Assumption 5.3, the graphon mean-field driver F 1
u ps,LpX1,0

s q, x, z, ℓq
satisfies the conditions in [183, Theorem 4.2], and from that comparison theorem for BSDE with
jumps, we have for t P r0, T s and u P IzH,

X1,1
u ptq ď X2,1

u ptq a.s.

Then, since f2 is non-decreasing in x1, we have for u P IzH,

F 1
u ps,LpX1,1

s q, x, z, ℓq ď F 2
u ps,LpX1,1

s q, x, z, ℓq ď F 2
u ps,LpX2,1

s q, x, z, ℓq.

Again by the classic comparison theorem, we obtain

X1,2
u ptq ď X2,2

u ptq a.s.

Proceeding by the same argument as above, we iteratively obtain that, for t P r0, T s and u P IzH,

X1,n
u ptq ď X2,n

u ptq a.s., for n ě 1.

From the proof of the existence and uniqueness result, Theorem 5.4, we know that for i “ 1, 2,
pXi,n

u , Zi,n
u , ℓi,nu q converges to the unique solution associated to fi respectively, denoted by pXi, Zi, ℓiq.

It thus follows that for all u P IzH and t P r0, T s, a.s. X1
uptq ď X2

uptq, as desired.

Theorem 5.7. (Strict comparison for graphon mean-field BSDE) Suppose the assumptions in Theo-
rem 5.6 hold. Further, assume that f1 satisfies Assumption 5.3 with strict inequality, i.e., ϕx1,x,z,ℓ1,ℓ2

u,t pyq ą

´1, and ξ1
u ě ξ2

u a.s. for each u P IzH with H a zero Lebesgue measure subset of I, and f1pω, t, x1, x, z, ℓq ě

f2pω, t, x1, x, z, ℓq a.s. for all pt, x1, x, z, ℓq P R4 ˆL2
νu

. Then if X1pt0q “ X2pt0q (i.e., X1
upt0q “ X2

upt0q

for all u P IzH) for some t0 P r0, T s, we have X1p¨q “ X2p¨q a.s. on rt0, T s, and f2pω, t, x1, x, z, ℓq “

f1pω, t, x1, x, z, ℓq on rt0, T s for u P IzH.
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Proof. For each u P IzH, let Xuptq :“ X1
uptq ´ X2

uptq, Zuptq :“ Z1
uptq ´ Z2

uptq and ℓu,tp¨q :“ ℓ1u,tp¨q ´

ℓ2u,tp¨q. Denote

F uptq :“ F 1
u pt,LpX1

t q, X1
u, Z

1
u, ℓ

1
u,tp¨qq ´ F 2

u pt,LpX2
t q, X2

u, Z
2
u, ℓ

2
u,tp¨qq.

First note that from Assumption 5.3, we have by adding and subtracting terms that

F uptq ěF 1
u pt,LpX1

t q, X2
u, Z

2
u, ℓ

2
u,tp¨qq ´ F 2

u pt,LpX2
t q, X2

u, Z
2
u, ℓ

2
u,tp¨qq

` δu,tXuptq ` πuptqZuptq ` xϕu,t, ℓu,ty,

where
δu,t :“

F 1
u pt,LpX1

t q, X1
u, Z

1
u, ℓ

1
u,tp¨qq ´ F 1

u pt,LpX1
t q, X2

u, Z
1
u, ℓ

1
u,tp¨qq

Xuptq
1

tXuptq‰0u
,

πu,t :“
F 1

u pt,LpX1
t q, X2

u, Z
1
u, ℓ

1
u,tp¨qq ´ F 1

u pt,LpX1
t q, X2

u, Z
2
u, ℓ

1
u,tp¨qq

Xuptq
1

tZuptq‰0u
,

and ϕu,t is as given in Assumption 5.3, and is bounded. By the Lipschitz property of f on px, zq, δu

and πu are also bounded and predictable. For each t0 P r0, T s, let pΓu
t0,tqtPrt0,T s be the unique solution

of the SDE

dΓu
t0,t “ Γu

t0,t´

“

δu,tdt` πu,tdWuptq `

ż

E
ϕu,tpeq rNupdt, deq

‰

, Γu
t0,t0 “ 1.

Then by the classic comparison theorem for linear BSDE (cf. [183, Lemma 4.1]), we have for each
u P IzH and t0 ď t ď T ,

Xupt0q ě ErΓu
t0,T pξ1

u ´ ξ2
uq `

ż T

t0

Γu
t0,sϕu,sds|Ft0s, (5.9)

where
ϕu,t :“ F 1

u pt,LpX1
t q, X2

u, Z
2
u, ℓ

2
u,tp¨qq ´ F 2

u pt,LpX2
t q, X2

u, Z
2
u, ℓ

2
u,tp¨qq.

By Theorem 5.6, for each u P IzH, we have a.s. X1
u ě X2

u. By our assumptions and the non-decreasing
property of one of the two functions f1 and f2, we have

ϕu,t “ F 1
u pt,LpX1

t q, X2
u, Z

2
u, ℓ

2
u,tp¨qq ´ F 2

u pt,LpX2
t q, X2

u, Z
2
u, ℓ

2
u,tp¨qq ě 0.

Since for each u P IzH, πu,tpeq ą 1 dP b dt b dνu-a.s., it follows by [183, Corollary 3.5] that Γu
t0,t ą 0

for all t0 ď t ď T . Hence, by using Equation (5.9), we conclude that X1
uptq “ X2

uptq for all u P IzH,
a.s. on rt0, T s, and f2pω, t, x1, x, z, ℓq “ f1pω, t, x1, x, z, ℓq on rt0, T s.

5.2.5 Continuity and stability results

We study below the continuity and stability of our graphon mean-field BSDE system (5.1).
We need the following assumption:
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Assumption 5.4. For each u P I,

(i) u Ñ Lpξuq is continuous w.r.t. the W2 metric.

(ii) there exists a finite collection of intervals tIi : i “ 1, . . . , Nu such that I “ YiIi, and for each
i P t1, . . . , Nu, we have Gpu, vq is continuous at u for each v P IzHi for some zero Lebesgue
measure set Hi.

For Lipschitz continuity, we need a stronger assumption.

Assumption 5.5. There exists a finite collection of intervals tIi : i “ 1, . . . , Nu such that I “ YiIi,
and for some constant C, we have for all u1, u2 P Ii, v1, v2 P Ij, and i, j P t1, . . . , Nu,

W2pLpξu1q,Lpξu2qq ď C|u1 ´ u2|,

and,
|Gpu1, v1q ´Gpu2, v2q| ď Cp|u1 ´ u2| ` |v1 ´ v2|q.

To study the continuity of solutions with respect to the label u, we need to measure how close two
solutions become in the usual norm for the solution of a BSDE with jumps as two labels u1, u2 P I
get progressively closer. We will proceed by estimating the distance between two solutions through
canonical coupling, which will then allow us to establish the continuity of solutions in the Wasserstein
L2 distance.

The following proposition gives the continuity and Lipschitz continuity of the graphon mean-field
BSDE system (5.1).

Proposition 5.8. Suppose that Assumption 5.2 holds and the measures tνuuuPI are a common measure
ν. We have the following:

(i) (Distance estimation) For each i P t1, . . . , Nu and for all u1, u2 P Ii, under the canonical cou-
pling, we have (for some constant C)

Er sup
tPr0,T s

|Xu1ptq ´Xu2ptq|2s ` Er

ż T

0
|Zu1psq ´ Zu2psq|2dss ` Er

ż T

0
}ℓu1,t ´ ℓu2,s}2

νdss

ď CE|Xu1pT q ´Xu2pT q|2 ` C

ż

I
|Gpu1, yq ´Gpu2, yq|2dy.

(ii) (Continuity) Under Assumption 5.4, for each i P t1, . . . , Nu, the map Ii Q u Ñ LpXuq is
continuous w.r.t. the W2,T metric.

(iii) (Lipschitz continuity) Under Assumption 5.5, for each i P t1, . . . , Nu, the map Ii Q u Ñ LpXuq

is Lipschitz continuous.
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Proof. We omit some details since the proof is similar to that of Theorem 5.14. Fix u1, u2 P I and
t P r0, T s. Similar as in the proof of [47, Theorem 2.1], couple Xu1 and Xu2 with the same Brownian
motion Wu1 “ Wu2 “ W and the same Poisson measure Nu1pdt, deq “ Nu2pdt, deq “ Npdt, deq. By
applying Itô’s formula to |Xu1ptq ´ Xu2ptq| and taking conditional expectation given Ft, denoted by
Et, we have

Et|Xu1ptq ´Xu2ptq|2 ` Etr

ż T

t
|Zu1psq ´ Zu2psq|2dss ` Etr

ż T

t
}ℓu1,s ´ ℓu2,s}2

νdss

ď2Et

“

ż T

t
pXu1psq ´Xu2psqq

ż

I
p

ż

R
Gpu1, yqfps, x,Xu1psq, Zu1psq, ℓu1,sp¨qqµy,spdxq

´

ż

R
Gpu2, yqfps, x,Xu2psq, Zu2psq, ℓu2,sp¨qqµy,spdxqqdyds

‰

` Et|Xu1pT q ´Xu2pT q|2.

By adding and subtracting terms and the inequality 2ab ď a2{ε2 ` ε2b2, we have that

|Xu1ptq ´Xu2ptq|2 ` Etr

ż T

t
|Zu1psq ´ Zu2psq|2dss ` Etr

ż T

t
}ℓu1,t ´ ℓu2,s}2

νdss

ď
1
ε2C

ż T

t
Et

“

ż

I

ż

R
|fps, x,Xu1psq, Zu1psq, ℓu1,sp¨qq ´ fps, x,Xu2psq, Zu2psq, ℓu2,sp¨qq|2µy,spdxqdy

‰

ds

`
1
ε2C

ż T

t
Et

“

ż

I

ˇ

ˇ

ż

R
fps, x,Xu1psq, Zu1psq, ℓu1,sp¨qqµy,spdxq

ˇ

ˇ

2
|Gpu1, yq ´Gpu2, yq|2dy

‰

ds

` Et|Xu1pT q ´Xu2pT q|2 ` ε2CEtr

ż T

t
|Xu1psq ´Xu2psq|2dss.

Using the Lipschitz property of driver f and the solution Φ “ pX,Z, ℓp¨qq P M, we have
ż T

t
Et

“

ż

I

ż

R
|fps, x,Xu1psq, Zu1psq, ℓu1,sp¨qq ´ fps, x,Xu2psq, Zu2psq, ℓu2,sp¨qq|2µy,spdxqdy

‰

ds

ď Etr

ż T

t
|Xu1psq ´Xu2psq|2dss ` Etr

ż T

t
|Zu1psq ´ Zu2psq|2dss ` Etr

ż T

t
}ℓu1,t ´ ℓu2,s}2

νdss,

and
ż T

t
E
“

ż

I

ˇ

ˇ

ż

R
fps, x,Xu1psq, Zu1psq, ℓu1,sp¨qqµy,spdxq

ˇ

ˇ

2
|Gpu1, yq ´Gpu2, yq|2dy

‰

ds

ď C

ż T

t
p1 ` sup

yPI
EX2

y ptq ` EX2
u1psq ` E}ℓu1,s}ν ` EZ2

u1psqq
`

ż

I
|Gpu1, yq ´Gpu2, yq|2dy

˘

ds

ď C

ż T

t

ż

I
|Gpu1, yq ´Gpu2, yq|2dyds.

By taking appropriate ε, we can have for some constant C,

Er sup
tPr0,T s

|Xu1ptq ´Xu2ptq|2s ` Er

ż T

0
|Zu1psq ´ Zu2psq|2dss ` Er

ż T

0
}ℓu1,t ´ ℓu2,s}2

νdss

ď CE|Xu1pT q ´Xu2pT q|2 ` C

ż T

0

ż

I
|Gpu1, yq ´Gpu2, yq|2dyds` C

ż T

0
E|Xu1psq ´Xu2psq|2ds.
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By noticing that for any s P r0, T s,

E|Xu1psq ´Xu2psq|2 ďEr sup
tPr0,T s

|Xu1ptq ´Xu2ptq|2s ` Er

ż T

0
|Zu1psq ´ Zu2psq|2dss

` Er

ż T

0
}ℓu1,t ´ ℓu2,s}2

νdss.

It then follows by Gronwall inequality that for some new constant C,

Er sup
tPr0,T s

|Xu1ptq ´Xu2ptq|2s ` Er

ż T

0
|Zu1psq ´ Zu2psq|2dss ` Er

ż T

0
}ℓu1,t ´ ℓu2,s}2

νdss

ď CE|Xu1pT q ´Xu2pT q|2 ` C

ż

I
|Gpu1, yq ´Gpu2, yq|2dy.

Thus point (i) is proved. Taking the infimum over all random variables Xu1pT q and Xu2pT q such that
LpXu1pT qq “ Lpξu1q and LpXu2pT qq “ Lpξu2q, and combining this with the definition of W2,T pµu1 , µu2q,
Assumption 5.4 and Assumption 5.5, we obtain continuity and Lipschitz continuity, respectively.

Remark 5.9. Note that even when the intensity measures νu, u P I are different, the (Lipschitz)
continuity results in Proposition 5.8 remain true. The continuity assumption on terminal conditions
guarantees the continuity of the third component of solution. Under the canonical coupling, by pro-
ceeding as in the above proof, we get

Er sup
tPr0,T s

|Xu1ptq ´Xu2ptq|2s ` Er

ż T

0
|Zu1psq ´ Zu2psq|2dss ` Er

ż T

0
}ℓu1,t ˝ Φ´1

u1 ´ ℓu2,s ˝ Φ´1
u2 }2

νds

ď CE|Xu1pT q ´Xu2pT q|2 ` C

ż

I
|Gpu1, yq ´Gpu2, yq|2dy,

where the measure ν is the canonical measure defined in the canonical coupling. We can regard ℓ˝ Φ´1

as the third component of the solution.

We now study the stability of our graphon mean-field BSDE. That is, for a sequence of graphons
Gn converging to some limit graphon G, in the sense of cut norm }Gn ´ G}□ Ñ 0, we prove that
the corresponding solution of the graphon mean-field BSDE converges in some sense (specified in
the following theorem), and the law of the X component also converges in an integral sense of the
Wasserstein distance W2,T on I.

Theorem 5.10. Let pX,Z, ℓq and pXn, Zn, ℓnq be the solutions of (5.1) associated with graphons G
and Gn, terminal condition ξ and ξn, respectively. Suppose that f satisfies Assumption 5.2. Then we
have

E
“

ż

I

`

sup
tPr0,T s

|Xn
u ptq ´Xuptq|2 `

ż T

0
|Zn

u ptq ´ Zuptq|2dt`

ż T

0
}ℓnu,t ´ ℓu,t}

2
νu
dt
˘

du
‰

ď C
“

ż

I
E|ξu ´ ξn

u |2du` }G´Gn}□
‰

.

(5.10)
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If }Gn ´G}□ Ñ 0 and Er
ş

I |ξu ´ ξn
u |2dus Ñ 0 as n Ñ 8, it follows that

E
“

ż

I

`

sup
tPr0,T s

|Xn
u ptq ´Xuptq|2 `

ż T

0
|Zn

u ptq ´ Zuptq|2dt`

ż T

0
}ℓnu,t ´ ℓu,t}

2
νu
dt
˘

du
‰

Ñ 0, (5.11)

and consequently
ż

I
W2,T pLpXuq,LpXn

u qq Ñ 0. (5.12)

Proof. Let µn
u,s be the law of Xn

u psq. Similarly as in the proof of Proposition 5.8, for any u P I,
applying Itô’s formula to |Xuptq ´Xn

u ptq| and taking conditional expectation, we get

Et|Xuptq ´Xn
u ptq|2 ` Etr

ż T

t
|Zupsq ´ Zn

u psq|2dss ` Etr

ż T

t
}ℓu,t ´ ℓnu,s}2

νds

ď2Et

“

ż T

t
pXupsq ´Xn

u psqq

ż

I
p

ż

R
Gpu, yqfps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxq

´

ż

R
Gnpu, yqfps, x,Xn

u psq, Zn
u psq, ℓnu,sp¨qqµn

y,spdxqqdyds
‰

` Et|XupT q ´Xn
u pT q|2.

By adding and subtracting terms, we obtain

|Xuptq ´Xn
u ptq|2 ` Etr

ż T

t
|Zupsq ´ Zn

u psq|2dss ` Etr

ż T

t
}ℓu,t ´ ℓnu,s}2

νds

ď
1
ε2C

ż T

t
Et

“

ż

I

ˇ

ˇ

ż

R
fps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxq

ˇ

ˇ

2
|Gpu, yq ´Gnpu, yq|2dy

‰

ds

`
1
ε2C

ż T

t
Et

“

ż

I

ż

R

ˇ

ˇfps, x,Xupsq, Zupsq, ℓu,sp¨qq ´ fps, x,Xn
u psq, Zn

u psq, ℓnu,sp¨qq
ˇ

ˇ

2
G2

npu, yqµy,spdxqdy
‰

ds

`
1
ε2C

ż T

t
Et

“

ż

I

ˇ

ˇ

ż

R
fps, x,Xn

u psq, Zn
u psq, ℓnu,sp¨qqGnpu, yqrµy,s ´ µn

y,sspdxq
ˇ

ˇ

2
dy
‰

ds

`Et|XupT q ´XupT q|2 ` ε2CEtr

ż T

t
|Xupsq ´Xupsq|2dss.

(5.13)

Denote the first three terms on the right hand side by In
u,1ptq, In

u,2ptq and In
u,3ptq respectively. By

using the Lipschitz property of f , the property of pX,Z, ℓq P M, we have for all u P I,

C

ż T

0
E
“
ˇ

ˇ

ż

R
fps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxq

ˇ

ˇ

2‰

ď 2C
ż T

0
E
“

1 ` |Xupsq|2 ` |Xypsq|2 ` |Zupsq|2 ` }ℓu,s}2
νu

‰

ď 2CT ` C sup
uPI

Er sup
tPr0,T s

|Xuptq|2 `

ż T

0
|Zupsq|2ds`

ż T

0
}ℓu,s}2

νu
dss “ Op1q.
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From the above inequality, we infer for all u P I,

In
u,1p0q ď

1
ε2C

ż

I

`

Gpu, yq ´Gnpu, yq
˘2
dy.

By the equivalence between the cut norm and the L1 operator norm of a graphon, we have
ż

I
In

u,1p0qdu ď
1
ε2C

ż

I

ż

I

`

Gpu, yq ´Gnpu, yq
˘2
dydu ď

1
ε2C}G´Gn}□.

Then again by the Lipschitz property of f and Remark 5.1, we have
ż

I
In

u,2ptqdu ď
1
ε2C

ż T

t

ż

I

`

Et

“

|Xupsq ´Xn
u psq|2 ` |Zupsq ´ Zn

u psq|2 ` }ℓu,s ´ ℓnu,s}2
νu

‰˘

duds,

and
ż

I
In

u,3ptqdu ď
1
ε2C

ż T

t

ż

I
pW2,spµy, µ

n
y qq2dy.

Similarly, by taking an appropriate ε and applying Gronwall inequality, we get with some new constant
C

ż

I
Er sup

tPr0,T s

|Xuptq ´Xn
u ptq|2sdu ďC

“

ż

I
E|XupT q ´Xn

u pT q|2du

` }G´Gn}□ `

ż T

0

ż

I
pW2,spµy, µ

n
y qq2dyds

‰

.

Now by inserting the above inequality to (5.13) and finding another appropriate ε, we can obtain

E
“

ż

I

`

sup
tPr0,T s

|Xn
u ptq ´Xuptq|2 `

ż T

0
|Zn

u ptq ´ Zuptq|2dt`

ż T

0
}ℓnu,t ´ ℓu,t}

2
νu
dt
˘

du
‰

ď C
“

ż

I
E|XupT q ´Xn

u pT q|2du` }G´Gn}□ `

ż T

0

ż

I
pW2,spµy, µ

n
y qq2dyds

‰

.

(5.14)

Notice that by the definition of W2,s, it is clear that
ż

I
pW2,spµy, µ

n
y qq2dy ď

E
“

ż

I

`

sup
tPr0,T s

|Xn
u ptq ´Xuptq|2 `

ż T

0
|Zn

u ptq ´ Zuptq|2dt`

ż T

0
}ℓnu,t ´ ℓu,t}

2
νu
dt
˘

du
‰

.

Hence again by Gronwall inequality and our assumptions, we can conclude that

E
“

ż

I

`

sup
tPr0,T s

|Xn
u ptq ´Xuptq|2 `

ż T

0
|Zn

u ptq ´ Zuptq|2dt`

ż T

0
}ℓnu,t ´ ℓu,t}

2
νu
dt
˘

du
‰

ď C
“

ż

I
E|XupT q ´Xn

u pT q|2du` }G´Gn}□
‰

.
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Thus Inequality (5.10) is proved. Results (5.11) and (5.12) follow from the convergence assumptions
}Gn ´ G}□ Ñ 0 and Er

ş

I |ξu ´ ξn
u |2dus Ñ 0 as n Ñ 8. For the last result, since the laws of ξ and ξn

are given, we can use the coupling arguments as in the proof of Proposition 5.8. Taking the infimum
over ξu and ξn

u with Lpξuq “ Λu and Lpξn
uq “ Λn

u, for each u P I, it follows that
ż

I
W2,T pLpXuq,LpXn

u qq ď C
“

ż

I
pW2pΛu,Λn

uqq2du` }G´Gn}□
‰

.

The proof is complete.

We next provide an example where the convergence of graphons, i.e., }Gn ´ G}□ Ñ 0 as n Ñ 8,
is well known and Theorem 5.10 can be applied.

Example 5.11. For a size n adjacency matrix A, we define the associated step graphon GA as:

GApu, vq :“ Aij , for pu, vq P In
i ˆ In

j ,

where In
i :“ ppi ´ 1q{n, i{ns, for i “ 2, . . . , n and In

1 :“ r0, 1{ns. Let ζn be the adjacency matrix of
an Erdös-Rényi random graph Gpn, pnq. If pn “ p is fixed as n Ñ 8, then it is well known that, as
n Ñ 8, the associated graphon Gζn converges in cut norm to the constant graphon G ” p.

We now provide another stability result which provides the convergence of graphon mean-field
BSDEs in the space M.

Proposition 5.12. With the same notation and under the same assumptions as in Theorem 5.10, we
have

sup
uPI

E
“

sup
tPr0,T s

|Xn
u ptq ´Xuptq|2 `

ż T

0
|Zn

u ptq ´ Zuptq|2dt`

ż T

0
}ℓnu,t ´ ℓu,t}

2
νu
dt
‰

ď C
“

sup
uPI

E|ξu ´ ξn
u |2 ` }G´Gn}8Ñ8

‰

Ñ 0.

Consequently,
WM

2,T pLpXq,LpXnqq Ñ 0.

Furthermore, given the law of terminal conditions Lpξuq “ Λu and Lpξn
uq “ Λn

u for each u P I, we
have explicitly

WM
2,T pLpXq,LpXnqq ď C

“

pWM
2 pΛ,Λnqq2 ` }G´Gn}8Ñ8

‰

.

Proof. The proof is similar as the proof of Theorem 5.10. We highlight only the difference. By
definition, we have

In
u,1p0q ď

1
ε2C

ż

I

`

Gpu, yq ´Gnpu, yq
˘

dy ď
1
ε2C}G´Gn}8Ñ8.
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We then take the supremum of each term of the right hand side of (5.14), so that for all u P I,

E
“

sup
tPr0,T s

|Xn
u ptq ´Xuptq|2 `

ż T

0
|Zn

u ptq ´ Zuptq|2dt`

ż T

0
}ℓnu,t ´ ℓu,t}

2
νu
dt
‰

ď C
“

sup
uPI

E|XupT q ´Xn
u pT q|2 ` }G´Gn}8Ñ8 `

ż T

0
sup
uPI

pW2,spµy, µ
n
y qq2ds

‰

.

Thus we can put the supremum on the left hand side, that is

sup
uPI

E
“

sup
tPr0,T s

|Xn
u ptq ´Xuptq|2 `

ż T

0
|Zn

u ptq ´ Zuptq|2dt`

ż T

0
}ℓnu,t ´ ℓu,t}

2
νu
dt
‰

ď C
“

sup
uPI

E|XupT q ´Xn
u pT q|2 ` }G´Gn}8Ñ8 `

ż T

0
sup
uPI

pW2,spµy, µ
n
y qq2ds

‰

.

Then everything follows similarly as in the proof of Theorem 5.10.

5.3 Convergence of interacting particle systems to graphon mean-
field BSDEs

Consider a sequence of N particle graphon interacting systems with N P N. We prove that under
proper assumptions, the sequence of particle systems converges to the graphon BSDE system, and the
convergence rate is also precised.

We define the corresponding N -coupled BSDE system (for i “ 1, . . . , N):

XN
i ptq “ ξN

i `

ż T

t

1
N

N
ÿ

j“1
ζN

ij fps,XN
j psq, XN

i psq, ZN
i psq, ℓN,i

s p¨qqds´

ż T

t
ZN

i psqdxWipsq

´

ż T

t

ż

E
ℓN,i

s peq
Ă

xNipds, deq, t P r0, T s

XN
i pT q “ ξN

i ,

(5.15)

where xWi :“ W i
N

are i.i.d. Brownian motions, and pNipdt, deq “ N i
N

pdt, deq are independent Poisson
random measures. We assume that ξN

i P L2pFT q for all i “ 1, . . . , N . Hereby, ζN
ij : N ˆ N ÞÑ R`

0 is
symmetric, describing the strength of interaction between particle i and j. The graphon G can be
regarded as the limit of ζN

ij as N Ñ 8.
Similarly as before, we define the space

MN :“ tΦN :“ tpXi, Zi, ℓip¨qq P S2 ˆ H2 ˆ H2
νN

i
uN

i“1, such that

}ΦN }MN :“ max
i“1,...,N

`

Er sup
tPr0,T s

|Xiptq|2s ` Er

ż T

0
|Ziptq|2dt` Er

ż T

0
}ℓi,t}

2
νi
dts

˘1{2
ă 8u,
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;A<where νN

i :“ νi{N .
We first provide a uniqueness theorem for the N -coupled BSDE system (5.15).

Theorem 5.13. Let f satisfy Assumption 5.2. Then the N -coupled BSDE system (5.15) admits a
unique solution ΦN P MN .

Proof. The proof is similar to that of the corresponding mean-field BSDE. We first establish the
contraction property and the convergence of Picard iterative sequence. Here for notation convenience,
we drop the superscript N for the system. We set Φ0 “ tΦ0

i uN
i“1 with Φ0

i “ p0, 0, 0q for all i “ 1, . . . , N ,
and define the iterative map Φn`1 :“ ΨpΦnq at step n P N, where Φn “ tpXn

i , Z
n
i , ℓ

n
i quN

i“1 is defined
by the solution of the following iterative equation:

Xn
i ptq “ ξi `

ż T

t

1
N

N
ÿ

j“1
ζijfps,Xn´1

j psq, Xn
i psq, Zn

i psq, ℓni,sp¨qqds´

ż T

t
Zn

i psqdWipsq

´

ż T

t

ż

E
ℓni,speq rNipds, deq, t P r0, T s,

Xn
i pT q “ ξi.

(5.16)

Note that at each iteration step n ě 1 and for each i ď N , the existence and uniqueness of
pXn

i , Z
n
i , ℓ

n
i q P S2 ˆ H2 ˆ H2

νN
i

is established by classical results since the driver is Lipschitz, see
[183].

It is sufficient to prove that (5.15) admits a unique solution in MN . For convenience, denote
} ¨ }i :“ } ¨ }νN

i
. We show that Ψ is a contraction in MN . As before, let Xn

i ptq :“ Xn
i ptq ´ Xn´1

i ptq,
Z

n
i ptq :“ Zn

i ptq ´ Zn´1
i ptq and ℓ

i,n
t :“ ℓi,nt ´ ℓi,n´1

t . For r ą 0, applying Itô’s formula to ers|X
n
i psq|2

between 0 and T , n ě 1 and taking expectation, it follows that,

Err

ż T

0
erspX

n
i psqq2ds`

ż T

0
erspZ

n
i psqq2ds`

ż T

0
ers}ℓ

n
s }2

i dss

ďE
“

2
ż T

0
ersX

n
i psq

1
N

N
ÿ

j“1
ζij

`

fps,Xn´1
j psq, Xn

i psq, Zn
i psq, ℓni,sp¨qq

´ fps,Xn´2
j psq, Xn´1

i psq, Zn´1
i psq, ℓn´1,i

s p¨qq
˘

ds
‰

.

Similarly let

rA :“ 1
N

N
ÿ

j“1
ζijpfps,Xn´1

j psq,Φn
i psqq ´ fps,Xn´2

j psq,Φn´1
i psqq.

The Lipschitzness of the driver f and boundedness of ζij imply that for some constant C0,

rA2 ď
1
N

N
ÿ

j“1
C0p|X

n
j psq|2 ` |X

n
i psq|2 ` |Z

n
i psq|2 ` }ℓ

n
s }2

i q.
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Then by Cauchy-Schwarz inequality, we have for any ε ą 0,

Err

ż T

0
erspX

n
i psqq2ds`

ż T

0
erspZ

n
i psqq2ds`

ż T

0
ers}ℓ

n
s }2

i dss

ďC2
0ε

2Er

ż T

0
ersp

1
N

N
ÿ

j“1
p|X

n
j psq|2 ` |X

n
i psq|2 ` |Z

n
i psq|2 ` }ℓ

n
s }2

i qqdss

`
1
ε2Er

ż T

0
ers|X

n
i psq|2dss

ďC2
0ε

2tEr

ż T

0
ersp|X

n
i psq|2 ` |Z

n
i psq|2 ` }ℓ

i,n
s }2

uqds` sup
i

Er

ż T

0
|X

n´1
i psq|2dssu

`
1
ε2Er

ż T

0
ers|X

n
i psq|2dss.

By choosing r and ε such that r ´ C2
0ε

2 ´ 1
ε2 ą C2

0ε
2 and 1 ´ C2

0ε
2 ą 0 at the same time, we obtain

the contraction inequality with certain constant α ă 1:

max
i“1,...,N

Er

ż T

0
ersp|X

n
|2 ` |Z

n
|2 ` }ℓ

i,n
}2

i qdss ď α sup
uPI

Er

ż T

0
ersp|X

n´1
|2 ` |Z

n´1
|2 ` }ℓ

i,n´1
}2

i qdss.

We get further the contraction inequality in MN ,

max
i“1,...,N

Er

ż T

0
p|X

n
|2 ` |Z

n
|2 ` }ℓ

i,n
}2

i qdss ď α sup
uPI

Er

ż T

0
p|X

n´1
|2 ` |Z

n´1
|2 ` }ℓ

i,n´1
}2

i qdss.

Therefore the map Ψ is a contraction in MN and it has a unique fixed point, which is denoted by ΦN .
Now by taking a limit in the iterating equation (5.3), we conclude that ΦN is the unique solution of
(5.15).

With a mild regularity assumption on the terminal value and the interaction terms ζN
ij , we have

the following convergence result.

Assumption 5.6. For a given graphon G, we say that ζN :“ tζN
ij ui,jPrNs satisfies the regularity

assumption with graphon G if either:

(i) ζN
ij “ Gp i

N ,
j
N q;

(ii) ζN
ij “ Bernoulli

`

Gp i
N ,

j
N q

˘

independently for all 1 ď i ď j ď N and independent of tWu, Nu, ξu :
u P Iu.

For notation simplicity, we let all νu be a common measure ν. But notice that all following results
hold for different νu.
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;A<Theorem 5.14. Let Assumptions 5.2 and 5.5 be fullfilled. Suppose that ζN satisfies the regularity

assumption 5.6 with graphon G, G is Lipschitz continuous and the terminal conditions ξN and ξ satisfy

max
i“1,...,N

E|ξN
i ´ ξ i

N
|2 “ OpN´1q.

Then the unique solution ΦN of (5.15) converges to the unique solution of (5.1) with the convergence
rate 1{

?
N and

max
i“1,...,N

E

«

sup
tPr0,T s

|XN
i ptq ´X i

N
ptq|2 `

ż T

0
|ZN

i ptq ´ Z i
N

ptq|2dt`

ż T

0
}ℓi,Nt ´ ℓ

i
N
t }2

νdt

ff

ď CN´1 ` C max
i“1,...,N

E|ξN
i ´ ξ i

N
|2 “ OpN´1q,

(5.17)

for all N P N and some constant C. Furthermore, for κN
t “ 1

N

řN
i“1 δXN

i ptq and κt “
ş

I LpXuptqqdu,
we have

sup
tPr0,T s

E
“

pW2pκN
t , κtqq2‰ ď CN´1{2. (5.18)

Proof. For convenience, we denote by Xiptq :“ XN
i ptq ´ X i

N
ptq, Ziptq :“ ZN

i ptq ´ Z i
N

ptq, ℓisp¨q :“

ℓi,Nt p¨q ´ ℓ
i

N
t p¨q and ξi :“ ξN

i ´ ξ i
N

. By applying Itô’s formula to |Xs|2 on rt, T s, we have

Xiptq
2 `

ż T

t
Zipsq

2ds`

ż T

t
}ℓ

i
s}2

νds

“XipT q2 ` 2
ż T

t
Xipsqp

1
N

N
ÿ

j“1
ζN

ij fps,XN
j psq,ΦN

i psqq

´

ż

I

ż

R
Gp

i

N
, yqfps, x,Φ i

n
psqqµy,spdxqdyqds´ 2

ż T

t
XipsqZipsqdWs

´ 2
ż T

t

ż

E
Xips´qℓ

i
speq rNpds, deq

ďa2
ż T

t
p

1
N

N
ÿ

j“1
ζN

ij fps,XN
j psq,ΦN

i psqq ´

ż

I

ż

R
Gp

i

N
, yqfps, x,Φ i

n
psqqµy,spdxqdyq2ds

1
a2

ż T

t
Xipsq

2ds` |ξi|
2 ´ 2

ż T

t
XsZsdWs ´ 2

ż T

t

ż

E
Xs´ℓspeq rNpds, deq.

(5.19)

We now put attention on the driver difference term. We will analyze the integrand for fixed

207



5.3. Convergence of interacting particle systems to graphon mean-field BSDEs Chapter 5. Graphon
Mean Field Backward Stochastic Differential Equations and Associated Dynamic Risk Measures

;A<

s P rt, T s. Taking conditional expectation given Ft, and adding and subtracting terms, we get

Et

ˇ

ˇ

1
N

N
ÿ

j“1
ζN

ij fps,XN
j psq,ΦN

i psqq ´

ż

I

ż

R
Gp

i

N
, yqfps, x,Φ i

n
psqqµy,spdxqdy

ˇ

ˇ

2

ď 3Et

ˇ

ˇ

1
N

N
ÿ

j“1
ζN

ij pfps,XN
j psq,ΦN

i psqq ´ fps,X j
n

psq,Φ i
n

psqqq
ˇ

ˇ

2

` 3Et

ˇ

ˇ

1
N

N
ÿ

j“1
pζN

ij fps,X j
n

psq,Φ i
n

psqq ´

ż

R
Gp

i

N
,
j

n
qfps, x,Φ i

n
psqqµ j

n
,spdxqq

ˇ

ˇ

2

` 3Et

ˇ

ˇ

1
N

N
ÿ

j“1

ż

R
Gp

i

N
,
j

n
qfps, x,Φ i

n
psqqµ j

n
,spdxq ´

ż

I

ż

R
Gp

i

N
, yqfps, x,Φ i

n
psqqµy,spdxqdy

ˇ

ˇ

2

“: 3pIN
1 psq ` IN

2 psq ` IN
3 psqq.

For the first term IN
1 psq, by Lipschitz continuity of f and boundedness of ζN

ij , we have

IN
1 psq ď C0p max

i“1,...,N
Etr|Xipsq|2s ` Etr|Xipsq|2 ` |Zipsq|2 ` }ℓ

i
s}2

νsq. (5.20)

For the second term IN
2 psq, we first analyse ErIN

2 psqs. By the independence of tζN
ij u and tX i

n
u,

we have

ErIN
2 psqs “

1
N2

ÿ

Ai,j,k

ErpζN
ij fps,X j

n
psq,Φ i

n
psqq ´

ż

R
Gp

i

N
,
j

n
qfps, x,Φ i

n
psqqµ j

n
,spdxqq

pζN
ikfps,X k

n
psq,Φ i

n
psqq ´

ż

R
Gp

i

N
,
j

n
qfps, x,Φ i

n
psqqµ k

n
,spdxqqs

ď
1
N2 |Ai,j,k|C0 sup

uPI
ErXupsq2s ď

C0
N
,

(5.21)

where Ai,j,k is the set of triplets ti, j, ku in rns3 such that j “ k ‰ i, and its cardinality is of order
OpNq. The last inequality follows from the uniform boundedness of the second moment of Xu on
r0, T s.

We now estimate the expectation of the third term ErIN
3 psqs. By adding and subtracting terms,

we get

ErIN
3 psqs ď 2E

ˇ

ˇ

ż

I

ż

R
rGp

i

N
,

rNys

N
q ´Gp

i

n
, yqsfps, x,Φ i

n
psqqµ rNys

N
,s

pdxqdy
ˇ

ˇ

2

` 2E
ˇ

ˇ

ż

I

ż

R
Gp

i

N
, yqfps, x,Φ i

n
psqqµ rNys

N
,s

pdxqdy ´

ż

I

ż

R
Gp

i

N
, yqfps, x,Φ i

n
psqqµy,spdxqdy

ˇ

ˇ

2

ď
C0
N2 ,

(5.22)
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BSDEs
;A<where the last inequality comes from the Lipschitz property of f , the uniform boundedness of the

second moments of Xupsq for all u P I, the property of Φ P M, Remark 5.1 and Proposition 5.8 (iii).
Coming back to (5.19) and taking conditional expectation given Ft, denoted by Et, we have

|Xiptq|2 `

ż T

t
EtrZipsq

2sds`

ż T

t
Etr}ℓ

i
s}2

νsds

ď Etr|ξi|
2s ` 3a2C0

ż T

t
Etr max

i“1,...,N
|Xipsq|2sds` 3a2C0

ż T

t
Etrp|Zipsq|2 ` }ℓ

i
s}2

νqsds

` p3a2C0 `
1
a2 q

ż T

t
Etr|Xipsq|2sds`

ż T

t
pIN

2 psq ` IN
3 psqqds.

(5.23)

By choosing a2 ă 1{p3C0q, we obtain

max
i“1,...,N

|Xiptq|2 ď p6a2C0 `
1
a2 qEtr

ż T

t
max

i“1,...,N
|Xipsq|2dss `

ż T

t
pIN

2 psq ` IN
3 psqqds` max

i“1,...,N
Etr|ξi|

2s.

(5.24)

We then apply Gronwall’s inequality to get that

max
i“1,...,N

|Xiptq|2 ď C

ż T

t
pIN

2 psq ` IN
3 psqqds` C max

i“1,...,N
Etr|ξi|

2s,

for all t P r0, T s. So we have further

max
i“1,...,N

Er sup
tPr0,T s

|Xiptq|2s ďC

ż T

0
ErIN

2 psq ` IN
3 psqsds` C max

i“1,...,N
Etr|ξi|

2s

ď
C

N
` C max

i“1,...,N
Etr|ξi|

2s.

Inserting the above equation into (5.23) and choosing again a2 ă 1{p3C0q, we have in turn

Etr

ż T

t
Zipsq

2dss ` Etr

ż T

t
}ℓ

i
s}2

νdss ď
C

N
` C max

i“1,...,N
Etr|ξi|

2s.

Combining the above two formulas we obtain (5.17).
We now show (5.25). Denote κ̄N

t “ 1
N

řN
i“1 δX i

N
ptq. By (5.17), it is easily seen than

sup
tPr0,T s

ErpW2pκN
t , κ̄

N
t qq2s ď

C

N
.

Then notice that the jump diffusion of each Xu is influenced only by the laws of others, which can be
regarded as independent. Using the uniform second moment bound of Xu for all u P I on r0, T s, we
can apply [53, Lemma A.1], and get

sup
tPr0,T s

ErpW2pκ̄N
t ,Eκ̄N

t qq2s ď
C

?
N
.
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Finally, since the graphon G is Lipschitz continuous, by Proposition 5.8, the Lipschitz continuity
property of the law of Xu on u in the Wasserstein L2 distance guarantees that

sup
tPr0,T s

ErpW2pEκ̄N
t , κtqq2s ď

C

N
.

Combining the above three estimations, we obtain (5.25). The proof is now complete.

In a relaxed case where ζN is related to a sequence of graphons GN instead of a fixed graphon G,
we can also have similar convergence result and obtain the convergence rate.

Theorem 5.15. Let Assumptions 5.2 and 5.5 be fullfilled. Suppose ζN satisfies the regularity As-
sumption 5.6 with graphon GN . Then we have

max
i“1,...,N

E

«

sup
tPr0,T s

|XN
i ptq ´X i

N
ptq|2 `

ż T

0
|ZN

i ptq ´ Z i
N

ptq|2dt`

ż T

0
}ℓi,Nt ´ ℓ

i
N
t }2

νdt

ff

ď C
`

max
i“1,...,N

E|ξN
i ´ ξ i

N
|2 ` }G´GN }8Ñ8 `N´1˘.

Proof. Let p rXN , rZN , rℓN q be the solution of (5.1) induced by the step graphon rGN obtained from GN ,
i.e. rGN pu, vq :“ Gp

rNus

N , rNvs

N q, and terminal value rξN
u :“ ξN

i for u P p i´1
N , i

N s, i “ 1, 2, . . . , N and
rξN
0 “ ξN

1 . Notice that for each N P N, the regularity assumption for ζN with GN and with rGN are
equivalent. By Theorem 5.14, we have

max
i“1,...,N

E

«

sup
tPr0,T s

|XN
i ptq ´ rXN

i
N

ptq|2 `

ż T

0
|ZN

i ptq ´ rZN
i

N
ptq|2dt`

ż T

0
}ℓi,Nt ´ rℓ

i
N

,N
t }2

νdt

ff

ď CN´1 ` C max
i“1,...,N

E|ξN
i ´ rξN

i
N

|2 ď CN´1,

Since now every rGN is a step graphon, we have a uniformly bounded constant C for the sequence
t rGN u. On the other hand, by Proposition 5.12, we have

max
i“1,...,N

E
“

sup
tPr0,T s

| rXN
i

N
ptq ´X i

N
ptq|2 `

ż T

0
| rZN

i
N

ptq ´ Z i
N

ptq|2dt`

ż T

0
}rℓ

i
N

,N
t ´ ℓ i

N
,t}

2
ν i

N

dt
‰

ď C
“

sup
uPI

E|rξN
u ´ ξu|2 ` }G´GN }8Ñ8

‰

.

Combining the above two formulas and the definition of rξN , we obtain the desired result.

The following is a direct corollary of Theorem 5.15 under some Lipschitz conditions.

Corollary 5.16. Suppose ζN satisfies the regularity Assumption 5.6 with graphon GN with }G ´

GN }□ ď C
N , where GN pu, vq :“ GN p

rNus

N , rNvs

N q is a step graphon. Let Assumptions 5.2 be fullfilled.
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;A<Suppose the graphon G is Lipschitz continuous, u ÞÑ ξu is Lipschitz continuous with respect to L2pFT q,

and the terminal condition ξN satisfies
max

i“1,...,N
E|ξN

i ´ ξ i
N

|2 “ OpN´1q.

Then we have }G´GN }8Ñ8 ď C
N and thus

max
i“1,...,N

E

«

sup
tPr0,T s

|XN
i ptq ´X i

N
ptq|2 `

ż T

0
|ZN

i ptq ´ Z i
N

ptq|2dt`

ż T

0
}ℓi,Nt ´ ℓ

i
N
t }2

νdt

ff

ď
C

N
,

and
sup

tPr0,T s

E
“

pW2pκN
t , κtqq2‰ ď CN´1{2, (5.25)

where κN
t “ 1

N

řN
i“1 δXN

i ptq and κt “
ş

I LpXuptqqdu.

We end this section by some remarks.
Remark 5.17. In the case of a sequence of random graphons which converge in probability in cut norm,
we can show that Theorem 5.15 can still be applied. In particular, consider the following example taken
from [162]. Let U1, . . . , UN be i.i.d. uniform random variables on r0, 1s and Up1q, . . . , UpNq be their order
statistics. For a given graphon G, if i ‰ j, then connect vertices pi, jq with probability GpUpiq, Upjqq.
Denoting the underlying adjacency matrix by ζN , we have that the graphons GζN associated to ζN

(defined as in Example 5.11) converge in probability in cut norm to G. Notice that by the boundedness
of the graphon, E}GζN ´ G}□ Ñ 0, and for each realisation of U1, . . . , UN , ζN satisfies the regularity
assumption 5.6. Thus if the measures tνuuuPI are a common measure ν, the graphon G is continuous,
u ÞÑ ξu is continuous with respect to L2pFT q, and the terminal condition ξN satisfies maxi“1,...,N E|ξN

i ´

ξ i
N

|2 Ñ 0. In this case, Theorem 5.15 still applies.

Remark 5.18. Note that with the following weaker terminal conditions on ξN and ξ,

1
N

N
ÿ

i“1
E|ξN

i ´ ξ i
N

|2 “ OpN´1q,

we can obtain similar convergence results of the average type:

1
N

N
ÿ

i“1
E

«

sup
tPr0,T s

|XN
i ptq ´X i

N
ptq|2 `

ż T

0
|ZN

i ptq ´ Z i
N

ptq|2dt`

ż T

0
}ℓi,Nt ´ ℓ

i
N
t }2

νdt

ff

ď CN´1 ` C
1
N

N
ÿ

i“1
E|ξN

i ´ ξ i
N

|2 “ OpN´1q,

similar as in Theorem 5.14. Also similar as in Theorem 5.15, we can show that

1
N

N
ÿ

i“1
E

«

sup
tPr0,T s

|XN
i ptq ´X i

N
ptq|2 `

ż T

0
|ZN

i ptq ´ Z i
N

ptq|2dt`

ż T

0
}ℓi,Nt ´ ℓ

i
N
t }2

νdt

ff

ď C
` 1
N

N
ÿ

i“1

ż

r
i´1
N

, i
N

s

E|ξN
i ´ ξu|2du` }G´GN }□ `N´1˘.

for some constant C.
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5.4 Graphon dynamic risk measures

5.4.1 Definition and properties

In this section, we introduce the graphon dynamic risk measures induced by the solution of a graphon
mean-field BSDE system (5.1) and study its properties. Similar to [183], for T ą 0 representing a
given maturity and ξ a financial position at time T , we interpret ρu,tpξ, T q :“ ´Xupt, ξ, T q, as the risk
measure of ξ at time t and position u P I.

Definition 5.19. Let T ą 0 be a time horizon, for a terminal condition ξ P ML2pFT q, we define

ρu,tpξ, T q :“ ´Xupt, ξ, T q,

for each u P I, where tXupt, ξ, T quuPI is the solution of the graphon mean-field BSDE system (5.1).
Then ρtpξ, T q :“ tρu,tpξ, T quuPI is called the graphon associated dynamic risk measure.

We now provide some properties of the above dynamic risk measures, under Assumption 5.2. Let
T0 be the set of all stopping times τ such that τ P r0, T s almost surely.

(i) Consistency: Let τ P T0 be a stopping time. Then for each time t smaller than τ , the
risk measure associated with terminal value ξ at maturity T coincides with the risk-measure
associated with maturity τ and terminal value ´ρτ pξ, T q “ Xτ pξ, T q, that is for all t P r0, τ s, a.s.
ρtpξ, T q “ ρtp´ρτ pξ, T q, τq. This property is guaranteed by the uniqueness result of the graphon
mean-field BSDE system (Theorem 5.4).

(ii) Continuity: Let tτα, α P Ru be a family of stopping times in T0 converging a.s. to a stopping
time τα0 P T0 as α Ñ α0. Let tξα, α P Ru be a sequence of random families such that for each
α P R, ξα is Fτα-measurable and Eress supαpξαq2s ă 8. Suppose also that ξα converges a.s. to a
Fτα0 -measurable random variable ξ as α tends to α0. Then for each stopping time pτ ă τα, α P R,
the random variables ρ

pτ pξα, ταq Ñ ρ
pτ pξ, τα0q a.s. and the processes ρpξα, ταq Ñ ρpξ, τα0q in MS2

when α Ñ α0.
This property follows from [183, Proposition A.6]. Indeed, for each u P I, by making some
modifications in the proof of [183, Proposition A.6], we can show that ρupξα, ταq Ñ ρupξ, τα0q

in S2 when α Ñ α0.

(iii) Homogeneity: If f is positively homogeneous with respect to px1, x, z, ℓq, i.e., for a ą 0,
fpt, ax1, ax, az, alq “ afpt, x1, x, z, ℓq, then the risk measure ρ is positively homogeneous with
respect to ξ, that is, for all λ ě 0, t P r0, T s and ξ P ML2pFT q, we have ρtpλξ, T q “ λρtpξ, T q.

(iv) Translation invariance: If f depends only on pt, x1 ´ x, z, ℓq, that is fpt, x1, x, z, ℓq “ hpt, x1 ´

x, z, ℓq for some function h, then the risk measure satisfies the translation invariance property:
for any ξ P ML2pFT q, t0 P r0, T s and ξ1 P ML2pFt0q,

ρtpξ ` ξ1, T q “ ρtpξ, T q ´ ξ1 for all t P r0, T s.
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Proof. Suppose ξ1 P ML2pFt0q and recall that µy,s is the law of Xypsq. Let tXu, Zu, ℓuuuPI be
the solution of (for each u P I)

Xuptq “ ξu `

ż T

t

ż

I

ż

R
Gpu, yqfps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxqdyds

´

ż T

t
ZupsqdWupsq ´

ż T

t

ż

E
ℓu,speq rNupds, deq, t P rt0, T s,

XupT q “ ξu.

(5.26)

Then by assumption, we have for each pair pu, vq P I2,
ż

R
Gpu, yqfps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxq “

ż

R
Gpu, yqfps, x,Xupsq`ξ1

u, Zupsq, ℓu,sp¨qqµ1
y,spdxq,

where µ1
y,s is the law of Xypsq ` ξ1

y. Hence we have

Xuptq ` ξ1
u “

ż T

t

ż

I

ż

R
Gpu, yqfps, x,Xupsq ` ξ1

u, Zupsq, ℓu,sp¨qqµ1
y,spdxqdyds

´

ż T

t
ZupsqdWupsq ´

ż T

t

ż

E
ℓu,speq rNupds, deq ` ξu ` ξ1

u, t P rt0, T s,

XupT q ` ξ1
u “ξu ` ξ1

u,

which implies that tXu ` ξ1
u, Zu, ℓuuu is the solution of the (5.26) with terminal value ξu ` ξ1

u.
Hence, for all u P I, we have

ρu,tpξu ` ξ1
u, T q “ ρu,tpξu, T q ´ ξ1

u,

as desired.

From now on, we assume that f satisfies Assumption 5.3 and is non-decreasing on x1.

(v) Monotonicity: The risk measure is non-increasing with respect to the terminal value ξ, i.e., for
each T ą 0 and each ξ1, ξ2 P ML2pFT q, if ξ1 ě ξ2 a.s., then a.s. ρtpξ

1, T q ď ρtpξ
2, T q, 0 ď t ď T.

This property follows directly by the comparison Theorem 5.6.

(vi) Convexity: If f is concave with respect to px, z, lq, then the dynamic risk measure is convex,
that is for any λ P r0, 1s and ξ1, ξ2 P ML2pFT q, we have

ρtpλξ
1 ` p1 ´ λqξ2, T q ď λρtpξ

1, T q ` p1 ´ λqρtpξ
2, T q.

Proof. By our assumption, it is clear that for each u P I, Fupt,Lp.q, x, z, ℓq is concave on px, z, ℓq.
But it is also concave in L. For two family of measures µ1, µ2 P PpMS2q, we have

λFup¨, µ1, ¨q ` p1 ´ λqFup¨, µ2, ¨q “

ż

I

ż

R
Gpu, vqfpx, ¨qpλµ1

v ` p1 ´ λqµ2
vqpdxqdv

ď Fup¨, λµ1 ` p1 ´ λqµ2, ¨q.
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Let tX1
u, Z

1
u, ℓ

1
uuu and tX2

u, Z
2
u, ℓ

2
uuu be the solutions of the graphon mean-field BSDE system (5.1)

with terminal values ξ1 and ξ2, respectively. For a given λ P r0, 1s and each u P I, denote
pXu :“ λX1

u ` p1 ´ λqX2
u, pZu :“ λZ1

u ` p1 ´ λqZ2
u, pℓu :“ λℓ1u ` p1 ´ λqℓ2u. Then we have

λFupt,LpX1
t q, X1

u, Z
1
u, ℓ

1
uq ` p1 ´ λqFupt,LpX2

t q, X2
u, Z

2
u, ℓ

2
uq

ďFupt, λLpX1
t q ` p1 ´ λqLpX2

t q, pXu, pZu, pℓuq.

Let t rXu, rZu, rℓuuu be the solution of (5.1) with terminal value λξ1 ` p1 ´ λqξ2. Thus it follows
by comparison Theorem 5.6 that for all u P I and t P r0, T s,

rXu ě λX1
u ` p1 ´ λqX2

u,

which implies the desired result.

(vii) No Arbitrage: Suppose now that the strict inequality holds in Assumption 5.3, so that we
can apply the strict comparison Theorem 5.7. It follows easily that the dynamic risk measure
satisfies that for each T ą 0 and each ξ1, ξ2 P ML2pFT q, if ξ1 ě ξ2 a.s. and ρtpξ

1, T q “ ρtpξ
2, T q

a.s. on an event A P Ft, then ξ1 “ ξ2 a.s. on A.

Example 5.20. We consider the following examples for the integrand function f :

(i) Let fpt, x1, x, z, ℓq “ x1 ´ x. It is non-decreasing in x1 and concave in x. In addition, it is
Lipschitz in both x1 and x, positively homogeneous in px1, xq and satisfies Assumption 5.3. Thus
the associated risk measure satisfies all the properties above.

(ii) Let fpt, x1, x, z, ℓq “ x1 `x. It is not a function of x1 ´x, thus the risk measure does not satisfies
the translation invariance property.

(iii) Let fpt, x1, x, z, ℓq “ e´|x1´x|. The risk measure only satisfies properties (i), (ii) and (iv).

5.4.2 Dual representation

We provide a dual representation for the expectation of the global dynamic risk measure induced by
the graphon mean-field BSDE, when the interaction f is concave on px1, x, z, ℓq.

We first introduce some notation. For convenience, let Fu denote the driver of u component in the
graphon mean-field system (5.1), i.e.,

Fupω, t,LpXtq, x, z, ℓp¨qq :“
ż

I

ż

R
Gpu, yqfps, x1, x, z, ℓp¨qqµy,spdx1qdy.

For each pω, tq and each u P I, we denote by pFuq˚ the Fenchel-Legendre transform (see e.g., [112]),
defined as

pFuq˚pω, t,LpY q, βu, α
1
u, α

2
uq :“ sup

pX,x,z,ℓqPL2,I pFtqbR2bL2
νu

tFupω, t,LpXq, x, z, ℓq

´ xX,Y yL2,I ´ βux´ α1
uz ´ xα2

u, ℓuyνuu.

(5.27)
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For given processes pβ, γq, we define

Hβ,γ
t,s :“ expt

ż s

t
pβy ` γyqdyu.

For each u P I and given predictable process αu “ pα1
u, α

2
uq, we let Qα

u denote the probability
absolutely continuous with respect to P, which admits Γαu,T as density, where Γαu is the solution of

dΓαu,t “ Γαu,t´
`

α1
u,tdWuptq `

ż

E
α2

u,tpeqd
rNupdt, deq

˘

, Γαu,0 “ 1. (5.28)

Let Du,T be the set of predictable processes αu such that

•
şT
0 pα1

u,sq2ds`
şT
0 }α2

u,s}2
νu
ds is bounded;

• α2
u,tpyq ą ´1 νupdyq-a.s. for all t P r0, T s.

Define DI
T to be the set of all family of processes α :“ tαuuuPI such that for each u P I, αu P Du,T . By

[183, Proposition 3.1, 3.2], we know that for any α P DI
T , Γαu,t ą 0 a.s. on r0, T s and pΓαu,tqtPr0,T s P S2,

for each u P I.
In the following, we denote by γt :“ pγu,v

t qu,vPI for all t P r0, T s. Let AI
T be the set of fami-

lies of processes pγt, βt, αtqtPr0,T s, where pβt, αtqtPr0,T s are predictable and pγtqtPr0,T s is progressively
measurable, such that

• pαtqtPr0,T s belongs to DI
T ;

• For each pu, vq P I, pΓα
v,te

şt
0 γu,v

y dyqtPr0,T s belong to H2;

• For each v P I, tpFvq˚
`

t,
` Γ

αv1
t H

βv1 ,γv,v1
0,t γ

v,v1
t

ErΓαv
t

ş

I Hβv,γv1,v

0,t dv1s

˘

v1PI
, βv,t, α

1
v,t, α

2
v,tp¨q

˘

utPr0,T s belongs to H2.

We first provide some technical lemmas which will be used for the main duality theorem .

Lemma 5.21. Suppose that f satisfies Assumption 5.3 and is non-decreasing in x1. Then for each
ps, ωq and each u P I, the effective domain of pFuq˚ such that

pFuq˚ps,LpY q, βu, α
1
u, α

2
uq ă `8

is included in the closed set Uu Ď R2 ˆ L2
νu

of all elements pβu, α
1
u, α

2
uq satisfying the following:

(i) βu and α1
u are bounded by some constant C1.

(ii) α2
u ą ´1 and |α2

upyq| ď C2 νupdyq a.s. for some constant C2.

Proof. By our assumptions, for each u P I, the function Fu satisfies the same assumptions as in the
classical case studied in [183, Lemma 5.4], thus the results follow by similar arguments.
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For each t P r0, T s, a given random variable X in L2,IpFtq and each u P I, we denote by pGuq˚ the
Fenchel-Legendre transform of Fup¨,LpXq, ¨q, defined as

pGuq˚
βu,αu

pt,Xq :“ sup
px,z,ℓqPR2ˆL2

νu

tFupt,LpXq, x, z, ℓq ´ βux´ α1
uz ´ xα2

u, ℓyu.

Further, we denote by pGuq˚˚
βu,αu

pt, Y q the Fenchel-Legendre transform of pGuq˚
βu,αu

pt,Xq, that is

pGuq˚˚
βu,αu

pt, Y q :“ sup
XPL2,I pFT q

tpGuq˚
βu,αu

pt,Xq ´ xX,Y yL2,I u.

Lemma 5.22. For each u P I, each pω, tq and any given pY, βu, αuq P L2,IpFtq b R2 b L2
νu

belonging
to the effective domain of pFuq˚, we have

pGuq˚˚
βu,αu

pt, Y q “ pFuq˚pω, t,LpY q, βu, α
1
u, α

2
uq.

Proof. Obviously, one has

pGuq˚˚
βu,αu

pt, Y q ď pFuq˚pω, t,LpY q, βu, α
1
u, α

2
uq.

Suppose that pX1, x1, z1, ℓ1q attains the supremum of

Fupt,LpXq, x, z, ℓq ´ βux´ α1
uz ´ xα2

u, ℓy.

Then we have

Fupt,LpX1q, x1, z1, ℓ1q ´ βux1 ´ α1
uz1 ´ xα2

u, ℓ1y ď pGuq˚
βu,αu

pt,X1q.

Thus it follows that

Fupt,LpX1q, x1, z1, ℓ1q ´ xX1, Y yL2,I ´ βux1 ´ α1
uz1 ´ xα2

u, ℓ1yνu ď pGuq˚˚
βu,αu

pt, Y q,

which implies that
pGuq˚˚

βu,αu
pt, Y q ě pFuq˚pω, t,LpY q, βu, α

1
u, α

2
uq.

Hence we get the desired equality.

Lemma 5.23. Assume that f is non-decreasing in x1. Then for any given pβ, αq P RbI ˆRbI ˆpL2
νu

qbI ,
for each t P r0, T s and each u P I, the effective domain of pGuq˚˚

βu,αu
pt, Yuq, i.e.,

tYu P L2,IpFtq : pGuq˚˚
βu,αu

ps, Yuq ă `8u,

satisfies that 0 ď Yu ď C, for some positive constant C, dPb dλ a.s. where λ is the Lebesgue measure
on R.

216



Chapter 5. Graphon Mean Field Backward Stochastic Differential Equations and Associated
Dynamic Risk Measures 5.4. Graphon dynamic risk measures

;A<

Proof. First note that since f is non-decreasing, we have that for all u P I, Fu is also non-decreasing
and thus pGuq˚

βu,αu
ps,Xsq is non-decreasing for each u P I and any pβ, αq P RbI ˆ RbI ˆ pL2

νu
qbI .

Thus we can drop the subscript u. For simplicity, we write pGuq˚˚
βu,αu

as G˚ and pGuq˚
βu,αu

as G.
We prove by contradiction. For each s P r0, T s, suppose that dP b dλ a.s. 0 ď Y ď C, for some

positive constant C, is not true. Denote by A :“ tω ˆ v : Yvpωq ă 0u and B :“ tω ˆ v : Yvpωq ą Cu.
By the definition of G˚, for each X P L2,IpFtq we have

G˚ps, Y q ě Gps,Xq ´ xX,Y y “ Gps,Xq ´ Er

ż

I
XvYvdvs.

We can take Xn
v pωq :“ ´nYv1Apωq. Clearly Xn ď 0 dP b dλ a.s., by the non-decreasing property of

G we have

G˚ps, Y q ě Gps, 0q ´ Er

ż

I
Xn

v Yvdvs “ Gps, 0q ` n

ż

A
|Yvpωq|2dpP ˆ ℓqpω, vq.

Letting n Ñ 8, we get G˚ps, Y q “ `8, which gives the contradiction.
Notice that by the Lipschitz and non-decreasing property of G and boundedness of the graphon,

we have for some positive constant C,

Gps,Xq ě Gps, 0q ` CEr

ż

I
Xvdvs.

Thus by taking Xn
v pωq :“ ´nYv1Bpωq, similarly we have,

G˚ps, Y q ěGps, 0q ` CEr

ż

I
Xn

v dvs ´ Er

ż

I
Xn

v Yvdvs

“ Gps, 0q ` n

ż

B
YvpωqpYvpωq ´ CqdpP b λqpω, vq.

Letting n Ñ 8, we get the desired contradiction again.

Example 5.24. If f takes the form as in Example 5.20(i), that is fpt, x1, x, z, ℓq “ x1 ´ x, then one
can show that for each u P I,

pGuq˚
βu

pt,Xq “

ż

I
Gpu, yqErXysdy,

and
pFuq˚pt,LpY q, βuq “ 0.

Indeed, by similar arguments as in the proof of Lemma 5.23, the effective domain is p1,
ş

I Gpu, yqErXysdyq,
where 1 is the set of all random variables Y in L2,IpFT q satisfying Y “ 1 dP b dλ a.s.. It is easily
seen that Fu and pFuq˚ satisfy the conjugacy relation (see e.g., [112]) and

Fupt,LpXq, xq “ pFuq˚˚pt,LpXq, xq.
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Lemma 5.25. Let pα1
s, α

2
sp¨qqsět belong to DI

T , pUu,vpsqqu,vPI and phuquPI be progressively measurable
and bounded. Let t P r0, T s. Then the following SDE system admits a solution pV u,vqu,vPI uniformly
in S2:

dV u,vpsq “V u,vpsqrα1
v,sdWvpsq `

ż

E
α2

v,speqd rNvpds, deqs

` Uu,vpsqEr

ż

I
V v,upsqhu,sdvsds, t ď s ď T,

V u,vptq “1.

Proof. This equation is a graphon mean field forward SDE system. Set V0psq ” 1 for s P rt, T s and
define the following iteration sequence for n ě 1,

V u,v
n psq “ V u,v

n´1ptq `

ż s

t
V u,v

n´1pyqdMv,y `

ż s

t
Uu,vpsqEr

ż

I
V v,u

n´1pyqhu,ydvsdy,

where dMv,y “ α1
v,sdWvpsq `

ş

E α
2
v,sprqd rNvpds, deq.

Since pα1
s, α

2
sp¨qqsět belong to DI

T , the quadratic variation in rt, T s is bounded. By Doob L2-
inequality and Cauchy-Schwarz inequality, we have for some constant C,

Er sup
tďsďT

|V u,v
n`1psq ´ V u,v

n psq|2s ď CEr

ż T

t
|V u,v

n psq ´ V u,v
n´1psq|2dss

` CEr

ż T

t

ż

I
|V u,v

n psq ´ V u,v
n´1psq|2dvdss.

Hence, we have further

Dn`1 :“ Er sup
pu,vqPI2

tďsďT

|V u,v
n`1psq ´ V u,v

n psq|2s ď CEr

ż T

t
sup

pu,vqPI2

tďsďT

|V u,v
n psq ´ V u,v

n´1psq|2dss.

We thus get, for any n ě 1,
Dn`1 ď

D1C
nTn

n! .

Then consequently we have
8
ÿ

n“1
pDnq1{2 ă 8,

which implies that uniformly in pu, vq, pV u,v
n qně0 admits a uniform limit on rt, T s, which is a right-

continuous process V u,v. The family of processes pV u,vqu,vPI solves the SDEs system and they are
uniformly in S2.

We provide now a dual representation theorem for the expectation of the integral of the graphon
dynamic risk measure. We need the following lemma.
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Lemma 5.26. Let f be concave with respect to px1, x, z, ℓq and non-decreasing in x1. Then given a
family of processes pXs, βs, αsqsět with X progressive, β bounded and α P DI

T , there exists a family
of progressively measurable processes γs “ pγu,v

s qu,vPI such that for each u, v P I, pΓα
v,se

şs
t γu,v

y dyqsět

belongs to H2 and satisfies the following for each v P I,

pGvq˚

βv,s,αv,s
ps,Xsq´

ż

I

ErΓαv1
s H

βv1 ,γv,v1

t,s γv,v1
s Xv1psqs

ErΓα
v,s

ş

I H
βv ,γv1,v

t,s dv1s

dv1

“ pGvq˚˚

βv,s,αv,s

`

s,
` Γαv1

s H
βv1 ,γv,v1

t,s γv,v1
s

ErΓα
v,s

ş

I H
βv ,γv1,v

t,s dv1s

˘

v1

˘

,

where p¨qv1 means the family of random variables with v1 P I, and Γαv is defined by (5.28) with initial
value Γαv,t “ 1.

Proof. For simplicity of notation, we drop the bar symbol over the processes. For any ps, ωq P Ωˆr0, T s,
f is Lipschitz, concave in px1, x, z, ℓq, we can deduce easily that for any ps, ωq P Ω ˆ r0, T s and any
u P I, Fv is Lipschitz and concave in pLpXq, x, z, ℓq. Indeed, Fv is Lipschitz and concave in px, z, ℓq,
and it suffices to prove the Lipschitzness and concavity in the first parameter. By Remark 5.1, we
have

ˇ

ˇFvpLpX1q, ¨q ´ FvpLpX2q, ¨q
ˇ

ˇ “

ż

I

ˇ

ˇ

ż

R
Gpv, uqfpx, ¨qpν1

u ´ ν2
uqpdxq

ˇ

ˇdu

ď

ż

I
CpE|Xu

1 ´Xu
2 |2q1{2du

ď }X1 ´X2}L2,I .

For any λ P r0, 1s, we have that

λFvpLpX1q, ¨q ` p1 ´ λqFvpLpX2q, ¨q “

ż

I

ż

R
Gpv, uqfpx, ¨qpλν1

u ` p1 ´ λqν2
uqpdxqdu

“ FvpλLpX1q ` p1 ´ λqLpX2q, ¨q.

We can easily deduce that, for all u P I, pGvq˚

βv,s,αv,s
ps,Xsq is concave and Lipschitz continuous in

L2,IpFtq. Therefore it follows that for each s and u P I, there exists Yu,s P L2,IpFtq such that

pGuq˚

βu,s,αu,s
ps,Xsq ´ Er

ż

I
XvpsqY u,v

s dvs “ pGvq˚˚

βv,s,αv,s
ps, Yu,sq.

We next consider a dense countable subset rI :“ t0 “ a1 ă ¨ ¨ ¨ ă ai ă ai`1 ă ¨ ¨ ¨ ď 1u of I and let
Y u,v

s “ Y
piq

u,s for all v P rai, ai`1q, where we choose Y piq
u,s “ Y u,v˚

s for certain v˚ P rai, ai`1q such that
Y u,v˚

s P L2pFsq. Note that the maximizer Yu,s is not unique and we choose Yu,s “
ř

i 1rai,ai`1qpvqY
piq

u,s .
Since pL2pFsqqbrI P L2,IpFsq is a separable Hilbert space, by using the measurable selection theorem
(see e.g., [199]), there exists a family of processes Yu for each u P I, such that Y u,v : rt, T s ÞÑ L2pFT q is
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measurable for each v P I. Then by similar arguments as in [89, Lemma 3.4], we obtain the progressive
measurability for Y u,v when u P I fixed.

Since f is non-decreasing, we have that for all v P I, Fu is also non-decreasing and thus pGuq˚

βu,s,αu,s
ps,Xsq

is non-decreasing for each u P I and any pβ, αq P RbI ˆ RbI ˆ pL2
νu

qbI . By Lemma 5.23, we have
Yu,s ě 0 dP b dλ a.s. and Yu,s ď C dP b dλ a.s. Let

Uu,vpsq “ Y u,v
s expt´

ż s

t
βv,ydyu,

and,
hu,s “ expt

ż s

t
βu,ydyu.

Then by applying Itô’s formula to V u,vpΓαv q´1, we obtain

dpV u,vpΓαv q´1qs “ pΓαv
s q´1e´

şs
t βv,ydyY u,v

s Er

ż

I
V v,upsqdve

şs
t βu,ydysds.

Let rV u,v :“ V u,vpΓαv q´1. Since changes in a null measured set in I do not change the } ¨ }L2,I norm
of Yu,s, we can assume that for all pu, vq P I2, 0 ď Y u,v

s ď C (dP a.s.). Therefore we have for all
pu, vq P I2, rV u,v ą 0 a.s.. Thus we can choose for each ps, ωq P rt, T s ˆ Ω, γu,v

s pωq “ d
dsplog rV u,v

s qpωq,
which is well-defined. Then γu,v satisfies e

şs
t γu,v

y dy “ rV u,v
s . We obtain that

γu,v
s e

şs
t γu,v

y dyds “ pΓαv
s q´1e´

şs
t βv,ydyY u,v

s ErΓαu,s

ż

I
e
şs
t γv,u

y dye
şs
t βu,ydydvsds.

Hence we have
Γαv

s Hβv ,γu,v

t,s γu,v
s

ErΓαu,s
ş

I H
βu,γv,u

t,s dvs
“ Y u,v

s , a.s,

and clearly Γα
v,se

şs
t γu,v

y dy “ V u,vpsq belongs to H2. Note that the progressive measurability for Y u,v

when u P I fixed, implies the progressive measurability of γu,v. The proof is now complete.

We are now ready to provide the dual representation theorem.

Theorem 5.27 (Dual representation). Suppose f satisfies Assumption 5.2 and 5.3. Moreover, suppose
that f is concave with respect to px1, x, z, ℓq and non-decreasing in x1. Then, for each t P r0, T s, the
expectation of the convex risk-measure ρt has the following representation : for each ξ P ML2pFT q,

Er

ż

I
ρv,tpξ, T qdvs “ sup

pγ,β,αqPAI
T

t

ż

I
EQα

v r´p

ż

I
Hβv ,γu,v

t,T duqξvsdv ´

ż

I
ζv,tpγ, β, α, T qdvu, (5.29)

where the function ζ, which is called the penalty function, is defined for each T and pγ, β, αq P AI
T by

ζv,tpγ, β, α, T q “

ż T

t
EQα

v
“

p

ż

I
Hβv ,γu,v

t,s duqpFvq˚
`

s,
` Γαv1

s H
βv1 ,γv,v1

t,s γv,v1
s

ErΓαv
s

ş

I H
βv ,γv1,v

t,s dv1s

˘

v1
, βv,s, α

1
v,s, α

2
v,sp¨q

˘‰

ds,
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with Qα
v the absolutely continuous probability measure with respect to P admitting density Γαv , which

is defined by (5.28) with initial value Γαv,t “ 1. Moreover, there exists pγ, β, αq P AI
T attaining the

supremum in (5.29). In particular, for each v P I,

Erρv,tpξ, T qs “ EQαv
r´p

ż

I
H

βv ,γu,v

t,T duqξvs ´ ζv,tpγ, β, α, T q.

Proof. For each family of predictable processes pγ, β, αq P AI
T , we apply Itô’s formula to

ż

I

ż

I
Hβv ,γu,v

t,s Xvpsqdvdu

between t and T . We obtain
ż

I
Xvptqdv “

ż

I

ż

I
Hβv ,γu,v

t,T ξvdvdu´

ż

I

ż

I

ż T

t
Hβv ,γu,v

t,s ZvpsqdWvpsqdvdu

´

ż

I

ż

I

ż T

t

ż

E
Hβv ,γu,v

t,s ℓv,speq rNvpds, deqdvdu

`

ż T

t

ż

I

ż

I
Hβv ,γu,v

t,s

“

´βv,sXvpsq ´ γu,v
s Xvpsq ` Fvps,LpXq, Xvpsq, Zvpsq, ℓv,sp¨qq

‰

dvduds

“

ż T

t

ż

I
p

ż

I
Hβv ,γu,v

t,s duq
“

´βv,sXvpsq ´ α1
v,sZvpsq ´ xα2

v,s, ℓv,sy ` Fvps,LpXq, Xvpsq, Zvpsq, ℓv,sp¨qq
‰

dvds

´

ż T

t

ż

I

ż

I
Hβv ,γu,v

t,s γu,v
s Xvpsqdvduds`

ż

I

ż

I
Hβv ,γu,v

t,T ξvdvdu´

ż T

t

ż

I
dMQα

v psqdv,

where we recall that Qα
v is the absolutely continuous probability measure with respect to P admitting

density Γαv , which is defined by (5.28) with initial value Γαv,t “ 1, and

dMQα
v psq “ p

ż

I
Hβv ,γu,v

t,s duqZvpsqdWQα
v

v psq `

ż

E

`

ż

I
Hβv ,γu,v

t,s du
˘

ℓv,speq rNQα
v

v pds, deq,

with dW
Qα

v
v psq “ dWvpsq ´ α1

v,sds is a Brownian motion under Qα
v , and rN

Qα
v

v pds, deq “ rNvpds, deq ´

α2
v,speqνvpdeqds is the Qα

v -compensated Poisson random measure Nvp¨, ¨q.

Then notice that
ż T

t

ż

I

ż

I
EQα

v rHβv ,γu,v

t,s γu,v
s Xvpsqsdvduds

“

ż T

t

ż

I
EQα

u
“

p

ż

I
Hβu,γv,u

t,s dvqp

ż

I

ErΓαv
s Hβv ,γu,v

t,s γu,v
s Xvpsqs

ErΓαu
s

ş

I H
βu,γv,u

t,s dvs
dvq

‰

dudss

“

ż T

t

ż

I
EQα

v
“

p

ż

I
Hβv ,γu,v

t,s duqp

ż

I

ErΓαv1
s H

βv1 ,γv,v1

t,s γv,v1
s Xv1psqs

ErΓαv
s

ş

I H
βv ,γv1,v

t,s dv1s
dv1q

‰

dvdss.
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For each v P I, we compute the expectation under Qα
v . Then by taking expectation on both sides,

we get

Er

ż

I
Xvptqdvs “

ż

I
EQα

v rp

ż

I
Hβv ,γu,v

t,T duqξvsdv

`

ż T

t

ż

I
EQα

v
“

p

ż

I
Hβv ,γu,v

t,s duqr´βv,sXvpsq ´ α1
v,sZvpsq

´ xα2
v,s, ℓv,sy ´

ż

I

ErΓαv1
s H

βv1 ,γv,v1

t,s γv,v1
s Xv1psqs

ErΓαv
s

ş

I H
βv ,γv1,v

t,s dv1s
dv1 ` Fvps,LpXq, Xvpsq, Zvpsq, ℓv,sp¨qqs

‰

dvds.

By the definition of Fenchel-Legendre transform and Lemma 5.26, we have that

pGuq˚
βu,s,αu,s

ps,Xsq ´

ż

I

ErΓαv1
s H

βv1 ,γv,v1

t,s γv,v1
s Xv1psqs

ErΓαv
s

ş

I H
βv ,γv1,v

t,s dv1s
dv1

ď pFvq˚ps,
` Γαv1

s H
βv1 ,γv,v1

t,s γv,v1
s

ErΓαv
s

ş

I H
βv ,γv1,v

t,s dv1s

˘

v1
, βv,s, α

1
v,s, α

2
v,sp¨qq.

Then we obtain

Er

ż

I
Xvptqdvs ď inf

pγ,β,αqPAI
T

ż

I
EQα

v rp

ż

I
Hβv ,γu,v

t,T duqξvsdv

`

ż T

t

ż

I
EQα

v
“

p

ż

I
Hβv ,γu,v

t,s duqpFvq˚
`

s,
` Γαv1

s H
βv1 ,γv,v1

t,s γv,v1
s

ErΓαv
s

ş

I H
βv ,γv1,v

t,s dv1s

˘

v1
, βv,s, α

1
v,s, α

2
v,sp¨q

˘‰

dvds.

(5.30)

Let Uv be the set defined in Lemma 5.21. For any given law LpXsq, since Fv is concave in px, z, ℓq
for all v P I, we have the following conjugacy relation for all v P I,

Fvps,LpXsq, x, z, ℓq “ inf
pβv ,αvqPUv

tpGvq˚
βv ,αv ps,Xsq ` βvx` α1

vz ` xα2
v, lyu

“ pGvq˚

βv ,αv
ps,Xsq ` βvx` α1

vz ` xα2
v, ly.

(5.31)

The set Uv is strongly closed and convex in R2 ˆ L2
νv

. Moreover Uv is bounded, thus it is compact.
By some similar arguments as those in the proof of step 1 of [183, Lemma 5.5], we can conclude that
there exists some pβv, αvq P Uv satisfying (5.31).

Let Uv be the set of all triplets pγv, βv, αvq such that pβv, αvq are predictable and take values in
Uv, and γv is progressively measurable and satisfies that, for all u P I,

`

Γαue
şs
t γv,u

y dy
˘

sět
belongs to

H2. Since R2 ˆ L2
νv

is Polish, we can apply the measurable selection theorem as in [183, Lemma 5.5],
to assert that there exist predictable processes pβv,s, α

1
v,s, α

2
v,sqsět P Uv such that a.s.

Fvps,LpXsq, Xvpsq, Zvpsq, ℓv,sq “ pGvq˚

βv,s,αv,s
ps,Xsq ` βv,sXvpsq ` α1

v,sZvpsq ` xα2
v, ℓv,sy. (5.32)
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Clearly for any pβs, αsqsět and v P I, pGvq˚
βv,s,αv,s

is also Lipschitz and concave on the space
L2,IpΩq. Therefore by Lemma 5.26 we have that for the processes pXs, βs, αsqsět and all v P I, there
exists a family of progressively measurable processes γs “ pγu,v

s qu,vPI satisfying

pGvq˚

βv,s,αv,s
ps,Xsq ´

ż

I

ErΓαv1
s H

βv1 ,γv,v1

t,s γv,v1
s Xv1psqs

ErΓα
v,s

ş

I H
βv ,γv1,v

t,s dv1s

dv1

“ pGvq˚˚

βv,s,αv,s

`

s,
` Γαv1

s H
βv1 ,γv,v1

t,s γv,v1
s

ErΓα
v,s

ş

I H
βv ,γv1,v

t,s dv1s

˘

v1

˘

.

Notice that by Lemma 5.22

pGvq˚˚

βv,s,αv,s

`

s,
` Γαv1

s H
βv1 ,γv,v1

t,s γv,v1
s

ErΓα
v,s

ş

I H
βv ,γv1,v

t,s dv1s

˘

v1

˘

“ pFvq˚
`

s,
` Γαv1

s H
βv1 ,γv,v1

t,s γv,v1
s

ErΓα
v,s

ş

I H
βv ,γv1,v

t,s dv1s

˘

v1
, βv,s, α

1
v,s, α

2
v,sp¨q

˘

.

Let U be the set U :“ UbI
v . Together with (5.30), we finally obtain that

Er

ż

I
ρv,tpξ, tqdvs “ sup

pγ,β,αqPU

␣

ż

I
EQα

v r´p

ż

I
Hβv ,γu,v

t,T duqξvsdv

´

ż T

t

ż

I
EQα

v
“

p

ż

I
Hβv ,γu,v

t,s duqpFvq˚
`

s,
` Γαv1

s H
βv1 ,γv,v1

t,s γv,v1
s

ErΓαv
s

ş

I H
βv ,γv1,v

t,s dv1s

˘

v1
, βv,s, α

1
v,s, α

2
v,sp¨q

˘‰

dvds
(

.

(5.33)

Then notice that by (5.32), as a sum of processes in H2
T , the process pGvq˚

βv,s,αv,s
ps,Xsq belongs to H2

T

for all v P I. Thus pγ, β, αq P AI
T , which implies that the equality in (5.33) holds with U replaced by

AI
T . The proof is now complete.

5.5 Concluding remarks

We have extended the standard framework of mean-field BSDEs with jumps to the graphon mean-field
framework in order to capture heterogeneous interactions. We have studied the existence, uniqueness,
and measurability of the solutions. We have proven that an interacting mean-field particle system
with heterogeneous interactions converges to the graphon mean-field BSDEs system in a certain sense.
Furthermore, we have provided comparison theorems for the graphon mean-field BSDEs with jumps.
Analogous to the standard case, we introduced graphon dynamic risk measures, which are induced by
the solution of a graphon mean-field BSDE system, and have explored some of their properties. We
have also proven a dual representation theorem for the graphon dynamic risk measure in the convex
case.
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Future work will include a generalization of the driver f . We could allow it to depend on the
law of the entire solution processes pXu, Zu, ℓuquPI , not only on the law of Xu. More ambitiously, we
may anticipate that the interacting driver could take different forms for different pairs of interactions.
For example, we could consider a blockwise model where I “

ŤK
i“1 Ii for some finite K. For a pair

pu, vq P Ii ˆ Ij , the interaction between Xu and Xv could be specified by fij “ fji, where for each pair
pi, jq, fij satisfies the assumptions of this paper. The formal formulation of this blockwise graphon
mean-field BSDE system could then be given by:

Xuptq “ ξu `

K
ÿ

j“1

ż T

t

ż

Ij

ż

R
Gpu, yqfijps, x,Xupsq, Zupsq, ℓu,sp¨qqµy,spdxqdyds

´

ż T

t
ZupsqdWupsq ´

ż T

t

ż

E
ℓu,speq rNupds, deq, for t P r0, T s and u P I.

More generally, the driver f can even differ from pair to pair. Another interesting aspect is to
attempt to make the heterogeneous interaction depend on the underlying network structure. A key
assumption in this paper is that we can capture interaction through the labels. However, in some cases,
heterogeneous interactions between pairs may depend on other network parameters, e.g., distances
between pairs, node centrality, etc. Moreover, the underlying graph can be considered in various
spaces, not limited to Rd. Another direction is to try to obtain more accurate approximation for the
solutions of particle systems around those of the limit graphon systems, in particular, to investigate the
CLT results in the graphon mean field setting, extending those in the classical mean field setting [72].
Moreover getting some concentration bounds and concentration measures for the backward particle
systems with jumps as those in [51, 54] for forward systems is left for future works.
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Chapter 6

Stochastic Graphon Mean Field Games
with Jumps and Approximate Nash
Equilibria

This chapter is based on paper [6] in the publication list of Section 1.5.

Abstract. We study continuous stochastic games with inhomogeneous mean field interactions on
large networks and explore their graphon limits. We consider a model with a continuum of players,
where each player’s dynamics involve not only mean field interactions but also individual jumps induced
by a Poisson random measure. We examine the case of controlled dynamics, with control terms present
in the drift, diffusion, and jump components. We introduce the graphon game model based on a
graphon controlled stochastic differential equation (SDE) system with jumps, which can be regarded
as the limiting case of a finite game’s dynamic system as the number of players goes to infinity. Under
some general assumptions, we establish the existence and uniqueness of Markovian graphon equilibria.
We then provide convergence results on the state trajectories and their laws, transitioning from finite
game systems to graphon systems. We also study approximate equilibria for finite games on large
networks, using the graphon equilibrium as a benchmark. The rates of convergence are analyzed
under various underlying graphon models and regularity assumptions.

Keywords: Graphon mean field games, Jump measures, Heterogenous interactions, Controlled dy-
namics, Approximate Nash equilbria.
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6.1 Introduction

The study of mean field systems with homogeneous interaction dates back to the work of Boltzmann,
Vlasov, McKean, and others (see e.g., [33, 154, 172]). The theory of mean field games (MFG),
introduced by Lasry and Lions in [163] and Huang, Caines, and Malhamé [141, 142], has attracted
considerable attention and been extensively studied in recent decades; see, in particular, the recent
book [83] and references therein. As both large n player and limiting models are quite tractable,
the MFG theory has developed a diverse and broad range of applications. However, despite some
MFG models incorporating heterogeneity in individual characteristics, the framework for MFG theory
remains largely confined to games with homogeneous interactions, where all players are symmetrically
exchangeable.

The study of stochastic games on large networks presents significant challenges, as various n player
networks may yield different limits when n approaches infinity, particularly in the context of games
on sparse networks (see, for example, [120, 161]). Analyzing games on large networks or those with
heterogeneous interactions often relies on a tractable limiting (continuum) model, which can, in turn,
offer insights into large finite games.

Recently, the use of graphons has emerged as a model to analyse heterogeneous interaction in
mean field systems and heterogeneous game theory, see in particular [60, 78, 79]. Graphons have
been developed by Lovász et al., see e.g. [67, 68, 170], as a natural continuum limit object for large
dense graphs. Essentially, a graphon is a symmetric measurable function G : I2 Ñ I, with I :“ r0, 1s

indexing a continuum of possible positions for nodes in the graph and Gpu, vq representing the edge
density between nodes placed at u and v.

We refer to a recent series of papers by Bayraktar et al. [47, 55] for developments in the the-
ory of graphon systems of interacting diffusions, the corresponding graphon-based limit theory, and
propagation of chaos. These results are also applicable to graphon games on the underlying networks.
Graphon static games have been studied in [82, 182]. For dynamic games, we refer to [101] for discrete
time models and [36, 127, 162] for continuous time models. The chapter is closely related to [162],
which uses the concept of graphon equilibrium to construct approximate equilibria for large finite
games on any weighted, directed graph that converges in cut norm. However, unlike our work, [162]
does not consider direct interactions in the dynamics, and the inhomogeneous interactions are only
present in the reward function.

This chapter aims to develop a graphon interacting model to solve graphon games with hetero-
geneous interactions and jumps, while maintaining tractability comparable to traditional MFG. The
traditional MFG framework is based on a fixed point problem describing the law of the state process
pXptqqtPr0,T s of a typical player. In the graphon game model, we consider a fixed point problem for a
family of laws pXup.qquPI , which can be also viewed as the joint law of pU,Xq, where X is the state
process and the uniform random variable U in I :“ r0, 1s is interpreted as the “label” (order of vertex
on network in limiting sense) of the player in the graphon. Despite the heterogeneous interactions,
we also include jumps in the dynamics to model the instantaneous impacts. The jumps are induced
by Poisson random measures with different intensity measures for different labels, which is a source
of individual heterogeneity.

227



6.2. Probabilistic set-up and notations Chapter 6. Stochastic Graphon Mean Field Games with
Jumps and Approximate Nash Equilibria

;A<

The graphon mean field model with jumps is quite useful in many fields, especially in finance and
biology. For instance, consider a financial network consisting of banks or investment firms with internal
links and external investments. The internal links within the network, such as shared liabilities, credit
exposures, or interbank lending, could be represented by the graphon interaction, while the external
investments made by each entity introduce outside risks. These external risks could be influenced
by various factors, such as market fluctuations or global events, and are modeled by the Poisson
random measures. This way, the model captures the complex interactions and risk exposures that
characterize real-world financial networks. In addition, we incorporate control "intensively". The
control term is present not only in the drift, as in [82, 162], but also in the diffusion and jump terms.
Furthermore, we also have the graphon interaction in the diffusion term, which is not present in the
model in [82, 162]. Combined with jumps and controls, more heterogeneity is introduced into our
setup, and the interacting dynamic system becomes more complex compared to [47, 55]. Thus, the
analysis becomes more involved when we try to construct the connection between finite games and
graphon games. Chapter 5 provides a systemic study of graphon mean field BSDE with jumps and
the associated limit theory. Although it is a system in backward form, some results on propagation
of chaos can be useful here for the analysis of our graphon games.

Working directly with a continuum of players, driven by a continuum of independent Brownian
motions and independent Poisson random measures, raises significant technical difficulties since neither
the map I Q u ÞÑ Wu nor I Q u ÞÑ Nu is measurable. Noting that the value function is determined by
the law of state processes LpXuq, u P I, we handle this issue by arguing that the laws LpXuq depend
measurably on u, similarly to [47, 55] but extended to a jump framework. The different intensity
measures of the jump processes also increase the difficulty for measurability. We employ the canonical
coupling that is present in Chapter 5, which allows us to obtain measurability in a stronger topology
for the state processes Xu. Such a coupling has no influence on the graphon game, and leads to a
straightforward way to investigate the connection between graphon games and finite games.

The chapter is structured as follows. In Section 6.2, we introduce the probabilistic set-up, necessary
notations, and background for graphons. Section 6.3 is devoted to the main results on graphon game
models with jumps and the associated graphon equilibrium issues. In Section 6.4, we study large finite
networked games with heterogeneous interactions and their limit characteristics when the interaction
matrix converges to a given graphon. In Section 6.5, we investigate the approximate Nash equilibria
of finite games. The proofs of the main results are presented in Section 6.6.

6.2 Probabilistic set-up and notations

We introduce the probabilistic setting where we work and some notations in this section. For the
knowledges on graphons and Wasserstein distance, we refer to §5.2.2 in Chapter 5. Let T ą 0 be a
fixed time horizon. Given a Polish space S, denote by Dpr0, T s,Sq the space of RCLL (right continuous
with left limits) functions from r0, T s to S, equipped with the topology of uniform convergence. Let
D :“ Dpr0, T s,Rq. Denote by PpSq the space of probability measures on S and M`pSq the set of
nonnegative Borel measurable measures on S. For a random variable X, LpXq denotes the law of X.
Denote Unifr0, 1s the uniform measure on r0, 1s and further denote PUnifpr0, 1s ˆ Sq the set of Borel
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probability measures on r0, 1s ˆ S with uniform first marginal. Denote by M`
Unifpr0, 1s ˆ Sq the set of

nonnegative Borel measures on r0, 1s ˆ S with uniform first marginal. We equip all spaces of measure
with the topology of weak convergence. For a sequence tXnunPN of real-valued random variables
on a probability space pΩ,F ,Pq and a sequence of real numbers tanunPN, we write Xn “ Oppanq if
Pp|Xn| ď C|an|q Ñ 1 as n Ñ 8 for some constant C, and write an “ op1q if an Ñ 0 as n Ñ 8.

Let pΩ,F ,Pq be a probability space. Let I “ r0, 1s and tWu : u P Iu be a family of i.i.d. Brownian
motions defined on pΩ,F ,Pq. Let tNupdt, deq : u P Iu be a family of independent Poisson measures
defined on pΩ,F ,Pq with compensator νupdeqdt such that νu is a σ-finite measure on E :“ R˚, with
R˚ :“ Rzt0u, equipped with its Borelian σ-algebra BpEq, for each u P I. Let t rNupdt, deq : u P Iu be
their compensator processes. Let F “ tFt, t ě 0u be the natural filtration associated with tWu : u P Iu

and tNupdt, deq : u P Iu.
Let T ą 0 be a fixed time horizon. Denote by P the predictable σ algebra on r0, T s ˆ Ω.
We use the following notation: L2pFtq denotes the set of all Ft-measurable and square integrable

random variables, for t P r0, T s; S2
T denotes the set of real-valued RCLL adapted processes ϕ with

}ϕ}S2
T

:“
´

E
”

sup
tPr0,T s

|ϕt|
2
ı¯1{2

ă 8;

H2
T denotes the set of real-valued adapted processes ϕ with

}ϕ}H2
T

:“
´

E
”

ż T

0
|ϕt|

2dt
ı¯1{2

ă 8;

and MS2
T denotes the set of all measurable functions X from I to S2

T : u ÞÑ Xu, satisfying

sup
uPI

}Xu}2
S2

T
“ sup

uPI
E
”

sup
tPr0,T s

|Xuptq|2
ı

ă 8.

For X P MS2
T , we define the norm

}X}I
S2

T
:“ sup

uPI
pE
”

sup
tPr0,T s

|Xuptq|2
ı¯1{2

.

We define ML2pFtq, and MH2
T similarly.

With a given metric space S, we define the measure-valued function Λµ : r0, 1s Ñ M`pSq for any
µ P M`

Unifpr0, 1s ˆ Sq as follows:

Λµpuq :“
ż

r0,1sˆS
Gpu, vqδxµpdv, dxq, (6.1)

where δx denotes the Dirac measure concentrated at x.
For any bounded measurable function ϕ : S Ñ R, the usual inner product is defined by

xΛµpuq, ϕy “

ż

r0,1sˆS
Gpu, vqϕpxqµpdv, dxq.
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Further, for two family of probability measures µ “ tµuuuPI and ν “ tνuuuPI , we set

WM
2 pµ, νq :“ sup

uPI
W2pµu, νuq, for µ, ν P PpML2pFtqq for all t P r0, T s,

WM
2,T pµ, νq :“ sup

uPI
W2,T pµu, νuq, for µ, ν P PpMS2

T q,

and note that

WM
2,T pµ, νqq ě sup

uPI
sup

f

ˇ

ˇ

ż

R
fpxqµu,tpdxq ´

ż

R
fpxqνu,tpdxq

ˇ

ˇ, µ, ν P MS2
T , (6.2)

where the supremum is taken over all Lipschitz continuous functions f : R Ñ R with Lipschitz constant
1 such that the integral exists.

6.3 Graphon mean field games with jumps

This section is dedicated to the main results on graphon games model with jumps and associated
graphon equilibrium issues.

An admissible control rule is an adapted control process αI :“ pαuptqqtPr0,T s,uPI P MH2. We
restrict ourselves to Markovian feedback controls. Let AI be the set of graphon controls α defined
as measurable function α : r0, T s ˆ I ˆ R Ñ A; pt, u, xq ÞÑ αpt, u, xq, where A is a compact metric
space. We restrict ourselves to the one-dimensional case, but our results can be generalized to the
multi-dimensional set-up.

The dynamics of the controlled graphon system is as follows,

dXα
u psq “

ż

I

ż

R
Gpu, vqbps,Xα

u psq, x, αps, u,Xα
u psqqqµα

v,tpdxqdvds

`

ż

I

ż

R
Gpu, vqσps,Xα

u psq, x, αps, u,Xα
u psqqqµα

v,tpdxqdvdWupsq

`

ż

E
ℓps,Xα

u psq, e, αps, u,Xα
u psqqq rNupds, deq, Xup0q “ ξu, u P I,

(6.3)

where µα
v :“ LpXα

v q P PpDq and µα
v,s :“ LpXα

v psqq P PpRq. We assume that ξ :“ tξuuuPI P ML2pF0q,
that is for each u P I, ξu P L2pFT q and the map u ÞÑ ξu is measurable. The coefficients b : r0, T s ˆ

R ˆ R ˆA Ñ R, σ : r0, T s ˆ R ˆ R ˆA Ñ R and ℓ : r0, T s ˆ R ˆE ˆA Ñ R are Lipschitz continuous
with respect to all parameters except t. We also assume that σ2 is bounded from below from 0. We
assume moreover the following.

Assumption 6.1.

• For each pt, x, u, µq P r0, T s ˆ R ˆ r0, 1s ˆ M`
Unifpr0, 1s ˆ Dq, there exists e P E such that the set

Kerµspt, x, uq :“
␣`

bpt, x,Λµtpuq, aq, σ2pt, x,Λµtpuq, aq, ℓpt, x, e, aq, z
˘

: a P A, z ď fpt, x,Λµtpuq, aq
(

is convex.
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• The map e ÞÑ ℓpt, x, e, aq is affine for each pt, x, aq P r0, T s ˆ R ˆA.

Remark 6.1. From the second point of Assumption 6.1, it follows that for each fixed pt, xq P r0, T sˆR
and any two different e1, e2 P E, the functions a ÞÑ ℓpt, x, e1, aq and a ÞÑ ℓpt, x, e2, aq have the same
convexity (i.e. the same shape of curvature). This, in turn, implies that if Kerµspt, x, uq is convex for
some e P E, then Kerµspt, x, uq is convex for all e P E.

Using the definition of Λµ given in (6.1), (6.3) can be rewritten in a more general form

dXα
u psq “

ż

R
bps,Xα

u psq, x, αps, u,Xα
u psqqqΛµα

s puqpdxqds

`

ż

R
σps,Xα

u psq, x, αps, u,Xα
u psqqqΛµα

s puqpdxqdWupsq

`

ż

E
ℓps,Xα

u psq, e, αps, u,Xα
u psqqq rNupds, deq, Xup0q “ ξu u P I,

(6.4)

where µα :“ LpXαq P PUnifpr0, 1s ˆ Dq and µα
s :“ LpXα

s q P PUnifpr0, 1s ˆ Rq. When the context is
clear or in the proofs, we omit the upscript of the control for notation simplicity.

For any fixed distribution µ P PUnifpr0, 1s ˆ Dq and graphon control α P AI , we define the following
graphon objective function:

JGpµ, αq :“ E
”

ż

I

´

ż T

0
fpt,Xα

u ptq,Λµtpuq, αpt, u,Xα
u ptqqqdt` gpXα

u pT q,ΛµT puqq

¯

du
ı

, (6.5)

where the functions f : r0, T s ˆ R ˆ MpRq ˆA Ñ R and g : R ˆ MpRq Ñ R are bounded continuous
w.r.t. all parameters.

Definition 6.2 (Graphon equilibrium). A graphon equilibrium is a distribution µ P PUnifpr0, 1s ˆ Dq

such that there exists α‹ P AI satisfying

JGpµ, α‹q “ sup
αPAI

JGpµ, αq, with µ “ LpXα‹

q.

Any α‹ satisfying the above is called an equilibrium control for distribution µ.

Canonical coupling and measurability. Notice that in the graphon game, the state dynamic of
each label can only be influenced by the law of other labels. Thus when we couple the Brownian
motions and Poisson random measures in (6.4), the law of the state for each label LpXuq does not
change. In addition, the graphon objective function JG is also decided only by LpXq. Therefore, we
can study the dynamic through some coupling, under which the law of the trajectories for each label
keep the same and consequently the graphon equilibrium remain the same. In order to study the state
processes of the interacting system with controls, we need the measurability of u ÞÑ LpXuq. If there is
no jump included, we can simply take a common Brownian motion for all label as in [55, Lemma 2.1],
but due to the presence of jumps here, we need additional care for it. To address the measurability
problem, we need the same assumption on the intensity measure νu as in Chapter 5.
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Assumption 6.2. For each ω P r1, 2s, the function I Q u ÞÑ Φ´1
u pω ´ 1q P R is measurable, where Φu

denotes the cumulative distribution function of νu; we define Φ´1
u p1q as the essential supremum and

Φ´1
u p0q as the essential infimum.

Through suitable coupling called "canonical" coupling, we can obtain strong measurability of X in
the space MS2

T and transform the original graphon system to a fully coupled system defined on the
canonical space.

Define the canonical filtered probability space pΩ̄, F̄ , F̄, P̄q, where F̄ “ tF̄t, t ě 0u and P̄ are
the completed natural filtration and probability measure generated by a canonical one dimensional
Brownian motion W and a Poisson random measure Npdt, deq with compensator νpdeqdt, where ν is
uniform on r1, 2s. Now, the canonically coupled graphon system Xu “ Xα

u , u P I is written as:

dXupsq “

ż

R
bps,Xupsq, x, αps, u,XupsqqqΛµspuqpdxqds

`

ż

R
σps,Xupsq, x, αps, u,XupsqqqΛµspuqpdxqdW psq

`

ż

E
ℓps,Xupsq,Φ´1

u pe´ 1q, αps, u,Xupsqqq rNpds, deq, Xup0q “ ξu u P I.

(6.6)

Taking advantage of the above canonical coupling, we obtain the following existence and uniqueness
results for the controlled state processes, which are the solutions of the SDE system with jumps (6.4).

Lemma 6.3 (Controlled state processes). Under any control α P AI , there exists a unique solution
X to the coupling system (6.6) such that X P MS2

T . Moreover, there exists a unique solution X to
the original system (6.4) such that I Q u ÞÑ LpXuq is measurable. Furthermore, the above assertions
hold for any admissible control αI :“ pαuptqqtPr0,T s,uPI P MH2.

Proof. For a fixed law µ P PUnifpr0, 1s ˆ Dq such that u ÞÑ µu P PpDq is measurable, let us first define
the map µ ÞÑ Φpµq by Φpµq :“ pLpXµ

u q : u P Iq, where Xµ satisfies (6.6) with fixed µ. By a standard
contraction argument, we can prove that there exists a unique fixed point µ̄ P PUnifpr0, 1s ˆ Dq such
that µ̄ “ Φpµ̄q. Combining the pathwise uniqueness, we can get the uniqueness of the solution X
of (6.6). We omit the details, as the proof is similar to those in [47] and in Chapter 5, despite the
presence of the control term. We need to ensure the measurability of Xµ for each fixed measurable
µ, i.e., Xµ P MS2

T . By the preservation of measurability for the limit fixed point, we shall be able
to conclude that the controlled state process X belongs to the space MS2

T . To do so, we define the
iterative equation

Xpnq
u ptq “Xpn´1q

u p0q `

ż t

0

ż

R
bps,Xpn´1q

u psq, x, αps, u,Xpn´1q
u psqqqΛµspuqpdxqds

`

ż t

0

ż

R
σps,Xpn´1q

u psq, x, αps, u,Xpn´1q
u psqqqΛµspuqpdxqdW psq

`

ż t

0

ż

E
ℓps,Xpn´1q

u psq,Φ´1
u pe´ 1q, αps, u,Xpn´1q

u psqqq rNpds, deq, u P I,
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with X0
uptq ” Xup0q for t P r0, T s and all u P I. Now suppose u ÞÑ X

pn´1q
u is measurable. Then u ÞÑ

αp¨, u, ¨q is also measurable by its definition. By the measurability of graphon Gpu, vq, the map u ÞÑ
ş

R bps, x
1, x, aqΛµspuqpdxq is measurable for any ps, x1, aq. Hence, pu, s, x1, aq ÞÑ

ş

R bps, x
1, x, aqΛµspuqpdxq

is measurable. Moreover since b is Lipschitz continuous, we have that ps, u, x1, aq ÞÑ bps, x1, x, aq is
measurable. Now, we have that uniformly for ps, xq P r0, T s ˆ R, bps, x1, x, aq is continuous and grows
at most linearly in px1, aq, and the same holds for
ş

R bps, x
1, x, aqΛµspuqpdxq uniformly for ps, uq P r0, T s ˆ r0, 1s. It follows by [55, Lemma A.4] that

I Q u ÞÑ

ż ¨

0

ż

R
bps,Xpn´1q

u psq, x, αps, u,Xpn´1q
u psqqqΛµspuqpdxqds P S2

T

is measurable. By similar arguments, we also obtain measurability with respect to the diffusion and
jumps, since they are now driven by a common Brownian motion and a common Poisson random
measure. This completes the proof that X P MS2

T for the coupling system (6.6), and consequently
we have u ÞÑ LpXuq is measurable for the original graphon system (6.4). Finally, note that for any
measurable control process αI :“ pαuquPI P MH2, all the arguments above go through.

We are now ready to give our main results regarding the graphon equilibria.

Theorem 6.4 (Existence of equilibrium). There exists at least one graphon equilibrium.

Proof. See Section 6.6.1.

Remark 6.5. Note that [162] studies the graphon equilibrium for kernels in L1
`pr0, 1s2q, which are

not necessarily symmetric and bounded. We can also generalize our results to this case. More details
are given in the next section.

Under some additional monotonicity assumptions adapted from the classical Lasry-Lions condi-
tion [163], we can obtain the uniqueness for the graphon equilibrium.

Theorem 6.6 (Uniqueness of equilibrium). Suppose the following monotonicity condition holds: for
each a P A, and any µ1, µ2 P PUnifpr0, 1s ˆ R ˆAq and t P r0, T s, we have

ż

r0,1sˆR

´

gpx,Λµ̄1puqq ´ gpx,Λµ̄2puqq

¯

pµ̄1 ´ µ̄2qpdu, dxq ă 0,

and
ż

r0,1sˆRˆA

´

fppt, x,Λµ̄1puq, aq ´ fpt, x,Λµ̄2puq, aq

¯

pµ1 ´ µ2qpdu, dx, daq ă 0,

where µ̄ is the marginal distribution of the first two coordinates. Then there exists a unique graphon
equilibrium.

Proof. Suppose there are two equilibria µ̄1 and µ̄2. Let µ1 be the joint distribution of µ̄1 and its
corresponding equilibrium control, same for µ2. Then by the definition of equilibrium, we have

ż

r0,1sˆRˆA
fppt, x,Λµ̄1puq, aqµ1pdu, dx, daq ě

ż

r0,1sˆRˆA
fppt, x,Λµ̄1puq, aqµ2pdu, dx, daq
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and
ż

r0,1sˆRˆA
fppt, x,Λµ̄2puq, aqµ2pdu, dx, daq ě

ż

r0,1sˆRˆA
fppt, x,Λµ̄2puq, aqµ1pdu, dx, daq.

The above two formulas lead to
ż

r0,1sˆRˆA

´

fppt, x,Λµ̄1puq, aq ´ fpt, x,Λµ̄2puq, aq

¯

pµ1 ´ µ2qpdu, dx, daq ě 0,

and the same for g, which is a contradiction to our assumptions.

Let Ju,ξu

G be the marginal value function of graphon equilibrium defined as

Ju,ξu

G pµ, αq :“ E
„
ż T

0
fpt,Xptq,Λµpuq, αpt,Xptqqqdt` gpXpT q,Λµpuqq

ȷ

, (6.7)

with the dynamics of X “ Xα being

dXpsq “

ż

R
bps,Xpsq, x, αps,XpsqqqΛµspuqpdxqds

`

ż

R
σps,Xpsq, x, αps,XpsqqqΛµspuqpdxqdW psq

`

ż

E
ℓps,Xpsq, e, αps,Xpsqqq rNpds, deq, Xp0q “ ξu.

The following proposition tell us that when the population distribution is given, the optimal
Markovian feedback control for each label u P I is also the optimal control in the set A1 of measurable
functions r0, T s ˆ R Ñ A. Since we fix the population distribution, it can be viewed as if there were
no interaction in the dynamics. This proposition is an analogue to [162, Lemma 4].

Proposition 6.7 (Marginal supremum). Given µ P PUnifpr0, 1s ˆ Dq, if α‹ P AI attains the supremum
of JGpµ, αq defined in (6.5) over all α in AI , then for a.e. u P I, we have

Ju,ξu

G pµ, α‹
uq “ sup

αPA1

Ju,ξu

G pµ, αq,

with α‹
upt, xq :“ α‹pt, u, xq, where Ju,ξu

G pµ, αq is defined in (6.7).

We omit the proof which follows the arguments of the proof of [162, Lemma 4] and can easily be
adapted to our set-up.

6.4 Finite networked games with heterogenous interactions

In this section, we study large finite networked games with heterogeneous interactions and analyze
their limiting characteristics as the number of players n approaches infinity, with the interaction matrix
converging to a given graphon.
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6.4.1 Finite game with jumps

Let n P N be the size of the network. We consider an inhomogeneous interacting particle system
Xpnq “ Xpnq,α with controlled dynamics

dX
pnq

i psq “
1
n

n
ÿ

j“1
ζ

pnq

ij bps,X
pnq

i psq, X
pnq

j psq, αps,Xpnqpsqqqds

`
1
n

n
ÿ

j“1
ζ

pnq

ij σps,X
pnq

i psq, X
pnq

j psq, αps,XpnqpsqqqdWipsq

`

ż

E
ℓps,X

pnq

i psq, e, αps,Xpnqpsqqq rNipds, deq, X
pnq

i p0q “ ξ
pnq

i ,

(6.8)

where tWi, i P rnsu are i.i.d. Brownian motions, and tNipdt, deq, i P rnsu are independent Poisson
random measures with compensator νipdeqdt defined on a probability space pΩ,F ,Pq , such that νi

is a σ-finite measure on E :“ R˚, with R˚ :“ Rzt0u, equipped with its Borelian σ-algebra BpEq.
Let t rNipdt, deq : u P Iu be the compensator processes. Let F “ tFt, t ě 0u be the natural filtration
associated with Wi and rNipdt, deq, i “ 1, . . . , n. We assume that ξpnq

i P L2pF0q for all i “ 1, . . . , n.

Here, ζpnq :“ pζ
pnq

ij qij is an nˆn symmetric matrix with nonnegative entries, called the interaction
matrix. It describes the strength of interaction between players i and j. Usually ζpnq is the weights
between edges, but it can also be defined as the probability that an edge is present between the
vertices.

The controls α are in Markovian feedback form, i.e., they are in the set An of measurable functions
from r0, T s ˆ Rn Ñ A, where A is a compact metric space representing the set of actions. We denote
by An

n the set of vectors α “ pα1, . . . , αnq, with αi P An.
We assume that the coefficients b : r0, T s ˆ R ˆ R ˆ A Ñ R, σ : r0, T s ˆ R ˆ R ˆ A Ñ R, and

ℓ : r0, T s ˆRˆEˆA Ñ R are Lipschitz continuous w.r.t. all parameters except t. We further assume
that σ2 is bounded from below.

For each player i P rns, we define the neighborhood empirical measure as

M
pnq

i :“ 1
n

n
ÿ

j“1
ζ

pnq

ij δ
X

pnq

i

P PpDq, (6.9)

and the neighborhood empirical measure at time s,

M
pnq

i psq :“ 1
n

n
ÿ

j“1
ζ

pnq

ij δ
X

pnq

i psq
P PpRq.

Each player i P rns seeks to optimize its own objective function with respect to the control α:

Jipαq :“ E
”

ż T

0
fpt,X

pnq

i ptq,M
pnq

i ptq, αpt,Xpnqptqqqdt` gpX
pnq

i pT q,M
pnq

i pT qq

ı

,

where the functions f and g are bounded continuous w.r.t. all parameters.
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6.4.2 Propagation of chaos for controlled graphon system

To approximate Nash equilibria for finite games on a network, we must establish a connection between
the finite system and the graphon system, specifically the relationship between their laws of state
processes. In this section, we present the results of the propagation of chaos. As previously mentioned,
the canonical coupling significantly simplifies the analysis, and sometimes we study under canonical
coupling.

First, we provide a result to measure the distance between the state processes induced by different
graphons.

Theorem 6.8 (Stability of graphon). Let Xα and Xpnq,α be the solutions of (6.3) associated with
graphon G and Gn, initial conditions ξ and ξpnq respectively and both under control α. Suppose that
for each u P I, αpt, u, xq is Lipschitz in x. Then, we have (for some constant C ą 0)

E
”

ż

I
sup

tPr0,T s

|Xpnq,α
u ptq ´Xα

u ptq|2du
ı

ď C
´

ż

I
E|ξu ´ ξpnq

u |2du` }G´Gn}□

¯

.

Moreover, we have

sup
uPI

}Xpnq,α
u ptq ´Xα

u ptq}2
S2

T
ď C

´

sup
uPI

E|ξpnq
u ´ ξu|2 ` }G´Gn}8Ñ8

¯

.

Proof. See Section 6.6.2.

The above stability result illustrates the difference between two systems. In particular, if }Gn ´

G}□ Ñ 0 and Er
ş

I |ξu ´ ξ
pnq
u |dus Ñ 0 as n Ñ 8, it follows that

E
”

ż

I
sup

tPr0,T s

|Xpnq,α
u ptq ´Xα

u ptq|2du
ı

Ñ 0.

Under certain continuity assumptions on the graphon and initial condition, we can achieve conti-
nuity concerning the state processes.

Assumption 6.3. There exists a finite collection of intervals tIi : i “ 1, . . . , nu such that I “
Ť

i Ii

and, for each i P t1, . . . , nu, we have:

(i) u Ñ Lpξuq is continuous a.e. on Ii w.r.t. the W2 metric.

(ii) For each j P t1, . . . , nu, Gpu, vq is continuous in u and v a.e. on Ii ˆ Ij.

(iii) The intensity measure νu is continuous in u for the Wasserstein distance W2 on each Ii.

Assumption 6.4. There exists a finite collection of intervals tIi : i “ 1, . . . , nu such that I “
Ť

i Ii,
and for some constant C, we have for all u1, u2 P Ii, v1, v2 P Ij, and i, j P t1, . . . , Nu,

W2pLpξu1q,Lpξu2qq ď C|u1 ´ u2|, (6.10)
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|Gpu1, v1q ´Gpu2, v2q| ď Cp|u1 ´ u2| ` |v1 ´ v2|q,

and
W2pνu1 , νu2q ď C|u1 ´ u2|.

We then have the following result regarding the difference between labels within the same system.

Lemma 6.9. We have the following:

(i) (Continuity) Suppose Assumption 6.3 holds. Furthermore, assume that for each tIi, i “ 1, . . . , nu,
the control αpt, u, xq is continuous in u on each Ii and continuous in x. Then the map Ii Q u Ñ

LpXα
u q is continuous w.r.t. the W2,T distance for each Ii.

(ii) (Lipschitz continuity) Suppose Assumption 6.4 holds. Furthermore, assume that for each tIi, i “

1, . . . , nu, the control αpt, u, xq is Lipschitz continuous in u on each Ii and Lipschitz continuous
in x. Then the map Ii Q u Ñ LpXuq is also Lipschitz continuous w.r.t. the W2,T distance for
each Ii.

Proof. See Section 6.6.3.

To examine the relationship between the finite system and the graphon system, we require the
following regularity assumption on the strength of interaction ζpnq, similarly as in Chapter 5.

Assumption 6.5 (Interaction regularity). We say ζpnq :“ tζ
pnq

ij ui,jPrns satisfies the regularity assump-
tion with graphon G if either:

(i) ζ
pnq

ij “ Gp i
n ,

j
nq;

(ii) ζ
pnq

ij “ Bernoulli
´

Gp i
n ,

j
nq

¯

independently for all 1 ď i ď j ď n and independent of tWu, Nu, ξu :
u P Iu and tWi, Ni, ξi : i P rnsu.

We call tGnunPN a sequence of step graphonsa sequence of step graphons if, for each n P N, Gn is
a graphon and satisfies Gnpu, vq “ Gn

´

rnus

n , rnvs

n

¯

for all pu, vq P Iˆ I. With the above two results, we
obtain the following convergence results from the finite controlled system to the graphon controlled
system:

Theorem 6.10 (Large population convergence). Let αpt, u, xq be a Lipschitz function on pu, xq, and
let αpnq

i pt, xq “ αpt, i
n , xq. Let Xpnq and X be the solutions of (6.8) and (6.3) respectively, with initial

conditions ξpnq and ξ, controls αpnq :“ pα
pnq

i qiPrns and α. Suppose Assumption 6.4 holds with G, and
ζpnq satisfies the regularity Assumption 6.5 with Gn, where tGnun is a sequence of step graphons such
that }G ´ Gn}□ Ñ 0. Then we have the following convergence result for the empirical mean of the
neighborhood measure (defined in (6.9)):

1
n

n
ÿ

i“1
M

pnq

i Ñ

ż

I
Λµpvqdv,
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in probability in the weak sense, where µ :“ LpXq. Furthermore, for each i P rns and any Lipschitz
continuous bounded function h from D, we have (for some constant C ą 0)

E
”

xh,M
pnq

i y ´ xh,Λµp
i

n
qy

ı2
ď
C

n

n
ÿ

j“1
E
ˇ

ˇ

ˇ
ξ

pnq

j ´ ξ j
n

ˇ

ˇ

ˇ

2
` C}Gn ´G}□ ` C}Gn ´G}8Ñ8 `

C

n
.

If Wi, Ni and W i
n
, N i

n
are the same for each i P rns, then we have

1
n

n
ÿ

i“1
}X

pnq

i ´X i
n

}2
S2

T
ď C

´ 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 ` }G´Gn}□ `
1
n

¯

,

and moreover

max
iPrns

}X
pnq

i ´X i
n

}2
S2

T
ď C

´

max
iPrns

E|ξ
pnq

i ´ ξ i
n

|2 ` }G´Gn}8Ñ8 `
1
n

¯

.

Proof. See Section 6.6.4.

Remark 6.11. Notice that for any t P r0, T s, S2
T Q X ÞÑ Xt P R is continuous. Thus, for any bounded

Lipschitz continuous function H : R Ñ R, we have that xH,M
pnq

i ptqy Ñ xH,Λµtp
i
nqy with the same

convergence rate as xh,M
pnq

i y Ñ xh,Λµp i
nqy, under the conditions in Theorem 6.10.

When the graphon is not necessarily continuous, we can still obtain similar convergence results.
To this end, we introduce the following definition.

Definition 6.12 (Continuous modification set). Let pX, dxq and pY, dyq be two metric spaces, and let
f : X Ñ Y be measurable. We say that a point x P X is in the continuous modification set of f if x
belongs to some A P BpXq such that the restriction of f on A is continuous.

As a corollary of Theorem 6.10, we have the following convergence result for general graphons.

Corollary 6.13 (Convergence for general graphon). Let αpt, u, xq be a Lipchitz function in pu, xq, and
let αpnq

i pt, xq “ αpt, i
n , xq. Let Xpnq and X be the solutions of (6.8) and (6.3), respectively, with initial

conditions ξpnq and ξ, controls αpnq and α. Suppose that for each n P N, tp i
n ,

j
nq, i, j “ 1, . . . , nu is in

the continuous modification set of G. Suppose Assumption 6.3 paq holds, ζpnq satisfies the regularity
Assumption 6.5 with Gn, and tGnun is a sequence of step graphons such that }G´Gn}□ Ñ 0, for any
G. Then we have

1
n

n
ÿ

i“1
M

pnq

i Ñ

ż

I
Λµpvqdv,

in probability in the weak sense, where µ :“ LpXq. Furthermore, if }Gn ´ G}8Ñ8 Ñ 0, then for all
i P rns, M pnq

i Ñ Λµp i
nq. If Wi, Ni and W i

n
, N i

n
are the same for each i P rns, then we have

1
n

n
ÿ

i“1
}X

pnq

i ´X i
n

}2
S2

T
Ñ 0,

and if }Gn ´G}8Ñ8 Ñ 0, then maxiPrns }X
pnq

i ´X i
n

}2
S2

T
Ñ 0.
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Proof. See Section 6.6.5

We end this section by the following example of a graphon which is nowhere continuous but satisfy
the conditions of Corollary 6.13.

Example 6.14 (Dirichlet graphon). Consider the graphon G defined by Gpu, vq “ 1 if u, v P QXr0, 1s,
and Gpu, vq “ 0 otherwise. Although G is nowhere continuous, all rational points belong to the
continuous modification set of G, and thus the results of Corollary 6.13 apply to this graphon.

6.5 Approximate Nash equilibria of finite games

For ϵ “ pϵ1, . . . , ϵnq P r0,8qn, the ϵ-Nash equilibrium is defined as any α “ pα1, , . . . , αnq P An
n

satisfying for all i P rns,

Jipαq ě sup
βPAn

Jipα1, . . . , αi´1, β, αi`1, . . . , αnq ´ ϵi.

For any ϵ ą 0, a global ϵ-Nash equilibrium is defined as any α P An
n satisfying for all i P rns,

Jipαq ě sup
βPAn

Jipα1, . . . , αi´1, β, αi`1, . . . , αnq ´ ϵ.

We use the equilibrium control for graphon games as a benchmark to infer the equilibrium for
finite games. With the propagation of chaos results, as the population size grows, the distributions of
state processes of finite games and graphon games become closer. Intuitively, the equilibrium control
for each player in the finite game should be very close to that taken for the corresponding label in the
limit graphon system. It is natural to choose the control associated to label i

n for the i-th player in
an n-player game. When the graphon equilibrium control has some continuity with respect to u, we
could just consider controls associated with labels close to i

n .
Let us define

ϵ
pnq

i pupnqq :“ sup
βPAn

Jipα
‹pu

pnq

1 q, . . . , α‹pu
pnq

i´1q, β, α‹pu
pnq

i`1q . . . , α‹pupnq
n qq ´ Jipα

‹q, (6.11)

where upnq :“ pu
pnq

1 , ¨ ¨ ¨ , u
pnq
n q, and u

pnq

i is such that α‹pu
pnq

i q :“ α‹p¨, u
pnq

i , ¨q, i.e., player i uses the
control rule of the graphon equilibrium control of label upnq

i .

The accuracy and complexity of the approximate equilibria for finite games depend on the under-
lying graphon and on the way in which the network converges to its graphon.

We start with the simplest case of a piecewise constant graphon.

Piecewise constant graphon. We call a graphon piecewise constant if there exists a collection of
intervals tIi, i “ 1, . . . , ku for some k P N such that I “

Ťk
i“1 Ii and for all u1, u2 P Ii, v1, v2 P Ij , and

i, j P t1, . . . , ku, we have Gpu1, v1q “ Gpu2, v2q and Gpu1, v2q “ Gpu2, v1q. Such a graphon corresponds
to the stochastic block model and can be thought of as a model of multi-type mean field games.
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Theorem 6.15 (Piecewise constant graphon). Suppose G is a piecewise constant graphon and ζpnq

satisfies regularity Assumption 6.5 with G. Suppose also that Assumption 6.3 piq holds. If

max
i“1,...,n

E
ˇ

ˇξ
pnq

i ´ ξ i
n

ˇ

ˇ

2
“ Opn´1q,

then taking upnq

i “ i
n , we have as n Ñ 8,

max
i“1,...,n

ϵ
pnq

i pupnqq Ñ 0.

Moreover, if the initial condition is Lipschitz, satisfying (6.10), then we have

max
i“1,...,n

ϵ
pnq

i pupnqq “ Opn´1q.

Proof. We omit the proof since it follows the same arguments as the proof of the Lipschitz case below,
but are simpler.

(Lipschitz) Continuous graphon. We call a graphonGpu, vq continuous if there exists a collection
of intervals tIi, i “ 1, . . . , ku, for some k P N, such that I “

Ť

i Ii, and G is piecewise continuous with
respect to u and v in all intervals Ii, i “ 1, . . . , k. Furthermore, we call it Lipschitz continuous if for
all u1, u2 P Ii, v1, v2 P Ij , and i, j P 1, . . . , k, there exists a constant C such that

|Gpu1, v1q ´Gpu2, v2q| ď Cp|u1 ´ u2| ` |v1 ´ v2|q.

To study continuous graphons, we need to assume continuity of graphon equilibrium control with
respect to the label. We introduce the following concavity assumption.

Assumption 6.6 (Concavity).

• fpt, x, µ, aq is concave in x and strictly concave in a.

• For all λ P r0, 1s, a1, a2 P A,

λfpt, x, µ, a1q ` p1 ´ λqfpt, x, µ, a2q ď fpt, x, µ, āλq,

where āλ “ āλpt, x, µq is the solution to

bpt, x, µ, āλq “ λbpt, x, µ, a1q ` p1 ´ λqbpt, x, µ, a2q.

Remark 6.16. This assumption is satisfied in particular when the drift b is affine in a, as assumed
in [162, Theorem 3].

Under the above assumption, we can obtain the following stability lemma for graphon equilibrium
control.
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Lemma 6.17 (Stability of control). Suppose that Assumptions 6.3 and 6.6 are satisfied. Then there
exists a unique optimizer α‹

u for supαPAn
Ju,ξu

G pµ, αq. Let α‹pt, u, xq :“ α‹
upt, xq. We have α‹pt, u, xq

is (piecewise) continuous in pu, xq, and the law of Xα‹

u is (piecewise) continuous in u in the weak
sense. Furthermore, if G, f, g are all Lipschitz continuous and Assumption 6.4 is satisfied, then all
the continuities become Lipschitz continuities.

Proof. See Section 6.6.6.

Using this lemma, we obtain the following approximate result. For each i P rns, we define Ipnq

i :“
pB´Ij ,

i
n s if i´1

n R Ij , i
n P Ij ; Ipnq

i :“
`

i´1
n , i

n

‰

if i´1
n , i

n P Ij ; Ipnq

i :“
“

i´1
n , B`Ij

˘

if i
n P Ij and i`1

n R Ij ,
where B´ and B` denote the lower and upper borders, respectively.

Theorem 6.18. Suppose Assumption 6.6 holds, ζpnq satisfies the regularity Assumption 6.5 with step
graphon Gn, and }G´Gn}□ Ñ 0.

(i) (Continuous graphon). Suppose Assumption 6.3 holds, G is continuous, and the initial condition
satisfies 1

n

řn
i“1 E|ξ

pnq

i ´ ξ i
n

|2 Ñ 0. Then we have

ess sup
upnqPIpnq

1 ˆ¨¨¨ˆIpnq
n

1
n

n
ÿ

i“1
ϵ

pnq

i pupnqq Ñ 0.

Furthermore, if }G´Gn}8Ñ8 Ñ 0 and maxi“1,...,n E|ξ
pnq

i ´ ξ i
n

|2 Ñ 0, then we have

ess sup
upnqPIpnq

1 ˆ¨¨¨ˆIpnq
n

max
i“1,...,n

ϵ
pnq

i pupnqq Ñ 0.

(ii) (Lipschitz Continuous graphon). Suppose Assumption 6.4 holds, G, f , and g are Lipschitz
continuous, and the initial condition satisfies 1

n

řn
i“1 E|ξ

pnq

i ´ ξ i
n

|2 “ Opn´1q. Then we have

ess sup
upnqPIpnq

1 ˆ¨¨¨ˆIpnq
n

1
n

n
ÿ

i“1
ϵ

pnq

i pupnqq “ Opn´1q.

Furthermore, if }G´Gn}8Ñ8 Ñ 0 and maxi“1,...,n E|ξ
pnq

i ´ ξ i
n

|2 “ Opn´1q, then we have

ess sup
upnqPIpnq

1 ˆ¨¨¨ˆIpnq
n

max
i“1,...,n

ϵ
pnq

i pupnqq “ Opn´1q.

Proof. See Section 6.6.7

For a non-continuous graphon, we obtain a slightly weaker result.
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Proposition 6.19 (General graphon). Suppose Assumption 6.6 holds and for each n P N, tp i
n ,

j
nqi, j P

rnsu is in the continuous modification set of G (see Definition 6.12 ). Suppose moreover that ζpnq

satisfies the regularity Assumption 6.5 with step graphon Gn, and }G ´ Gn}□ Ñ 0. If the initial
condition satisfies 1

n

řn
i“1 E|ξ

pnq

i ´ ξ i
n

|2 Ñ 0, then taking upnq

i “ i
n , we have, as n Ñ 8,

1
n

n
ÿ

i“1
ϵ

pnq

i pupnqq Ñ 0.

Proof. The proof follows, similarly to the proof of Theorem 6.18, using Corollary 6.13.

Sampling graphon. Let U1, . . . , Un be i.i.d. uniform random variables on r0, 1s, and let Up1q, . . . , Upnq

be their order statistics. We say that ζpnq is sampled with weights from the graphon G if ζpnq

ij “

GpUpiq, Upjqq. We say that ζpnq is sampled with probabilities from the graphon G if

ζ
pnq

ij “ Bernoulli
`

GpUpiq, Upjqq
˘

.

It is clear that if the strength of interactions ζpnq is sampled from a graphon, it will introduce
more randomness into the system and, hence, hinder our analysis. However, as the number of players
n becomes very large, the randomness can be reduced and does not interfere with the approximation
for equilibrium.
Theorem 6.20 (Sampling graphon). Suppose Assumption 6.6 and 6.3 hold. Let ζpnq be sampled from
the continuous graphon G. If the initial condition satisfies 1

n

řn
i“1 E|ξ

pnq

i ´ ξ i
n

|2 Ñ 0, then we have,
for both ways of sampling above, as n Ñ 8,

ess sup
upnqPIpnq

1 ˆ¨¨¨ˆIpnq
n

1
n

n
ÿ

i“1
ϵ

pnq

i pupnqq Ñ 0.

Proof. See Section 6.6.7.

6.6 Proofs

6.6.1 Existence of graphon equilibrium: Proof of Theorem 6.4

We first prove the existence of a relaxed equilibrium and then show how to construct a strict control.
A relaxed control rule is a measure on r0, T s ˆ A with the first marginal equal to the Lebesgue

measure. Denote V as the set of relaxed controls. Since A is assumed to be compact, V is also compact,
equipped with the weak topology. For each m P V, we have mpdt, daq “ dtmtpdaq with mt measurable
and unique up to almost everywhere (a.e.) equality.

A strict control is a specific control rule which involves no measure on A, that is of the form
mt “ δaptq for a.e. t with measurable a : r0, T s ÞÑ A. Under some appropriate conditions, we will show
how to construct strict controls based on relaxed controls.
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Existence of a relaxed equilibrium

For all ϕ P C8
c pRq and each u P I, let Hu be an integro-differential operator associated with label u

of the following form

Huϕpt, x, µ, aq :“bpt, x, µ, aq
Bϕ

Bx
pxq `

σ2

2 pt, x, µ, aq
B2ϕ

Bx2 pxq

`

ż

R

´

ϕpx` ℓpt, x, e, aqq ´ ϕpxq ´ ℓpt, x, e, aq
Bϕ

Bx
pxq

¯

νupdeq.

Definition 6.21 (Controlled graphon martingale problem). For a fixed µ P PUnifpr0, 1s ˆ Dq and
λ0 P PUnifpr0, 1s ˆ Rq, let Rpµq be the set of P P PpΩmq, Ωm :“ V ˆ r0, 1s ˆ D such that:

(i) P ˝ pU,Xp0qq´1 “ λ0;

(ii) for each ϕ P C8
c pRq (the set of C8 functions with compact support), the following process

pMµ,ϕ
t qtPr0,T s is a P-martingale,

Mµ,ϕ
t pm,u, xq :“ ϕpxtq ´

ż

r0,tsˆA
Huϕps, xs,Λµspuq, aqmpds, daq, t P r0, T s.

Let Γµpm,u, xq : Rpµq ÞÑ R be defined as

Γµpm,u, xq :“
ż

r0,T sˆA
fpt, x,Λµtpuq, aqmupdt, daq ` gpx,ΛµT puqq.

Let R0 be the set of P P PUnifpr0, 1s ˆ Dq such that:

(i) P ˝ pU,Xp0qq´1 “ λ0.

(ii) For some constant M , supuPI E}X}2
S2

T
ď M .

(iii) For each nonnegative ϕ P C8
c pRq, ϕpXtq `Cpϕqt is a P-submartingale, where Cpϕq is the supre-

mum of |Huϕ| over r0, 1s ˆ r0, T s ˆ R ˆ M`pRq ˆA.

It is easy to see that R0 is nonempty, convex and closed. The first marginal is compact. Since b, σ
and ℓ are bounded, by the tightness criterion of Stroock and Varadhan [190, Theorem 1.4.6], (i) and
(iii) imply that the third marginal of R0 is tight. Condition (ii) guarantees it is relatively compact in
PpDq, see [198, Theorem 7.12]. Thus R0 is compact.

With µ P PUnifpr0, 1s ˆ Dq given, define the set

R‹pµq :“ arg max
PPRpµq

xΓµ,Py.

Define further the set-valued map Φpµq : PUnifpr0, 1s ˆ Dq ÞÑ 2PUnifpr0,1sˆDq by

Φpµq :“ tP ˝ pX,Uq´1 : P P R‹pµqu.
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We proceed to prove the existence by using Kakutani-Fan-Glicksberg fixed point theorem for set-
valued functions. This is a powerful tool for equilibrium analysis in MFGs, as shown in previous
works such as [84, 160, 162]. While the basic logic and procedures are similar to those in standard
MFGs, there are additional considerations needed due to the presence of the label variable U in our
model. We refer to [6, Chapter 17] for the necessary knowledge on set-valued analysis.

We introduce the definition of the continuity of set-valued functions and some basic results. For
two metric spaces A and B, a set valued function f : A Ñ 2B is lower hemicontinuous if, whenever
xn Ñ x in A and y P fpxq, there exists ynk

P fpxnk
q such that ynk

Ñ y. If fpxq is closed for each
x P A, we say that f is upper hemicontinuous if whenever xn Ñ x and yn P fpxnq for each n, the
sequence pynq has a limit point in fpxq. Moreover, f is said continuous if it is both upper and lower
hemicontinuous. If B is compact, then the graph tpx, yq : x P A, y P fpxqu of f is closed if and only
if fpxq is closed for each x P A and f is upper hemicontinuous. To prove that the set of solutions
of the set-valued fixed point equation µ “ Φpµq is nonempty, we have to verify the following three
conditions:

(i) Φpµq Ă R0 for each µ P R0.

(ii) Φpµq is nonempty and convex for each µ P R0.

(iii) the graph tpµ, µ1q : µ P R0, µ
1 P Φpµqu is closed.

For any P P R0, let µ “ P ˝ pU,Xq´1. Clearly the image set Φpµq satisfies properties (i) and (iii)
of R0. By the boundedness of b, σ, ℓ, letting ϕ be the identity function, we also have property (ii).
Thus, Φpµq P R0. Furthermore, taking a converging sequence pPnq in Rpµq with limiting measure P,
we have P is also in Rpµq since ϕ and Huϕ are bounded for each ϕ P C8

c pRq and any u P I. Hence,
Rpµq is closed for each µ P R0. Therefore, Rpµq is nonempty and compact.

Continuity of Rpµq. We now analyze the continuity of the map µ ÞÑ Rpµq.
Upper hemicontinuity: Since Rpµq is closed for each µ P R0, it suffices to show that its graph is

closed. Suppose µn Ñ µ in PUnifpr0, 1s ˆ Dq and Pn Ñ P in PpΩq. Note that for each t P r0, T s, Huϕ
is jointly continuous in px, aq. Combining this with the boundedness assumption, by [160, Corollary
A.5], we have for each pµ, uq, pm,xq ÞÑ Mµ,ϕ

t pm,u, xq is continuous. Further, since for each pt, x, aq,
Huϕpt, x, x1, aq is continuous in x1, and for each t P r0, T s and a.e. u P r0, 1s, µt ÞÑ Λµt is also
continuous by [162, Lemma 4.2]. We have for a.e. u P r0, 1s, pm,x, µq ÞÑ Mµ,ϕ

t pm,u, xq is continuous.
It follows that for any bounded continuous Fs-measurable function h and all 0 ď s ď t ď T ,

xP, pMµ,ϕ
t pm,u, xq ´Mµ,ϕ

s pm,u, xqqhy “ lim
nÑ8

xPn, pM
µn,ϕ
t pm,u, xq ´Mµn,ϕ

s pm,u, xqqhy,

which shows that Mµ,ϕ
t is a P-martingale, and thus P P Rpµq. The graph of µ ÞÑ Rpµq is closed.

Lower hemicontinuity: By [113, Theorem 8.6], we can find a measurable function σ̄ : r0, T s ˆ R ˆ

PpRq ˆ PpAq ÞÑ R such that σ̄pt, x, µ, qq is continuous for each t,

σ̄2pt, x, µ, qq “

ż

A
σ2pt, x, µ, aqqpdaq,
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and σ̄pt, x, µ, δaq “ σpt, x, µ, aq. Further, we can find a filtered probability space pΩ1,F1,F1,P1q that
supports a family of independent Brownian motions Wu, u P I, a family of independent random Poisson
measures Nupdt, deq : u P I and a family of PpAq-valued processes mu : u P I such that

dXupsq “

ż

A
bps,Xupsq,Λµspuq, aqmu,spdaqds

` σ̄ps,Xupsq,Λµspuq, aqmu,spdaqdWupsq

`

ż

E

ż

A
ℓps,Xupsq, e, aqmu,spdaq rNupds, deq, Xup0q “ ξu u P I,

(6.12)

with P “ P1 ˝ pdtmu,tpdaq, du,Xuq´1. Then on the same probability space, we can write

dXpnq
u psq “

ż

A
bps,Xpnq

u psq,Λµn,spuq, aqmu,spdaqds

` σ̄ps,Xpnq
u psq,Λµn,spuq, aqmu,spdaqdWupsq

`

ż

E

ż

A
ℓps,Xpnq

u psq, e, aqmu,spdaq rNupds, deq, Xpnq
u p0q “ ξu u P I,

With µ and µn known, the above SDE system has a unique solution thanks to the Lipschitz assumption
on b, σ, and ℓ, see e.g., [180]. Then by applying the Burkholder–Davis–Gundy inequality and the
boundedness and Lipschitz continuity of b, σ, and ℓ, we have for each u P r0, 1s, EP1rsuptPr0,T s |Xuptq ´

X
pnq
u ptq|2s Ñ 0, which implies that Pn Ñ P in PpΩq. We can conclude by using Itô’s formula to check

that Pn P Rpµnq. Hence, µ ÞÑ Rpµq is lower hemicontinuous.

Analysis of R˚pµq. By similar arguments as above, it can be verified that Γµpm,u, xq is continuous
in pm,xq for each u P I, due to the continuity of f and g in px, aq. Moreover, for each t P r0, T s,
the weak limit µt of µn,t satisfies that the weak limit of Λµn,t is Λµt. Hence, the expected functional
pµ,Pq ÞÑ xΓµ,Py is continuous. By applying the famous Berge’s Maximum Theorem, the set-valued
function R˚pµq is upper hemicontinuous. Then, by the continuity of xΓµ,Py and the closedness of
Rpµq, R˚pµq is also closed for each µ. It therefore follows that the graph of R˚ is closed.

Convexity of Φ. Since the map P ÞÑ xΓµ,Py is linear in P and the set Rpµq is convex, by the above
analysis, we can easily conclude that R˚pµq is convex for each µ. Additionally, using the linearity of
P ÞÑ P ˝ pU,Xq´1, we can also see that Φpµq is convex.

Now we have verified all the conditions needed to apply Kakutani-Fan-Glicksberg fixed point
theorem. Then by the theorem, the set of fixed points of Φ is nonempty and thus there exists at least
one graphon equilibrium.

Construction of a strict control

Following the strategy for constructing the Markovian control as in the proof of [162, Theorem 3.2],
by using [113, Theorem 8.6], we may find a measurable function σ̄ : r0, T s ˆ R ˆ PpRq ˆA ÞÑ R such
that σ̄pt, x, µ, qq is continuous for each t,

σ̄2pt, x, µ, qq “

ż

A
σ2pt, x, µ, aqqpdaq,
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and σ̄pt, x, µ, δaq “ σpt, x, µ, aq for each pt, x, µ, aq. Further, we can find a filtered probability space
pΩ1,F1,F1,P1q that supports a family of independent Brownian motions tW1,u, u P Iu, a family of
independent random Poisson measures tN1,updt, deq : u P Iu and a family of PpAq-valued processes
tmu,t : u P Iu such that

dX1,upsq “

ż

A
bps,X1,upsq,Λµspuq, aqmu,spdaqds

` σ̄ps,X1,upsq,Λµspuq,mu,sqdW1,upsq

`

ż

E

ż

A
ℓps,X1,upsq, e, aqmu,spdaq rN1,upds, deq, Xup0q “ ξu u P I,

(6.13)

and Q1 “ P1 ˝ pdtmu,tpdaq, du,X1,uq´1.
Following the idea in the proof of [160, Theorem 3.7], where the result is shown by using the

Mimicking theorem from [71], we can mimic the marginal distribution of the above jump diffusion
by using the Markovian projection results for jump diffusion. To do this, we introduce the following
combined 2-dimensional process pU1psq, X1psqqsPr0,T s under canonical coupling,

dX1psq “

ż

A
bps,X1psq,ΛµspU1psqq, aqmU1psq,spdaqds

` σ̄ps,X1psq,ΛµspU1psqq,mU1psq,sqdW1psq,

`

ż

E

ż

A
ℓps,X1psq,Φ´1

U1psq
pe´ 1q, aqmu,spdaq rN1pds, deq

dU1psq “0ds` 0dW psq `

ż

E
0 rN1pds, deq,

Let pb, pσ and pℓ be defined as

pbps,Xpsq, Upsqq :“ E1

”

ż

A
bps,Xpsq,ΛµspUpsqq, aqmUpsq,spdaq|pUpsq, Xpsqq

ı

,

pσ2ps,Xpsq, Upsqq :“ E1

”

ż

A
σ2ps,Xpsq,ΛµspUpsqq, aqmUpsq,spdaq|pUpsq, Xpsqq

ı

,

pℓps,Xpsq, Upsq, eq :“ E1

”

ż

A
ℓps,Xpsq,Φ´1

Upsq
pe´ 1q, aqmUpsq,spdaq|pUpsq, Xpsqq

ı

,

and
pfps,Xpsq, Upsqq :“ E1

”

ż

A
fps,Xpsq,ΛµspUpsqq, aqmUpsq,spdaq|pUpsq, Xpsqq

ı

.

Then, by [59, Theorem 2], there exists another filtered probability space pΩ2,F2,F2,P2q that supports
a Brownian motion W2, a Poisson random measure N2pdt, deq with the compensator rN2, such that

dX2psq “pbps,X2psq, U2psqqds` pσps,X2psq, U2psqqdW2psq,

`

ż

E

pℓps,X2psq, U2psq, eq rN2pds, deq,

dU2psq “0ds` 0dW2psq `

ż

E
0 rN2pds, deq,

(6.14)
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and pX2, U2q
d
“ pX1, U1q.

Recall that according to Assumption 6.1, for all pt, x, u, µq P r0, T s ˆRˆ r0, 1s ˆ M`
Unifpr0, 1s ˆRq,

there exists some e˚ P E such that the set Ke˚rµspt, x, uq is convex. This set is also closed since
we have assumed that b, σ, ℓ and f are all continuous in a. Note that if u ÞÑ µu is measurable,
then u ÞÑ Λµpuq is also measurable, and by definition, we have ppb, pσ2, pℓ, pfq P Ke˚rµspt, x, uq for each
pt, x, u, µq. By applying a measurable selection result [138, Theorem A.9], there exists a measurable
function α‹ : r0, T s ˆ R ˆ r0, 1s ÞÑ A such that for all pt, x, uq P r0, T s ˆ R ˆ r0, 1s, we have

pbpt, x, uq “bpt, x,Λµtpuq, a‹
Ipt, x, uqq,

pσ2pt, x, uq “σ2pt, x,Λµtpuq, a‹
Ipt, x, uqq,

pℓpt, x, u, e˚q “ℓpt, x, u, e˚, a‹
Ipt, x, uqq,

and
pfpt, x, uq ď fpt, x,Λµtpuq, a‹

Ipt, x, uqq.

Notice by the second point of Assumption 6.1 and Remark 6.1, Kerµspt, x, uq is convex for all e P E.
We can apply [138, Theorem A.9] to the set Kerµspt, x, uq for all e P E. Besides, ℓpt, x, e, aq is affine
in e also guarantee for all e P E,

pℓpt, x, u, eq “ ℓpt, x, u, e, a‹
Ipt, x, uqq.

We can then rewrite (6.14) as
dXα‹

2 psq “bps,Xα‹

2 psq,ΛµspU2psqq, α‹ps,Xα‹

2 psq, U2psqqqds

` σps,Xα‹

2 psq,ΛµspU2psqq, α‹ps,Xα‹

2 psq, U2psqqqdW2psq,

`

ż

E
ℓps,Xα‹

2 psq, U2psq, e, α‹ps,Xα‹

2 psq, U2psqqq rN2pds, deq,

dU2psq “0ds` 0dW2psq `

ż

E
0 rN2pds, deq.

(6.15)

Now, α‹ P AI , and we have pXα‹

2 , U2q
d
“ pX2, U2q by the weak uniqueness of (6.14).

Define Q2 :“ P2 ˝ pdtδα‹pt,X2ptq,U2ptqqpdaq, U2, X2q´1. Then Q2 P Rpµq. Let µ2 be the joint law of
pU2, X2q, and we have

JGpµ, α‹q “ xΓµ, Q2y

“ E2

”

ż T

0
fpt,X2ptq,ΛµtpU2ptqq, α‹pt,X2ptq, U2ptqqqdt` gpX2pT q,ΛµT pU2pT qq

ı

“ E2

”

ż T

0
fpt,X2ptq,Λµ2

t pU2ptqq, α‹pt,X2ptq, U2ptqqqdt` gpX2pT q,Λµ2
T pU2pT qq

ı

ě E2

”

ż T

0
pfpt,X2ptq, U2ptqqdt` gpX2pT q,Λµ2

T pU2pT qq

ı

“ E1r

ż T

0

ż

A
fps,X1psq,ΛµspU1psqq, aqmU1psq,spdaqdt` gpX1pT q,ΛµT pU1pT qqqs

“ xΓµ, Q1y.
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Notice that for any Q1 P R‹pµq, xΓµ, Q1y ě xΓµ, Qy for any Q P Rpµq. This leads to the conclusion

JGpµ, α‹q ě xΓµ, Q1y “ sup
mPV

JGpµ,mq ě sup
αPAI

JGpµ, αq,

with µ chosen to be the solution of the fixed point equation Φpµq “ µ, which means µ is the law of
Xα‹ under the strict control α‹. □

6.6.2 Stability of graphon: Proof of Theorem 6.8

We will utilize similar techniques for estimates as those in [47] and in Chapter 5. Define αuptq :“
αpt, u,Xuptqq and α

pnq
u ptq :“ αpt, u,X

pnq
u ptqq. By Burkholder–Davis–Gundy inequality, we have

}Xpnq
u ´Xu}2

S2
T

ď C

ż T

0
E
ˇ

ˇ

ˇ

ż

I

ż

R
Gnpu, vqbps,Xpnq

u psq, x, αpnq
u psqqµpnq

v,s pdxqdv

´

ż

I

ż

R
Gpu, vqbps,Xupsq, x, αupsqqµv,spdxqdv

ˇ

ˇ

ˇ

2
ds

` C

ż T

0
E
ˇ

ˇ

ˇ

ż

I

ż

R
Gnpu, vqσps,Xpnq

u psq, x, αpnq
u psqqµpnq

v,s pdxqdv

´

ż

I

ż

R
Gpu, vqσps,Xupsq, x, αupsqqµv,spdxqdv

ˇ

ˇ

ˇ

2
ds

` CE
ż T

0

ż

E

ˇ

ˇ

ˇ
ℓps,Xpnq

u psq, e, αpnq
u psqq ´ ℓps,Xupsq, e, αupsqq

ˇ

ˇ

ˇ

2
Nupds, deq ` CE}ξpnq

u ´ ξu}2. (6.16)

We calculate the first term; by adding and subtracting terms, we obtain:
ż T

0
E
ˇ

ˇ

ˇ

ż

I

ż

R
Gnpu, vqbps,Xpnq

u psq, x, αpnq
u psqqµpnq

v,s pdxqdv

´

ż

I

ż

R
Gpu, vqbps,Xupsq, x, αupsqqµv,spdxqdv

ˇ

ˇ

ˇ

2
ds

ď C

ż T

0
E
”
ˇ

ˇ

ˇ

ż

I
p

ż

R
bps,Xupsq, x, αupsqqµv,spdxqqpGpu, vq ´Gnpu, vqqdv

ˇ

ˇ

ˇ

2ı
ds

` C

ż T

0
E
”

ż

I

ż

R

ˇ

ˇ

ˇ
bps,Xupsq, x, αupsqq ´ bps,Xpnq

u psq, x, αpnq
u psqq

ˇ

ˇ

ˇ

2
G2

npu, vqµv,spdxqdv
ı

ds

` C

ż T

0
E
”

ż

I

ˇ

ˇ

ˇ

ż

R
bps,Xpnq

u psq, x, αpnq
u psqqGnpu, vqrµv,s ´ µpnq

v,s spdxq

ˇ

ˇ

ˇ

2
dv
ı

ds.

(6.17)

Denote the three terms on the right-hand side of inequality (6.17) as Ipnq,1
u , Ipnq,2

u , and Ipnq,3
u respec-

tively. By utilizing the Lipschitz property of f and α, the property of X P M, we obtain the following
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for all u P I:

C

ż T

0
E
”ˇ

ˇ

ˇ

ż

R
bps,Xupsq, x, αupsqqµv,spdxq

ˇ

ˇ

ˇ

2ı

ď 2C
ż T

0
E
”

1 ` |Xupsq|2 ` |Xvpsq|2 ` |Zupsq|2
ı

ď C sup
uPI

E
”

sup
tPr0,T s

|Xuptq|2
ı

ď C.

Hence, by applying Fubini’s theorem, we obtain the following for all u P I:

Ipnq,1
u ď C

ż

I

´

Gpu, vq ´Gnpu, vq

¯2
dv

According to the equivalence between the cut norm and the L1 operator norm of a graphon, we have
ż

I
Ipnq,1

u du ď C}G´Gn}□.

Then, by employing the Lipschitz property of f and α and using inequality (6.2), we obtain
ż

I
Ipnq,2

u du ď C

ż T

0

ż

I
E
”

|Xupsq ´Xpnq
u psq|2

ı

duds,

and
ż

I
Ipnq,3

u du ď C

ż T

0

ż

I
pW2pµs,v, µ

pnq
s,v qq2dv ď C

ż T

0

ż

I
E
”

|Xvpsq ´Xpnq
v psq|2

ı

dv.

We can address the second term of (6.16) in the same manner. Now, for the third term of (6.16), by
utilizing the Lipschitz property of ℓ, we have

E
ż T

0

ż

E

ˇ

ˇ

ˇ
ℓps,Xpnq

u psq, e, αpnq
u psqq ´ ℓps,Xupsq, e, αupsqq

ˇ

ˇ

ˇ

2
Nupds, deq ď C

ż T

0
E|Xpnq

u psq ´Xupsq|2ds.

(6.18)

By combining all the results above and integrating over I, we obtain:
ż

I
E
”

sup
tPr0,T s

|Xpnq
u ptq ´Xuptq|2

ı

du ďC
”

ż

I
E|ξpnq

u ´ ξu|2du

` }G´Gn}□ `

ż T

0

ż

I
Er sup

tPr0,ss

|Xpnq
u ptq ´Xuptq|2sduds

ı

.

Applying Gronwall’s Lemma, we conclude that
ż

I
E
”

sup
tPr0,T s

|Xpnq
u ptq ´Xuptq|2

ı

du ď C
”

ż

I
E|ξpnq

u ´ ξu|2du` }G´Gn}□

ı

.
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Taking the supremum over I instead of integrating for (6.16), we can first obtain

sup
uPI

Ipnq,1
u ď C|

ż

I

´

Gpu, vq ´Gnpu, vq

¯

dv ď C}G´Gn}8Ñ8.

Then, using similar arguments as above, we have

sup
uPI

}Xpnq
u ptq ´Xuptq}2

S2
T

ď C
”

sup
uPI

E|ξpnq
u ´ ξu|2 ` }G´Gn}8Ñ8

ı

,

as desired. □

6.6.3 Proof of Lemma 6.9

We proceed with the proof similarly to the continuity arguments presented in [47] and Chapter 5.
Here, we employ a different method to couple the system. By coupling Xu1 and Xu2 with a common
Brownian motion W and allowing Nu1 and Nu2 to jump simultaneously with jump sizes determined
by a joint distribution νu1,u2 , we have:

}Xu1 ´Xu2}2
S2

T

ď C

ż T

0
E
ˇ

ˇ

ˇ

ż

I

ż

R
Gpu1, vqbps,Xu1psq, x, αps, u1, Xu1psqqµv,spdxqdv

´

ż

I

ż

R
Gpu2, vqbps,Xu2psq, x, αps, u2, Xu2psqqµv,spdxqdv

ˇ

ˇ

ˇ

2
ds

` C

ż T

0
E
ˇ

ˇ

ˇ

ż

I

ż

R
Gpu1, vqσps,Xu1psq, x, αps, u1, Xu1psqqqµv,spdxqdv

´

ż

I

ż

R
Gpu2, vqσps,Xu2psq, x, αps, u2, Xu2psqqµv,spdxqdv

ˇ

ˇ

ˇ

2
ds

` CE
ż T

0

ż

E

ˇ

ˇ

ˇ
ℓps,Xu1psq, e1, αps, u1, Xu1psqqq ´ ℓps,Xu2psq, e2, αps, u2, Xu2psqq

ˇ

ˇ

ˇ

2
Npds, dpe1, e2qq

` CE|ξu1 ´ ξu2 |2,

where Npds, dpe1, e2qq is a random Poisson measure with compensator dtνu1,u2pdpe1, e2qq and νu1,u2

represents the coupled measure of νu1 and νu2 . We allow the coupled measure νu1,u2 to be coupled in
such a way as to achieve the infimum of Eνu1,u2

|X1 ´X2|2 with Lpx1q “ νu1 and LpX2q “ νu2 . Then,
for the first two terms on the right-hand side, we can easily estimate them using a similar approach as
in the proof of Theorem 6.8, by employing the Lipschitz continuity of the control αpt, u, xq in pu, xq.
Denote by I the sum of the first two terms in the right-hand side of the above equation; we have

I ď C

ż T

0
E|Xu1psq ´Xu2psq|2ds` CT

ż

I
|Gpu1, vq ´Gpu2, vq|dv ` CT |u1 ´ u2|.
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For the third term, we have

E
ż T

0

ż

E

ˇ

ˇ

ˇ
ℓps,Xu1psq, e1, αu1psqq ´ ℓps,Xu2psq, e2, αu2psqq

ˇ

ˇ

ˇ

2
Npds, dpe1, e2qq

ď C

ż T

0
E|Xu1psq ´Xu2psq|2ds` CT pW2pνu1 , νu2qq2 ` CT |u1 ´ u2|.

It follows by Gronwall lemma that

E}Xu1 ´Xu2}2
S2

T
ď CE|ξu1 ´ ξu2 |2 ` CT

ż

I
|Gpu1, vq ´Gpu2, vq|dv ` CT pW2pνu1 , νu2qq2.

Now, by taking the infimum over random variables ξu1 and ξu2 and combining the corresponding
assumptions, we can conclude point (i) and (ii) under the respective continuity conditions and Lipschitz
conditions. □

6.6.4 Large population convergence: Proof of Theorem 6.10

Denote αpnq

i ptq :“ αpt, i
n , X

pnq

i ptqq, αuptq :“ αpt, u,Xuptqq, and rα
pnq
u ptq :“ αpt, u, rX

pnq
u ptqq. First, we

estimate the difference between Xpnq and rXpnq, where rXpnq is the solution of (6.3) with graphon Gn

and initial condition ξpnq. By the Burkholder-Davis-Gundy inequality, we have (for some C ą 0):

}X
pnq

i ´ rX
pnq
i
n

}2
S2

T

ď C

ż T

0
E
ˇ

ˇ

ˇ

1
n

n
ÿ

j“1
ζ

pnq

ij bps,X
pnq

i psq, X
pnq

j psq, α
pnq

i psqq

´

ż

I

ż

R
Gnp

i

n
, vqbps, rX

pnq
i
n

psq, x, rαn
i
n

psqqµv,spdxqdv
ˇ

ˇ

ˇ

2
ds

` C

ż T

0
E
ˇ

ˇ

ˇ

1
n

n
ÿ

j“1
ζ

pnq

ij σps,X
pnq

i psq, X
pnq

j psq, α
pnq

i psqq

´

ż

I

ż

R
Gnp

i

n
, vqσps, rX

pnq
i
n

psq, x, rαn
i
n

psqqµv,spdxqdv
ˇ

ˇ

ˇ

2
ds

` CE
ż T

0

ż

E

ˇ

ˇ

ˇ
ℓps,X

pnq

i psq, e, α
pnq

i psqq

´ℓps, rX
pnq
i
n

psq, e, rαn
i
n

psqq

ˇ

ˇ

ˇ

2
N i

n
pds, deq ` CE|ξ

pnq

i ´ ξ i
n

|2.

Let’s compute the difference between the first term in the right-hand side of the above equation,
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and similarly for the second term.

E
ˇ

ˇ

ˇ

1
n

n
ÿ

j“1
ζ

pnq

ij bps,X
pnq

i psq, X
pnq

j psq, α
pnq

i psqq

´

ż

I

ż

R
Gp

i

n
, vqbps, rX

pnq
i
n

psq, x, rαn
i
n

psqqµv,spdxqdv
ˇ

ˇ

ˇ

2

ď 3E
ˇ

ˇ

ˇ

1
n

n
ÿ

j“1
ζ

pnq

ij bps,X
pnq

i psq, X
pnq

j psq, α
pnq

i psqq ´
1
n

n
ÿ

j“1
ζ

pnq

ij bps, rX
pnq
i
n

psq, rX j
n

psq, rα
pnq
i
n

psqq

ˇ

ˇ

ˇ

2

` 3E
ˇ

ˇ

ˇ

1
n

n
ÿ

j“1
ζ

pnq

ij bps, rX
pnq
i
n

psq, rX
pnq
j
n

psq, rα
pnq
i
n

psqq

´

ż

I

ż

R
Gnp

i

n
, vqbps, rX

pnq
i
n

psq, x, rα
pnq
i
n

psqqrµ
pnq
rnvs

n
,s

pdxqdv
ˇ

ˇ

ˇ

2

` 3E
ˇ

ˇ

ˇ

ż

I

ż

R
Gnp

i

n
, vqbps, rX

pnq
i
n

psq, x, rα
pnq
i
n

psqqrµ
pnq
rnvs

n
,s

pdxqdv

´

ż

I

ż

R
Gnp

i

n
, vqbps, rX

pnq
i
n

psq, x, rαn
i
n

psqqrµpnq
v,s pdxqdv

ˇ

ˇ

ˇ

2

“: 3pIpnq,1
s ` Ipnq,2

s ` Ipnq,3
s q,

where rXpnq is the solution of (6.3) with graphon Gn, control α, and initial condition ξ, and rα
pnq
u ptq :“

αpt, u, rX
pnq
u ptqq, and rµpnq :“ Lp rXpnqq. We follow, by using the law of large numbers, similar arguments

as in the proof of [47, Lemma 6.1] and combine the Lipschitz property of αpt, u, xq on x. For the first
two terms in the right hand side of the above equation, we have

1
n

n
ÿ

i“1
Ipnq,1

s ď C
1
n

n
ÿ

i“1
E
ˇ

ˇX
pnq

i psq ´ rX i
n

psq
ˇ

ˇ

2
,

and Ipnq,2
s ď C

n .

In addition, since α is Lipschitz continuous, we have, by Lemma 6.9, that rµ
pnq
v,s is Lipschitz contin-

uous in Wasserstein-2 distance for any s P r0, T s. It follows that

ż

I

ż

R
Gnp

i

n
, vqbps, rX

pnq
i
n

psq, x, rα
pnq
i
n

psqqrµ
pnq
rnvs

n
,s

pdxqdv

´

ż

I

ż

R
Gnp

i

n
, vqbps, rX

pnq
i
n

psq, x, rα
pnq
i
n

psqqrµpnq
v,s pdxqdv

ď C

ż

I
W2prµ

pnq
rnvs

n
,s
, rµpnq

v,s qdv ď
C

n
.
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For the jump term, we have similarly as in (6.18)

1
n

n
ÿ

i“1
E
ż T

0

ż

E

ˇ

ˇ

ˇ
ℓps,X

pnq

i psq, e, α
pnq

i psqq ´ ℓps, rX i
n

psq, e, rα i
n

psqq

ˇ

ˇ

ˇ

2
Nupds, deq

ď C

ż T

0

1
n

n
ÿ

i“1
E|X

pnq

i psq ´X i
n

psq|2ds.

Arguing similarly as in the proof of Theorem 6.8, we have

1
n

n
ÿ

i“1
}X

pnq

i ´ rX i
n

}2
S2

T
ď
C

n
. (6.19)

Noticing that in fact, 1
n

řn
i“1 E|Xpnqipsq ´X i

npsq|2 ď maxiPrns E|Xpnqipsq ´X i
npsq|2, by repeating the

above analysis and taking the maximum for i P rns instead of the sum, we can obtain even

max
iPrns

}X
pnq

i ´ rX i
n

}2
S2

T
ď
C

n
.

On the other hand, by Theorem 6.8, we have
ż

I
} rXu ´Xu}2

S2
T
du ď C

”

ż

I
E|ξpnq

u ´ ξu|2du` }G´Gn}□

ı

. (6.20)

Combining the above two results (6.19) and (6.20), we have
ż

I
}X

pnq

rnus
´Xu}2

S2
T
du ď C

”

ż

I
E|ξpnq

u ´ ξu|2du` }G´Gn}□ `
1
n

ı

.

By Lemma 6.9, if G is Lipschitz continuous, LpXuq is also Lipschitz continuous in W2,T ; if in
addition, Lpξuq is Lipschitz continuous in W2,T . We thus have, under continuity conditions,

1
n

n
ÿ

i“1
}X

pnq

i ´X i
n

}2
S2

T
ď C

” 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 ` }G´Gn}□

ı

` op1q,

and
max
iPrns

}X
pnq

i ´X i
n

}2
S2

T
ď C

”

max
iPrns

E|ξ
pnq

i ´ ξ i
n

|2 ` }G´Gn}8Ñ8

ı

` op1q.

Further under Lipschitz condition,

1
n

n
ÿ

i“1
}X

pnq

i ´X i
n

}2
S2

T
ď C

” 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 ` }G´Gn}□ `
1
n

ı

,

and also the maximum type estimate as in Theorem 6.8,

max
iPrns

}X
pnq

i ´X i
n

}2
S2

T
ď C

”

max
iPrns

E|ξ
pnq

i ´ ξ i
n

|2 ` }G´Gn}8Ñ8 `
1
n

ı

.
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Let’s define ĂMn
i :“ 1

n

řn
j“1 ζ

pnq

ij δX j
n

and ĂΛµ
n

i :“ 1
n

řn
j“1Gp i

n ,
j
nqµ j

n
. Now suppose G and Lpξuq

are Lipschitz continuous. Let ζpnq

ij satisfy the Regularity assumption for graphon G. For any bounded
Lipschitz continuous function h on D, we have again by Lemma 6.9 (ii),

xh, ĂΛµ
n

i y ´ xh,Λµp
i

n
qy “

1
n

n
ÿ

j“1
Gp

i

n
,
j

n
qxh, µ j

n
y ´

ż

I
Gp

i

n
, vqxh, µvydv ď

C

n
.

Moreover, we have

E
”

xh,ĂMn
i y ´ xh, ĂΛµ

n

i y

ı2

“
1
n2E

”
n
ÿ

j“1

´

ζ
pnq

ij hpX j
n

q ´Gp
i

n
,
j

n
qEhpX j

n
q

¯ı2

“
1
n2

n
ÿ

j“1
E
”

ζ
pnq

ij hpX j
n

q ´Gp
i

n
,
j

n
qEhpX j

n
q

ı2

`
1
n2

n
ÿ

j“1

ÿ

k‰j

E
”´

ζ
pnq

ij hpX j
n

q ´Gp
i

n
,
j

n
qEhpX j

n
q

¯´

ζ
pnq

ik hpX k
n

q ´Gp
i

n
,
k

n
qEhpX k

n
q

¯ı

ď
}h}8

n
,

where the last inequality comes from the boundedness of h and the independence of ζpnq

ij . On the other
hand, by previous result, we have

E
”

xh,M
pnq

i y ´ xh,ĂMn
i y

ı2
ď
C

n

n
ÿ

j“1
}X

pnq

j ´X j
n

}2
S2

T
.

Combine the above three results, we can conclude that for any i P rns,

E
”

xh,M
pnq

i y ´ xh,Λµp
i

n
qy

ı2
ď
C

n

n
ÿ

j“1
}X

pnq

j ´X j
n

}2
S2

T
`
C

n
.

Notice that in the assumptions of the theorem, ζpnq satisfies regularity Assumption 6.5 with interme-
diate step graphon Gn, not for G. Recall the definition of rµpnq which was defined before. We have for
any i P rns,

E
”

xh,M
pnq

i y ´ xh,Λrµpnqp
i

n
qy

ı2
ď
C

n

n
ÿ

j“1
}X

pnq

j ´X j
n

}2
S2

T
`
C

n
.

Finally, by the stability of graphon in Theorem 6.8, we have

xh,Λrµpnqp
i

n
qy ´ xh,Λµp

i

n
qy

ď

ż

I
Gnp

i

n
, vqxh, rµpnq

v ydv ´

ż

I
Gp

i

n
, vqxh, µvydv

ď C

ż

I

´

Gnp
i

n
, vq ´Gp

i

n
, vq

¯

dv ` C}Gn ´G}□,
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Hence, we finally arrive at the conclusion that for any i P rns,

E
”

xh,M
pnq

i y ´ xh,Λµp
i

n
qy

ı2
ď
C

n

n
ÿ

j“1
E|ξ

pnq

j ´ ξ j
n

|2 ` C}Gn ´G}□

` C

ż

I

´

Gnp
i

n
, vq ´Gp

i

n
, vq

¯

dv `
C

n
. (6.21)

If |Gn´G|8Ñ8 “ Opn´1q and 1
n

řn
j“1 E|ξ

pnq

j ´ξ j
n

|2 “ Opn´1q, by Markov’s inequality, we can conclude

that for all i P rns, as n Ñ 8, M pnq

i Ñ Λµp i
nq in probability in the weak sense. Moreover, we have

xh,M
pnq

i y ´ xh,Λµp
i

n
qy “ Oppn´ 1

2 q.

Finally, by the Lipschitz continuity of the law of Xu in u (Lemma 6.9 (ii)) and the Lipschitz continuity
of graphon G, we have that u ÞÑ Λµpuq is also Lipschitz continuous. Hence, we have

1
n

n
ÿ

i“1
xh,M

pnq

i y ´

ż

I
xh,Λµpvqydv “ Oppn´ 1

2 q.

The corresponding results under continuity assumptions follow from the above analysis. Thus, the
proof is complete. □

6.6.5 Convergence for general graphon: Proof of Corollary 6.13

We only highlight here the necessary changes from the continuous case (Theorem 6.10) to the general
case. We will keep the same notation as in the proof of Theorem 6.10. By our assumptions, p i

n ,
j
nqi,jPrns

is in the continuous modification set of G. By Lusin’s Theorem, we can approximate G by a continuous
graphon Ḡ such that Ḡp i

n ,
j
nq “ Gp i

n ,
j
nq and |Ḡ´G|L1 “ 0. Let X̄ be the solution of (6.3) associated

with control α and graphon Ḡ. By Theorem 6.8,
ş

I W2,T pµu, µ̄uqdu “ 0 and by Lemma 6.9, µ̄u :“
LpX̄uq is continuous in Wasserstein-2 distance. Thus we have

1
n

n
ÿ

i“1
}X̄ i

n
´X i

n
}2
S2

T
“

ż

I
}X̄ rnus

n

´X rnus

n

}2
S2

T
du ď

ż

I
}X̄u ´Xu}2

S2
T
du` op1q.

Notice that the last inequality comes from the assumption that p i
n ,

j
nqi,jPrns is in the continuous

modification set of G, which means that µ i
n

is continuous on a subset of I with Lebesgue measure 1.
On the other hand, by the results of Theorem 6.10, we have

1
n

n
ÿ

i“1
}X

pnq

i ´ X̄ i
n

}2
S2

T
ď C

” 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 ` }G´Gn}□

ı

` op1q.

Combining the above two formulas, we obtain

1
n

n
ÿ

i“1
}X

pnq

i ´X i
n

}2
S2

T
ď C

” 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 ` }G´Gn}□

ı

` op1q.
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Furthermore, using a similar idea to the graphon G, we can extend the convergence of the empirical
neighborhood measure for non-continuous graphons G by arguing similarly as in the proof of [47,
Theorem 3.1] by using a sequence of step graphons Gm to approximate G. Indeed, by the assumption
that p i

n ,
j
nqi,jPrns is in the continuous modification set of G, we can find a sequence of step graphons

Gm such that
}Gm ´G}□ ď Cpmq,

and for all i P rns,
ż

I

´

Gmp
i

n
, vq ´Gp

i

n
, vq

¯

dv ď C1pmq.

Denote by µm the law of solution of (6.3) with graphon Gm and the same initial condition and control
as X. Then all the analysis above still applies with each Gm, and we similarly have

xh,Λµmpuqy ´ xh,Λµpuqy ď C

ż

I

´

Gmp
i

n
, vq ´Gp

i

n
, vq

¯

dv ` C}Gm ´G}□.

Combine (6.21) for graphon Gm, we have for each i P rns,

E
”

xh,M
pnq

i y ´ xh,Λµp
i

n
qy

ı2
ď
C

n

n
ÿ

j“1
E|ξ

pnq

j ´ ξ j
n

|2 ` C}Gn ´Gm}□ ` C}Gn ´Gm}8Ñ8

`
C

n
` C

ż

I

´

Gmp
i

n
, vq ´Gp

i

n
, vq

¯

dv ` C}Gm ´G}□.

(6.22)

Hence we can conclude by first letting n tend to 8, and then letting m tend to 8. □

6.6.6 Stability of control: Proof of Lemma 6.17

We will argue via Jensen’s inequality and the Markovian projection for our controlled jump diffusion.
Recall the definition of Rpµq in 6.21 and denote its u-marginal by Rupµq. We first prove that an
optimizer for

␣

xΓµ,Py : P P Rupµq
(

must be of the form P “ Lpdtδαpt,Xα
t qpdaq, δu, δXαq. For two different functions α1 : r0, T s ˆ R Ñ A

and α2 : r0, T s ˆ R Ñ A, and arbitrary λ P p0, 1q, define the λ-averaged control as

ᾱλpt, xq :“ λα1pt, xq ` p1 ´ λqα2pt, xq.

Denote for short by X the state dynamic governed by the relaxed control δ̄λ defined by

δ̄λpt,Xq “ λδα1pt,Xq ` p1 ´ λqδα2pt,Xq.

Define also P̄λ :“ Lpdtδᾱλpt,Xᾱλ qpdaq, δu, δXᾱλ q and rPλ :“ Lpdtδ̄λpt,Xqpdaq, δu, δXq. It then suffices to
prove

xΓµ, P̄λy ą xΓµ, rPλy.
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Let X be the Markovian projection process of X which has the same law as X. Notice that, by the
analysis in how we construct a strict control under our standing assumption, there exists such a strict
control pαλ such that X is the driven state process under pαλ, which satisfies

bpt,Xptq,Λµtpuq, pαλpt,Xptqqq “λbpt,Xptq,Λµtpuq, α1pt,Xptqqq

` p1 ´ λqbpt,Xptq,Λµtpuq, α2pt,Xptqqq,

σpt,Xptq,Λµtpuq, pαλpt,Xptqqq “λσpt,Xptq,Λµtpuq, α1pt,Xptqqq

` p1 ´ λqσpt,Xptq,Λµtpuq, α2pt,Xptqqq,

and for any e P E,

ℓpt,Xptq, e, pαλpt,Xptqqq “λℓpt,Xptq, e, α1pt,Xptqqq

` p1 ´ λqℓpt,Xptq, e, α2pt,Xptqqq,

From concavity Assumption 6.6, we have

fpt,Xptq,Λµtpuq, pαλpt,Xptqqq ě fpt,Xptq,Λµtpuq, ᾱλpt,Xptqqq.

By Jensen’s inequality, we have

xΓµ, rPλy “ E
”

ż T

0
λfpt,Xptq,Λµtpuq, α1pt,Xptqqq ` p1 ´ λqfpt,Xptq,Λµtpuq, α2pt,Xptqqq

` gpXpT q,ΛµT puqq

ı

ă E
”

ż T

0
fpt,Xptq,Λµtpuq, ᾱλpt,Xptqqq ` gpXT ,ΛµT puqq

ı

ď E
”

ż T

0
fpt,Xptq,Λµtpuq, pαλpt,Xptqqq ` gpXT ,ΛµT puqq

ı

“ E
”

ż T

0
fpt,Xptq,Λµtpuq, pαλpt,Xptqqq ` gpXT ,ΛµT puqq

ı

“ Ju,ξu

G pµ, pαλq.

It is also easy to see that the optimizer is unique. Suppose we have two different optimizer controls,
α1 and α2. By our assumption and using Jensen’s inequality, we can find a better control, α‹, which
is distinct from both α1 and α2, by arguing in a similar manner as above.

Now, denote α‹
u as the unique optimal control corresponding to Ju,ξu

G pµ, pαλq with a given µ‹ P

PUnifpr0, 1s ˆ Dq. Following similar arguments as in the proof of [162, Lemma 5.2], we can establish
the continuity of LpXα‹

u,ξuq with respect to u. Due to the assumed continuity of G, Λµ‹
t puq is also

continuous in u for any t P r0, T s in the weak sense. Define

V u
Gpµ, αq :“ E

”

ż T

0
fpt,Xptq,Λµtpuq, αpt,Xptqqqdt` gpXpT q,ΛµT puqq

¯

du
ı

,
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with X admitting the law µ‹
u. Recall that α‹pt, u, xq :“ α‹

upt, xq. We now prove that α‹pt, u, xq is
continuous in u. Indeed, observing the continuity of µ‹

u,t and Λµ‹
t puq in u for any t P r0, T s, and by

the uniqueness of α‹
u, for arbitrarily small ε1 and ε2, there exist δ1pε1q ą 0, δ2pε1q ą 0 which tend to

0 as ε1 tends to 0, and δ3pε2q ą 0 which tends to 0 as ε2 tends to 0, such that for u1 P pu´ ε1, u` ε1q

and α R pα‹
u ´ ε2, α

‹
u ` ε2q, we have

V u1
G pµ‹, αq ďV u

Gpµ‹, α‹
uq ` δ1pε1q ´ δ3pε2q,

V u
Gpµ‹, α‹

uq ďV u
Gpµ‹, α‹

u1q ` δ2pε1q, and,
V u1

G pµ‹, α‹
u1q ěV u

Gpµ‹, α‹
u1q ´ δ1pε1q. (6.23)

From the first two inequalities mentioned above, we can obtain

V u1
G pµ‹, αq ď V u

Gpµ‹, α‹
u1q ` δ2pε1q ` δ1pε1q ´ δ3pε2q. (6.24)

Comparing (6.23) and (6.24) and letting ε1 Ñ 0, we must have α‹
u1 P pα‹

u ´ ε2, α
‹
u ` ε2q. Then, as

ε2 Ñ 0, we obtain α‹
u1pt, xq Ñ α‹

upt, xq a.e. for pt, xq.
To prove the continuity of x ÞÑ α‹pt, u, xq for each u P I, we proceed by contradiction. If α‹pt, u, xq

is not continuous in x, then the coefficients in the dynamics of Xα‹

t are not continuous, it then
suffices to prove that LpXα‹

u,ξuq is not continuous in u. Suppose x˚ is a discontinuous point of α‹. If
X

α‹
u1

u1 ptq “ x˚ for some t P r0, T s, then for some small ϵ ą 0 and X
α‹

u2
u2 ptq P px˚ ´ ϵ, x˚ ` ϵq but not

equal to x˚, we must have, in a small time interval rt, t` ∆ts, for some η ą 0 not depending on ϵ such
that |α‹ps, u1, X

α‹
u1

u1 psqq ´ α‹ps, u2, X
α‹

u2
u2 psqq| ą η,

ż t`∆t

t

ż

I

ż

R
Gpu1, vqbps,X

α‹
u1

u1 psq, x, α‹ps, u1, X
α‹

u1
u1 psqqqµ

α‹
u1

v,s pdxqdvds

´

ż t`∆t

t

ż

I

ż

R
Gpu2, vqbps,X

α‹
u2

u2 psq, x, α‹ps, u2, X
α‹

u1
u2 psqqqµ

α‹
u2

v,s pdxqdvds

ě Cη.

This shows that at each discontinuous point, the drift amplifies a significant difference. If we take
the diffusion and jumps into consideration, the difference will become even larger. By Burkholder-
Davis-Gundy inequality, we have }X

α‹
u1

u1 ´X
α‹

u2
u2 }S2

T
ą η1 for some constant η1 not depending on u1, u2.

Since the support of Brownian motion is on the whole R, we have a set O Ă Ω with PpOq ą 0 such
that for some u P I, Xα‹

u
u pωq passes through the discontinuous points of α‹. Then by Skorokhod

Representation Theorem, it follows that LpXα‹
u,ξuq cannot be continuous in u.

Using the same arguments and combining the Lipschitz continuity of fpt, x, µ, aq in px, µ, aq, the
Lipschitz continuity of gpx, µq in px, µq, and the Lipschitz continuity of LpXα

u q and Λµpuq with respect
to u, we can conclude the Lipschitz continuity under the corresponding assumptions. □
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6.6.7 Proof of Theorem 6.18 and Theorem 6.20

We consider the following decomposition:

ϵ
pnq

i pupnqq ď sup
αPAn

∆pnq,1
i pα,upnqq ` sup

αPAn

∆pnq,2
i pα,upnqq ` ∆pnq,3

i pupnqq,

where the three ∆is are defined as follows:

∆pnq,1
i pα,upnqq :“ E

”

ż T

0
fpt,X

pnq,α,´i
i ptq,M

pnq,´i
i ptq, αptqqdt` gpX

pnq,α,´i
i pT q,M

pnq,´i
i pT qq

ı

´E
”

ż T

0
fpt,X

‹,α,´ i
n

u
pnq

i

ptq,Λµα,´ i
n

t pu
pnq

i q, αptqqdt` gpX
‹,α,´ i

n

u
pnq

i

pT q,Λµα,´ i
n

T pu
pnq

i qq

ı

,

∆pnq,2
i pα,upnqq :“E

”

ż T

0
fpt,X

‹,α,´ i
n

u
pnq

i

ptq,Λµα,´ i
n

t pu
pnq

i q, αptqqdt` gpX
‹,α,´ i

n

u
pnq

i

pT q,Λµα,´ i
n

T pu
pnq

i qq

ı

´ E
”

ż T

0
fpt,X‹

u
pnq

i

ptq,Λµtpu
pnq

i q, α‹
i
n

ptqqdt` gpX‹

u
pnq

i

pT q,ΛµT pu
pnq

i qq

ı

,

and

∆pnq,3
i pα,upnqq :“E

”

ż T

0
fpt,X‹

u
pnq

i

ptq,Λµtpu
pnq

i q, α‹
i
n

ptqqdt` gpX‹

u
pnq

i

pT q,ΛµT pu
pnq

i qq

ı

´ E
”

ż T

0
fpt,X

pnq,‹
i ptq,M

pnq

i ptq, α‹
i ptqqdt` gpX

pnq,‹
i pT q,M

pnq

i pT qq

ı

.

Here, Xpnq,α,´i denotes the state vector of the n-player interacting system with the i-th player choosing
control α and the other players keeping the control α‹; X‹,α,´ i

n is the state family of the limit graphon
system with the label i

n choosing control α and the others keeping the control α‹; M pnq,´i is the
empirical neighborhood measure induced by Xpnq,α,´i; and Λµα,´ i

n is the graphon measure induced
by X‹,α,´ i

n .

Lipschitz graphon We concentrate on proving the theorems for Lipschitz continuous graphon.
Then, by following similar arguments, the results for continuous graphon are straightforward.

For the Lipschitz graphon, under the conditions assumed in Theorem 6.18, by Lemma 6.17, we
first have the equilibrium control α‹pt, u, xq that is Lipschitz continuous in pu, xq. Then, by choosing
u

pnq

i “ i
n , we have the following estimate for the difference between the empirical neighborhood measure

and the graphon neighborhood measure in the weak convergence sense, for t P r0, T s and any bounded
Lipschitz continuous function h on R,

xh,M
pnq

i ptqy ´ xh,Λµtp
i

n
qy “ Oppn´ 1

2 q.
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Furthermore, we can assume that Wi, Ni, and W i
n
, N i

n
are the same for each i P rns, since such a

correspondence does not change the law of both systems and will not influence our approximation.
We have

1
n

n
ÿ

i“1
E}X

pnq,‹
i ´X‹

u
pnq

i

}2
S2

T
ď C

” 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 ` }G´Gn}□ `
1
n

ı

.

In the rest of the proof, we will always establish such a correspondence between the finite system and
the graphon system. Since fpt, x, µ, aq and gpx, µq are Lipschitz continuous in x and µ, we have

1
n

n
ÿ

i“1
∆pnq,3

i pα,upnqq ďC
” 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 ` }G´Gn}□ `
1
n

ı

.

For the first term ∆pnq,1
i pα,upnqq, notice that when n is large, the change in the dynamics of player

i will not have a significant impact on the distributions of trajectories of other players, which is also
true for the limit graphon system. Hence, for j ‰ i, one can easily show that

}X
pnq,α,´i
j ´X

pnq,‹
j }S2

T
ď
C

n
,

and moreover, for u ‰ i
n , a.s.

rX
‹,α,´ i

n
u “ rX‹

u.

Combining the previous result, we have for j ‰ i,

1
n

ÿ

j‰i

}X
pnq,α,´i
j ´ rX

‹,α,´ i
n

j
n

}2
S2

T
ď C

” 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 `
1
n

ı

,

where rX‹,α,´ i
n is the state family of the limit graphon system induced by the step graphon Gn, with

label i{n choosing control α and the others keeping the control α‹.
Now we will study the behavior of player i under control α. By similar arguments as in the proof

of Lemma 6.17 and some calculations, we can show that the following inequality holds:

}X
pnq,α,´i
i ´ rX

‹,α,´ i
n

i
n

}2
S2

T
ď
C

n

ÿ

j‰i

E}X
pnq,α,´i
j ´X

‹,α,´ i
n

j
n

}2
S2

T
`
C

n
.

By using the stability of graphon Theorem 6.8 again, we have
ż

I
} rX

‹,α,´ i
n

u ´X
‹,α,´ i

n
u }2

S2
T
du ď C

”

ż

I
E|ξpnq

u ´ ξu|2du` }G´Gn}□

ı

.

Moreover, we have for all u P I,

} rX
‹,α,´ i

n
u ´X

‹,α,´ i
n

u }2
S2

T
ď C

”

E|ξpnq
u ´ ξu|2 ` |

ż

I

´

Gpu, vq ´Gnpu, vq

¯

dv|

ı

.
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Finally, by combining the above three results, we obtain:

}X
pnq,α,´i
i ´X

‹,α,´ i
n

i
n

}2
S2

T
ďC

” 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 `
1
n

` E|ξpnq
u ´ ξu|2

` |

ż

I

´

Gpu, vq ´Gnpu, vq

¯

dv|

ı

.

Hence, we can similarly obtain

1
n

n
ÿ

i“1
∆pnq,1

i pα,upnqq ďC
” 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 ` }G´Gn}□ `
1
n

ı

,

and further for each i P rns,

∆pnq,1
i pα,upnqq ďC

”

E|ξ
pnq

i ´ ξ i
n

|2 ` |

ż

I

´

Gp
i

n
, vq ´Gnp

i

n
, vq

¯

dv| `
1
n

ı

.

Therefore,

max
iPrns

∆pnq,1
i pα,upnqq ďC

”

max
iPrns

E|ξ
pnq

i ´ ξ i
n

|2 ` }G´Gn}8 `
1
n

ı

.

For ∆pnq,2
i pα,upnqq, it is apparently non positive by the marginal supreme Proposition 6.7. Com-

bining the above three estimates, we can conclude that

1
n

n
ÿ

i“1
ϵ

pnq

i ď C
” 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 ` }G´Gn}□ `
1
n

ı

,

and for the maximum

max
iPrns

ϵ
pnq

i ď C
”

max
iPrns

E|ξ
pnq

i ´ ξ i
n

|2 ` }

ż

I

´

Gp
i

n
, vq ´Gnp

i

n
, vq

¯

dv}8 `
1
n

ı

.

We have proven the results for upnq

i “ i
n . It is then easy to generalize the above estimates for all

choices upnq in Ipnq

1 ˆ ¨ ¨ ¨ ˆ Ipnq
n . Since α‹pt, u, xq is Lipschitz in u, we have for some constant C and

any upnq

i P Ipnq

i , for each i,

α‹pt, u
pnq

i , xq “ α‹pt,
i

n
, xq ` C

1
n
.

Thus following similar arguments as in the proof of Theorem 6.10, we can recover the results in
Theorem 6.10 with control αpnq

i pt, xq “ α‹pt, u
pnq

i , xq. Hence all analysis above can apply. The proof
is complete now.

261



6.6. Proofs Chapter 6. Stochastic Graphon Mean Field Games with Jumps and Approximate Nash
Equilibria

;A<

Sampling graphon We now proceed with the proof of Theorem 6.20.
Let GnpU pnqq be the step graphon generated by the sampling graphon G, i.e

GnpU pnqqpu, vq “ G
`

U
pnq

prnusq
, U

pnq

prnvsq

˘

.

Let rXpnqpU pnqq be the solution of (6.3) with graphon GnpU pnqq, control α and initial condition ξpnq.
Let αpnq

i ptq :“ αpt, i
n , X

pnq

i ptqq and rα
pnq

i ptq :“ αpt, u, rX
pnq
u ptqq. It is obvious that for each realization

upnq of upnq ζ
pnq

ij pupnqq satisfies regularity Assumption 6.5 with Gnpupnqq. Then, by an intermediate
product in the proof of Theorem 6.10, we have

1
n

n
ÿ

i“1
E}X

pnq

i pupnqq ´ rX
pnq
i
n

pupnqq}2
S2

T
Ñ 0.

By Theorem 6.8, we have for each upnq,
ż

I
E} rXpnq

v pupnqq ´Xv}2
S2

T
dv ď C

”

ż

I
E|ξpnq

v ´ ξv|2dv ` }G´Gnpupnqq}□

ı

.

Thus, we can recover the results in Theorem 6.10 with a stochastic version of Gnpupnqq.

We condition on the sampled sequence of step graphon GnpU pnqqpu, vq. Let ∆pnq,1
i pα,upnqq be

defined as following

∆pnq,1
i pα,upnqq :“ E

”

ż T

0
fpt,X

pnq,α,´i
i ptq,M

pnq,´i
i ptq, αptqqdt` gpX

pnq,α,´i
i pT q,M

pnq,´i
i pT qq

ˇ

ˇ

ˇ
upnq

ı

´E
”

ż T

0
fpt,X

‹,α,´ i
n

u
pnq

i

ptq,Λµα,´ i
n

t pu
pnq

i q, αptqqdt` gpX
‹,α,´ i

n

u
pnq

i

pT q,Λµα,´ i
n

T pu
pnq

i qq

ı

,

and similarly define ∆pnq,3
i pα,upnqq. We have similarly as in the continuous graphon case,

1
n

n
ÿ

i“1
∆pnq,1

i pα,upnqq ďC
” 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 ` }G´GnpU pnqq}□

ı

` op1q,

and

1
n

n
ÿ

i“1
∆pnq,1

i pα,upnqq ďC
” 1
n

n
ÿ

i“1
E|ξ

pnq

i ´ ξ i
n

|2 ` }G´GnpU pnqq}□

ı

` op1q.

Further, by [66, Theorem 2.14], Gnpupnqq converges to G in probability in cut norm. Notice that
Gnpupnqq is bounded, so we have

E}G´GnpU pnqq}□ Ñ 0.

Combining the above two results, we can conclude the proof of Theorem 6.20. □
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6.7 Concluding remarks

We study stochastic graphon mean field games with jumps in the Markovian framework and approxi-
mate the Nash equilibria of finite games with heterogeneous interactions using the graphon equilibria
as benchmarks. Notice that we are not able to solve the graphon equilibrium yet in the general case,
although in some very specific cases we can. For classical mean field games, the solution can be
characterized from either the PDE viewpoint, leading to a coupled Hamilton-Jacobi-Bellman equation
and Kolmogorov-Fokker-Plank equation, or from a probabilistic point of view. The extensions to the
graphon mean field framework will be very interesting and challenging.

The study of games based on more complex systems could be a direction for future work. As
mentioned in the conclusion of Chapter 5, incorporating heterogeneous interactions that depend on
the underlying network structure would be very interesting. The generalization to the non-Markovian
framework is also valuable. In this work, we restrict the study to Markovian feedback controls. Usually,
the type of control varies from model to model. An important extension can be related to controls
with more general forms, particularly, the optimal stopping problems for graphon mean field games,
which would absolutely attract a lot of attention. Another interesting direction would be generalise the
strength of interactions ζn, and consider it evolves over time. We could associate it with a (controlled)
process, similar as that in [61] or include it in the dynamics of the controlled state process as in [52].
The study of concentration results regarding the equilibrium approximation would also have significant
application interest.
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MOTS CLÉS

Réseaux financiers, Contagion des défauts, Ventes forcées, Processus de risque, Théorèmes limites, Graphon
champ moyen, Systèmes interactifs, Jeux stochastiques.

RÉSUMÉ

Cette thèse est divisée en deux parties. La première partie étudie la stabilité et le risque systémique de réseaux financiers
complexes, soumis à des processus de contagion de défauts, et de ventes forcées. Nous prouvons des théorèmes limites de
type loi des grands nombres et limite centrale sur la dynamique de contagion. Nous montrons comment quantifier le risque
systémique d’un réseau financier en présence d’une perturbation externe et sous information partielle. Nous étudions ensuite
les processus de risque multidimensionnels de Cramér-Lundberg où les agents, situés sur un grand réseau, subissent des
pertes de la part de leurs voisins. Nous présentons enfin un cadre général abordable pour comprendre l’impact conjoint de
liquidations et de cascades de défauts sur le risque systémique dans les réseaux financiers complexes. La deuxième partie
de la thèse est consacrée à l’étude et le contrôle de systèmes interactifs de type graphon champ moyen. Le réseau financier
est ici considéré comme un grand système interactif, ce qui établit un lien avec la théorie des jeux à champ moyen. La
structure en champ moyen repose sur la structure de graphe sous-jacente du réseau, appelée champ moyen graphon. Nous
commençons par une étude systématique des équations différentielles stochastiques rétrogrades (EDSR) avec sauts de
type graphon champ moyen et ses mesures de risque dynamiques associées. Nous étudions ensuite des jeux stochastiques
continus avec interactions non homogènes de type champ moyen sur de vastes réseaux et explorons leurs limites graphon
champ moyen. Nous proposons des équilibres de Nash approximés pour les jeux finis sur les réseaux, utilisant les équilibres
en champ moyen graphon associés comme référence.

ABSTRACT

This thesis is divided in two parts. The first part considers the issues of stability and systemic risk in large complex financial
networks, including the study of default contagion, fire sales and risk processes on networks. We first prove limit theorems
(law of large numbers and central limit theorem types) for the contagion dynamics. We show how to quantify the systemic
risk for a financial network under partial information facing an outside shock. Then we present a general tractable framework
for understanding the joint impact of fire sales and default cascades on systemic risk in complex financial networks. We
finally study risk processes on large financial systems, when agents, located on a large network, receive losses from their
neighbors. The second part of the thesis focuses on graphon mean field interacting systems with jumps and graphon
mean field games. Here, the financial network is seen as a large interacting system, with a graphon mean field structure
depending on the underlying graph structure of the network. We first conduct a comprehensive study of graphon mean
field backward stochastic differential equations (BSDEs) with jumps and associated global dynamic risk measures. We
then study continuous stochastic games with heterogeneous mean field interactions on large networks and investigate their
graphon limits. We provide approximate Nash equilibria for finite games with heterogeneous interactions, using their graphon
equilibria as benchmarks.
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Financial networks, Default contagion, Fire sales, Risk processes, Limit Theorems, Graphon mean field, Inter-
acting systems, Stochastic games
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