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## Résumé de la thèse en français

Dans cette thèse, nous nous intéressons à des modèles déterministes visant à mieux comprendre les mécanismes biologiques et chimiques à l'origine de l'hétérogénéité phénotypique de populations cellulaires. Cette étude est motivée par des travaux d'oncologie montrant que l'hétérogénéité au sein des populations de cellules cancéreuses est un facteur jouant un rôle clé dans la croissance et le développement des métastases.

La première partie de notre travail est consacrée à l'étude de systèmes EDO (Équations Différentielles Ordinaires) modélisant les interactions entre différentes molécules au sein du cytoplasme d'une cellule. Ces systèmes, appelés Réseaux de Régulation Génique, sont très utilisés dans le domaine de la biologie des systèmes et visent à modéliser les mécanismes à l'origine de la plasticité cellulaire, autrement dit de l'évolution d'un trait phénotypique au cours du temps. Comprendre le comportement asymptotique, et plus précisément le nombre et le type des attracteurs d'un système permet d'en évaluer la pertinence en le confrontant aux observations biologiques. Nous étudions ici des cas particuliers de ces modèles appelés Boucles de rétroaction cycliques, et déterminons, pour un large éventail de paramètres, le nombre exact de points d'équilibre stables, ainsi que l'existence éventuelle d'orbites.

En partant de ces EDO, nous construisons un modèle EDP (Équation aux dérivées partielles) structuré en phénotype modélisant le comportement d'une population de cellules au cours du temps. L'équation considérée comporte un terme d'advection, modélisant la plasticité cellulaire, et un terme de sélection, modélisant la croissance et la compétition entre les différentes cellules. Nous prouvons que cette équation admet deux régimes de convergence, qui dépendent des paramètres des termes d'advection et de sélection : la convergence vers une masse de Dirac (nous parlons alors de phénomène de concentration), ou la convergence vers une fonction régulière. Biologiquement, ces deux régimes correspondent respectivement à la sélection d'un unique trait phénotypique, et à la préservation d'un ensemble continu de traits au cours du temps. Ce second scénario, qui correspond au maintien d'une population hétérogène, est possible grâce à l'action conjointe des phénomènes d'advection et de sélection ; en effet, des études antérieures prouvent que, en considérant seulement l'un de ces deux termes, la solution converge nécessairement vers une somme de masses de Dirac.

Nous proposons ensuite un modèle plus complet prenant en compte, en surcroît de l'advection et de la sélection, l'instabilité phénotypique, par le biais d'un terme intégral. Afin d'approcher les solutions de ce modèle, nous développons un schéma numérique de la famille des méthodes particulaires. Ce type de schéma, qui repose sur la résolution d'EDO et un processus de régularisation, a pour avantage d'être facilement adaptable en cas de modification du modèle. Nous prouvons la convergence du schéma, et évaluons son ordre de convergence, notamment dans le cas où l'advection est non locale. Nous nous intéressons également à son comportement en temps long, en exhibant des conditions sous lesquelles le schéma préserve le comportement asymptotique de la solution, et des exemples où il ne le préserve pas.

L'équation et le schéma sont enfin utilisés dans le cadre d'une collaboration avec des biologistes des systèmes de l'Institut des Sciences de Bangalore: en se focalisant sur un phénomène précis, la plasticité épithélio-mésenchymateuse, pour laquelle différentes EDO ont déjà été développées, nous proposons une EDP structurée en phénotype pour une population de cellules. Nous montrons que ce modèle préserve plusieurs des propriétés clés des modèles EDO, et évaluons l'effet des différents paramètres sur la population, et en particulier la manière dont ils influencent son hétérogénéité.
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## Glossary

Throughout this document, we denote

- $\mathbb{R}_{+}$the set non-negative numbers, i.e. $[0 ;+\infty)$.
- $\mathbb{R}_{+}^{*}$ the set of positive numbers, i.e. $(0,+\infty)$.
- For all $m, n \in \mathbb{N}$, with $m<n, \llbracket m, n \rrbracket$ the set of integers between $m$ and $n$, i.e. $\{m, m+1, \ldots, n\}$.
- $\nabla$. the divergence operator.
- For any set $S \subset \mathbb{R}^{d}, \bar{S}$ its closure, $S^{\circ}$ its interior and $S^{c}$ its complement.
- For any function $u: \mathbb{R}^{d} \rightarrow \mathbb{R}, \operatorname{supp}(u)$ its support, i.e. $\overline{\left\{x \in \mathbb{R}^{d}: u(x) \neq 0\right\}}$.
- $\mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$ the set of continuous functions from $\mathbb{R}^{d}$ onto $\mathbb{R}$ with a compact support.
- $\mathcal{M}\left(\mathbb{R}^{d}\right)$ the set of Radon measures on $\mathbb{R}^{d}$, i.e. measures $\mu$ which are
(i) Inner regular, i.e for all open set $O \subset \mathbb{R}^{d}$, $\mu(O)=\sup \{\mu(K), K$ compact set included in $O\}$.
(ii) Outer regular, i.e for all Borel set $B \subset \mathbb{R}^{d}$, $\mu(B)=\inf \{\mu(U), U$ open set containing $B\}$.
(iii) Locally finite, i.e for all $x \in \mathbb{R}^{d}$, there exists $V_{x}$ a neighbourhood of $x$ such that $\mu\left(V_{x}\right)<+\infty$.
- $\rightharpoonup$ the weak- ${ }^{\star}$ convergence in the space of Radon measures: if $\left(\mu_{k}\right)_{k \in \mathbb{N}}$ is a sequence of $\mathcal{M}\left(\mathbb{R}^{d}\right)$, and $\bar{\mu} \in \mathcal{M}\left(\mathbb{R}^{d}\right)$ then $\mu_{k} \underset{k \rightarrow+\infty}{\rightharpoonup} \bar{\mu}$ if and only if for all $\phi \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$

$$
\int_{\mathbb{R}^{d}} \phi(x) d \mu_{k}(x) \underset{k \rightarrow+\infty}{\longrightarrow} \int_{\mathbb{R}^{d}} \phi(x) \bar{\mu}(x) .
$$

- $G: s \mapsto \frac{1}{\sqrt{2 \pi}} e^{-\frac{s^{2}}{2}}$ the Gaussian function.
- $K:=10^{3}$.


## Chapter 1

## General Introduction

### 1.1 ODE models for single cells: Gene Regulatory Networks

### 1.1.1 General statements and mathematical approach

In a same environment, genetically identical cells may assume different functional fates [6]. This process, known as cellular decision-making, provides an explanation to the epigenetic heterogeneity of cell populations, and has therefore been the subject of extensive study for over half a century. This notion of cell-fate decision cannot be explained with the former view of the cells as a passive system which changes states only in response to environmental stimuli $[87,120]$. The necessity to consider internal regulations between molecules within cells has thus arisen, giving birth to gene regulatory networks [37,45, 65, 121].

Due to the lack of a clear definition of the term cell type, we will avoid using it and prefer the term 'cell state' to designate cell characteristics and functions [36,155,163]. The state of a cell is usually characterised by the level of certain proteins in its cytoplasm. The purpose of gene regulatory networks is to describe how the levels of these proteins evolve over time, potentially leading to cell state transition. Such networks, which are generally modelled by Ordinary Differential Equations (ODEs) are notably built to explain the following two empirical observations:

- In a same environment, two cells can adopt different states.
- A transient change of the environment may produce a stable change in cell state [152].

Let us start with a very naive model sufficient to justify why one should consider regulation between proteins.

Independent molecule. As a starting point, we consider a molecule of interest $B$ present in the cytoplasm of a cell, with a synthesis rate of $g>0$ which is assumed to depend solely on the external environment. The level of $B$ does not increase indefinitely: it is subject to spontaneous decay due to degradation, which is assumed to be proportional to the concentration of this substance itself. Thus, by denoting $y(t)$ the concentration of $B$ at time $t \geq 0$, the net rate of synthesis of $B$ at time $t$ is given by $g-k y(t)$ (with $k>0$ a kinetic constant), and $y$ thus solves

$$
\begin{equation*}
\dot{y}(t)=g-k y(t) \quad t \geq 0 . \tag{1.1}
\end{equation*}
$$

The solution of this equation is explicitly given by

$$
y(t)=e^{-k t}\left(y^{0}-\frac{g}{k}\right)+\frac{g}{k},
$$

where $y^{0}=y(0)$ is the initial concentration of $B$. It is clear that $y$ converges toward $\frac{g}{k}$, regardless of the initial level $y^{0}$, which means that the long-time behaviour of the level $B$ is entirely determined by the cell environment. Therefore, this simplistic model does not account for phenotypic diversity observed in a given environment, nor for the fact that a transient change in the environment can permanently affect the cell state [152].

Principle of regulation. As mentioned above, the idea of gene regulatory networks is to consider, in addition to the environment seen as an external input, internal regulation between several kinds of molecules. Regulation means that the level of a given molecule (say $A$ ) may impact the synthesis rate of another one (say $B$ ). With the formalism of (1.1), if $x$ denotes the concentration of $A$, and $y$ that of $B$, this means that $g$ is a function of $x$. Regulation can be positive (if $A$ promotes the synthesis of $B$ ) in which case $g$ is increasing with respect to $x$, or negative (if $A$ inhibits the synthesis of $B$ ) in which case $g$ is decreasing with respect to $x$.

At this stage, a few reminders about gene expression are in order. A gene is a segment of DNA composed of a nucleotide sequence which codes for a specific protein. Gene expression takes place in two main steps [43, 44]:

- Transcription: A messenger RNA (mRNA) is synthesised from the DNA sequence corresponding to the gene.
- Translation: The mRNA serves as a model for the synthesis of a specific protein.

Thus, regulatory functions are essentially of two types:

- Linear regulation, which notably covers translational regulation. Indeed, the number of synthesised proteins is usually assumed to be proportional to the number of its associated mRNA. Thus, $g(x)$ writes $g(x)=\alpha x$, where $\alpha$ corresponds to the quantity of protein produced by mRNA. These linear regulations are sometimes omitted to simplify models when they do not alter their qualitative behaviour.
- Non-linear regulation, which is usually used to model transcriptional regulation. Molecules (usually proteins), called transcription factors, regulate the rate of transcription by binding to specific DNA sequences [99]. This regulation can be positive (in which case they are called activators) or negative (in which case they are called repressors) $[96,98]$. This type of regulation is usually of little effect under a certain threshold, and reaches a plateau for high concentrations [150]. This observation has led to use step functions, giving rise to models known as piecewise linear differential equations, and, in an even more schematic way, to boolean models [149, 151]. Nevertheless, a more common and relevant choice derives from the Hill-Langmuir equation $[63,75]$ which leads to model transcriptional regulations with so-called Hill functions, i.e. functions of the shape

$$
\begin{equation*}
H^{-}(x)=\frac{\theta^{r}}{\theta^{r}+x^{r}} \quad \text { or } \quad H^{+}(x)=\frac{x^{r}}{\theta^{r}+x^{r}} \tag{1.2}
\end{equation*}
$$

with $\theta>0, r>1$, or more generally, shifted Hill functions

$$
\begin{equation*}
H^{\lambda}(x)=H^{-}(x)+\lambda H^{+}(x)=\frac{\theta^{r}+\lambda x^{r}}{\theta^{r}+x^{r}} \tag{1.3}
\end{equation*}
$$

which offer an additional degree of freedom via the variable $\lambda \geq 0$ [3, 35]. The function $g$ then writes $g(x)=\alpha H(x)$, where $H$ is one of these three functions, and


Figure 1.1: Effect of the Hill coefficients on the 'stiffness' of Hill functions. The step function to which they tend when $r$ goes to $+\infty$ is represented by a black dashed line.
$\alpha>0$ is a positive parameter such that $\alpha H(0)$ is the rate of synthesis of $B$ in the absence of $A$.
Note that $H^{-}$is a particular case of $H^{\lambda}$ with $\lambda=0$, and that $H^{+}=1-H^{-}$. Thus, we will only describe the properties of $H^{\lambda}$, for $\lambda \geq 0$ from which we can deduce those of $H^{-}$and $H^{+}$. First, we note that $H^{\lambda}$ is increasing if $\lambda>1$, which thus corresponds to a positive regulation ( $A$ is an activator), decreasing if $\lambda<1$ ( $A$ is a repressor), and constant if $\lambda=1$ ( $A$ does not regulate $B$ ). Moreover, except in this last case, if $r>1$, then $H^{\lambda}$ is a sigmoid function i.e. it is bounded and has a unique inflection point, which is given by $x_{i n f l}=\left(\frac{r-1}{r+1}\right)^{1 / r} \theta$. Hence, $\theta$ linearly influences the value of the inflection point, and is therefore interpreted as an action threshold of transcription factors [152]. The shift parameter $\lambda$ reflects the maximal action the regulation has, since $\lim H^{\lambda}(x)=\lambda$ as $x \rightarrow+\infty$. Lastly, the so-called Hill coefficient $r$ determines the 'stiffness' of the function, as illustrated by Figure 1.1: for $r=1$, $H^{\lambda}$ is concave; conversely, for any fixed $\theta>0, \lambda \geq 0, H^{\lambda}$ converges pointwise to the step function $\mathbb{1}_{[0, \theta)}+\frac{1+\lambda}{2} \mathbb{1}_{\{\theta\}}+\lambda \mathbb{1}_{(\theta,+\infty)}$ as $r$ goes to $+\infty$, which means that the larger $r$ is, the closer Hill functions are to step functions.

Multiregulatory network. Of course, the synthesis rate of a molecule may depend on the level of several other molecules, and even on its own level [8]. Thus, by considering a network of $d$ kinds of molecules $A_{1}, \ldots, A_{d}$, and by denoting $x_{1}(t), \ldots, x_{d}(t)$ their respective concentrations at time $t \geq 0$ (and $x(t)$ the vector $\left(x_{1}(t), \ldots, x_{d}(t)\right)$ ), we obtain the general regulatory network

$$
\begin{equation*}
\forall i \in\{1, \ldots, d\}, t \geq 0, \quad \dot{x}_{i}(t)=g_{i}(x(t))-k_{i} x_{i}(t) . \tag{1.4}
\end{equation*}
$$

Such systems can stabilise in different ways, depending on the initial conditions. Each cell state is identified with one possible long-time behaviour of the system. In order to define these notions rigorously, some mathematical formalism is required.

Let $F: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ a vector field, and let us consider the ODE

$$
\begin{equation*}
\dot{x}(t)=F(x(t)), \quad t \geq 0 \tag{1.5}
\end{equation*}
$$

which is a generalisation of (1.4). We assume that there exists an non-empty set $E \subset \mathbb{R}^{d}$ such that for any initial condition $x^{0} \in \mathbb{R}^{d}, \operatorname{ODE}$ (1.5) has a unique solution, which is defined on $\mathbb{R}_{+}$and remains in $E$, that we denote $X\left(\cdot, x^{0}\right)(X$ is thus the flow of $F)$.

For biological relevance, we assume that $E \subset \mathbb{R}_{+}^{d}$ (since the level of each protein is nonnegative), and that there exists a compact attractor set, i.e. a compact set $K \subset E$ such that for any $x^{0} \in E$, there exists $T \geq 0$ such that $X\left(t, x^{0}\right) \in K$ for all $t \geq T$.

For any $x^{0} \in E$, we define the $\omega$-limit set of $x^{0}$ as

$$
\omega\left(x^{0}\right)=\bigcap_{t \geq 0} \overline{X\left([t,+\infty), x^{0}\right)}=\bigcap_{t \geq 0} \overline{\bigcup_{s \geq t}\left\{X\left(s, x^{0}\right)\right\}}
$$

which is a non-empty, connected and compact subset of $K$ [130].
Lastly, we say that a set $S \subset K$ is an attractor ${ }^{1}$ for (1.5) if there exists $x^{0} \in E$ such that $S=\omega\left(x^{0}\right)$. Moreover, we call basin of attraction of $S$ the set

$$
\left\{x^{0} \in E: \omega\left(x^{0}\right)=S\right\}
$$

and we say that $S$ is an asymptotically stable attractor if there exists a neighbourhood of $S$ included in its basin of attraction and that it is a non-negligible attractor if its basin of attraction has a positive Lebesgue measure. Note that an asymptotically stable attractor is a non-negligible attractor, but that the converse assertion is false. However, in the case of hyperbolic equilibrium points, these two notions are equivalent.

The mathematical study of gene regulatory networks essentially consists of determining the number, nature and stability (or more generally if they are negligible or not) of the attractors of the ODE system (1.4). Indeed, the number of non-negligible attractors corresponds to the number of possible cell states the model has. In particular, multistability (i.e. existence of at least two stable attractors) is likely to explain distinct cell-fate decisions. The nature of the attractors is also of great significance: theoretically, they may be of various kinds, and notably be so-called strange attractors when the dimension $d$ is greater than two [66]. Nevertheless, essentially two kinds of attractors have a biological relevance: equilibrium points and periodic orbits:

- A point $\bar{x} \in K$ is an attractor for (1.5) if and only if it satisfies $F(\bar{x})=0$. It is then called an equilibrium point. The basin of attraction of an equilibrium point corresponds to the set of $x^{0}$ for which $t \mapsto X\left(t, x^{0}\right)$ converges to $\bar{x}$. Biologically speaking, equilibrium points correspond to stable cell states, for which the level of the molecules under consideration shows little fluctuation.
- A periodic orbit, also called cycle, is the trajectory of a non-constant periodic solution of (1.5), i.e. a set of the form

$$
X\left([0, T], x^{0}\right)
$$

with $x^{0} \in K, T>0$ such that $X\left(0, x^{0}\right)=X\left(T, x^{0}\right)$. Periodic orbits correspond to cell states whose molecule levels undergo continuing undamped oscillations [25,37,52].

The theoretical study of the attractors is out of reach for general networks such as (1.4): we will therefore focus on a particular case: the cyclic feedback loop.

### 1.1.2 Cyclic feedback loops

We call Cyclic feedback loops [152] the gene regulatory network (1.4), with the additional hypothesis that for all $i \in\{0, \ldots, d\}, g_{i}$ only depends on $x_{i}$ and $x_{i-1}$, with the convention

$$
x_{0}=x_{d}
$$

[^0]which will be used throughout this section. In other words, the cyclic feedback loops writes
\[

$$
\begin{equation*}
\forall i \in\{0, \ldots, d\}, t \geq 0, \quad \dot{x}_{i}(t)=g_{i}\left(x_{i}(t), x_{i-1}(t)\right)-k_{i} x_{i}(t) . \tag{1.6}
\end{equation*}
$$

\]

This model is of special interest because it often serves as the building block for more complex models. It also relies on the notion of biological feedback, which is involved in a large number of phenomena and seems to play a central role in gene expression [64,152,158]. Biological feedback refers to the fact that molecules regulate their own synthesis rate. This feedback is twofold: direct, since $g_{i}$ depends on $x_{i}$, and indirect, since $A_{i}$ regulates $A_{i+1}$ which regulates $A_{i+2} \ldots$ and so on, until finally $A_{i-1}$ regulates $A_{i}$.

To fully understand the phenomena due to indirect feedback and the ones due to direct feedback, it is useful to study simple feedback loops, which corresponds to the cyclic feedback loop without direct regulation, i.e.

$$
\begin{equation*}
\forall i \in\{0, \ldots, d\}, t \geq 0, \quad \dot{x}_{i}(t)=g_{i}\left(x_{i-1}(t)\right)-k_{i} x_{i}(t), \tag{1.7}
\end{equation*}
$$

where for all $i \in\{1, \ldots, d\}, g_{i}$ is decreasing if the regulation of $x_{i-1}$ on $x_{i}$ is negative, and increasing if it is positive.


Figure 1.2: Schematic representation of a simple feedback loop: the blue disks represents the molecules of the network, and the arrow interactions between them. On the left, the two-dimensional case, which is the subject of Chapter 2, and, on the right, the general network with $d$ molecules, studied in Chapter 3.

Despite its simplicity, this model has sparked interest because it suffices to explain experimental observations in Escherichia coli: oscillatory behaviours [53] as well as bistability [60].

Our contribution is a theoretical study of this model, for a large range of functions $g_{1}, \ldots, g_{d}$, which encompass several previous studies made in particular cases with a reduced number of non-linear functions $[7,102,122,143,146,147,153,161]$. Our work is divided in two parts: we first propose a complete analysis of the model in the two-dimensional case, in Chapter 2, before applying the method developed for any superior dimension, in Chapter 3.

In the two dimensional case $d=2$, the Poincaré-Bendixson theorem and the PoincaréDulac theorem ensure that any attractor is an equilibrium point [130]. When $d \geq 3$, these theorems cannot be applied, and the existence of oscillatory behaviours has been uncovered for large ranges of parameters [57, 154]. Nevertheless, two important results have been established, and provide a kind of equivalence. The first one, due to MalletParet and Smith [113], states that if the functions $g_{i}$ are monotonous, then the attractors of (1.7) are either equilibrium points or periodic orbits. In the case where $d$ is even, this result can be completed by that of [147], which shows that the basins of attraction of the periodic orbits are negligible.

Thus, the number of the equilibrium points depends on $d$ (the number of variables) and $n$ (the number of negative regulations).

Following the formalism of Cherry and Adler [26], we study the system

$$
\begin{equation*}
\forall i \in\{1, \ldots, d\}, t \geq 0, \quad \dot{x}_{i}(t)=\alpha_{i} f_{i}\left(x_{i-1}(t)\right)-x_{i}(t) \tag{1.8}
\end{equation*}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in\left(\mathbb{R}_{+}^{*}\right)^{d}$ and $f_{1}, \ldots, f_{d}$ are non-negative, strictly monotonous and at least one of them is bounded. By taking, for all $i \in\{1, \ldots d\}, \alpha_{i}:=1 / k_{i}$, this system has the sames equilibrium point as the simple cyclic feedback loop (1.7).

We introduce the quantity

$$
\begin{equation*}
D:=\prod_{i=1}^{d} \sup _{x>0}\left|\frac{x f_{i}^{\prime}(x)}{f_{i}(x)}\right| \in(0,+\infty] \tag{1.9}
\end{equation*}
$$

which will be used to characterise the attractors the system has. Note that this quantity can usually be explicitly computed: if $l$ is a linear (or more generally affine) and nonconstant function, then

$$
\sup _{x>0}\left|\frac{x l^{\prime}(x)}{l(x)}\right|=1
$$

and if $\mathrm{H}^{-}, H^{+}$and $H$ are the Hill functions defined by (1.2) and (1.3), then

$$
\sup _{x>0}\left|\frac{x H^{-^{\prime}}(x)}{H^{-}(x)}\right|=\sup _{x>0}\left|\frac{x H^{+^{\prime}}(x)}{H^{+}(x)}\right|=r
$$

and

$$
\sup _{x>0}\left|\frac{x H^{\prime}(x)}{H(x)}\right|=r\left|\frac{1-\sqrt{\lambda}}{1+\sqrt{\lambda}}\right| .
$$

Even number of decreasing functions. As mentioned above, if there is an even number of decreasing functions in the network, then the only possible non-negligible attractors are equilibrium points. Thus, it is enough to compute the solutions of the system

$$
\begin{equation*}
\forall i \in\{1, \ldots, d\}, \quad \alpha_{i} f_{i}\left(\bar{x}_{i-1}\right)=\bar{x}_{i} \tag{1.10}
\end{equation*}
$$

which is equivalent to

$$
\left\{\begin{array}{l}
\tilde{f}\left(\bar{x}_{d}\right):=\alpha_{d} f_{d} \circ \ldots \circ \alpha_{1} f_{1}\left(\bar{x}_{d}\right)=\bar{x}_{d}  \tag{1.11}\\
\forall i \in\{1, \ldots, d-1\}, \quad \alpha_{i} f_{i}\left(\bar{x}_{i-1}\right)=\bar{x}_{i}
\end{array}\right.
$$

and to determine their stability. The stability study of the ODE thus consists in determining the number of fixed points of the function $\tilde{f}$.

The first part of our study is to bound the possible number of fixed points of (1.7), i.e. the number of solutions of (1.11). For this purpose, we introduce a notion that we call $\gamma^{1 / 2}$-convexity: We say that a function $f \in \mathcal{C}^{3}\left(\mathbb{R}_{+}\right)$is (strictly) $\gamma^{1 / 2}$-convex if $\left|f^{\prime}\right|>0$ and $\left|f^{\prime}\right|^{-1 / 2}$ is (strictly) convex. We easily check that linear (or more generally affine) functions and Hill functions are $\gamma^{1 / 2}$-convex, and that Hill functions with Hill coefficients greater than one are strictly $\gamma^{1 / 2}$-convex, as well as most of the usual sigmoid functions. We show $\gamma^{1 / 2}$-convex functions have two interesting properties:

- They are stable by composition: in other words, if $f$ and $g$ are two $\gamma^{1 / 2}$-convex functions, then $f \circ g$ is also $\gamma^{1 / 2}$-convex. Moreover, if (at least) one of them is strictly $\gamma^{1 / 2}-$ convex, then $f \circ g$ is strictly $\gamma^{1 / 2}-$ convex.
- A strictly $\gamma^{1 / 2}-$ convex function has at most three fixed points.

Thus, combining these two properties ensures that if $f_{1}, \ldots, f_{d}$ are $\gamma^{1 / 2}$-convex, then $\tilde{f}$ has at most three fixed points, and thus that (1.7) has at most three equilibrium points. Further analyses show that, except in rare cases which occur only for a set of parameters of measure zero in the $\alpha$-parameter space, the system is either monostable, i.e. has a unique equilibrium point which is globally asymptotically stable, or bistable, i.e. has exactly three equilibrium points among which two are asymptotically stable, and one is hyperbolic and asymptotically unstable, and thus negligible.

Moreover, we identify a set of values for $\alpha$ for which this system is monostable, and the set for which it is bistable. The union of these two set has of complement of Lebesgue measure zero in $\left(\mathbb{R}_{+}^{*}\right)^{d}$.

The result obtained can be summarised as follows:
Theorem 1. We assume that $f_{1}, \ldots, f_{d} \in \mathcal{C}^{3}\left(\mathbb{R}_{+}\right)$are non-negative, monotonous and $\gamma^{1 / 2}-$ convex functions, and that at least one of them is bounded. Moreover, we assume that an even number of these function is decreasing. With $D$ defined by (1.9), we have the following alternative:
(i) If $D<1$, then for any $\alpha \in\left(\mathbb{R}_{+}^{*}\right)^{d}$ system (1.7) has a unique equilibrium point which is globally asymptotically stable.
(ii) If $D>1$, then there exists a non-empty set $A_{\text {bis }} \subset\left(\mathbb{R}_{+}^{*}\right)^{d}$ such that

- If $\alpha \in A_{\text {bis }}$, then system (1.7) has exactly two asymptotically stable equilibria, and the union of their basins of attraction is an open subset of $\mathbb{R}_{+}^{d}$ with a complement of Lebesgue measure zero.
- If $\alpha \in{\overline{A_{b i s}}}^{\text {C }}$, then system (1.7) has a unique equilibrium point which is globally asymptotically stable.

We complete this result by proving that, if $d \geq 5$ and $D>\cos \left(\frac{2 \pi}{d}\right)^{-d}$, then there exists a non-empty set $A_{\text {per }} \subset A_{\text {bis }}$ such that if $\alpha \in A_{\text {per }}$, then system (1.7) has (negligible) periodic orbits. Moreover, $A_{\mathrm{bis}}$ and $A_{\mathrm{per}}$ can be explicitly expressed as a function of $f_{1}, \ldots, f_{d}$.

Odd number of decreasing functions. In the case where $n$, the number of decreasing functions, is odd, we easily check that system (1.7) has a unique equilibrium point: indeed, the function $\tilde{f}$ as defined in (1.11) is then decreasing, with $\tilde{f}(0)>0$. If $d \geq 3$, the 'Poincaré-Bendixson theorem for monotone cyclic feedback systems' [113] yields the existence of an asymptotically stable periodic orbit when this equilibrium point is asymptotically unstable. Determining the number of orbits seems out of reach, even if numerical studies suggest that there exists only one which is globally asymptotically stable in this case. Likewise, in the case where this point is asymptotically stable, we have not been able to exclude the existence of periodic orbits, although these have never been detected in this case, up to our knowledge.

For given functions $f_{1}, \ldots, f_{d}$, the stability of the unique equilibrium point depends on the values of $D$ and $\alpha$, as summarised in this second theorem.

Theorem 2. We assume that $f_{1}, \ldots, f_{d} \in \mathcal{C}^{3}\left(\mathbb{R}_{+}\right)$are non-negative, monotonous and $\gamma^{1 / 2}-$ convex functions, and that at least one of them is bounded. Moreover, we assume that an odd number of these function is decreasing, and we recall that $D$ refers to (1.9). We have the following alternative:
(i) If $D<\cos \left(\frac{\pi}{d}\right)^{-d}$, then for any $\alpha \in\left(\mathbb{R}_{+}^{*}\right)^{d}$, this equilibrium point is asymptotically stable, and all the solutions of (1.7) either converge to this point or to a periodic orbit.
(ii) If $D>\cos \left(\frac{\pi}{d}\right)^{-d}$, then there exists $A_{\text {unst }} \subset\left(\mathbb{R}_{+}^{*}\right)^{d}$ a non-empty set such that

- If $\alpha \in A_{\text {unst }}$, then this equilibrium point is asymptotically unstable, and there exists a finite number of periodic solutions, among which at least one is asymptotically stable. Moreover, the set of initial conditions for which the solution converges to a periodic solution is an open subset of $\mathbb{R}_{+}^{d}$, and its complement, which is the set of initial conditions for which the solution converges to the equilibrium point, has Lebesgue measure zero.
- If $\alpha \in{\overline{A_{u n s t}}}^{C}$, this equilibrium point is asymptotically stable, and all the solutions of (1.7) either converge to this point or to a periodic orbit.

The condition $D \geq \cos \left(\frac{\pi}{d}\right)^{-d}$ seems necessary for the existence of orbits: as an example, one of the simplest models with three variables and one decreasing regulatory function ( $d=3, n=1$ ), with two linear functions and one decreasing Hill function $\left(x \mapsto \frac{1}{1+x^{r}}\right)$ has a cyclic behaviour only for $r \geq 8=\cos \left(\frac{\pi}{3}\right)^{-3}[126,137]$.

### 1.2 PDE models for cell populations

In the first section of this introduction, we explained how ODE systems could account for the phenotypic evolution of a cell. The purpose now is to develop Partial Differential Equations (PDEs) describing the dynamics of a population over time. These PDE models are structured by a continuous variable, which is typically a phenotypic trait $x \in \mathbb{R}^{d}$ such as the concentration of several molecules of interest, as in the first part of this introduction. We thus study the evolution of a function $x \mapsto u(t, x)$ over time, which represents the density of cells of trait $x$.

Throughout this section, we will assume that the evolution of the phenotypic trait of a single cell is driven by a given ODE

$$
\begin{equation*}
\dot{x}=f(x) \tag{1.12}
\end{equation*}
$$

Starting from this model, let us see how we can build a PDE model for a cell population.

### 1.2.1 Construction of the models

Advection equation. Let us consider a population of cells initially composed of $m_{1}$ cells of phenotypic trait $x^{1,0} \in \mathbb{R}^{d}, m_{2}$ cells of phenotypic trait $x^{2,0} \in \mathbb{R}^{d}, \ldots$, and $m_{N}$ cells of phenotypic trait $x^{N, 0} \int \mathbb{R}^{d}$. We describe this initial population with the sum of weighted Dirac masses

$$
\begin{equation*}
\mu^{0}:=\sum_{i=1}^{N} m_{i}^{0} \delta_{x^{i, 0}} \tag{1.13}
\end{equation*}
$$

Thus, the location of each Dirac mass indicates a possible phenotypic trait, and each associated weight the number of cells of this phenotypic trait.

We momentarily assume that these cells evolve independently of each other, and only according to ODE (1.12). This population can then be described at any time $t \geq 0$ by the measure

$$
\begin{equation*}
\mu^{t}:=\sum_{i=1}^{N} m_{i} \delta_{x^{i}(t)} \tag{1.14}
\end{equation*}
$$

where, for all $i \in\{1, \ldots, N\}, x^{i}$ is the solution of

$$
\left\{\begin{array}{l}
\dot{x}^{i}(t)=f\left(x^{i}(t)\right) \quad t \geq 0 \\
x^{i}(0)=x^{i, 0}
\end{array} .\right.
$$

Another way to characterise $\left(\mu^{t}\right)_{t \geq 0}$ can be obtained by noting that it satisfies, for all $t \geq 0$

$$
\begin{equation*}
\forall \phi \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right), \quad \frac{d}{d t} \int_{\mathbb{R}^{d}} \phi(x) d \mu^{t}(x)=\int_{\mathbb{R}^{d}} f(x) . \nabla \phi(x) d \mu^{t}(x), \tag{1.15}
\end{equation*}
$$

(where $\mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right)$ denotes the set of functions in $\mathcal{C}^{1}\left(\mathbb{R}^{d}\right)$ with a compact support) together with the initial condition $\mu^{0}$ (1.13).

This characterisation allows to define solutions in a much larger space. Indeed, if $f \in \mathcal{C}^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$, solutions of (1.15) can be found in the dual space of $\mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$, which corresponds to the space of Radon measures $[15,55]$.

We are particularly interested in the case where $\mu^{0}$ has a density in $L^{1}\left(\mathbb{R}^{d}\right) \cap \mathcal{C}^{1}\left(\mathbb{R}^{d}\right)$ with respect to the Lebesgue measure. In this case, problem (1.15) is equivalent to the advection equation defined by

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)+\nabla \cdot(f(x) u(t, x))=0 \quad t \geq 0, x \in \mathbb{R}^{d}  \tag{1.16}\\
u(0, \cdot)=u^{0}
\end{array}\right.
$$

in the sense that $u(t, \cdot)$ is a solution of (1.15) if and only if it is a solution of (1.16).

Advection-selection equation. The advection equation does not take into account other phenomena than internal regulations described by ODE (1.12). As such, it does not model anything more than this ODE applied to a large number of cells distributed according to a density.

We would now like to take into account cell growth. It means that in the discrete description $\mu^{t}=\sum_{i=1}^{N} m_{i}(t) \delta_{x^{i}(t)}$, the terms ' $m_{i}$ ' are not longer constant, but also solve an ODE, which generically writes

$$
\begin{equation*}
\forall i \in\{1, \ldots, N\}, t \geq 0, \quad \dot{m}_{i}(t)=R\left(x^{i}(t), m(t)\right) m_{i}(t), \tag{1.17}
\end{equation*}
$$

where for all $x \in \mathbb{R}^{d}, R(x, m)$ denotes the net growth rate of the cells of trait $x$. This term does not only depend on $x$ but also on $m=\left(m_{1}, \ldots, m_{N}\right)$, which means that the growth rates are influenced by the population size. Such a choice is motivated by the fact that cells are in competition for resources. Hence, $R(x, m)$ can be interpreted as the fitness of individuals with trait $x$ inside the environment created by the total population. A model usually used for the population size of homogeneous population is Verhulst's logistic equation [116, 160]: denoting $U$ the size of the population, the latter is described by the ODE

$$
\begin{equation*}
\dot{U}(t)=r\left(1-\frac{U(t)}{K}\right) U(t), \tag{1.18}
\end{equation*}
$$

where $r>0$ is called the birth rate of the population and $K>0$ the carrying capacity, which corresponds the maximum number of individuals that the environment can support. The net growth rate of this model at any time $t \geq 0$ is given by $r\left(1-\frac{U(t)}{K}\right)$, and corresponds to the birth rate $r$ from which we subtract a death rate $\frac{r}{K} U(t)$, which is assumed to be proportional to the size of the population.

Based on this model, the net growth rate for a heterogeneous population typically writes

$$
\begin{equation*}
R(x, m)=r(x)-d \sum_{j=1}^{N} m_{j} \tag{1.19}
\end{equation*}
$$

where for all $x \in \mathbb{R}^{d}, r(x)$ represents the growth rate of cells of trait $x$, and $d \sum_{j=1}^{N} m_{j}$ the death rate, which is proportional to the total population size given by $\sum_{j=1}^{N} m_{j}$.

In order to more precisely quantify the contribution of each phenotypic trait to the death rate, this model can be generalised with a growth term of the shape

$$
\begin{equation*}
R(x, m)=r(x)-\sum_{j=1}^{N} \psi\left(x^{j}\right) m_{j} \tag{1.20}
\end{equation*}
$$

where the function $\psi$ is positive and bounded. Note that (1.19) is a particular case of (1.20), with $\psi \equiv d$.

To summarise, with this model, a cell population initially represented by the measure $\mu^{0}(1.13)$ is described at any time $t \geq 0$ by the measure

$$
\begin{equation*}
\mu^{t}=\sum_{i=0}^{N} m_{i}(t) \delta_{x^{i}(t)} \tag{1.21}
\end{equation*}
$$

where for all $i \in\{1, \ldots, N\}, x^{i}$ and $m_{i}$ are the solutions of

$$
\left\{\begin{array}{l}
\dot{x}^{i}(t)=f\left(x^{i}(t)\right)  \tag{1.22}\\
\dot{m}_{i}(t)=\left(r\left(x^{i}(t)\right)-\sum_{j=0}^{N} \psi\left(x^{j}(t)\right) m_{j}(t)\right) m_{i}(t), \quad t \geq 0
\end{array}\right.
$$

As previously, one can check that $\left(\mu^{t}\right)_{t \geq 0}$ solves

$$
\forall \phi \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right), \quad t \geq 0, \quad\left\{\begin{array}{l}
\frac{d}{d t} \int_{\mathbb{R}^{d}} \phi(x) d \mu^{t}(x)=\int_{\mathbb{R}^{d}}\left(f(x) \cdot \nabla \phi(x)+r(x)-\rho_{\psi}(t)\right) d \mu^{t}(x)  \tag{1.23}\\
\rho_{\psi}(t)=\int_{\mathbb{R}^{d}} \psi(x) d \mu^{t}(x)
\end{array}\right.
$$

Once again, if the initial condition $\mu^{0}=u^{0} \in L^{1}\left(\mathbb{R}^{d}\right) \cap \mathcal{C}\left(\mathbb{R}^{d}\right)$, then $u$ is a solution of (1.23) if and only if it is a solution of the advection-selection equation defined by

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)+\nabla \cdot(f(x) u(t, x))=\left(r(x)-\rho_{\psi}(t)\right) u(t, x)  \tag{1.24}\\
\rho_{\psi}(t)=\int_{\mathbb{R}^{d}} \psi(x) u(t, x) d x \\
u(0, \cdot)=u^{0}
\end{array}\right.
$$

Advection-selection-mutation equation. The advection-selection model does not consider mutations. In other words, when cells divide, the daughter cells are assumed to adopt the same phenotype as the mother cell. Now, let us assume that this is not the case, and let us denote, when a cell of trait $x \in \mathbb{R}^{d}$ divides

- $\nu(x) \in[0,1]$ the probability that the daughter cells keeps the phenotype $x$.
- $y \mapsto M(x, y)$ the density corresponding to the probability that the daughter cells are of phenotype $y$, given that it is not of phenotype $x$.

It is now necessary to sum cells from other traits which mutate and adopt trait $x$ in models (1.24), in addition to the cells that do not mutate [23]. Thus, we add a integral term to get the Advection-selection-mutation equation

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)+\nabla \cdot(f(x) u(t, x))=\left(\nu(x) r(x)-\rho_{\psi}(t)\right) u(t, x)+\int_{\mathbb{R}^{d}}(1-\nu(y)) r(y) M(x, y) u(t, y) d x  \tag{1.25}\\
\rho(t)=\int_{\mathbb{R}^{d}} \psi(x) u(t, x) d x \\
u(0, \cdot)=u^{0}
\end{array} .\right.
$$

This thesis contributes to the understanding of these models in two ways:

- By the theoretical study of the long-time behaviour of the advection-selection equation (1.24), detailed in Chapter 4.
- By developing a numerical scheme that belongs to the family of particle methods, allowing to approach the solutions of advection-selection-mutation equations of the type (1.25). This method is developed in Chapter 5.


### 1.2.2 Long-time behaviour of the advection-selection advection

We are interested in the long-time behaviour (when $t \rightarrow+\infty$ ) of the solutions of equation (1.24). In order to reduce the number of parameters, let us note that $(t, x) \mapsto u(t, x)$ is a solution of this equation if and only if $(t, x) \mapsto v(t, x):=\psi(x) u(t, x)$ satisfies the problem

$$
\left\{\begin{array}{l}
\partial_{t} v(t, x)+\nabla \cdot(f(x) v(t, x))=\left(r(x)+\frac{\nabla \psi(x)}{\psi(x)} \cdot \nabla f(x)-\rho(t)\right) v(t, x)  \tag{1.26}\\
\rho(t)=\int_{\mathbb{R}^{d}} v(t, x) d x \\
v(0, \cdot)=\psi(\cdot) u^{0}
\end{array}\right.
$$

Thus, the function $\psi$ can be incorporated into the growth term, and we will therefore limit ourselves to studying the problem

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)+\nabla \cdot(f(x) u(t, x))=(r(x)-\rho(t)) u(t, x)  \tag{1.27}\\
\rho(t)=\int_{\mathbb{R}^{d}} u(t, x) d x \\
u(0, \cdot)=u^{0}
\end{array}\right.
$$

which depends on three parameters: the initial distribution $u^{0}$, the advection function $f$, and the growth function $r$.

In particular, we are interested in elucidating whether solutions converge to a sum of weighted Dirac masses (in which case we will speak of concentration), which means that only a finite number of trait is selected, or if, on the contrary, they converge to a regular measure, which corresponds to a continuous set of traits being preserved over time.

Since we expect to obtain either one of these two regimes, the space of Radon measures is a natural setting. More precisely, we will use the notion of weak-* convergence in this space (denoted $\rightarrow$ ).

In order to develop some intuition as to the role played by the advection term and the growth term, we will recall known results about the long-time behaviour of simpler models considering only one of these two phenomena: the advection equation, which writes $\partial_{t} u(t, x)+\nabla \cdot(f(x) u(t, x))=0$, and the selection equation, which corresponds to PDE (1.27) with $f \equiv 0$.

Long-time behaviour of the advection equation. We recall that the advection equation writes

$$
\left\{\begin{array}{l}
\partial_{u} u(t, x)+\nabla \cdot(f(x) u(t, x))=0  \tag{1.28}\\
u(t, \cdot)=u^{0}
\end{array}\right.
$$

and we assume that $f$ is a globally Lipschitz continuous vector field, and that $u^{0} \in$ $\mathcal{C}^{1}\left(\mathbb{R}^{d}\right) \cap L^{1}\left(\mathbb{R}^{d}\right), u^{0} \geq 0$.

As shown by (1.15), this advection equation is the PDE equivalent to the ODE (1.12). Thus, we expect to find the same type of asymptotic behaviour. The link between these equations is done by means of the so-called method of characteristics [51]: by denoting the flow (also called characteristic curves) of (1.12) by X, defined as the solution of

$$
\left\{\begin{array}{l}
\dot{X}(t, y)=f(X(t, y))  \tag{1.29}\\
X(0, y)=y
\end{array}\right.
$$

and by computing

$$
\frac{d}{d t} u(t, X(t, y))=-\nabla \cdot f(X(t, y)) u(t, X(t, y))
$$

we get an explicit expression for $u$, given for all $y \in \mathbb{R}^{d}, t \geq 0$ by

$$
u(t, X(t, y))=e^{-\int_{0}^{t} \nabla \cdot f(X(s, y)) d s} u^{0}(y)
$$

Here, we will focus on the convergence towards equilibrium points, and leave aside the other types of attractors: thus, we make the hypothesis that for almost every $y \in \operatorname{supp}\left(u^{0}\right)$, $X(\cdot, y)$ either converges, or $\|X(t, y)\|$ goes to $+\infty$ when $t$ goes to $+\infty$. This assumption always holds in dimension $1(x \in \mathbb{R})$, since any solution of (1.29) is then monotonous (possibly constant). Moreover, we assume that $f$ has a finite number of roots. Then, by denoting $\bar{x}^{1}, \ldots, \bar{x}^{m}$ the roots of $f, B\left(\bar{x}^{1}\right), \ldots, B\left(\bar{x}^{m}\right)$ their respective basins of attraction, and for all $i \in\{1, \ldots, M\}, \bar{m}_{i}:=\int_{B\left(\bar{x}^{i}\right)} u^{0}(y) d y$, one can prove that

$$
u(t, \cdot) \underset{t \rightarrow+\infty}{\rightharpoonup} \sum_{i=1}^{M} \bar{m}_{i} \delta_{\bar{x}^{i}}
$$

In other words, $u(t, \cdot)$ concentrates around the equilibrium points of (1.12) having a basin of attraction of positive Lebesgue measure.

This result is expected biologically: indeed, this model only includes the differentiation phenomenon described by the vector field $f$ : thus, cells contained in the basins of attraction of each of the equilibrium points (whose quantity is given by the associated ' $\bar{m}_{i}$ ') move toward this point.

Long-time behaviour of the selection equation. The selection equation writes

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)=(r(x)-\rho(t)) u(t, x)  \tag{1.30}\\
\rho(t)=\int_{\mathbb{R}^{d}} u(t, x) d x \\
u(0, \cdot)=u^{0}
\end{array}\right.
$$

and corresponds to model (1.27) in the absence of advection $(f \equiv 0)$, which means that the cell trait of a given cell is neither influenced by the environment nor by internal regulations.

Yet, cells of different traits are nevertheless in competition with the whole population, via the non-local term $\rho$, and we thus expect that only the most efficient phenotypic traits
survive over time. This is indeed what happens, since the solution concentrates around the points where $r$ reaches its maximum [131]. This problem has been studied in detail in [106], and the following result has been proved: denoting $r_{M}$ the maximum of $r$ over $\operatorname{supp}\left(u^{0}\right)$ and assuming that there exist $\bar{x}^{1}, \ldots, \bar{x}^{N}$ such that $\underset{\operatorname{supp}\left(u^{0}\right)}{\operatorname{argmax}}(r)=\left\{\bar{x}^{1}, \ldots, \bar{x}^{N}\right\}$ and for all $i \in\{1, \ldots, N\}, \bar{x}^{i}$ is nondegenerate,

$$
u(t, \cdot) \underset{t \rightarrow+\infty}{\stackrel{\rightharpoonup}{x}} r_{M} \sum_{i=1}^{N} a_{i} \delta_{\bar{x}^{i}},
$$

where the weights $a_{1}, \ldots, a_{N}$ sum to 1 and depend on the value of $u^{0}$ and on the concavity of $r$ at the points $\bar{x}^{1}, \ldots, \bar{x}^{N}$, respectively.

Hence, both the advection and selection equations, under reasonable assumptions, lead to convergence to sums of weighted Dirac masses. Nevertheless, the points on which the population concentrates can be different. To summarise:

- The advection term pushes the solution toward the roots of $f$ with a non-negligible basin of attraction (such as asymptotically stable equilibrium points),
- The growth term pushes the solution towards the points where $r$ reaches its maximum.

Guessing the long term behaviour of the advection-selection advection is hardly obvious since it is difficult to predict which of these two phenomena will prevail. We answer the question by showing that solutions of the advection-selection equation can either converge to a weighted Dirac mass at a root of $f$, or to a regular function.

The main results we have developed are only valid in the one-dimensional case: therefore, we now assume that $x \in \mathbb{R}$. Each results requires some minimal regularity hypotheses which we omit here but are given in detail in Chapter 4.

The advection-selection equation with a single root. Let us start with a simple hypothesis satified by $f$ : assume that there exists a closed and bounded interval of $\mathbb{R}$, denoted $I$, such that $\operatorname{supp}\left(u^{0}\right) \subset I$, that there exists a unique $\bar{x} \in I$ such that $f(\bar{x})=0$, and that $f$ is decreasing in a neighbourhood of $\bar{x}$. These hypotheses imply that there exist $a, b \in \mathbb{R} \backslash \operatorname{supp}\left(u^{0}\right)$, with $a<b$ such that $f>0$ on $[a, \bar{x})$ and $f<0$ on $(\bar{x}, b]$, and thus, in particular, that $t \mapsto X(t, a)$ is increasing, $t \mapsto X(t, b)$ decreasing, and that these two functions converge to $\bar{x}$.

As for the advection equation, we can solve the problem directly with the method of characteristics in this case. Indeed, by computing

$$
\frac{d}{d t} u(t, X(t, y))=\left(r(X(t, y))-f^{\prime}(X(t, y))-\rho(t)\right) u(t, X(t, y)),
$$

we get, for any $x \in \mathbb{R}$,

$$
\begin{equation*}
u(t, X(t, y))=e^{\int_{0}^{t} r(X(s, y))-f^{\prime}(X(s, y))-\rho(s) d s} u^{0}(y) . \tag{1.31}
\end{equation*}
$$

In particular, since, by hypothesis, $u^{0}(y)=0$ for all $y \leq a$ and all $y \geq b$, and since, $X(\cdot, a)$ and $X(\cdot, b)$ are respectively increasing and decreasing, then for all $t \geq 0$

$$
\operatorname{supp}(u(t, \cdot)) \subset[X(t, a), X(t, b)] .
$$

Since $X(\cdot, a)$ and $X(\cdot, b)$ both converge to $\bar{x}$, the support of $u(t, \cdot)$ formally becomes $\{\bar{x}\}$ when $t$ goes to $+\infty$. Using this argument, we show that

$$
u(t, \cdot) \underset{t \rightarrow+\infty}{\stackrel{\rightharpoonup}{x}} r(\bar{x}) \delta_{\bar{x}} .
$$

Hence, in the presence of a single equilibrium point for (1.12) which is asymptotically stable, the solution concentrates onto this point, regardless of the growth function $r$.

The advection-selection equation on a segment between two roots of $f$. Surprisingly, and contrary to the advection equation, this result no longer holds when adding an unstable equilibrium point. Let us now assume that the function $f$ has two roots, that we denote $\bar{x}_{u}$ and $\bar{x}_{s}$, (with $\bar{x}_{u}<\bar{x}_{s}$, the case $\bar{x}_{u}>\bar{x}_{s}$ being symmetric), such that

$$
\begin{equation*}
f\left(\bar{x}_{u}\right)=f\left(\bar{x}_{s}\right)=0, \quad f^{\prime}\left(\bar{x}_{u}\right)>0, \quad f^{\prime}\left(\bar{x}_{s}\right)<0, \quad f>0 \quad \text { on } \quad\left(\bar{x}_{u}, \bar{x}_{s}\right), \tag{1.32}
\end{equation*}
$$

which ensures that $\bar{x}_{u}$ and $\bar{x}_{s}$ are respectively asymptotically unstable and asymptotically stable for ODE (1.12), and let us assume that

$$
\begin{equation*}
\operatorname{supp}\left(u^{0}\right) \subset\left[x_{u}, x_{s}\right] . \tag{1.33}
\end{equation*}
$$

Let us note that the method of characteristics proves that for all $t \geq 0, u(t, \cdot) \subset\left[x_{u}, x_{s}\right]$. Moreover, if $\bar{x}_{u}$ is not in the support of $u^{0}\left(\operatorname{supp}\left(u^{0}\right) \subset\left[x_{u}+\varepsilon, x_{s}\right]\right.$ for some $\left.\varepsilon>0\right)$, then the reasoning of the previous paragraph can be applied, and $u(t, \cdot)$ converges to $r\left(\bar{x}_{s}\right) \delta_{\bar{x}_{s}}$. In contrast, if $\bar{x}_{u}$ is an equilibrium point of (1.12), i.e. for all $t \geq 0, X\left(t, \bar{x}_{u}\right)=x_{u}$, then $\bar{x}_{u} \in \operatorname{supp}\left(u^{0}\right)$ implies that for all $t \geq 0, x_{u} \in \operatorname{supp}(u(t, \cdot))$. This does not mean, however, that the solution does not converge to a weighted Dirac mass on $\bar{x}_{s}$. In fact, we show that, depending on the value of $r$ and $u^{0}$ on $\bar{x}_{u}, u(t, \cdot)$ can either converge to a weighted Dirac mass on $\bar{x}_{s}$, or to a regular function in $L^{1}\left(\bar{x}_{u}, \bar{x}_{s}\right)$. Precisely, we show the following result:

Theorem 3. Let us assume that conditions (1.32) and (1.33) hold, and that $u^{0}\left(\bar{x}_{u}\right)>0$. The following alternative holds:
(i) If $r\left(\bar{x}_{u}\right)-f^{\prime}\left(\bar{x}_{u}\right)<r\left(\bar{x}_{s}\right)$, then $\rho$ converges to $r\left(\bar{x}_{s}\right)$, and $u(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} r\left(\bar{x}_{s}\right) \delta_{\bar{x}_{s}}$.
(ii) If $r\left(\bar{x}_{u}\right)-f^{\prime}\left(\bar{x}_{u}\right)>r\left(\bar{x}_{s}\right)$, then $\rho$ converges to $r\left(\bar{x}_{u}\right)-f^{\prime}\left(\bar{x}_{u}\right)$, and $u(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} \bar{u}_{\infty}$ in $L^{1}\left(x_{u}, x_{s}\right)$, where $\bar{u}_{\infty}(x)=D e^{\int_{\bar{x}_{u}}^{x} \frac{\tilde{r}(s)-\tilde{r}\left(\bar{x}_{u}\right)}{f(s)} d s}$, with $\tilde{r}=r-f^{\prime}$, and $D>0$ is such that $\int_{\bar{x}_{u}}^{\bar{x}_{s}} \bar{u}_{\infty}(x) d x=r\left(\bar{x}_{u}\right)-f^{\prime}\left(\bar{x}_{u}\right)$.

If $\bar{x}_{u} \in \operatorname{supp}\left(u^{0}\right)$ and $u^{0}\left(\bar{x}_{u}\right)=0$, i.e. $\bar{x}_{u}$ is at the boundary of $\operatorname{supp}\left(u^{0}\right)$, then we show a similar result: the 'toggle value' between the two regimes of convergence, as well as the possible regular function which is reached depends on the asymptotic behaviour of $u^{0}$ at the neighbourhood of $\bar{x}_{u}$.

The method used to prove these two theorems is based on the following two ideas:
(i) Let us denote $Y$ the inverse of the characteristic curves, i.e. for all $t \geq 0$, $Y(t, \cdot)=X(t, \cdot)^{-1}=X(-t, \cdot)$, which satisfies the ODE

$$
\left\{\begin{array}{l}
\dot{Y}(t, x)=-f(Y(t, x))  \tag{1.34}\\
Y(0, x)=x
\end{array}\right.
$$

Then, by replacing $y$ by $Y(t, x)$ in (1.31), we get

$$
\begin{equation*}
u(t, x)=u^{0}(Y(t, x)) e^{\int_{0}^{t} r(Y(s, x))-f^{\prime}(Y(s, x)) d s} e^{-\int_{0}^{t} \rho(s) d s} \tag{1.35}
\end{equation*}
$$

We call this formula semi-explicit expression of $u$ since it relates $u$ with $\rho$, and ensures that determining the long-time behaviour of $\rho$ yields that of $u$.


Figure 1.3: Possible regimes of convergence of the solutions of (1.27): In all three cases, we have chosen $f(x)=x(1-x)$, and we work on the segment $[0,1]$ (hence $\bar{x}_{u}=0, \bar{x}_{s}=1$ ). The three figures above (in red) show the time evolution of the solution in the case where $u^{0} \equiv 6$ and $r(x)=6-0.5 x$ (and thus $5.5=r(1)>r(0)-f^{\prime}(0)=5$ ), which implies, according to Proposition 3, that the solution converges to a weighted Dirac mass at 1 . The three figures in the middle (in blue) show the time evolution of the solution in the case where $u^{0} \equiv 6$ (and thus $\left.u^{0}(0)>0\right) r(x)=6-4 x$, (and thus $2=r(1)<r(0)-f^{\prime}(0)=5$ ), which implies that the solution converges to a continuous function in $L^{1}$. The three figures below (in green) show the time evolution with the same functions $r$ as in the previous case, but with $u^{0}(x)=x$ (and thus $u^{0}(0)=0$ ), which leads to convergence to a different limit function. In the two last figures, the black dashed curve represents the limit function.
(ii) By integrating the semi-explicit expression of $u$ (1.35) on ( $\bar{x}_{u}, \bar{x}_{s}$ ), taking the logarithm, and then differentiating on both sides the equality obtained, we show that $\rho$ satisfies the non-autonomous logistic equation

$$
\begin{equation*}
\dot{\rho}(t)=(R(t)-\rho(t)) \rho(t), \tag{1.36}
\end{equation*}
$$

where

$$
\begin{equation*}
R(t)=\frac{\dot{S}(t)}{S(t)}, \quad \text { with } \quad S(t)=\int_{\bar{x}_{u}}^{\bar{x}_{s}} u^{0}(Y(t, x)) e^{\int_{0}^{t} r(Y(s, x))-f^{\prime}(Y(s, x)) d s} d x . \tag{1.37}
\end{equation*}
$$

We call the function $R$ time-depending carrying capacity, because it plays an analogous role to that of $K$ in the logistic model (1.18). Indeed, if $R$ converges to a certain $\bar{R}$ (with an exponential speed), then $\rho$ converges to $\bar{R}$ (with an exponential speed). Because of the definition of $R$, computing its limit means studying parameter-dependent integrals. This analysis has been possible in the one-dimensional case, thanks to the changes of variables ' $s$ ' $=X(s, y)$ ' and ' $s$ ' $=Y(s, y)$ ': Since $f>0$ on $\left(\bar{x}_{u}, \bar{x}_{s}\right)$, for all $y \in\left(x_{u}, x_{s}\right), s \mapsto X(s, y)$ and $s \mapsto Y(s, y)$ are indeed $\mathcal{C}^{1}$ diffeomorphism from $(0, t)$ onto $(y, X(t, y))$. Unfortunately, this change of variables does not hold in higher dimension, preventing us to generalise the approach.

The advection-selection equation in the general case. The method presented in the previous paragraph can be adapted in order to study the long-time behaviour of (1.26) under more general hypotheses.

Let us consider that $f$ has exactly $N$ roots, that we denote $\bar{x}_{1}, \ldots, \bar{x}_{N}$. For simplicity, we assume that $\operatorname{supp}\left(u^{0}\right) \subset\left[\bar{x}_{1}, \bar{x}_{N}\right]$, which guarantees that the support of $u(t, \cdot)$ remains in this segment for all $t \geq 0^{2}$.

Let us denote, for all $i \in\{1, \ldots, N-1\}, \rho_{i}(t):=\int_{\bar{x}_{i}}^{\bar{x}_{i+1}} u(t, x) d x$, which corresponds to the population size in each segment $\left[\bar{x}_{i}, \bar{x}_{i+1}\right]$. For all $i \in\{1, \ldots, N-1\}, \rho_{i}$ satisfies the ODE

$$
\begin{equation*}
\dot{\rho}_{i}(t)=\left(R_{i}(t)-\rho(t)\right) \rho_{i}(t), \tag{1.38}
\end{equation*}
$$

where $\rho(t)=\int_{\bar{x}_{1}}^{\bar{x}_{N}} u(t, x) d x=\sum_{i=1}^{N} \rho_{i}(t)$, and

$$
\begin{equation*}
R_{i}(t)=\frac{\dot{S}_{i}(t)}{S_{i}(t)}, \quad \text { with } \quad S_{i}(t)=\int_{\bar{x}_{i}}^{\bar{x}_{i+1}} u^{0}(Y(t, x)) e^{\int_{0}^{t} r(Y(s, x))-f^{\prime}(Y(s, x)) d s} d x \tag{1.39}
\end{equation*}
$$

As previously, the limit of the functions ' $R_{i}$ ' can be computed for a large range of functions, and depends on the values of $r, f^{\prime}$ and $u^{0}$ at the equilibrium points $\bar{x}_{1}, \ldots, \bar{x}_{N}$. In particular, if $f^{\prime}\left(x_{i}\right)>0, f^{\prime}\left(x_{i+1}\right)<0$, and $u^{0}\left(\bar{x}_{i}\right)>0$, we find ourselves in the same situation as in Theorem 3, and thus

- If $r\left(\bar{x}_{i}\right)-f^{\prime}\left(\bar{x}_{i}\right)<r\left(\bar{x}_{i+1}\right)$, then $R_{i}$ converges to $r\left(\bar{x}_{i+1}\right)$.
- If $r\left(\bar{x}_{i}\right)-f^{\prime}\left(\bar{x}_{i}\right)>r\left(\bar{x}_{i+1}\right)$, then $R_{i}$ converges to $r\left(\bar{x}_{i}\right)-f^{\prime}\left(\bar{x}_{i}\right)$.

In the cases where $u^{0}\left(\bar{x}_{i}\right)=0$, a similar alternative holds, which is fully detailed in Chapter 4. The case where $f^{\prime}\left(\bar{x}_{i}\right)<0$ and $f^{\prime}\left(\bar{x}_{i+1}\right)>0$, is symmetric, and the limit is thus obtained by switching ' $\bar{x}_{i}$ ' and ' $\bar{x}_{i+1}$ '.

Because of the ODE satisfied by the functions ' $\rho_{i}$ ', if all the functions ' $R_{i}$ ' converges to a certain $\bar{R}_{i} \geq 0$, and if for all $i \in\{1, \ldots, N-1\}, \rho_{i}(0)>0$, we get that

- $\rho$ converges to $\bar{\rho}_{M}:=\max \left(\bar{R}_{1}, \ldots, \bar{R}_{N-1}\right)$.
- If $\bar{R}_{i}<\bar{\rho}_{M}$, then $\rho_{i}$ converges to zero.

Moreover, if all the functions ' $R_{i}$ ' converge toward their limit with an exponential speed, then $\rho$ converges to $\bar{\rho}_{M}$ with an exponential speed. As a result, we can use the semi-explicit expression of $u$ (1.35) to determine the long-time behaviour of the solutions of (1.26). We prove that, depending on the values of $r, f$ and $u^{0}$ at the roots $f, u(t, \cdot)$ either converges to a weighted Dirac mass at a stable equilibrium point, or to a regular function with a support between two roots of $f$.

Open problems. The method used to determine the asymptotic behaviour of the solutions of (1.27) is entirely based on the computation of the limit of the functions ' $R_{i}$ '. For this reason, we did not manage to deal with some limit cases, such as non-hyperbolic equilibria, i.e. $\bar{x} \in \mathbb{R}$ which satisfy $f(\bar{x})=f^{\prime}(\bar{x})=0$, or the equality case $r\left(\bar{x}_{u}\right)-f^{\prime}\left(\bar{x}_{u}\right)=r\left(\bar{x}_{s}\right)$ under the hypotheses of Theorem 3.

In the same way, studying this PDE in higher dimension $\left(x \in \mathbb{R}^{d}, d \geq 2\right)$ has not been possible with this method. As shown by the semi-explicit expression (1.35), the behaviour

[^1]of $u$ is closely linked to that of the solutions of ODE $\dot{x}=f(x)$, and we can therefore expect cyclic behaviours, or even chaotic behaviours (if $d \geq 3$ ) in this case.

Another interesting perspective would be to study this problem with an additional mutation term (such as a Laplacian or as an integral term). Such problem might be tackled with entropy methods [118], contrary to the present work where the absence of mutations means that the entropy does not dissipate.

### 1.2.3 A particle method for advection-selection-mutation equations

The purpose of Chapter 5 is to develop a numerical scheme in order to approach the solutions of equations such as (1.25). Upon relabeling the parameters, this equation can be rewritten

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)+\nabla \cdot(f(x) u(t, x))=\left(r(x)-\rho_{\psi}(t)\right) u(t, x)+\int_{\mathbb{R}^{d}} m(x, y) u(t, y) d y  \tag{1.40}\\
\rho(t)=\int_{\mathbb{R}^{d}} \psi(x) u(t, x) d x \\
u(0, \cdot)=u^{0}
\end{array}\right.
$$

We have chosen to develop and study a scheme from the family of particle methods, which are based on solving ODEs in order to approximate the solution of PDEs. Particle methods are particularly adapted for the equation with an advection term, and have been the subject of several studies for problems which mostly come from physics $[46,81]$.

Particle approximation. The main idea of particle method is to seek a sum of weighted Dirac masses in order to approach the solution of a given equation [27]. Such measure is called particle solution, which we denote

$$
\begin{equation*}
u^{N}(t)=\sum_{i=1}^{N} m_{i}(t) \delta_{x^{i}(t)} \tag{1.41}
\end{equation*}
$$

where the weights $m_{i}$ and the points $x^{i}$ are solutions of a suitably defined ODE system.
To start, let us take as an example the advection-selection equation studied in Chapter 4 (we do not consider mutations for the moment), which writes

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)+\nabla \cdot(f(x) u(t, x))=\left(r(x)-\rho_{\psi}(t)\right) u(t, x) \\
\rho_{\psi}(t)=\int_{\mathbb{R}^{d}} \psi(x) u(t, x) d x \\
u(0, \cdot)=u^{0}
\end{array}\right.
$$

We have seen in section 1.2 .1 of this introduction that any solution of this equation also satisfies the weak formulation (1.23)

$$
\forall \phi \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right) \quad\left\{\begin{array}{l}
\frac{d}{d t} \int_{\mathbb{R}^{d}} \phi(x) d \mu^{t}(x)=\int_{\mathbb{R}^{d}}\left(f(x) \cdot \nabla \phi(x)+r(x)-\rho_{\psi}(t)\right) d \mu^{t}(x) \\
\rho_{\psi}(t)=\int_{\mathbb{R}^{d}} \psi(x) d \mu^{t}(x)
\end{array}\right.
$$

and that any measure of the form

$$
\begin{equation*}
\sum_{i=0}^{N} m_{i}(t) \delta_{x^{i}(t)} \tag{1.42}
\end{equation*}
$$

solves this problem if for all $i \in\{1, \ldots, N\}, t \geq 0, x^{i}$ and $m_{i}$ satisfy the ODE

$$
\left\{\begin{array}{l}
\dot{x}^{i}(t)=f\left(x^{i}(t)\right)  \tag{1.43}\\
\dot{m}_{i}(t)=\left(r\left(x^{i}(t)\right)-\sum_{j=0}^{N} \psi\left(x^{j}(t)\right) m_{j}(t)\right) m_{i}(t)
\end{array}\right.
$$

Hence, since $u$ and $\mu$ satisfy the same equation, we expect that if $\mu^{0} \simeq u^{0}$ (in a sense that will be clarified later), then $\mu^{t}$ remains close to $u(t, \cdot)$ for any $t \geq 0$.

When considering a mutation term, as in (1.40), things are a little bit more subtle. In order to approximate the term ' $\int_{\mathbb{R}^{d}} m(x, y) u(t, y) d y$ ', we need to introduce a third family of ODEs, solved by what we call the volumes $w_{i}$ [46], namely

$$
\begin{equation*}
\dot{w}_{i}(t)=\nabla \cdot f\left(x^{i}(t)\right) w_{i}(t) \quad t \geq 0 \tag{1.44}
\end{equation*}
$$

Indeed, according to Liouville's formula, for any function $g \in L^{1}\left(\mathbb{R}^{d}\right)$ and any $t \geq 0$, there holds

$$
\int_{\mathbb{R}^{d}} g(x) d x=\int_{\mathbb{R}^{d}} g(X(t, y)) W(t, y) d y
$$

where for all $y \in \mathbb{R}^{d}, X$ and $W$ satisfy

$$
\left\{\begin{array} { l } 
{ \dot { X } ( t , y ) = f ( X ( t , y ) ) }  \tag{1.45}\\
{ X ( 0 , y ) = y }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
\dot{W}(t, y)=\nabla \cdot f(X(t, y)) W(t, y) \\
W(0, y)=1
\end{array}\right.\right.
$$

We can therefore approximate such an integral with the sum

$$
\begin{equation*}
\sum_{i=1}^{N} g\left(x^{i}(t)\right) w_{i}(t) \approx \int_{\mathbb{R}^{d}} g(x) d x \tag{1.46}
\end{equation*}
$$

where for all $i \in\{1, \ldots, N\}, \quad t \geq 0, x^{i}$ and $w_{i}$ are solutions of

$$
\left\{\begin{array}{l}
\dot{x}^{i}(t)=f\left(x^{i}(t)\right)  \tag{1.47}\\
\dot{w}_{i}(t)=\nabla \cdot f\left(x^{i}(t)\right) w_{i}(t)
\end{array}\right.
$$

The weights of the Dirac masses then write $m_{i}=\nu_{i} w_{i}$, where $\nu_{i}$ satisfies

$$
\begin{equation*}
\dot{\nu}_{i}(t)=\left(r\left(x^{i}(t)\right)-\nabla \cdot f\left(x^{i}(t)\right)-\sum_{j=0}^{N} \nu_{j}(t) w_{j}(t)\right) \nu_{i}(t)+\sum_{j=1}^{N} m\left(x^{i}(t), x^{j}(t)\right) \nu_{j}(t) w_{j}(t) \tag{1.48}
\end{equation*}
$$

The initial condition of this ODE must of course be chosen carefully so that they approximate $u^{0}$ properly. Assuming that $u^{0}$ has a compact support, a way of choosing these values is to take a finite collection of subsets $\Omega_{i}^{0} \subset \operatorname{supp}\left(u^{0}\right)$ satisfying

$$
\Omega_{i}^{0} \cap \Omega_{j}^{0}=\emptyset, \text { if } i \neq j, \text { and } \bigcup_{i \in\{1, \ldots, N\}} \Omega_{i}^{0}=\operatorname{supp}\left(u^{0}\right),
$$

and to take, for any $i \in\{1, \ldots, N\}$

$$
x^{i, 0} \in \Omega_{i}^{0}, \quad w_{i}^{0}=\left|\Omega_{i}^{0}\right|, \quad \nu_{i}^{0}=u^{0}\left(x^{i, 0}\right) \quad \alpha_{i}=\nu_{i} w_{i}
$$

One can check that this choice ensures that for any $\phi \in \mathcal{C}_{c}^{0}\left(\mathbb{R}^{d}\right)$,

$$
\sum_{i=1}^{N} \alpha_{i}^{0} \phi\left(x^{i, 0}\right) \underset{N \rightarrow+\infty}{\longrightarrow} \int_{\mathbb{R}^{d}} \phi(x) u^{0}(x) d x
$$

which means that

$$
\sum_{i=1}^{N} \nu_{i}^{0} w_{i}^{0} \delta_{x^{i, 0}} \underset{N \rightarrow+\infty}{\rightharpoonup} u^{0} \quad \text { in the space of Radon measures. }
$$

Regularisation of the particle approximation. We would now like to find an approximation of $u(t, \cdot)$ which is a regular function rather than a sum of weighted Dirac masses. In order to do so, the particle solution is regularised through convolution with a so-called cut-off function $\varphi_{\varepsilon}$. We obtain a regular approximation of $u(t, \cdot)$ which writes

$$
\begin{equation*}
u_{\varepsilon}^{N}(t, x)=\sum_{i=1}^{N} m_{i}(t) \varphi_{\varepsilon}\left(x-x^{i}(t)\right) \tag{1.49}
\end{equation*}
$$

The cut-off functions $\varphi_{\varepsilon}$ typically writes $\varphi_{\varepsilon}=\frac{1}{\varepsilon^{d}} \varphi(\dot{\bar{\varepsilon}})$, where $\varphi$ satisfies some symmetric and regularity properties, and the parameter $\varepsilon>0$ is chosen as functions of $N$. Determining the optimal $\varepsilon>0$ for a given $N>0$ is intricate: if $\varepsilon$ is too large, then the solution is 'over-regularised', and the scheme loses its accuracy. Conversely, if $\varepsilon$ is too small, then some of the particles will be neglected, and the scheme may fail to converge.

Main results. In Chapter 5, we study a more general model than (1.40), which takes into account possible non-local terms for all three terms modelling mutations, growth and advection. This model writes

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)+\nabla_{x} \cdot\left(a\left(t, x, \rho_{a}(t)\right) u(t, x)\right)=R\left(t, x, \rho_{g}(t)\right) u(t, x)+\int_{\mathbb{R}^{d}} m\left(t, x, y, \rho_{d}(t)\right) u(t, y) d y  \tag{1.50}\\
\rho_{l}(x, t)=\int_{\mathbb{R}^{d}} \psi_{l}(t, x, y) u(t, y) d y, \quad l=a, g, d \\
u(0, \cdot)=u^{0}
\end{array}\right.
$$

The particle method we develop for this model is adapted from [46]: the main novelties with respect to that work is

- to allow for non-local terms, their presence posing significant technical difficulties (especially when it comes to the advection),
- to study asymptotic preserving properties of such schemes. These guarantee that, under specific hypotheses, the long-time behaviour of the solution is preserved at the discrete level.

We first show that this problem is well-posed, i.e. that is if the parameters satisfy some regularity properties, then this problem has a unique solution in $\mathcal{C}\left(\mathbb{R}_{+}, L^{1}\left(\mathbb{R}^{d}\right)\right)$. We use a classical fixed point argument to prove this result with some regular parameters, before considering a more general family of initial conditions. The main difficulty comes from the non-local advection term, which does not allow for an explicit definition of the flow, and therefore requires further estimates. We then prove that the regularity of $u(t, \cdot)$ is linked to that of $u^{0}$ : more precisely, if $u^{0} \in W^{k, \infty}\left(\mathbb{R}^{d}\right)$ with compact support, then $u \in \mathcal{C}\left([0,+\infty), W^{k-1,1}\left(\mathbb{R}^{d}\right)\right)$. This result can be improved if the advection is local, i.e. $a(t, x, I)=a(t, x)$ : In this case, for any initial condition in $W^{k, 1}\left(\mathbb{R}^{d}\right)$, the solution $u$ is in $\mathcal{C}\left([0,+\infty), W^{k, 1}\left(\mathbb{R}^{d}\right)\right)$.

After defining the ODE satisfied by the $x^{i}, w_{i}$ and $\nu_{i}$ is this general case, we prove the convergence of the particle method toward the solution of (1.50). More precisely, we show the following estimate

$$
\left\|u(t, \cdot)-u_{\varepsilon}^{h}(t, \cdot)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant C\left(\varepsilon^{r}+\left(\frac{h}{\varepsilon}\right)^{\kappa}+h^{\kappa}\right)\left\|u^{0}\right\|_{W^{\mu, 1}\left(\mathbb{R}^{d}\right)}, \quad \text { for all } 0 \leqslant t \leqslant T,
$$



Figure 1.4: Numerical simulations obtained with the particle method for a non-local advection equation studied in [59]. The lines $(a)$ and (b) respectively show the convergence to a single weighted Dirac mass, and a sum of four weighted Dirac masses, and have been obtained by choosing the parameters of Figures 10 and 11 of [59].
which yields a convergence rate of $h^{\frac{\kappa r}{\kappa+r}}$ after choosing the optimal value of $\varepsilon(h) \sim h^{\frac{\kappa}{\kappa+r}}$.
Lastly, we investigate in which cases this method is asymptotic preserving, i.e. $u^{N}(t)$ and $u(t, \cdot)$ have the same limit when $t$ goes to $+\infty$. We have seen in section 1.2 .2 of this introduction that in the absence of mutations, solutions with close initial conditions may have drastically different long-time behaviours. As an example, we have seen that in the one-dimensional case, if the advection function $f$ has exactly two roots (that we denote $\bar{x}_{u}<\bar{x}_{s}$, and if $f^{\prime}\left(\bar{x}_{u}\right)>0, f^{\prime}\left(\bar{x}_{s}\right)<0$, and $r\left(\bar{x}_{u}\right)-f^{\prime}\left(\bar{x}_{u}\right)>0$, then:

- If $\bar{x}_{u} \notin \operatorname{supp}\left(u^{0}\right)$, then $u(t, \cdot) \underset{t \rightarrow+\infty}{\rightharpoonup} r\left(\bar{x}_{s}\right) \delta_{\bar{x}_{s}}$.
- If $u^{0}\left(\bar{x}_{u}\right)>0$, then $u(t, \cdot)$ converges to a regular function in $L^{1}$.

Consequently, particle methods cannot be expected to preserve the asymptotics in general. We show, however, that in some specific cases, the scheme is asymptotic preserving. Due to the discrete nature of particular solutions, they tend to concentrate toward attractors and thus to converge towards Dirac masses. However, we highlight conditions which ensure the convergence to both $u(t, \cdot)$ and $u^{N}(t)$ (and thus $\left.u_{\varepsilon}^{N}(t, \cdot)\right)$ to the same weighted Dirac mass, which means that the scheme is asymptotic-preserving in this case.

### 1.3 Application to Epithelial-Mesenchymal Plasticity

This last section deals with work carried out within a collaboration between mathematicians at Laboratoire Jacques-Louis Lions and systems biologists from the Cancer Systems Biology Laboratory (Indian Institute of Science at Bangalore), led by Mohit Kumar Jolly.

The aim is to propose PDE models for cells undergoing a specific cell differentiation phenomenon, which plays a crucial role during embryonic development, wound healing, tissue regeneration, but also for the spread of metastases: the Epithelial-Mesenchymal Plasticity [94, 124].

Epithelial-mesenchymal Plasticity. Epithelial-mesenchymal transition is a cell differentiation process during which epithelial cells (E), characterised by a tight cell-to-cell adhesion and a low mobility, lose these characteristics to become mesenchymal cells (M), characterised by a low cell-to-cell adhesion and a high mobility [103, 142]. During this process called Epithelial-Mesenchymal Transition (EMT), some cells undergo partial transition, which means that they retain some epithelial traits such as cell-to-cell adhesion, and gain mesenchymal traits, such as migratory properties. These cells are referred to as hybrid (E/M), and have special properties such as the ability to move collectively as clusters [93].

The epithelial-mesenchymal transition is a reversible phenomenon, which means that mesenchymal cells can also differentiate into epithelial ones (MET). Nevertheless, during this reverse process, cells directly become epithelial, without passing through the hybrid state. The notion of epithelial-mesenchymal plasticity refers to the combination of these two phenomena [29].

Transitions between epithelial and mesenchymal states play an important role in tumourigenesis: epithelial cells of the primary tumour can lose their cell-to-cell adhesion and apico-basal polarity, hence becoming prone to migrate individually and invade basement membranes and blood vessels. This then allows them to reach some distant organs to seed micrometastases. During seeding, they undergo the reverse of EMT to regain their epithelial characteristics and form secondary tumours [34]. The hybrid phenotype seems to play a key role in the spread of metastases. Indeed, cancer cells can migrate as dispersed individual mesenchymal cells, or collectively, as hybrid cells. Collective migrations obviate the need for all cells to detect extrinsic signal for migration, enabling them to adapt to different microenvironments [58].

ODE model for EMP. The team of Mohit Kumar Jolly has developed a comprehensive expertise in designing ODE models for EMT.

A gene regulatory network composed of six molecules, called Core EMT Network, has been proposed in order to model EMT at the level of a single cell [110]. Here, we will use a two-dimensional reduction of this model (developed in the supplementary material of the aforementioned article), which considers interactions between a transcription factor ZEB (denoted $Z$ ) and a micro-RNA miR-200 (denoted $\mu_{200}$ ). ZEB promotes EMT whereas miR-200 maintains the epithelial phenotype by targeting ZEB molecules. This model writes:

$$
\begin{cases}\dot{\mu}_{200} & =g_{\mu_{200}} H_{Z, \mu_{200}}(Z) H_{S, \mu_{200}}(S)-g_{m_{Z}} H_{Z, m_{Z}}(Z) H_{S, m_{Z}}(S) Q\left(\mu_{200}\right)-k_{\mu_{200}} \mu_{200}  \tag{1.51}\\ \dot{Z} & =g_{Z} g_{m_{Z}} H_{Z, m_{Z}}(Z) H_{S, m_{Z}}(S) P\left(\mu_{200}\right)-k_{Z} Z\end{cases}
$$

where

- $g_{\mu_{200}}, g_{Z}, g_{m_{Z}}, k_{\mu_{200}}, k_{Z}$ are positive parameters;
- $H_{Z, \mu_{200}}, H_{S, \mu_{200}}, H_{Z, m_{Z}}, H_{S, m_{Z}}$ are shifted Hill functions of the form (1.3);
- $Q$ and $P$ are complex functions defined in Appendix A.

All relevant parameters are given in Appendix A. The variable $S$ represents a third molecule, SNAIL, which is seen in our case as an external signal characterising the extracellular environment. Within this framework, the three cell states (E, E/M, and M) are characterised as follows:

- The epithelial state corresponds to a high level of miR-200, and a low level of ZEB and SNAIL;
- The mesenchymal state corresponds to a low level of miR-200 and high level of ZEB and SNAIL;
- The hybrid state corresponds to a medium level of miR-200, ZEB and SNAIL.

The transcription factor SNAIL $(S)$ activates ZEB and inhibits miR-200, and is thus able to induce the epithelial-mesenchymal transition. Depending on the value of $S$, system (1.51) can have 1,2 or 3 stable equilibrium points, as illustrated by the bifurcation diagram of Figure 1.5 A.

This bifurcation diagram highlights two essential properties of cancer cell populations:
(i) Heterogeneity: For intermediate values of $S$, cells populations can be highly heterogeneous, with distinct subpopulations corresponding to different states [6].
(ii) Hysteresis: During EMT (which corresponds to the increase of $S$ ), epithelial cells become hybrid, and then mesenchymal, while mesenchymal cells directly differentiate into epithelial cells during MET (i.e. when $S$ decreases) [109].

The aim of the collaboration is to develop and simulate PDE models for cell populations undergoing EMT. These models must account for heterogeneity and hysteresis, while in addition incorporating growth and epigenetic instability. This in turn contributes to understanding how these different phenomena interact and shape the dynamics and asymptotics of cell populations.

Hysteresis. We begin by reproducing the hysteretic behaviour of the ODE model at the scale of a cell population. We temporarily neglect cell growth and epigenetic instability. As seen in the previous section of this introduction, the PDE equivalent of a given ODE ${ }^{\prime} \dot{y}=f(y)$ ' is the advection equation

$$
\partial_{t} u(t, y)+\nabla \cdot(f(t, y) u(t, y))=0 .
$$

Thus, by denoting $F\left(\mu_{200}, Z, S\right)$ the right-hand side of (1.51), we take as structure variable $y=\left(\mu_{200}, Z\right)$, and as advection function $f(t, y)=F(y, S(t))$, where $S$ is a function which linearly increases and then decreases at the same rate, as shown in Figure 1.5 A. Figure 1.5 Ci highlights the asymmetric behaviour of the population. When $S$ increases, the population, initially uniformly distributed, quickly becomes uniformly epithelial, then becomes hybrid and finally mesenchymal; when $S$ decreases, the population transits from the mesenchymal state to the epithelial one without passing through the hybrid state.

We then slightly modify our framework in order to take into account heterogeneity within the population, and more specifically the fact that the signal $S$ can be interpreted in a different way for each cell. In order to do so, we incorporate $S$ into the structure variable, which becomes $y=\left(\mu_{200}, Z, S\right)$. The variation of the level of SNAIL is expressed in the advection term, which becomes $f(t, y)=\left(F(y), f_{S}(t)\right)$, where $f_{S}$ is the step function corresponding to the derivative of $S$ in Figure 1.5 B , implying that the level of $S$ of each cell increases and decreases at the same rate. As initial population, we take $u^{0}\left(\mu_{200}, Z, S\right)=\frac{1}{\sigma} G\left(\frac{S-160 K}{\sigma}\right)$, with $\sigma=20 K$, and $G$ representing the Gaussian function (see Glossary). The results are shown in Figure 1.5: contrarily to the previous simulations, we observe, in addition to heterogeneity in the population, the coexistence of several traits for intermediate values of $S$. Hysteresis is still present: when $S$ increases, we see the co-existence of the three states, whereas no hybrid population appears for low values of $S$ when it decreases.


Figure 1.5: The advection equation reproduces hysteresis at the population level. A) EMT gene regulatory network (inset) and the bifurcation of cell states resulting from the network dynamics with increasing input signal (SNAIL) levels, B) Variation in the external input (SNAIL) levels with time to capture hysteresis in C. C) Hysteresis (nonsymmetric trajectories) in cell state transition during one cycle of EMT and MET by varying SNAIL levels as shown in Figure 1B while considering - i) Homogeneous population and ii) Heterogeneous population.

Parameter space analysis for heterogeneous populations. We then consider a more complete equation in order to model heterogeneity within a population, taking into account growth and epimutations. In order to ease the computational burden of simulations, we use dimension reduction thereby going from 3D to 2D. More precisely, we define a new advection function, which now depends only on $S$, and on a new variable that we denote $x$, and can which can be seen as an equivalent of $\mu_{200}$ : indeed, this new advection function, that we denote $f_{r}: \mathbb{R}^{2} \rightarrow \mathbb{R}$, has exactly the same bifurcation diagram as $F$ (Figure 1.5 A).

With the new structural variable writing $y=(x, S)$, we are led to the model

$$
\left\{\begin{align*}
& \partial_{t} u(t, y)+\nabla \cdot\left(f_{r}(y) u(t, y)\right)=(r(y)-d(y) \rho(t)) u(t, y)  \tag{1.52}\\
&+\int_{\mathbb{R}^{2}} M(y, z) u(t, z) d z-\int_{\mathbb{R}^{2}} M(z, y) d z u(t, y) \\
& \rho(t)=\int_{\mathbb{R}^{2}} u(t, y) d y
\end{align*}\right.
$$

where

- The advection function $f$ writes $f(y)=f(x, S)=\left(f_{r}(x, S), f_{S}(S)\right)$, where $f_{S}(S)=$ $\delta\left(1-\frac{S}{S_{0}}\right)$, with $S_{0} \in[150 K, 250 K]$ corresponding to the mean of the SNAIL dis-
tribution, and $\delta:=\frac{S_{0} \ln (2)}{\alpha}$, with $\alpha>0$ which represents the characteristic time of convergence of SNAIL to the mean $S_{0}$.
- $r(y)$ and $d(y)$ respectively represent the birth and death rate of a cell of phenotype $y$.
- The mutation function $M$ writes $M(y, z)=\frac{r(z)}{\tau} P(y-z)$. Here, $P(x)=P(y, S):=$ $\frac{1}{\eta_{x} \eta_{S}} G\left(\frac{x}{\eta_{x}}\right) G\left(\frac{S}{\eta_{S}}\right)$, where $G$ is the Gaussian function. Variables $\eta_{x}$ and $\eta_{S}$ are the standard deviations for $x$ and $S$ respectively.

We explore the parameter space for this equation in order to better understand their role in the model. As shown by the bifurcation diagram (Figure 1.5 A ), and the definition of $f_{S}$, the value of $S_{0}$ determines the phenotypes that can be adopted by the cell population. However, due to the difference in size between the basins of attraction of the three states, the behaviours of the population are highly assymetric: for low values of $S_{0}\left(S_{0}=175 \mathrm{~K}\right)$, the population is purely epithelial, while for high values of $S_{0}\left(S_{0}=190 K\right)$, a part population remains hybrid, even for the smallest values of $\eta_{x}$.

The parameter $\alpha$, captures the characteristic time of convergence of SNAIL levels to its equilibrium $S_{0}$. In Figure 1.6, we reproduce epithelial-mesenchymal transition by starting from an epithelial population and taking a high value of $S_{0}\left(S_{0}=225 \mathrm{~K}\right)$ for different values of $\alpha$, and simulations show that $\alpha$ impacts the speed at which the population becomes heterogeneous.

We then investigate the impact of growth on the population, by choosing three different growth functions (Figure 1.7) A ii. We show that, in the case where $r$ is not constant, the initial population influences the growth of the total population.


Figure 1.6: Simulations of the advection-selection-mutation (PDE (1.52)) with reduced function $f_{r}$. Temporal changes in cell state distribution of the population for decreasing value of input signal SNAIL's perturbation recovery rate (increasing values of the characteristic time ' $\alpha$ '). Parameters used to generate plots, unless stated otherwise, are $\eta_{x}=1000$, ini pop Epi, time point 20, $S_{0}=225 K$ molecules, and per-capita growth rate (r) of all phenotype $(\mathrm{E}$, hybrid $\mathrm{E} / \mathrm{M}$, and M$)=0.0182 / \mathrm{hr}$.


Figure 1.7: Effect of growth rate differences among E, hybrid E/M and M phenotypes on overall growth dynamics. Ai) Support of the different initial populations; in all cases, initial population is uniformly distributed on its support, and such that the total population is equal to 100 cells. Aii) Profile of the three growth functions. B) Population growth dynamics for different combinations of growth scenarios and initial population distribution; 'epi hyb mes' corresponds ti an initial population supported on the three colored domains of Ai), while uni is uniformly distributed on the whole rectangle $[0,25 \mathrm{~K}] \times[150 \mathrm{~K}, 250 \mathrm{~K}]$. The input SNAIL mean $\left(S_{0}\right)$ levels used are mentioned for all the individual plots. Other parameters used to generate plots are $\alpha=120 h r s, \eta_{x}=1000$, and per-capita growth rate (r) of epithelial phenotype is $0.0182 / h r$.
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## Chapter 2

## Monostability and bistability of biological switches

Cell transitions can be modelled by ordinary differential equations, called gene regulatory networks which describe the behaviour of several molecules in interaction, and for which each stable equilibrium corresponds to a possible state (or 'biological trait'). In this chapter, we focus on simple ODE systems modelling two molecules which each negatively (or positively) regulate the other. It is well-known that such models may lead to monostability or multistability, depending on the selected parameters. However, extensive numerical simulations have led systems biologists to conjecture that in the vast majority of cases, there cannot be more than two stable points. Our main result is a proof of this conjecture. More specifically, we provide a criterion ensuring at most bistability, which is indeed satisfied by most commonly used functions. This includes Hill functions, but also a wide family of convex and sigmoid functions. We also determine which parameters lead to monostability, and which lead to bistability, by developing a more general framework encompassing all our results.

This work, jointy written with Nastassia Pouradier Duteil and Camille Pouchol, is the subject of a publication in the Journal of Mathematical biology [68].

### 2.1 Introduction

A same cell environment may lead to different cell-fate decisions. In most cases, it is considered that the phenotype adopted by a cell is determined by the concentration of several molecules in interaction [67]. It is now well documented that such 'biological switches' can be accurately modelled by multistable ordinary differential equations (ODEs), where each stable state represents a possible phenotype [150].

These models have been widely used in order to describe different cellular processes such as the epithelial-mesenchymal transition (EMT) [16, 92, 144], hematopoietic stem cells $[84,97,138]$, embryonic stem cells [28] or other cell-fate differentiation phenomena involved in Xenopus [54, 125], Drosophila [129] or Escherichia coli [60, 102, 127].

The development of a relevant ODE model hence benefits from a priori knowledge of the possible number of stable states, and how this number evolves in the parameter space. As an example, the epithelial-mesenchymal transition phenomenon involves three different phenotypes, and it is thus crucial to be able to determine minimal conditions allowing the system to be tristable [110].

A general theoretical answer to finding the number of stable states is certainly out of reach for high-dimensional ODEs with a large number of parameters. Understanding the more simple building blocks of these complex models, however, remains of paramount importance, even more so with the advent of synthetically-built switches where, to some extent, the model may be chosen and kept simple [60].

A widely used starting ODE model writes as follows

$$
\left\{\begin{array}{l}
\dot{x}=\alpha f(y)-x  \tag{2.1}\\
\dot{y}=\beta g(x)-y,
\end{array} \quad f^{\prime}, g^{\prime}<0 \text { or } f^{\prime}, g^{\prime}>0\right.
$$

where $x$ and $y$ stand for the (normalised) concentrations of the two molecules ( $A$ and $B$ on Figure 2.1), $\alpha>0$ and $\beta>0$ their synthesis rates. Here, $f$ and $g$ are two monotonic functions which model the interactions between these two molecules, and are both strictly increasing or strictly decreasing, depending on whether the system is cooperative or competitive. A classical choice for $f$ and $g$ are Hill functions, i.e., functions of the form

$$
x \mapsto \frac{1}{1+x^{r}},
$$

with $r \geq 1$. More generally, molecule interactions are usually considered to behave sigmoidally [150, 152].


Figure 2.1: Schematic representations of system (2.1): the arrows represent activation $(f$ and $g$ increasing) and the bar inhibition ( $f$ and $g$ decreasing). Under the hypothesis of Theorem 4, we prove that such systems are either monostable or bistable. When bistability holds, the system on the left (cooperative system) has two stable points corresponding to (high A/ high B) and (low A/ low B), while the one on the right (cooperative system) leads to (high A/ low B) and (low A/ high B) stable equilibria.

State of the art. The seminal paper of Cherry and Adler [26] is the main breakthrough towards understanding when multistability occurs for such models. Under the condition

$$
\sup _{y>0}\left(\left|\frac{y f^{\prime}(y)}{f(y)}\right|\right) \sup _{x>0}\left(\left|\frac{x g^{\prime}(x)}{g(x)}\right|\right)>1,
$$

it is proved that there exist parameters $\alpha$ and $\beta$ such that system (2.1) is multistable. When applied to Hill functions, this shows that multistability will occur for some parameters $\alpha, \beta$ whenever $r \in \mathbb{N}, r \geq 2$ for $f$ or $g$. Interestingly, the authors noted that the sigmoid shape of $f$ and $g$ is not a necessary condition for bistability.

The numerical investigation of systems such as (2.1) suggests that they are in fact always either monostable or bistable. This has led some authors to claim that self-regulation is required in order to get a tristable ODE, i.e., at least one of the cells must have a positive feedback on itself $[60,91,112]$.

Up to our knowledge, this conjecture of at most bistability is yet to be proved. Moreover, for given functions $f$ and $g$, determining the exact set of parameters $(\alpha, \beta)$ for which this system is monostable or bistable remains difficult without the help of numerical simulations. Let us mention the very recent paper [102] which, by means of direct computations, solves the specific case of $f: x \mapsto \frac{1}{1+x}$ and $g: x \mapsto \frac{1}{1+x^{n}}$.

In the present work, we therefore address the following two key questions.

- Under which conditions is system (2.1) at most bistable?
- For given functions $f$ and $g$, which parameters $\alpha, \beta$ lead to monostability, and which ones lead to bistability?

A natural way to answer the first question is to note that a point $(\bar{x}, \bar{y}) \in \mathbb{R}_{+}$is an equilibrium of (2.1) if and only if

$$
\left\{\begin{array}{l}
\alpha f(\beta g(\bar{x}))=\bar{x} \\
\bar{y}=\beta g(\bar{x})
\end{array} .\right.
$$

Hence, studying the equilibria of (2.1) is equivalent to studying the fixed points of $x \mapsto$ $\alpha f(\beta g(x))$. The main difficulty lies in the fact that, even if $f$ and $g$ are two 'simple' functions, there is no reason for $x \mapsto \alpha f(\beta g(x))$ to be as well. As an example, with Hill functions of integer orders $n$ and $m$, determining the fixed points of $x \mapsto \alpha f(\beta g(x))$ is equivalent to investigating the positive roots of a polynomial of degree $n m+1$, which proves to be difficult as soon as $n m \geq 3$.

Main results. Working around this difficulty, our main result is a simple and general result ensuring at most bistability.

Theorem 4. If the functions

$$
\frac{1}{\sqrt{\left|f^{\prime}\right|}} \text { and } \frac{1}{\sqrt{\left|g^{\prime}\right|}}
$$

are strictly convex, then, for any $\alpha, \beta>0$, system (2.1) has at most three equilibria, among which at most two stable equilibria.

Not only does this result apply to all classically-used functions we are aware of (including Hill and shifted Hill functions), it may easily be checked visually for more involved functions.

Following an approach reminiscent of that of [26], we go further and develop a general method for the identification of which parameters $\alpha, \beta$ lead to either monostability or
bistability. For this purpose, we develop a framework yielding a condition under which system (2.1) has at most or at least $n$ equilibria, for all $n \in \mathbb{N}$. The obtained criterion is not completely explicit, but the resulting formula makes it numerically straightforward to check if some chosen parameters induce a monostable or a bistable system. We hence bypass any computationally-expensive grid-search through the parameter space. We show that the method in [26] corresponds to the case $n=1$ of this general framework. With the same framework, Theorem 4 corresponds to studying the case $n=2$. For higher values of $n$, however, we have not been able to apply this theoretical framework as the resulting computations prove to be too intricate.

We also prove that when bistability occurs, the separatrix between the two basins of attraction is a one-dimensional curve. Note that our proof is implicit and does not provide a formula for the curve, unless some specific symmetry assumptions are made.

Taken together, our results show that system (2.1) will generically lead to either one of the pictures of Figure 2.2, i.e., we fall into one of these two cases:

- $\operatorname{system}(2.1)$ is monostable, and all the solutions converge to the unique equilibrium,
- system (2.1) is bistable, and, in this case, the basins of attraction of the two stable points are separated by a one-dimensional separatrix which contains the unique other (unstable saddle) equilibrium point.


Figure 2.2: Typical phase planes for system (2.1). In both simulations, we have taken $f: x \mapsto \frac{1}{1+x^{2}}$ and $g: x \mapsto \frac{1}{1+x^{6}}$, and $\alpha=10$. The value of $\beta$ is 3 in the left diagram, and 12 in the right one.

Outline of the chapter. This chapter is organised as follows. Section 2.2 is devoted to setting the mathematical framework and some general results which prove to be useful throughout. Next, we prove our main Theorem 4, in Section 2.3, which involves defining an appropriate class of functions and studying it in detail. We then turn our attention to finding the parameters for which the system of interest is either monostable or bistable in Section 2.4. We present a generalising framework, and then apply it to the cases of mono and bi-stability. We also compute the parameters for the cases of interest found in the literature, such as the toggle switch of [60].

### 2.2 Preliminary results

Throughout this chapter, we study systems of the form

$$
\left\{\begin{array}{l}
\dot{x}=\alpha f(y)-x  \tag{2.2}\\
\dot{y}=\beta g(x)-y,
\end{array}\right.
$$

starting from an initial condition $\left(x_{0}, y_{0}\right)$ with $x_{0} \geq 0, y_{0} \geq 0$. Here

- $\alpha, \beta$ are two positive parameters,
- $f, g \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$are two increasing or two decreasing functions, and at least one of these functions is bounded.

If $f$ and $g$ are increasing, system (2.2) is called cooperative. Examples of cooperative systems include two-species interactions that benefit both species, a kind of interaction often referred to as mutualism [159]. On the other hand, if $f$ and $g$ are decreasing, system (2.2) is called competitive. A simple example of a competitive system is the well-studied "genetic switch" of two proteins that each repress the synthesis of the other [26,91].

Without loss of generality, one can assume that $f, g>1$ on $\mathbb{R}_{+}$(in the case where $f$ and $g$ are increasing) or $f, g<1$ on $\mathbb{R}_{+}$(in the case where $f$ and $g$ are decreasing). Under these conditions, since $f$ or $g$ is bounded, all the solutions of this ODE are bounded, regardless of its initial condition. It is well-known that any solution of such a system converges to an equilibrium point [77].

Thus, the analysis of system (2.2) requires studying its equilibrium points. In this section, we begin by providing important results on how the equilibrium points are ordered, as well as on their basins of attraction. These will be the starting point of our investigation of the system's multistability.

### 2.2.1 Ordering of stable points

Since the functions $f$ and $g$ are one-to-one, it is clear that $(\bar{x}, \bar{y}) \in \mathbb{R}_{+}^{2}$ is an equilibrium point of (2.2) if and only if

$$
\left\{\begin{array}{l}
\alpha f(\beta g(\bar{x}))=\bar{x} \\
\bar{y}=\beta g(\bar{x})
\end{array} .\right.
$$

Hence, the number of equilibria of (2.2) is equal to the number of fixed points of

$$
F: x \longmapsto \alpha f(\beta g(x)) .
$$

Moreover, if (2.2) has a finite number of equilibria, that we denote $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots$ $\left(x_{n}, y_{n}\right)$, with $x_{1}<x_{2}<\ldots<x_{n}$, then

- $y_{1}<y_{2}<\ldots<y_{n}$ if system (2.2) is cooperative (i.e. if $f$ and $g$ are increasing);
- $y_{1}>y_{2}>\ldots>y_{n}$ if system (2.2) is competitive (i.e. if $f$ and $g$ are decreasing).

Let us give the single notion of stability of an equilibrium point that we shall make use of throughout.
Definition 1. We say that an equilibrium point $(\bar{x}, \bar{y})$ is asymptotically stable if for all $\varepsilon>0$ there exists a neighborhood $U$ of $(\bar{x}, \bar{y})$ such that if $\left(x_{0}, y_{0}\right) \in U$, the trajectory $(x(t), y(t))$ starting from $\left(x_{0}, y_{0}\right)$ satisfies

$$
\forall t \geq 0,|x(t)-\bar{x}|+|y(t)-\bar{y}| \leq \varepsilon \quad \text { and } \quad \lim _{t \rightarrow+\infty}(x(t), y(t))=(\bar{x}, \bar{y}) .
$$

We will abusively refer to stable equilibrium points when dealing with asymptotic stable points.

From the applicative point of view, in particular, the ordering of equilibrium points means the following. If (2.2) is bistable, the two stable points will be of the type (low $x$ / low $y$ ) and (high $x /$ high $y$ ) if the system is cooperative, and of the type (low $x /$ high $y$ ) and (high $x /$ low $y$ ) if it is competitive (see Figure 2.2).

We also observe that for any $(x, y) \in \mathbb{R}_{+}$, the Jacobian matrix of the right-hand side of this ODE in $(x, y)$ is

$$
J_{(x, y)}=\left(\begin{array}{cc}
-1 & \alpha f^{\prime}(y) \\
\beta g^{\prime}(x) & -1
\end{array}\right)
$$

Since $\operatorname{Tr}\left(J_{(x, y)}\right)=-2$ and $\operatorname{det}\left(J_{(x, y)}\right)=1-\alpha \beta f^{\prime}(y) g^{\prime}(x)$, a fixed point $(\bar{x}, \bar{y})$ is stable if $\alpha \beta f^{\prime}(\bar{y}) g^{\prime}(\bar{x})<1$ and unstable if $\alpha \beta f^{\prime}(\bar{y}) g^{\prime}(\bar{x})>1$. In other words, under the hypothesis "for any fixed point $(\bar{x}, \bar{y}), \alpha \beta f^{\prime}(\bar{y}) g^{\prime}(\bar{x}) \neq 1$ ", the number of stable equilibria of (2.2) is equal to the number of time $F$ crosses the identity line 'from above', and the number of unstable equilibria to the number of times $F$ crosses the identity line 'from below'. Therefore, since $F$ is positive, increasing and bounded, system (2.2) has $d$ stable equilibria if and only if it has $d-1$ unstable equilibria. This result is proved rigorously in the next section.

### 2.2.2 Basins of attraction

Due to the particular shape of the system that we study, we have a precise result regarding the basins of attraction: if the system is monostable, then all solutions converge to the stable point, meaning that it is globally asymptotically stable. If it is bistable, then the two basins of attractions are separated by a separatrix, which is the curve of an increasing function if (2.2) is competitive and of a decreasing function if (2.2) is cooperative (see Figure 2.2). This result relies on the following proposition.

Proposition 1. Let us consider the ODE system

$$
\left\{\begin{array}{l}
\dot{x}=F(y)-x  \tag{2.3}\\
\dot{y}=G(x)-y
\end{array}\right.
$$

where $F$ and $G$ are either both increasing or both decreasing, and at least one of them is bounded. We assume that there exists $\left(\bar{x}_{u}, \bar{y}_{u}\right) \in \mathbb{R}_{+}^{2}$ an equilibrium point of (2.3) such that

$$
G^{\prime}\left(\bar{x}_{u}\right) F^{\prime}\left(\bar{y}_{u}\right)>1
$$

Then, the basin of attraction of $\left(\bar{x}_{u}, \bar{y}_{u}\right)$ has measure zero in $\mathbb{R}_{+}^{2}$. More precisely, this basin of attraction is included in a curve of the shape

$$
\{(x, \gamma(x)), x \in(a, b)\}
$$

where $a \geq 0, b \in \mathbb{R}_{+} \cup\{+\infty\}$ and $\gamma:(a, b) \rightarrow \mathbb{R}_{+}$is a continuous function. This function is decreasing if $F$ and $G$ are increasing, and increasing if $F$ and $G$ are decreasing.

Proof. We prove this result only in the competitive case: the arguments can easily be adapted to the cooperative case. First, let us note that (2.3) is strictly competitive, in the sense that when we rewrite (2.3) as $\dot{z}=\Gamma(z)$, the vector field $\Gamma=\left(\Gamma_{1}, \Gamma_{2}\right)$ underlying the ODE satisfies for all $z \in \mathbb{R}^{2}$,

$$
\frac{\partial \Gamma_{1}}{\partial z_{2}}(z)<0, \quad \frac{\partial \Gamma_{2}}{\partial z_{1}}(z)<0
$$

The strict competitiveness of the system implies that it satisfies the comparison principle, which writes as follows. Let $z, w$ be two solutions such that

$$
\begin{cases}z_{1}(0) \leq w_{1}(0) & \left(\text { resp. } z_{1}(0) \geq w_{1}(0)\right) \\ z_{2}(0)>w_{2}(0) & \left(\text { resp. } z_{2}(0)<w_{2}(0)\right)\end{cases}
$$

Then, for any $t>0$ such that $z$ and $w$ are defined on $[0, t]$,

$$
\begin{cases}z_{1}(t)<w_{1}(t) & \left(\text { resp. } z_{1}(t)>w_{1}(t)\right) \\ z_{2}(t)>w_{2}(t) & \left(\text { resp. } z_{1}(t)<w_{1}(t)\right) .\end{cases}
$$

Let $\left(x_{u}, y_{u}\right)$ be a solution of system (2.3) which converges to some equilibrium point $\left(\bar{x}_{u}, \bar{y}_{u}\right)$, and $(x, y)$ a solution of (2.3) such that

$$
\left\{\begin{array}{l}
x(0)<x_{u}(0) \\
y(0) \geq y_{u}(0) .
\end{array}\right.
$$

We assume that $(x, y)$ converges to $\left(\bar{x}_{u}, \bar{y}_{u}\right)$. An application of the comparison principle entails

$$
\forall t>0, \quad w_{1}(t):=x_{u}(t)-x(t)>0, \quad w_{2}(t):=y(t)-y_{u}(t)>0 .
$$

Hence, we may write

$$
\dot{w}_{1}=\dot{x}_{u}-\dot{x}=F\left(y_{u}\right)-x_{u}-F(y)+x=\frac{F\left(y_{u}\right)-F(y)}{y-y_{u}} w_{2}-w_{1} .
$$

Likewise,

$$
\dot{w}_{2}=\frac{G(x)-G\left(x_{u}\right)}{x_{u}-x} w_{1}-w_{2} .
$$

Since $(x, y)$ and $\left(x_{u}, y_{u}\right)$ both converge to ( $\left.\bar{x}_{u}, \bar{y}_{u}\right)$, and $F^{\prime}\left(\bar{y}_{u}\right) G^{\prime}\left(\bar{x}_{u}\right)>1$, there exist $c, d>0$ which satisfy $c d>1$, and $T>0$ such that for all $t \geq T$ :

$$
\frac{F\left(y_{u}(t)\right)-F(y(t))}{y(t)-y_{u}(t)}>c \quad \text { and } \quad \frac{G(x(t))-G\left(x_{u}(t)\right)}{x_{u}(t)-x(t)}>d .
$$

Therefore, for all $t \geq T, \dot{w}_{1}(t) \geq c w_{2}(t)-w_{1}(t)$ and $\dot{w}_{2}(t) \geq d w_{1}(t)-w_{2}(t)$. We now consider

$$
W:=(1+d) w_{1}+(1+c) w_{2} .
$$

According to the previous computations, we have, for all $t \geq T$,

$$
\begin{aligned}
\dot{W}(t) & \geq-(1+d) w_{1}(t)+c(1+d) w_{2}(t)+d(1+c) w_{1}(t)-(1+c) w_{2}(t) \\
& =\underbrace{(c d-1)}_{>0} \underbrace{\left(w_{1}(t)+w_{2}(t)\right)}_{>0}>0 .
\end{aligned}
$$

Hence, $W$ does not converge to zero, which contradicts the fact that $w_{1}$ and $w_{2}$ converge to zero. With the same reasoning, we prove that if $x(0)>x_{u}(0)$ and $y(0) \leq y_{u}(0)$, then $(x, y)$ does not converge to $\left(\bar{x}_{u}, \bar{y}_{u}\right)$.

In particular, for all $x_{0} \in \mathbb{R}_{+}$, there exists at most one $y_{0} \in \mathbb{R}_{+}$such that $\left(x_{0}, y_{0}\right)$ is in the basin of attraction of $\left(\bar{x}_{u}, \bar{y}_{u}\right)$, which proves the existence of $\gamma$. Moreover, if $\left(x_{0}, y_{0}\right)$ and $\left(x_{0}^{\prime}, y_{0}^{\prime}\right)$ are two points of this basin of attraction such that $x_{0}<x_{0}^{\prime}$, then $y_{0}<y_{0}^{\prime}$, which shows that $\gamma$ is increasing. The continuity of $\gamma$ and the connectedness of the set follow from the continuity of the solutions.

### 2.3 A criterion which ensures at most bi-stability

The main purpose of this section is to prove the following theorem:
Theorem 5. Let $f, g \in C^{3}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$two functions such that $f^{\prime}>0, g^{\prime}>0$ or $f^{\prime}<0, g^{\prime}<0$ on $\mathbb{R}_{+}$. We recall that system (2.2) refers to

$$
\left\{\begin{array}{l}
\dot{x}=\alpha f(y)-x  \tag{2.2}\\
\dot{y}=\beta g(x)-y
\end{array} .\right.
$$

Then
(i) If $\frac{1}{\sqrt{\left|f^{\prime}\right|}}$ and $\frac{1}{\sqrt{\left|g^{\prime}\right|}}$ are convex (we say that $f$ and $g$ are $\gamma^{1 / 2}$-convex), and at least one of these functions is strictly convex, then for any $\alpha, \beta>0$ system (2.2) has at most three equilibria, and is either monostable or bistable.
(ii) If $\frac{1}{\sqrt{\left|f^{\prime}\right|}}$ and $\frac{1}{\sqrt{\left|g^{\prime}\right|}}$ are concave (we say that $f$ and $g$ are $\gamma^{1 / 2}$-concave), and at least one of these functions is strictly concave, then for any $\alpha, \beta>0$, system (2.2) is monostable.

In order to determine if a given function is $\gamma^{1 / 2}$-convex or $\gamma^{1 / 2}$-concave, we provide different properties about these functions, which are summarised below.

- A function $f$ is $\gamma^{1 / 2}$-convex (resp. $\gamma^{1 / 2}$-concave) if and only if $f^{\prime} f^{(3)} \leq f^{\prime \prime 2}$ (resp. $\left.f^{\prime} f^{(3)} \geq f^{\prime \prime 2}\right)$.
- If $f$ and $g$ are $\gamma^{1 / 2}$-convex (resp. $\gamma^{1 / 2}$-concave), then $f \circ g$ is $\gamma^{1 / 2}$-convex (resp. $\gamma^{1 / 2}$-concave).
- $x \mapsto x^{a}$ is strictly $\gamma^{1 / 2}$-convex if $|a|>1$, strictly $\gamma^{1 / 2}$-concave if $0<|a|<1$.
- The only functions which are both $\gamma^{1 / 2}$-convex and $\gamma^{1 / 2}$-concave are the affine and the homographic functions.
- A strictly monotonic function $f$ is $\gamma^{1 / 2}$-convex if and only if $f^{-1}$ is $\gamma^{1 / 2}$-concave.

The rest of this section is devoted to proving Theorem 5 and the above properties regarding $\gamma^{1 / 2}$-convexity.

### 2.3.1 A priori bounds on the number of fixed points

In what follows, $I$ will denote an arbitrary (possibly unbounded) interval of $\mathbb{R}$.
The first proposition and its corollary prove an intuitive fact about the fixed points of a function and the sign of its derivative at this point. As explained in the preliminary results, this proposition is the basis for all the results of this section.
Proposition 2. Let $f \in C^{1}(I, \mathbb{R})$. If $f$ has $2 n$ fixed points or more ( $n \in \mathbb{N}^{*}$ ), then there exist $x_{1}^{-}<x_{2}^{-}<\ldots<x_{n}^{-}$and $x_{1}^{+}<x_{2}^{+}<\ldots<x_{n}^{+}$some fixed points of $f$ such that, for any $i \in\{1, \ldots, n\}$ :

$$
f^{\prime}\left(x_{i}^{-}\right) \leq 1 \quad \text { and } \quad f^{\prime}\left(x_{i}^{+}\right) \geq 1 .
$$

Conversely, if there exist $n$ fixed points of $f$, denoted $x_{1}<x_{2}<\ldots<x_{n}$ such that

$$
\forall i \in\{1, \ldots, n\}, \quad f^{\prime}\left(x_{i}\right)<1 \quad \text { or } \quad \forall i \in\{1, \ldots, n\}, \quad f^{\prime}\left(x_{i}\right)>1,
$$

then $f$ has at least $2 n-1$ fixed points.

Proof. The first implication can clearly be proved by induction. The main difficulty lies in the base case, $i . e$. in the case $n=1$. Let us denote

$$
F:=f-\mathrm{id} .
$$

If $F$ has a finite number of roots, or more generally, if the set of the roots of $F$ does not have an accumulation point, the result immediately holds, since $F$ reaches it roots 'from above' and 'from below' alternatively. Otherwise, we consider a bounded sequence of roots of $F$, denoted $\left(c_{n}\right)$, and we assume that for any $n \in \mathbb{N}, F^{\prime}\left(c_{n}\right)<0\left(\right.$ or $\left.F^{\prime}\left(c_{n}\right)>0\right)$. Since $\left(c_{n}\right)$ is bounded, we can extract a convergent subsequence, and we denote $c$ its limit. According to the continuity of $F, F(c)=0$ and, according to its differentiability, $F^{\prime}(c)=\lim _{n \rightarrow+\infty} \frac{F(c)-F\left(c_{n}\right)}{c-c_{n}}=0$, which proves the result.

The converse implication simply stems from applying the intermediate value theorem to the function $F$.

Corollary 3. Let us assume that $I=\mathbb{R}$ (or $\mathbb{R}_{+}^{*}$ ) and that $f$ is positive and bounded. If $f$ has $2 n$ fixed points or more $\left(n \in \mathbb{N}^{*}\right)$, then there exist $x_{1}^{-}<\ldots<x_{n+1}^{-}$some fixed points of $f$ such that for any $i \in\{1, \ldots, n+1\}$

$$
f^{\prime}\left(x_{i}^{-}\right) \leq 1
$$

Conversely, if there exist $n$ fixed points of $f$ (denoted $x_{1}, \ldots, x_{n}$ ) such that

$$
\forall i \in\{1, \ldots, n\}, \quad f^{\prime}\left(x_{i}\right)>1
$$

then $f$ has at least $2 n+1$ fixed points.
Proof. We note that

$$
E:=\{x \in \mathbb{R}: f(x)=x\}
$$

is a closed and bounded set, and thus that it is compact. Hence, it has a minimum and a maximum element, that we denote $x^{m}$ and $x^{M}$. Since for all $x<x^{m}$ and all $x>x^{M}$, $f(x)>x$, then $f^{\prime}\left(x^{m}\right) \leq 1, f^{\prime}\left(x^{M}\right) \leq 1$.

Therefore, if $f$ has at least $2 n$ fixed points, then it has at least $2 n-2$ fixed points on $\left(x^{m}, x^{M}\right)$. Likewise, if there exist $x_{1}, \ldots, x_{n}$ such that $f^{\prime}\left(x_{i}\right)>1$ for all $i \in\{1, \ldots, n\}$, then $x_{1}, \ldots, x_{n} \in\left(x^{m}, x^{M}\right)$.

We conclude by applying the previous proposition on $\left(x^{m}, x^{M}\right)$.

### 2.3.2 Properties of $\gamma^{1 / 2}$-convex functions

We now use these two results (in the specific cases $n=1$ and $n=2$ ) in order to establish a convexity criterion related to the derivative of the function of interest. It ensures that this function cannot have more than three fixed points.

Proposition 4. Let $f \in C^{1}(I, \mathbb{R})$. Let us assume that there exists $\Psi: f^{\prime}(I) \rightarrow \mathbb{R} a$ function which satisfies the four following conditions:
(i) $\Psi(1)=1$
(ii) $\forall x \leq 1, \Psi(x) \geq 1$
(iii) $\forall x \geq 1, \Psi(x) \leq 1$
(iv) $\Psi \circ f^{\prime}$ is strictly convex or strictly concave.

Then, $f$ has at most three fixed points. In the case where $\Psi \circ f^{\prime}$ is strictly concave, if we make the stronger assumption that $I=\mathbb{R}$ or $\mathbb{R}_{+}$and $f$ is bounded, then $f$ has a unique fixed point.

In particular, if $f^{\prime}>0$ and if there exists $\alpha>0$ such that

$$
\gamma_{f}^{\alpha}:=\left(\frac{1}{f^{\prime}}\right)^{\alpha}
$$

is strictly convex or strictly concave, then $f$ has at most three fixed points.
Proof. We show the contrapositive. Let us assume that $f$ has four fixed points or more, and let $\Psi$ be a function which satisfies the first three points of the proposition. According to Proposition 2, there exist $x_{1}, x_{2}, y_{1}, y_{2}$ four distinct points such that, for $i \in\{1,2\}$

$$
\begin{aligned}
f\left(x_{i}\right) & =x_{i} \quad \text { and } \quad f\left(y_{i}\right)
\end{aligned}=y_{i}, ~=\quad \text { and } \quad f^{\prime}\left(y_{i}\right) \leq 1 .
$$

According to the mean value therorem, there exists $\theta, \theta^{\prime} \in(0,1)$ such that
$f^{\prime}\left(\theta x_{1}+(1-\theta) x_{2}\right)=\frac{f\left(x_{1}\right)-f\left(x_{2}\right)}{x_{1}-x_{2}}=1 \quad$ and $\quad f^{\prime}\left(\theta^{\prime} y_{1}+\left(1-\theta^{\prime}\right) y_{2}\right)=\frac{f\left(y_{1}\right)-f\left(y_{2}\right)}{y_{1}-y_{2}}=1$.
Thus,

$$
\theta \Psi\left(f^{\prime}\left(x_{1}\right)\right)+(1-\theta) \Psi\left(f^{\prime}\left(x_{2}\right)\right) \leq \theta+(1-\theta)=1=\Psi\left(f^{\prime}\left(\theta x_{1}+(1-\theta) x_{2}\right)\right)
$$

and

$$
\theta^{\prime} \Psi\left(f^{\prime}\left(y_{1}\right)\right)+\left(1-\theta^{\prime}\right) \Psi\left(f^{\prime}\left(y_{2}\right)\right) \geq \theta^{\prime}+\left(1-\theta^{\prime}\right)=1=\Psi\left(f^{\prime}\left(\theta^{\prime} y_{1}+\left(1-\theta^{\prime}\right) y_{2}\right)\right)
$$

which proves that $\Psi \circ f$ is neither strictly convex nor strictly concave.
When $f$ is bounded and positive, we argue similarly but with the help of Corollary 3 .

We recall and extend the definition of $\gamma_{f}^{\alpha}$ for any $\alpha>0$ and function $f \in C^{1}(I, \mathbb{R})$ such that $\left|f^{\prime}\right|>0$ :

$$
\begin{aligned}
\gamma_{f}^{\alpha}: I & \longrightarrow \mathbb{R}_{+} \\
x & \longmapsto\left(\frac{1}{\left|f^{\prime}(x)\right|}\right)^{\alpha}
\end{aligned}
$$

The following lemma provides a straightforward way to decide whether a given function $f$ satisfies one of the ' $\gamma^{\alpha}$-properties'.

Lemma 1. Let $f \in C^{3}(I, \mathbb{R})$ a strictly monotonic function. Then $\gamma_{f}^{\alpha}$ is convex (resp. concave) if and only if

$$
f^{\prime} f^{(3)} \leq(\alpha+1) f^{\prime \prime 2} \quad\left(\text { resp. } f^{\prime} f^{(3)} \geq(\alpha+1) f^{\prime \prime 2}\right)
$$

on $I$, and strictly convex (resp. strictly concave) if and only if

$$
f^{\prime} f^{(3)}<(\alpha+1) f^{\prime \prime 2} \quad\left(\text { resp. } f^{\prime} f^{(3)}>(\alpha+1) f^{\prime \prime 2}\right)
$$

on a dense subset of $I$.

Proof. First, let us note that for any $f$ which satisfies the hypotheses, we have $\gamma_{-f}^{\alpha}=\gamma_{f}^{\alpha}$. We may hence assume $f^{\prime}>0$ without loss of generality.

We recall that a function $F \in C^{2}(I, \mathbb{R})$ is strictly convex (resp. strictly concave) if and only if $F^{\prime \prime}>0$ (resp. $F^{\prime \prime}<0$ ) on a dense subset of $I$. Computing the second derivative of $\gamma_{f}^{\alpha}$, we find

$$
\gamma_{f}^{\alpha \prime \prime}=-\alpha \frac{f^{\prime} f^{(3)}-(\alpha+1) f^{\prime \prime 2}}{f^{\prime \alpha+2}} .
$$

The result immediately follows.
In general, if $\gamma_{f}^{\alpha}$ and $\gamma_{g}^{\alpha}$ are convex (or concave), $\gamma_{f \circ g}^{\alpha}$ has no reason to be. The case $\alpha=\frac{1}{2}$ stands out since the property is stable under composition, as we shall see. Since $\gamma_{f}^{1 / 2}$ will play a crucial role in what follows, we recall its definition here:

Definition $2 \gamma^{1 / 2}$-convex function. Let $f \in C^{3}(I, \mathbb{R})$ be a strictly monotonic function. We recall that

$$
\begin{aligned}
& \gamma_{f}^{1 / 2}: I \longrightarrow \mathbb{R} \\
& x \longmapsto \frac{1}{\sqrt{\left|f^{\prime}(x)\right|}}
\end{aligned}
$$

We say that

- $f$ is $\gamma^{1 / 2}$-convex if $\gamma_{f}^{1 / 2}$ is convex $\left(\Longleftrightarrow f^{\prime} f^{(3)} \leq \frac{3}{2} f^{\prime \prime 2}\right.$ on $\left.I\right)$.
- $f$ is strictly $\gamma^{1 / 2}$-convex if $\gamma_{f}^{1 / 2}$ is strictly convex $\left(\Longleftrightarrow f^{\prime} f^{(3)}<\frac{3}{2} f^{\prime \prime 2}\right.$ on a dense subset of $I$ ).
- $f$ is $\gamma^{1 / 2}$-concave if $\gamma_{f}^{1 / 2}$ is concave $\left(\Longleftrightarrow f^{\prime} f^{(3)} \geq \frac{3}{2} f^{\prime \prime 2}\right.$ on $I$ ).
- $f$ is srictly $\gamma^{1 / 2}$-concave if $\gamma_{f}^{1 / 2}$ is strictly concave $\left(\Longleftrightarrow f^{\prime} f^{(3)}>\frac{3}{2} f^{\prime \prime 2}\right.$ on a dense subset of $I$ ).

Proposition 5. Let $g \in C^{3}(I, \mathbb{R}), f \in C^{3}(g(I), \mathbb{R})$. Then

$$
f, g \gamma^{1 / 2} \text {-convex (resp. } \gamma^{1 / 2} \text {-concave) } \Longrightarrow f \circ g \gamma^{1 / 2} \text {-convex (resp. } \gamma^{1 / 2} \text {-concave). }
$$

Furthermore, if in the above either $f$ or $g$ is strictly $\gamma^{1 / 2}$-convex (resp. $\gamma^{1 / 2}$-concave), then $f \circ g$ is strictly $\gamma^{1 / 2}$-convex (resp. $\gamma^{1 / 2}$-concave).

Proof. Let us denote $h:=f \circ g$ and compute its third-order derivative:

$$
h^{(3)}=g^{(3)}(f \circ g)+3 g^{\prime} g^{\prime \prime}\left(f^{\prime} \circ g\right)+g^{\prime 3}\left(f^{\prime \prime} \circ g\right) .
$$

Thus

$$
\begin{aligned}
h^{\prime} h^{(3)}-(\alpha+1) h^{\prime \prime 2}= & g^{\prime 4}\left[\left(f^{\prime} \circ g\right)\left(f^{(3)} \circ g\right)-(\alpha+1)\left(f^{\prime \prime} \circ g\right)^{2}\right] \\
& +\left(f^{\prime} \circ g\right)^{2}\left[g^{\prime} g^{(3)}-(\alpha+1) g^{\prime \prime 2}\right]+(3-2(\alpha+1)) g^{\prime 2} g^{\prime \prime}\left(f^{\prime} \circ g\right)\left(f^{\prime \prime} \circ g\right) .
\end{aligned}
$$

In the particular case where $\alpha=\frac{1}{2}, 3-2(\alpha+1)=0$, which shows that the last term vanishes. The previous lemma concludes the proof since the other two terms have the appropriate signs.

We now give examples of $\gamma^{1 / 2}$-convex/concave functions. The main point is that a function $f$ is $\gamma^{1 / 2}$-convex/concave if and only if, for any affine or homographic function $h$, the composite functions $h \circ f$ and $f \circ g$ are also $\gamma^{1 / 2}$-convex/concave.

Example. 1. $f$ is both $\gamma^{1 / 2}$-convex and $\gamma^{1 / 2}$-concave if and only if $f$ is an affine function or a homographic function, i.e., if there exist $a, b, c, d \in \mathbb{R}$ such that

$$
f=x \longmapsto \frac{a x+b}{c x+d}
$$

2. We consider, for all $\nu \in \mathbb{R}$, the function $x \mapsto x^{\nu}$ on $\mathbb{R}_{+}^{*}$.

- If $|\nu|>1$, then $x \mapsto x^{\nu}$ is strictly $\gamma^{1 / 2}$-convex on $\mathbb{R}_{+}^{*}$.
- If $|\nu|<1$, then $x \mapsto x^{\nu}$ is strictly $\gamma^{1 / 2}$-concave on $\mathbb{R}_{+}^{*}$.

3. $x \mapsto e^{x}$ is strictly $\gamma^{1 / 2}$-convex on $\mathbb{R}$.

Remark. According to Proposition 5, all the functions of the form

$$
x \longmapsto\left(\frac{a x^{\nu}+b}{c x^{\nu}+d}\right)^{\mu}
$$

with $\nu, \mu \geq 1$ and $\nu>1$ or $\mu>1$ are strictly $\gamma^{1 / 2}$-convex. Many common sigmoid functions are $\gamma^{1 / 2}$-convex, as shown in Appendix B.3.
Proof. 1. First, let us assume that $f: x \mapsto \frac{a x+b}{c x+d}$ (which is defined on $\mathbb{R}$ if $c=0$ and on $(-\infty,-d / c) \cup(-d / c,+\infty)$ otherwise $)$.
Then, for any $x$ in its domain,

$$
f^{\prime}(x)=\frac{a d-c b}{(c x+d)^{2}}, \quad f^{\prime \prime}(x)=-2 c \frac{a d-c b}{(c x+d)^{3}}, \quad f^{(3)}(x)=6 c^{2} \frac{a d-c b}{(c x+d)^{4}} .
$$

Thus,

$$
f^{\prime}(x) f^{(3)}(x)-\frac{3}{2} f^{\prime \prime}(x)^{2}=0
$$

Hence, $f$ is indeed $\gamma^{1 / 2}$-convex and $\gamma^{1 / 2}$-concave.
Conversely, let us assume that $f$ is both $\gamma^{1 / 2}$-convex and $\gamma^{1 / 2}$-concave, i.e., that $\frac{1}{\sqrt{\left|f^{\prime}\right|}}$ is an affine function. Then, there exist $\alpha, \beta \in \mathbb{R}$ such that for all $x \geq 0$ $\frac{1}{\sqrt{\left|f^{\prime}(x)\right|}}=\alpha x+\beta$. Thus,

$$
f^{\prime}(x)= \pm \frac{1}{(\alpha x+\beta)^{2}}
$$

Integrating, we conclude that $f$ is of the announced form $x \mapsto \frac{a x+b}{c x+d}$.
2. We recall that the function $x \mapsto x^{\beta}$ is strictly convex on $\mathbb{R}_{+}^{*}$ if and only if $\beta>1$ or $\beta<0$ and strictly concave if and only if $\beta \in(0,1)$.
Hence, since the derivative of $x \mapsto x^{\nu}$ is $x \mapsto \nu x^{\nu-1}, x \mapsto x^{\nu}$ is strictly $\gamma^{1 / 2}$-convex if and only if $|\nu|>1$. Likewise, $x \mapsto x^{\nu}$ is strictly $\gamma^{1 / 2}$ - concave if and only if $|\nu|<1$.
3. Since, for all $x \in \mathbb{R}$,

$$
\frac{1}{\sqrt{\left(e^{x}\right)^{\prime}}}=e^{-\frac{1}{2} x}
$$

the result immediately follows, owing to the strict convexity of $x \mapsto e^{-\frac{1}{2} x}$.

Non-local characterisation. The $\gamma^{1 / 2}$-convexity/concavity of a function can surprisingly be written under a non-local form. Although this characterisation is generally less suitable to check if a given function is $\gamma^{1 / 2}$-convex/concave, it can be useful to understand why the $\gamma^{1 / 2}$-convexity/concavity is especially adapted to our problem. Indeed, the fact that the ' $\gamma^{1 / 2}$-properties' are stable by composition and that they ensure that a function has at most three fixed points can easily be proved by considering this non-local form.

Proposition 6. Let $f \in C^{3}(I, \mathbb{R})$. Then

- $f$ is $\gamma^{1 / 2}$-convex (resp. $\gamma^{1 / 2}$-concave) if and only if for any $x, y \in I, x \neq y$,

$$
f^{\prime}(x) f^{\prime}(y) \leq\left(\frac{f(x)-f(y)}{x-y}\right)^{2} \quad\left(\text { resp. } f^{\prime}(x) f^{\prime}(y) \geq\left(\frac{f(x)-f(y)}{x-y}\right)^{2}\right)
$$

- $f$ is strictly $\gamma^{1 / 2}$-convex (resp. strictly $\gamma^{1 / 2}$-concave) if and only if for any $x, y \in I$, $x \neq y$,

$$
f^{\prime}(x) f^{\prime}(y)<\left(\frac{f(x)-f(y)}{x-y}\right)^{2} \quad\left(\text { resp. } f^{\prime}(x) f^{\prime}(y)>\left(\frac{f(x)-f(y)}{x-y}\right)^{2}\right)
$$

Proof. We only prove the $\gamma^{1 / 2}$-convex case. Let us assume that $f$ is $\gamma^{1 / 2}$-convex, and let $y \in I$. We define $I_{y}^{-}=\{x \in I: x<y\}$ and $I_{y}^{+}=\{x \in I: x>y\}$, and we introduce the homographic function

$$
h_{y}(x):=\frac{f^{\prime}(y)}{x-f(y)}
$$

which is well defined on $(-\infty, f(y))$ and on $(f(y),+\infty)$. As seen in the examples, and according to Proposition 5, $h_{y} \circ f$ is $\gamma^{1 / 2}$-convex on $I_{y}^{-}$and on $I_{y}^{+}$. In other words, $\gamma_{h_{y} \circ f}^{1 / 2}=\frac{1}{\sqrt{\mid\left(h_{y} \circ f \mid\right)^{\prime}}}$ is convex on $I_{y}^{-}$and on $I_{y}^{+}$, and for all $x \in I \backslash\{y\}$,

$$
\gamma_{h_{y} \circ f}^{1 / 2}(x)=\frac{|f(x)-f(y)|}{\sqrt{f^{\prime}(x) f^{\prime}(y)}}
$$

We observe that $\gamma_{h_{y} \circ f}^{1 / 2}$ can be extended by continuity at $y$ by defining $\gamma_{h_{y} \circ f}^{1 / 2}(y)=0$. We now assume that $f^{\prime}>0$ (the case $f^{\prime}<0$ is similar). Then, for any $x \in I \backslash\{y\}$,

$$
\gamma_{h_{y} \circ f}^{1 / 2}{ }^{\prime}(x)=\operatorname{sgn}(x-y)\left(\sqrt{\frac{f^{\prime}(x)}{f^{\prime}(y)}}-(f(x)-f(y)) \frac{f^{\prime \prime}(x)}{2\left(f^{\prime}(x) f^{\prime}(y)\right)^{3 / 2}}\right) .
$$

Thus,

$$
\gamma_{h_{y} \circ f}^{1 / 2} 2^{\prime}(x) \underset{x \rightarrow y^{-}}{\longrightarrow}-1 \quad \text { and } \quad \gamma_{h_{y} \circ f}^{1 / 2^{\prime}}(x) \underset{x \rightarrow y^{+}}{\longrightarrow} 1 .
$$

Since $\gamma_{h_{y} \circ f}^{1 / 2}$ is convex on $I_{y}^{-}$and on $I_{y}^{+}, \gamma_{h_{y} \circ f}^{1 / 2}$ lies above its tangent at $y$ on these two intervals, i.e.,

- For all $x \in I_{y}^{+}, \gamma_{h_{y} \circ f}^{1 / 2} \geq-(x-y)$.
- For all $x \in I_{y}^{-}, \gamma_{h_{y} \circ f}^{1 / 2} \geq(x-y)$.

Therefore, for all $x \in I \backslash\{y\}$,

$$
\frac{|f(x)-f(y)|}{\sqrt{f^{\prime}(x) f^{\prime}(y)}} \geq|x-y|
$$

which proves

$$
f^{\prime}(x) f^{\prime}(y) \leq\left(\frac{f(x)-f(y)}{x-y}\right)^{2} .
$$

If $f$ is strictly $\gamma^{1 / 2}$-convex, then these inequalities become strict, which proves the second point.

Now, let us prove the converse assertion. We assume that for any $x, y \in I, x \neq y$,

$$
f^{\prime}(x) f^{\prime}(y) \leq\left(\frac{f(x)-f(y)}{x-y}\right)^{2} .
$$

Then for any $x>0, \varepsilon \in \mathbb{R}$ small enough,

$$
f^{\prime}(x) f^{\prime}(x+\varepsilon)-\left(\frac{f(x+\varepsilon)-f(x)}{\varepsilon}\right)^{2} \leq 0
$$

A Taylor-expansion of the left-hand side leads to

$$
\varepsilon^{2}\left(\frac{1}{6} f^{\prime}(x) f^{(3)}(x)-\frac{1}{4} f^{\prime \prime}(x)^{2}\right)+o\left(\varepsilon^{2}\right) \leq 0
$$

which implies the inequality

$$
f^{\prime}(x) f^{(3)}(x) \leq \frac{3}{2} f^{\prime \prime}(x)^{2} .
$$

In the case where, for any $x \neq y$

$$
f^{\prime}(x) f^{\prime}(y)<\left(\frac{f(x)-f(y)}{x-y}\right)^{2},
$$

this inequality becomes strict in a dense subset of $I$. Indeed, let us assume that there exists a segment $J \subset I$ such that

$$
f^{\prime} f^{(3)}=\frac{3}{2} f^{\prime \prime 2} \quad \text { on } J .
$$

Then, according to the examples, $f_{\mid J}$ is a homographic or an affine function, i.e., there exist $a, b, c, d \in \mathbb{R}$ such that:

$$
\forall x \in J, \quad f(x)=\frac{a x+b}{c x+d} .
$$

Then, for all $x, y \in J$,

$$
f^{\prime}(x) f^{\prime}(y)=\left(\frac{(a d-c b)}{(c x+d)(c y+d)}\right)^{2}=\left(\frac{f(x)-f(y)}{x-y}\right)^{2}
$$

which contradicts the strict inequality.
We now use this non-local characterisation in order to prove the last result concerning the $\gamma^{1 / 2}$-convexity/concavity.

Proposition 7. A strictly monotonic function $f$ is (strictly) $\gamma^{1 / 2}$-convex if and only if $f^{-1}$ is (strictly) $\gamma^{1 / 2}$-concave.

Proof. By applying the formula for the derivative of an inverse function, we have, for any $x \neq y$,

$$
f^{-1^{\prime}}(x) f^{-1^{\prime}}(y)=\frac{1}{f^{\prime}\left(f^{-1}(x)\right) f^{\prime}\left(f^{-1}(y)\right)}
$$

If $f$ is $\gamma^{1 / 2}$-convex, then, according to the non-local characterisation,

$$
f^{\prime}\left(f^{-1}(x)\right) f^{\prime}\left(f^{-1}(y)\right) \leq\left(\frac{f\left(f^{-1}(x)\right)-f\left(f^{-1}(y)\right)}{f^{-1}(x)-f^{-1}(y)}\right)^{2}=\left(\frac{x-y}{f^{-1}(x)-f^{-1}(y)}\right)^{2} .
$$

Hence,

$$
f^{-1^{\prime}}(x) f^{-1^{\prime}}(y) \geq\left(\frac{f^{-1}(x)-f^{-1}(y)}{x-y}\right)^{2}
$$

We prove the converse with the same method.
Let us finally come to the proof of our main theorem 5, namely:
Theorem 5. Let $f, g \in C^{3}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$be two functions such that $f^{\prime}>0, g^{\prime}>0$ or $f^{\prime}<$ $0, g^{\prime}<0$ on $\mathbb{R}_{+}$. We recall that system (2.2) refers to

$$
\left\{\begin{array}{l}
\dot{x}=\alpha f(y)-x  \tag{2.2}\\
\dot{y}=\beta g(x)-y
\end{array} .\right.
$$

Then
(i) If $f$ and $g$ are $\gamma^{1 / 2}$-convex, and (at least) one of these functions is strictly $\gamma^{1 / 2}$ convex, then for any $\alpha, \beta>0$ system (2.2) has at most three equilibria, and is either monostable or bistable.
(ii) If $f$ and $g$ are $\gamma^{1 / 2}$-concave, and (at least) one of these functions is strictly $\gamma^{1 / 2}$ concave, then for any $\alpha, \beta>0$, system (2.2) is monostable.

Proof. (i) As evidenced by the examples, composing with an affine function does not change the $\gamma^{1 / 2}$-convexity/concavity of the functions. Hence, according to Proposition 5, under the first hypothesis, $x \mapsto \alpha f(\beta g(x))$ is strictly $\gamma^{1 / 2}$-convex. According to Proposition 4, this function has at most three fixed points, which shows that system (2.2) has at most three equilibria.
Moreover, it is well-known that the basins of attraction of stable equilibrium points are open sets. Indeed, if $\bar{x}_{s}$ is a stable equilibrium of a differential equation, then, by definition, there exists an open set $U$ which contains $\bar{x}_{s}$ and which is included in the basin of attraction. Let $x_{0}$ be a point of this basin. By denoting $\Phi_{T}$ the flow associated to this ODE at time $T$, we get $\Phi_{T}\left(x_{0}\right) \in U$ for $T$ large enough, and $\Phi_{T}^{-1}(U)$ is thus a neighborhood of $x_{0}$ which is included in the basin of attraction of $\bar{x}_{s}$.
Hence the system cannot be tristable, and is thus at most bistable.
(ii) Under this second hypothesis, $x \mapsto \alpha f(\beta g(x))$ is $\gamma^{1 / 2}$-concave. According to Proposition 4, this proves that $x \mapsto \alpha f(\beta g(x))$ has a unique equilibrium, and thus that system (2.2) is monostable.

### 2.4 Determining the parameters for mono/bistability

In the previous section, we have shown that, under general hypotheses on $f$ and $g$, the system

$$
\left\{\begin{array}{l}
\dot{x}=\alpha f(y)-x  \tag{2.2}\\
\dot{y}=\beta g(x)-y
\end{array}\right.
$$

is either monostable or bistable. The purpose of this section is, once the functions $f, g$ are fixed, to determine which parameters $\alpha, \beta$ induce a monostable system, and which ones induce a bistable system.

To answer this question, we introduce a general framework that will encompass this particular result. Using this framework, we will also recover the result of the third section, which states that, under some hypotheses, system (2.2) cannot have more than two stable equilibria.

### 2.4.1 General framework

We introduce a family of sets: for $n \in \mathbb{N}^{*}$, let

$$
E_{n}:=\left\{(x, y) \in\left(\mathbb{R}_{+}^{n}\right)^{2}: \forall i \neq j, \frac{x_{i}}{f\left(y_{i}\right)}=\frac{x_{j}}{f\left(y_{j}\right)}, \frac{y_{i}}{g\left(x_{i}\right)}=\frac{y_{j}}{g\left(x_{j}\right)}, x_{i} \neq x_{j}\right\}
$$

Notice that, since $f$ and $g$ are one-to-one, $E_{n}$ can also be written

$$
E_{n}=\left\{(x, y) \in\left(\mathbb{R}_{+}^{n}\right)^{2}: \forall i \neq j, \frac{x_{i}}{f\left(y_{i}\right)}=\frac{x_{j}}{f\left(y_{j}\right)}, \frac{y_{i}}{g\left(x_{i}\right)}=\frac{y_{j}}{g\left(x_{j}\right)}, y_{i} \neq y_{j}\right\}
$$

By convention, we take $E_{1}=\mathbb{R}_{+}^{2}$. We also introduce two subsets of the above sets $E_{n}$ :

$$
\begin{aligned}
& E_{n}^{>}:=\left\{(x, y) \in E_{n}: \min _{i \in\{1, \ldots, n\}}\left(\frac{x_{i} g^{\prime}\left(x_{i}\right)}{g\left(x_{i}\right)} \frac{y_{i} f^{\prime}\left(y_{i}\right)}{f\left(y_{i}\right)}\right)>1\right\} \\
& E_{n}^{>}:=\left\{(x, y) \in E_{n}: \min _{i \in\{1, \ldots, n\}}\left(\frac{x_{i} g^{\prime}\left(x_{i}\right)}{g\left(x_{i}\right)} \frac{y_{i} f^{\prime}\left(y_{i}\right)}{f\left(y_{i}\right)}\right) \geq 1\right\}
\end{aligned}
$$

We note that, in the particular case $n=1, E_{1}^{\geq}$is the closure of $E_{1}^{>}$.
We also introduce

$$
\begin{aligned}
G_{n}: E_{n} & \longrightarrow \mathbb{R}_{+}^{2} \\
(x, y) & \longmapsto\left(\frac{x_{i}}{f\left(y_{i}\right)}, \frac{y_{i}}{g\left(x_{i}\right)}\right),
\end{aligned}
$$

for some $i \in\{1, \ldots, n\}$. Remark that by the definition of $E_{n}$, the function $G_{n}$ is welldefined since the choice of $i$ is arbitrary.

The following property explains how the sets $E_{n}^{>}$and $E_{n}^{>}$and the function $G_{n}$ can be used to study the number of equilibria of (2.2).

Proposition 8. Let $n \in \mathbb{N}^{*}$.

- If $(\alpha, \beta) \in G_{n}\left(E_{n}^{>}\right)$, then system (2.2) has at least $2 n+1$ equilibria.
- If system (2.2) has $2 n$ equilibria or more, then $(\alpha, \beta) \in G_{n}\left(E_{n}^{\geq}\right)$.

Here is a direct and useful consequence of this proposition:
Corollary 9. If $E_{n}^{>}=\emptyset$, then for any choice of $\alpha$, $\beta$, system (2.2) has at most $2 n-1$ equilibria.

Proof of Proposition 8. Let us assume that $E_{n}^{>} \neq \emptyset$, and let $(\alpha, \beta) \in G_{n}\left(E_{n}^{>}\right)$. Then, there exists $(x, y) \in E_{n}$ such that, for all $i \in\{1, \ldots, n\}$,

$$
\frac{x_{i} g^{\prime}\left(x_{i}\right)}{g\left(x_{i}\right)} \frac{y_{i} f^{\prime}\left(y_{i}\right)}{f\left(y_{i}\right)}>1, \quad \text { and } \quad \alpha=\frac{x_{i}}{f\left(y_{i}\right)}, \quad \beta=\frac{y_{i}}{g\left(x_{i}\right)}
$$

In other words, all the points $\left(x_{i}, y_{i}\right)$ are equilibria of the system, and satisfy $\alpha \beta f^{\prime}\left(y_{i}\right) g^{\prime}\left(x_{i}\right)>$ 1. According to Corollary 3, this proves that $x \mapsto \alpha f(\beta g(x))$ has at least $2 n+1$ fixed points, and thus that system (2.2) has at least $2 n+1$ equilibria.

Now, let us assume that system (2.2) has at least $2 n$ equilibria. According to Proposition 2 , there exist at least $n$ of these equilibria (denoted $\left.\left(\bar{x}_{1}, \bar{y}_{1}\right), \ldots,\left(\bar{x}_{n}, \bar{y}_{n}\right)\right)$ which satisfy $\alpha \beta f^{\prime}\left(\bar{y}_{i}\right) g^{\prime}\left(\bar{x}_{i}\right) \geq 1$. Since each $\left(\bar{x}_{i}, \bar{y}_{i}\right)$ is an equilibrium of $(2.2)$, then for all $i \in\{1, \cdots, n\}$,

$$
\alpha=\frac{\bar{x}_{i}}{f\left(\bar{y}_{i}\right)}, \quad \beta=\frac{\bar{y}_{i}}{g\left(\bar{x}_{i}\right)}
$$

which proves that $(\alpha, \beta) \in G_{n}\left(E_{n}^{>}\right)$.

### 2.4.2 Application to $n=1$ : determining the parameters for mono/bistability

## General statement

In [26], Cherry and Adler state conditions on $f, g$ which ensure that, for some values of $\alpha, \beta$, system (2.2) is multistable. As seen in Section 2.2, under the hypotheses of Theorem 5 , this system is at most bistable, which means that multistability actually simplifies to mere bistability.

In the following theorem, we improve this result in order to identify, depending on $f$ and $g$, the spaces of parameters $(\alpha, \beta)$ for which the system is monostable or bistable. From now on, $\bar{A}$ denotes the closure of a set $A \subset \mathbb{R}^{2}$, and $A^{C}$ its complement.

Theorem 6. Let us define

$$
E_{1}^{>}:=\left\{(x, y) \in \mathbb{R}_{+}^{2}:\left(\frac{x g^{\prime}(x)}{g(x)} \frac{y f^{\prime}(y)}{f(y)}\right)>1\right\}
$$

and

$$
G_{1}:(x, y) \longmapsto\left(\frac{x}{f(y)}, \frac{y}{g(x)}\right) \text { for }(x, y) \in \mathbb{R}_{+}^{2}
$$

Let us assume that $f$ and $g$ are both $\gamma^{1 / 2}$-convex, and that at least one of them is strictly $\gamma^{1 / 2}$-convex. We have the following alternative:

- If $(\alpha, \beta) \in G_{1}\left(E_{1}^{>}\right)$, then (2.2) has exactly three equilibria, among which exactly two stable equilibria.
- If $(\alpha, \beta) \in{\overline{G_{1}\left(E_{1}^{>}\right)}}^{C}$, then (2.2) has a unique equilibrium, which is stable.

Proof. This is a direct consequence of Proposition 8, applied with $n=1$.

Remark. We note that, if $E_{1}^{>}=\emptyset$, i.e., if

$$
\sup _{x>0}\left(\left|\frac{x g^{\prime}(x)}{g(x)}\right|\right) \sup _{y>0}\left(\left|\frac{y f^{\prime}(y)}{f(y)}\right|\right)<1,
$$

then (2.2) is monostable for any $\alpha, \beta$, which is nothing but the theorem of Cherry and Adler in [26].

In general, this criterion does not lead to an explicit expression of $G_{1}\left(E_{1}^{>}\right)$, but it does for $E_{1}^{>}$. Hence, the set $G_{1}\left(E_{1}^{>}\right)$is numerically easily derived. These computations may be significantly facilitated by assuming that the system is symmetric, i.e., of the form

$$
\left\{\begin{array}{l}
\dot{x}=\alpha f(y)-x  \tag{2.4}\\
\dot{y}=\alpha f(x)-y .
\end{array}\right.
$$

In this very special case, we are led to studying the fixed points of $x \mapsto \alpha f(\alpha f(x))$. Since any fixed point of $\alpha f$ is also a fixed point of $\alpha f \circ \alpha f$, this system has at least one 'diagonal' equilibrium, i.e., an equilibrium of the form $(\bar{x}, \bar{x})$. The search for fixed points is thus made much simpler, and we obtain the following proposition.

Proposition 10. Let us define

$$
E_{s}^{>}:=\left\{x \in \mathbb{R}_{+}:\left|\frac{x f^{\prime}(x)}{f(x)}\right|>1\right\}
$$

and

$$
\begin{aligned}
G_{s}: E_{s}^{>} & \longrightarrow \mathbb{R}_{+} \\
x & \longmapsto \frac{x}{f(x)} .
\end{aligned}
$$

$G_{s}$ is increasing if $f$ is decreasing, and decreasing if $f$ is increasing. Moreover,

- If $\alpha \in G_{s}\left(E_{s}^{>}\right)$, then system (2.4) has three equilibria, and is bistable.
- If $\alpha \in{\overline{G_{s}\left(E_{s}\right)}}^{C}$, then system (2.4) is monostable.

Using Theorem 6 , this result can be easily proved:
Proof. If $f$ is strictly decreasing, then $G_{s}$ is the product of two positive and increasing functions, and is thus increasing. If $f$ is strictly increasing, since the derivative of $G_{s}$ is equal to

$$
x \mapsto \frac{f(x)-x f^{\prime}(x)}{f(x)^{2}},
$$

the results holds according to the definition of $E_{s}^{>}$.
Let us now prove the second part of the proof. First, let us note that $(\alpha, \alpha) \in G_{1}\left(E_{1}^{>}\right)$ if and only if $\alpha \in G_{s}\left(E_{s}^{>}\right)$. Indeed, if $(\alpha, \alpha) \in G_{1}\left(E_{1}^{>}\right)$, then there exists $(x, y) \in E_{1}^{>}$such that

$$
(\alpha, \alpha)=G_{1}(x, y) .
$$

Since $G_{1}(x, y)=G_{1}(y, x)$ for all $(x, y)$ and $G_{1}$ is injective, then $x=y$, which proves that

$$
(\alpha, \alpha)=G_{1}(x, x)=\left(G_{s}(x, x), G_{s}(x, x)\right) .
$$

The converse inclusion is obvious from this last equality. We conclude by applying Theorem 6.

Remark. In the case where the system is symmetric and cooperative (i.e., $f$ is increasing in (2.4)), all the equilibria are exactly the points of the form ( $\bar{x}, \bar{x}$ ), where $\bar{x}$ is a root of $f_{\alpha}: x \mapsto \alpha f(x)$. Indeed, let us assume that there exists $\bar{x}$ a root of $f_{\alpha} \circ f_{\alpha}$ which is not a root of $f_{\alpha}$. Then, $\bar{y}:=f_{\alpha}(\bar{x}) \neq \bar{x}$ is also a root of $f_{\alpha} \circ f_{\alpha}$. Let us assume that $\bar{y}<\bar{x}$ (the case $\bar{x}<\bar{y}$ is similar). Since $f_{\alpha}$ is increasing, $\bar{x}=f_{\alpha}(\bar{y})<f_{\alpha}(\bar{x})=\bar{y}$. This leads to a contradiction, which proves the result.

On the contrary, if the system is competitive, there exists at most one 'diagonal equilibrium', since $\alpha f$ has at most one fixed point if $f$ is decreasing.

## Examples with Hill functions

We now illustrate the previous two theorems, in the case where $f$ and $g$ are two Hill functions (shifted or not), i.e., that $f$ and $g$ are defined on $\mathbb{R}_{+}$by

$$
f: z \longmapsto \frac{1+\lambda_{1}\left(\frac{z}{z_{1}}\right)^{a}}{1+\left(\frac{z}{z_{01}}\right)^{a}} \quad g: z \longmapsto \frac{1+\lambda_{2}\left(\frac{z}{z_{02}}\right)^{b}}{1+\left(\frac{z}{z_{02}}\right)^{b}},
$$

with $\lambda_{1}, \lambda_{2} \in[0,1), a, b \geq 1, z_{01}, z_{02}>0$.
First, we note that, for all $\alpha, \beta>0$,

$$
\left\{\begin{array} { l } 
{ \alpha f ( y ) - x = 0 } \\
{ \beta g ( x ) - y = 0 }
\end{array} \quad \text { if and only if } \quad \left\{\begin{array}{l}
\alpha \tilde{f}\left(\frac{y}{z_{01}}\right)-x=0 \\
\beta \tilde{g}\left(\frac{x}{z_{02}}\right)-y=0
\end{array}\right.\right.
$$

where

$$
\tilde{f}: z \longmapsto \frac{1+\lambda_{1} z^{a}}{1+z^{a}} \quad \text { and } \quad \tilde{g}: z \longmapsto \frac{1+\lambda_{2} z^{b}}{1+z^{b}}
$$

and that

$$
\alpha \beta f^{\prime}(y) g^{\prime}(x)=\left(\frac{\alpha}{z_{01}}\right)\left(\frac{\beta}{z_{02}}\right) \tilde{f}^{\prime}\left(\frac{y}{z_{01}}\right) \tilde{g}^{\prime}\left(\frac{x}{z_{02}}\right),
$$

which shows that we can choose, without loss of generality, $z_{01}=z_{02}=1$.
For conciseness, we present the result only in the case where $\lambda_{1}=\lambda_{2}=0$ : the complete result for general values of $\lambda_{1}, \lambda_{2}$ as well as the proof can be found in Appendix B.1.

Proposition 11. Let us assume that $\lambda_{1}=\lambda_{2}=0$ and let $\rho:=a b$. If $\rho<1$, then $E_{1}^{>}=\emptyset$. If $\rho \geq 1$, we define

$$
\begin{aligned}
x^{-} & :=\left(\frac{1}{\rho-1}\right)^{1 / b}, \quad y^{-}:=\left(\frac{1}{\rho-1}\right)^{1 / a}, \\
r^{-}(x) & :=\left(\frac{1+x^{b}}{(\rho-1) x^{b}-1}\right)^{1 / a}, \quad s^{-}(y):=\left(\frac{1+y^{a}}{(\rho-1) y^{a}-1}\right)^{1 / b} .
\end{aligned}
$$

Then

$$
\begin{align*}
E_{1}^{>} & =\left\{(x, y) \in\left(x^{-},+\infty\right) \times\left(y^{-},+\infty\right): y>r^{-}(x)\right\} \\
& =\left\{(x, y) \in\left(x^{-},+\infty\right) \times\left(y^{-},+\infty\right): x>s^{-}(y)\right\} . \tag{2.5}
\end{align*}
$$

Together with Theorem 6, this allows us to identify where, in the parameter space defined by $(\alpha, \beta)$, we have bistability or monostability. These results are illustrated by Figure 2.3 for various choices of $a, b, \lambda_{1}$ and $\lambda_{2}$.


Figure 2.3: The parameter spaces for system (2.2) with Hill functions. The blue fields represent the parameters $(\alpha, \beta)$ for which the system is bistable, and the white one the parameters for which it is monostable. The problem remains unsolved only for the values at the boundary of the blue field. The parameters of the Hill functions are indicated above each graph.

We now study the symmetric case. Still assuming that $f$ is a (shifted) Hill function, i.e.,

$$
f: z \mapsto \frac{1+\lambda\left(\frac{z}{z_{0}}\right)^{a}}{1+\left(\frac{z}{z_{0}}\right)^{a}}
$$

with $z_{0}>0, a>1, \lambda \in \mathbb{R}_{+} \backslash\{1\}$, we now consider that the system is symmetric. Then, with the notations of Proposition 10, we can identify $E_{s}$ and $G_{s}\left(E_{s}\right)$. Again, for clarity of presentation and because this is the most standard case in applications, we assume that $\lambda=0$ : the complete result for the other values of $\lambda$ and the proof are gathered in Appendix B.2.

Proposition 12. Let us assume that $\lambda=0$ and $a>1$. We define: $\alpha_{0}^{-}:=z_{0}\left(\frac{1}{a-1}\right)^{1 / a} \frac{a}{a-1}$. Then,

$$
G_{s}\left(E_{s}^{>}\right)=\left(\alpha_{0}^{-},+\infty\right)
$$

Figure 2.4 illustrates the symmetric case by showing the monostable and bistable regions of the parameter space $(\lambda, \alpha)$, for various choices of $a$. Notice that for $\lambda=0$, the stable region for $\alpha$ is indeed of the form $\left(\alpha_{0}^{-},+\infty\right)$, as shown in the previous proposition.


Figure 2.4: The parameter spaces $(\lambda, \alpha)$ is the case of a symmetric system (2.4) with Hill functions. The blue set stands for the values of $(\lambda, \alpha)$ which ensure bistability, and the white fields represent the parameters for which this system is monostable. As for the general case, the question of the number of equilibria remains unsolved for the values at the boundary of the blue field. All the Hill functions involved have a parameter $z_{0}$ equal to one; the value of the parameter $a$ is specified above each graph. The vertical dashed line indicates the highest $\lambda$ for which a symmetric system can be bistable (the smallest one on the fourth graphic, which exemplifies the cooperative case). This value can be explicitly computed, as shown in the Appendix.

### 2.4.3 Application to $\mathrm{n}=2$

We now apply Proposition 8 in the specific case where $n=2$, in order to retrieve the result of the second section. When $n=2$, we get

$$
E_{2}=\left\{\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \in \mathbb{R}_{+}^{4}: \frac{x_{1}}{f\left(y_{1}\right)}=\frac{x_{2}}{f\left(y_{2}\right)}, \frac{y_{1}}{g\left(x_{1}\right)}=\frac{y_{2}}{g\left(x_{2}\right)}, x_{1} \neq x_{2}\right\}
$$

and, since for any $\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \in E_{2}$,

$$
\frac{x_{i}}{f\left(y_{i}\right)}=\frac{x_{1}-x_{2}}{f\left(y_{1}\right)-f\left(y_{2}\right)} \quad \text { and } \quad \frac{y_{i}}{g\left(x_{i}\right)}=\frac{y_{1}-y_{2}}{g\left(x_{1}\right)-g\left(x_{2}\right)}
$$

we can rewrite

$$
\begin{aligned}
E_{2}^{\geq} & =\left\{\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \in E_{2}: \frac{\left|x_{1}-x_{2}\right|}{\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|} \frac{\left|y_{1}-y_{2}\right|}{\left|f\left(y_{1}\right)-f\left(y_{2}\right)\right|} \min \left(g^{\prime}\left(x_{1}\right) f^{\prime}\left(y_{1}\right), g^{\prime}\left(x_{2}\right) f^{\prime}\left(y_{2}\right)\right) \geq 1\right\} \\
& \subset\left\{\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \in \mathbb{R}_{+}^{4} \min \left(g^{\prime}\left(x_{1}\right) f^{\prime}\left(y_{1}\right), g^{\prime}\left(x_{2}\right) f^{\prime}\left(y_{2}\right)\right) \geq \frac{\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|}{\left|x_{1}-x_{2}\right|} \frac{\left|f\left(y_{1}\right)-f\left(y_{2}\right)\right|}{\left|y_{1}-y_{2}\right|}\right\}
\end{aligned}
$$

Thus, if $f$ and $g$ are $\gamma^{1 / 2}$-convex, and one of these functions is strictly $\gamma^{1 / 2}$-convex, as seen with Proposition 6, we get, for any $\left(x_{1}, x_{2}, y_{1}, y_{4}\right) \in \mathbb{R}_{+}^{4}$,

$$
f^{\prime}\left(y_{1}\right) f^{\prime}\left(y_{2}\right) \leq\left(\frac{f\left(y_{2}\right)-f\left(y_{1}\right)}{y_{2}-y_{1}}\right)^{2} \quad \text { and } \quad g^{\prime}\left(x_{1}\right) g^{\prime}\left(x_{2}\right) \leq\left(\frac{g\left(x_{2}\right)-g\left(x_{1}\right)}{x_{2}-x_{1}}\right)^{2}
$$

(and one of this inequality is in fact strict) and thus

$$
g^{\prime}\left(x_{1}\right) f^{\prime}\left(y_{1}\right) f^{\prime}\left(y_{2}\right) g^{\prime}\left(x_{2}\right)<\left(\frac{\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|}{\left|x_{1}-x_{2}\right|} \frac{\left|f\left(y_{1}\right)-f\left(y_{2}\right)\right|}{\left|y_{1}-y_{2}\right|}\right)^{2},
$$

which proves that
$g^{\prime}\left(x_{1}\right) f^{\prime}\left(y_{1}\right)<\frac{\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|}{\left|x_{1}-x_{2}\right|} \frac{\left|f\left(y_{1}\right)-f\left(y_{2}\right)\right|}{\left|y_{1}-y_{2}\right|} \quad$ or $\quad g^{\prime}\left(x_{2}\right) f^{\prime}\left(y_{2}\right)<\frac{\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right| \mid}{\left|x_{1}-x_{2}\right|} \frac{\left|f\left(y_{1}\right)-f\left(y_{2}\right)\right|}{\left|y_{1}-y_{2}\right|}$,
and therefore that $E_{2}^{\geq}=\emptyset$ under this hypothesis.

### 2.5 Discussion

Ordinary differential equations (ODE) are widely used in order to model 'biological switches' representing cell-fate decision phenomena. This work was dedicated to studying ODEs of the form

$$
\left\{\begin{array}{l}
\dot{x}=\alpha f(y)-x  \tag{2.6}\\
\dot{y}=\beta g(x)-y,
\end{array} \quad f^{\prime}, g^{\prime}<0 \text { or } f^{\prime}, g^{\prime}>0\right.
$$

which model the behaviour of two molecules which are mutually inhibiting or activating. Such models are essential as basic elements of more complex models for cellular processes, but they have been little studied from a theoretical point of view.

Each stable equilibrium is usually associated with a given cell phenotype. As a result, any estimate for the number of equilibria these models can have is valuable to the field. This seemingly simple question (at least for the case of (2.6)) has remained up to our knowledge a vastly open question, even if numerical simulations all concur to conjecture that they cannot be more than bistable.

The seminal paper dealing with these ODE models from a theoretical point of view is due to Cherry and Adler [26]. The main result is a criterion which ensures that this model is multistable (i.e., has at least two stable equilibria), for some parameters $\alpha$ and $\beta$, leaving open the question of which parameters. More importantly, the conjecture of at most bistability was yet to be confirmed. These two problems have only recently been tackled by Li and Zhang [102], in the very particular case where $f$ and $g$ are two specific Hill functions.

In this chapter, we have provided a general answer to these questions. Firstly, we have established a criterion on $f$ and $g$ ensuring that the system has at most three equilibria, among which at most two are stable. More precisely, we have proved that if the functions $\left|f^{\prime}\right|^{-1 / 2}$ and $\left|g^{\prime}\right|^{-1 / 2}$ are strictly convex, then, for any $\alpha, \beta>0$, system (2.6) has at most three equilibria, among which at most two are stable. The hypothesis regarding $f$ and $g$ is satisfied by all Hill functions, i.e., functions of the shape $x \mapsto \frac{1}{1+x^{r}}$, but also by a wide number of usual functions and sigmoid functions. This result confirms the crucial role of self-regulation in cell differentiation phenomena, in particular when it comes to the co-existence of three different phenotypes or more. Secondly, we have developed a general method allowing to specify the parameters leading to either monostability or bistability.

We have thus proved that, with any standardly used function, system (2.6) cannot have three stable equilibria or more. The property on $f$ and $g$ can be used in order to ensure the monostability or bistability of more complex ODEs with three variables or more, even if, in this case, we cannot ensure the convergence of all the trajectories (some of them may be periodic).

We have also developed a framework which subsumes the result of Cherry and Adler and ours. Theoretically, it allows to find some bounds for the number of equilibria of (2.6). Nevertheless, we have not been able to clarify the conditions allowing tristability for even slightly more complex models. With the current framework, system with self-regulation, i.e., systems of the shape:

$$
\left\{\begin{array}{l}
\dot{x}=\alpha \phi(x) f(y)-x  \tag{2.7}\\
\dot{y}=\beta \psi(y) g(x)-y,
\end{array}\right.
$$

seem out of reach, even if numerical simulations have proved that such systems can lead to tristability [91]. Finding a criterion ensuring the tristability of (2.7), and determining the maximal number of stable equilibria it can have is certainly a next exciting and relevant step in the understanding of biological switches.

## Chapter 3

## Bistability and oscillatory behaviours of cyclic feedback loops

This chapter is a generalisation, in higher dimensions, of the results of the previous chapter. We study the stability of an Ordinary Differential Equation (ODE) usually referred to as Cyclic Feedback Loop, which typically models a biological network of $d$ molecules where each molecule regulates its successor in a cycle $\left(A_{1} \rightarrow A_{2} \rightarrow \ldots \rightarrow A_{d-1} \rightarrow A_{d} \rightarrow\right.$ $\left.A_{1}\right)$. Regulations, which can be either positive or negative, are modelled by increasing or decreasing functions. We make a complete analysis of this model for a wide range of functions (including affine and Hill functions) by determining the parameters for which bistability and oscillatory behaviours arise. These results encompass previous theoretical studies of gene regulatory networks, which are particular cases of this model.

This chapter has been submitted for publication.

### 3.1 Introduction

We aim to characterise the stability of the ODE system

$$
\left\{\begin{array}{l}
\dot{x}_{1}=\alpha_{1} f_{1}\left(x_{d}\right)-x_{1}  \tag{3.1}\\
\dot{x}_{2}=\alpha_{2} f_{2}\left(x_{1}\right)-x_{2} \\
\vdots \\
\dot{x}_{d}=\alpha_{d} f_{d}\left(x_{d-1}\right)-x_{d}
\end{array}\right.
$$

where $f_{1}, \ldots, f_{d} \in \mathcal{C}^{1}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$(with $\mathbb{R}_{+}=[0,+\infty)$ ) are non-negative functions, at least one of them is bounded, and $\alpha_{1}, \ldots, \alpha_{d}$ are positive parameters. Throughout this chapter, we use the convention $x_{0}=x_{d}$, which allows us to write (3.1) under the compacted form

$$
\forall i \in\{1, \ldots, d\}, \quad \dot{x}_{i}=\alpha_{i} f_{i}\left(x_{i-1}\right)-x_{i} .
$$



Figure 3.1: Schematic representation of the cyclic feedback loop (3.1): The blue circles represent the molecules of the network, and the arrows between them regulation, which can be positive ( $f_{i}$ increasing) or negative ( $f_{i}$ decreasing).

This model is a generalisation of a gene regulatory network initially proposed by Goodwin $[64,65]$, usually referred to as Cyclic feedback loop, which represents interactions between genes, mRNAs, enzymes and proteins called repressors which have the ability to inhibit the expression of some genes. In system (3.1), $x_{1}, \ldots, x_{d}$ represent the concentration of each of the molecules involved in the network (denoted $A_{1}, \ldots, A_{n}$ ), and $f_{1}, \ldots, f_{d}$ the regulation between them. The system is assumed to be cyclic ( $A_{i}$ regulates $A_{i+1}$ and only $A_{i+1}$, as illustrated by Figure 3.1), and each regulation can be positive ( $f_{i}$ increasing) or negative ( $f_{i}$ decreasing). The relevance of these cyclic models has been established in [5] and [60] where some theoretical predictions (oscillatory phenomena and bistability) have been observed experimentally. This highlights the importance of understanding the dynamical behaviour of such systems i.e. determining the number of stable equilibrium points and their basins of attraction, as well as the possible existence of periodic solutions or chaotic behaviours.

System (3.1) has been, for some specific choices of $f_{i}$, the subject of several theoretical studies $[7,122,143,146,147,161]$. In these papers, restrictions on the functions $f_{i}$ were notably imposed by the necessity to compute the value of the equilibrium points of the system, which is intricate when more than two functions are not affine, and are not identical. In the present chapter, we follow a method initiated by Cherry and Adler [26] allowing to avoid explicitly computing the equilibrium points. In the two dimensional case, which writes

$$
\left\{\begin{array}{l}
\dot{x}_{1}=\alpha_{1} f_{1}\left(x_{2}\right)-x_{1}  \tag{3.2}\\
\dot{x}_{2}=\alpha_{2} f_{2}\left(x_{1}\right)-x_{2}
\end{array}\right.
$$

the following results have already been established:

1. If $f_{1}$ and $f_{2}$ are both increasing or both decreasing, and if

$$
\begin{equation*}
\sup _{x>0}\left|\frac{x f_{1}^{\prime}(x)}{f_{1}(x)}\right| \sup _{x>0}\left|\frac{x f_{2}^{\prime}(x)}{f_{2}(x)}\right|>1 \tag{3.3}
\end{equation*}
$$

then there exist values of $\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{R}_{+}^{* 2}$ such that system (3.2) is multistable i.e. there exist at least two equilibrium points which are asymptotically stable [26].
2. If $f_{1}$ and $f_{2}$ are both increasing or both decreasing, and if

$$
\begin{equation*}
\frac{1}{\sqrt{\left|f_{1}^{\prime}\right|}} \text { and } \frac{1}{\sqrt{\left|f_{2}^{\prime}\right|}} \text { are strictly convex }{ }^{1} \tag{3.4}
\end{equation*}
$$

then system (3.2) is either monostable or bistable, i.e. there exist exactly one or exactly two equilibrium points which are asymptotically stable. Moreover, it is possible to determine, up to a set of measure zero, the set of parameters for ( $\alpha_{1}, \alpha_{2}$ ) for which the system is monostable and the set of parameters for which it is bistable [68].
3. All the solutions to system (3.2) converge (even without assuming any monotonicity).

This last result is a direct application of the Poincaré-Bendixson theorem and the DulacBendixson theorem [130].

A natural question at this stage is which of these properties generalise to higher dimensions $(d \geq 3)$. A major result was achieved by Mallet-Paret and Smith in [113], showing that the Poincaré-Bendixson theorem can be adapted to monotone feedback systems, including (3.1). Furthermore, a series of results of Hirsch [77-79] generalised and summarised in [147], has shown that in the case where an even number of functions $f_{i}$ is decreasing, the solutions of (3.1) converge to an equilibrium point for almost every initial condition. It is well-known that this property does not hold when the number of decreasing functions is odd (in which case the system is often called 'repressilator'), and that there can there exist stable orbits [19, 122].

In this chapter, we prove the following result, which is a generalisation of the result of Chapter 2:
Theorem 7. Let us assume that $f_{1}, \ldots, f_{d} \in \mathcal{C}^{3}\left(\mathbb{R}_{+}, \mathbb{R}_{+}^{*}\right)$ are monotonous, non-negative, and that (at least) one of them is bounded. Moreover, let us assume that the functions $\frac{1}{\sqrt{\left|f_{1}^{\prime}\right|}}, \ldots, \frac{1}{\sqrt{\left|f_{d}^{\prime}\right|}}$ are defined and convex, and that (at least) one of them is strictly convex. Lastly, let us denote by $n$ the number of these functions which are decreasing, and let

$$
D:=\prod_{k=1}^{d} \sup _{x>0}\left|\frac{x f_{k}^{\prime}(x)}{f_{k}(x)}\right| \in(0,+\infty]
$$

1. If $n$ is even, then
(i) If $D<1$, then for any $\alpha \in\left(\mathbb{R}_{+}^{*}\right)^{d}$ system (3.1) has a unique equilibrium point which is globally asymptotically stable.

[^2](ii) If $D>1$, then there exists a non-empty set $A_{b i s} \subset\left(\mathbb{R}_{+}^{*}\right)^{d}$ such that

- If $\alpha \in A_{b i s}$, then system (3.1) has exactly two asymptotically stable equilibria, and the union of their basins of attraction is a dense open subset of $\mathbb{R}_{+}^{d}$, with a complement of Lebesgue measure zero.
- If $\alpha \in{\overline{A_{b i s}}}^{C}$, then system (3.1) has a unique equilibrium point which is globally asymptotically stable.
(iii) If $d \geq 5$ and $D>\frac{1}{\cos \left(\frac{2 \pi}{d}\right)^{d}}$, then there exists a non-empty set $A_{p e r} \subset A_{\text {bis }}$ such that if $\alpha \in A_{\text {per }}$, then system (3.1) has periodic solutions.

2. If $n$ is odd, then system (3.1) has a unique equilibrium point. Moreover, if $d \geq 3$, then
(i) If $D<\frac{1}{\cos \left(\frac{\pi}{d}\right)^{d}}$, then for any $\alpha \in\left(\mathbb{R}_{+}^{*}\right)^{d}$, this equilibrium point is asymptotically stable, and all the solutions of (3.1) either converge to this point or to a periodic orbit.
(ii) If $D>\frac{1}{\cos \left(\frac{\pi}{d}\right)^{d}}$, then there exists $A_{\text {unst }} \subset\left(\mathbb{R}_{+}^{*}\right)^{d}$ a non-empty set such that

- If $\alpha \in A_{\text {unst }}$, then this equilibrium point is asymptotically unstable, and there exists a finite number of periodic solutions, among which at least one is asymptotically stable. Moreover, the set of initial conditions for which the solution converges to a periodic solution is a dense open subset of $\mathbb{R}_{+}^{d}$, and its complement, which is the set of initial conditions for which the solution converges to the equilibrium point, has Lebesgue measure zero.
- If $\alpha \in \overline{A_{u n s t}}{ }^{C}$, this equilibrium point is asymptotically stable, and all the solutions of (3.1) either converge to this point or to a periodic orbit.

In each of these cases, the sets $A_{\text {bis }}, A_{\text {per }}, A_{\text {unst }}$ can be explicitly expressed, as we will show in Sections 3.3 and 3.4. Moreover, note that any Hill function (even shifted), i.e. function of the form $x \mapsto \frac{1+\lambda x^{r}}{1+x^{r}}$, with $\lambda \in \mathbb{R}_{+} \backslash\{1\}$ and $r \geq 1$, as well as linear functions, satisfy the convexity hypothesis of this theorem, which means that this result encompasses the other theoretical studies mentioned above $[7,122,143,146,147,161]$.

It is worth noting that, when $n$ is even, the set of initial conditions for which the solution converges to a periodic orbit has Lebesgue measure zero, and can therefore hardly be reached numerically. Nevertheless, we highlight this result since, up to our knowledge, the question of the existence of such periodic solution remained open, as mentioned in [147]. Moreover, the proof of this result, which uses the stable manifold theorem, seems to us nontrivial and worthwhile. We also note that condition 1 (iii) is sufficient, but perhaps not necessary for the existence of periodic solution: in particular, this question for $d \in\{3,4\}$ remains open. Lastly, we do not know if periodic solutions do exist under the hypotheses of 2 (i) and in the second point of 2 (ii), but our study does not rule out this possibility.

This article, entirely dedicated to the proof of Theorem 7, is organised as follows: after characterising the equilibrium points of system (3.1) in Section 3.2, we prove the theorem when $n$ is even (Section 3.3), before dealing with the case where $n$ is odd, which is simpler, in the last section.

### 3.2 Characterisation of fixed points

Throughout this chapter, we assume that $f_{1}, \ldots, f_{d} \in \mathcal{C}^{3}\left(\mathbb{R}_{+}, \mathbb{R}_{+}^{*}\right)$ are non-negative, monotonous and that at least one of these functions is bounded. Note that, according
to the regularity of these functions, the Cauchy-Lipschitz theorem ensures the local existence and the uniqueness of the solution of this equation for any initial condition $x_{0} \in \mathbb{R}_{+}^{d}$. Furthermore, the positivity of the functions guarantees that the solutions remain in $\mathbb{R}_{+}^{d}$. Lastly, using the fact that one of them is bounded, we easily prove the global existence of solutions and the existence of a compact attractor set, i.e. the existence of a compact set $K \subset \mathbb{R}_{+}^{d}$ such that for any initial condition $x_{0} \in \mathbb{R}_{+}^{d}$, there exists $T \geq 0$ such that $x(t) \in K$ for all $t \geq T$.

We now make the additional assumption that $f_{1}, \ldots, f_{d}$ are $\gamma^{1 / 2}$-convex, and that at least one of them is strictly $\gamma^{1 / 2}-$ convex, i.e. they satisfy the following definition:
Definition 3 ( $\gamma^{\mathbf{1 / 2}}$-convexity). Let $f \in \mathcal{C}^{3}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$a non-negative and monotonous function. We say that $f$ is (strictly) $\gamma^{1 / 2}-$ convex if $\left|f^{\prime}\right|>0$ and $\frac{1}{\sqrt{\left|f^{\prime}\right|}}$ is (strictly) convex.

Note that this definition can be related to the definition of the Schwartzian derivative of $f$ defined by $S(f)=\frac{f^{\prime \prime \prime}}{f^{\prime}}-\frac{3}{2}\left(\frac{f^{\prime \prime}}{f^{\prime}}\right)^{2}$ by noting that $\left(\frac{1}{\sqrt{\left|f^{\prime}\right|}}{ }^{\prime \prime}=-\frac{1}{2} \frac{1}{\sqrt{\left|f^{\prime}\right|}} S(f)\right.$.

We relate here the equilibrium points of system (3.1) to the fixed points of an auxiliary function $\tilde{f}$. The $\gamma^{1 / 2}$-convexity of the functions $f_{i}$ ensures that the number of equilibrium points cannot exceed three, and provides a criterion which characterises this exact number of equilibria. A similar approach was used, (with the Schwartzian derivative) for a particular case of this system in [122].

We start by recalling some key properties of the $\gamma^{1 / 2}$-convexity, which have been established in Chapter 2.
Proposition 13. Let $f, g$ be two $\gamma^{1 / 2}-$ convex functions, $c>0$.
(i) $f \circ g$ and cf are $\gamma^{1 / 2}-$ convex. Moreover, if $f$ or $g$ is strictly $\gamma^{1 / 2}-$ convex, then $f \circ g$ is strictly $\gamma^{1 / 2}$-convex.
Let us now assume that $f$ is strictly $\gamma^{1 / 2}-$ convex. Then:
(ii) cf is strictly $\gamma^{1 / 2}-$ convex.
(iii) $f$ has at most three fixed points.
(iv) If all the fixed points $x$ of $f$ satisfy $f^{\prime}(x)<1$, then $f$ has a unique fixed point.
(v) If there exists a fixed point of $f$ (denoted $x$ ) such that $f^{\prime}(x)>1$, then $f$ has exactly three fixed points and the other two fixed points (denoted $y, z$ ) satisfy $f^{\prime}(y)<1$ and $f^{\prime}(z)<1$.

Example. For any $r \geq 1, a, b, c, d \geq 0$ such that $a d-b c \neq 0$, the function $x \mapsto \frac{a x^{r}+b}{c x^{r}+d}$ is $\gamma^{1 / 2}$-convex. Moreover, if $r>1$, then it is strictly $\gamma^{1 / 2}$-convex. In particular, affine functions and Hill functions are $\gamma^{1 / 2}-$ convex. ${ }^{2}$

By definition, the point $\bar{x}=\left(\bar{x}_{1}, \ldots, \bar{x}_{d}\right) \in \mathbb{R}_{+}^{d}$ is an equilibrium point of (3.1) if and only if

$$
\left\{\begin{array} { l } 
{ \overline { x } _ { 1 } = \alpha _ { 1 } f _ { 1 } ( \overline { x } _ { d } ) } \\
{ \overline { x } _ { 2 } = \alpha _ { 2 } f _ { 2 } ( \overline { x } _ { 1 } ) } \\
{ \vdots } \\
{ \overline { x } _ { d } = \alpha _ { d } f _ { d } ( \overline { x } _ { d - 1 } ) }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\bar{x}_{1}=\alpha_{1} f_{1}\left(\bar{x}_{d}\right) \\
\bar{x}_{2}=\alpha_{2} f_{2}\left(\bar{x}_{1}\right) \\
\vdots \\
\bar{x}_{d-1}=\alpha_{d-1} f_{d-1}\left(\bar{x}_{d-2}\right) \\
\bar{x}_{d}=\alpha_{d} f_{d} \circ \alpha_{d-1} f_{d-1} \circ \ldots \circ \alpha_{1} f_{1}\left(\bar{x}_{d}\right)
\end{array}\right.\right.
$$

[^3]Thus, the number of equilibrium points of (3.1) is equal to the number of fixed points of $\tilde{f}:=\alpha_{d} f_{d} \circ \ldots \circ \alpha_{1} f_{1}$. Since $\tilde{f}(0)>0$ and $\tilde{f}$ is bounded, it proves in particular that (3.1) has at least one equilibrium point. Note that, according to the first two properties of Proposition 13, $\tilde{f}$ is strictly $\gamma^{1 / 2}$ - convex, and a direct computation shows that

$$
\tilde{f}^{\prime}\left(\bar{x}_{d}\right)=\prod_{i=1}^{d} \alpha_{i} f_{i}^{\prime}\left(\bar{x}_{i-1}\right)
$$

We can thus apply the fourth and the fifth properties of Proposition 13 to $\tilde{f}$ to derive the following lemma:
Lemma 2. Let us denote, for all $\alpha, x \in \mathbb{R}_{+}^{d}, p_{x}^{\alpha}=\prod_{i=1}^{d} \alpha_{i} f_{i}^{\prime}\left(x_{i-1}\right)$.

- If all the equilibrium points of system (3.1) satisfy $p_{\bar{x}}^{\alpha}<1$, then this system has a unique equilibrium point.
- If there exists an equilibrium point of system (3.1) (denoted $\bar{x}$ ) such that $p_{\bar{x}}^{\alpha}>1$, then this system has exactly three equilibrium points, and the other two points (denoted $\bar{y}, \bar{z})$ satisfy $p_{\bar{y}}^{\alpha}<1, p_{\bar{z}}^{\alpha}<1$.

Hence, the value of $p_{\bar{x}}^{\alpha}$ characterises the number of fixed points the system has. In the following section, we show that it also determines the dimension of the basin of attraction of $\bar{x}$.

### 3.3 Even number of decreasing functions

In the case where $n$ is even, one easily checks that system (3.1) is an irreducible type $K$ monotone system in the sense defined in [147]. As seen in the previous section, this system has a finite number of equilibrium points (at most three), and a compact attractor set: thus, we can apply Theorem 2.5 and Theorem 2.6 of [147] which prove that the union of the basins of attraction of the equilibrium points is dense, and that the complement of this set has Lebesgue measure zero.

In this section, we complete this result in two ways:

- We determine, for given functions $f_{1}, \ldots, f_{d}$, a set of parameters $A_{\text {bis }}$ such that system (3.1) is bistable (i.e. has exactly two asymptotically stable equilibrium points) if $\alpha \in A_{\text {bis }}$, and monostable (i.e. has exactly one asymptotically stable equilibrium point) if $\alpha \in{\overline{A_{\text {bis }}}}^{C}$.
- We determine a set $A_{\text {per }} \subset A_{\text {bis }}$ such that system (3.1) has some periodic solutions if $\alpha \in A_{\text {per }}$.
Note that this last point does not mean that periodic solutions do not exist when $\alpha \notin A_{p e r}$, and that, in all cases, the set of initial conditions for which the solution converges to a periodic solution has Lebesgue measure zero (as a corollary of [147]).

In order to prove these two points, we determine the dimension of the basin of attraction of an equilibrium point $\bar{x}$, as a function of $p_{\bar{x}}^{\alpha}$. For any equilibrium point $\bar{x}$, we denote its basin of attraction $B_{\bar{x}}$. Our reasoning is based on the stable manifold theorem (the proof of which can be found for instance in [130]), that we recall:
Theorem (Stable manifold). Let $F \in \mathcal{C}^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$ a vector field, and let $\bar{x} \in \mathbb{R}^{d}$ such that $F(\bar{x})=0_{\mathbb{R}^{d}}$. If $\bar{x}$ is a hyperbolic equilibrium point, i.e. if all the eigenvalues of $\operatorname{Jac} F(\bar{x})$ have a non-zero real part, then the basin of attraction of $\bar{x}$ is a manifold of dimension $m$, where $m$ is the number of eigenvalues of $\operatorname{Jac} F(\bar{x})$ with a negative real part.

In order to apply this theorem, we need to compute the eigenvalues of the Jacobian matrix associated to system (3.1) which writes, at a given point $x \in \mathbb{R}^{d}$

$$
M_{x}^{\alpha}=\left(\begin{array}{ccccc}
-1 & 0 & \cdots & 0 & \alpha_{1} f_{1}^{\prime}\left(x_{d}\right) \\
\alpha_{2} f_{2}^{\prime}\left(x_{1}\right) & -1 & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \alpha_{d} f_{d}^{\prime}\left(x_{d-1}\right) & -1
\end{array}\right)
$$

Thus, the characteristic polynomial of $M_{x}^{\alpha}$ is easily computed to be

$$
(-1)^{d}\left((\lambda+1)^{d}-\prod_{i=1}^{d} \alpha_{i} f_{i}^{\prime}\left(x_{i-1}\right)\right)=(-1)^{d}\left((\lambda+1)^{d}-p_{x}^{\alpha}\right)
$$

Since $n$ is even, $p_{x}^{\alpha}>0$ and hence the spectrum of $M_{x}^{\alpha}$ is given by

$$
\operatorname{Sp}\left(M_{x}^{\alpha}\right)=\left\{\left(p_{x}^{\alpha}\right)^{1 / d} e^{2 k \pi i / d}-1, k \in\{0, \ldots, d-1\}\right\} .
$$

We deduce that
(i) If $p_{x}^{\alpha}<1$, then all the eigenvalues of $M_{x}^{\alpha}$ have a negative real part.
(ii) If $d \in\{3,4\}$ and $p_{x}^{\alpha}>1$, or if $d \geq 5$ and $p_{x}^{\alpha} \in\left(1, \frac{1}{\cos \left(\frac{2 \pi}{d}\right)^{d}}\right)$, then $M_{x}^{\alpha}$ has exactly $d-1$ eigenvalues with a negative real part, and one with a positive real part.
(iii) If $d \geq 5$, and if $p_{x}^{\alpha}>\frac{1}{\cos \left(\frac{2 \pi}{d}\right)^{d}}$, then $M_{x}^{\alpha}$ has at most $d-3$ eigenvalues with a negative real part. Moreover, if $d \leq 8$, or $d \in \llbracket 4 j+1,4 j+4 \rrbracket(j \in \mathbb{N} \backslash\{0,1\})$, and for any $k \in\{2, \ldots, j\}, p_{x}^{\alpha} \neq \frac{1}{\cos \left(\frac{2 \pi k}{d}\right)^{d}}$, then all eigenvalues of $M_{x}^{\alpha}$ have a non-zero real part (where for all $a, b \in \mathbb{R}, a<b, \llbracket a, b \rrbracket=[a, b] \cap \mathbb{N}$.)

Thus, the stable manifold theorem yields
Lemma 3. Let us assume that $n$ is even, and let $\bar{x} \in \mathbb{R}^{d}$ be an equilibrium point of (3.1).
(i) If $p_{\bar{x}}^{\alpha}<1$, then $\operatorname{dim}\left(B_{\bar{x}}\right)=d$, i.e. $B_{\bar{x}}$ is an open set.
(ii) If $d \in\{3,4\}$ and $p_{\bar{x}}^{\alpha}>1$, or if $d \geq 5$ and $p_{\bar{x}}^{\alpha} \in\left(1, \frac{1}{\cos \left(\frac{2 \pi}{d}\right)^{d}}\right)$, then $\operatorname{dim}\left(B_{\bar{x}}\right)=d-1$.
(iii) If $d \geq 5, p_{\bar{x}}^{\alpha}>\frac{1}{\cos \left(\frac{2 \pi}{d}\right)^{d}}$, and $p_{\bar{x}}^{\alpha} \notin S_{d}$, with

$$
S_{d}:=\left\{\begin{array}{ll}
\emptyset & \text { if } d \in\{5,6,7,8\} \\
\left.\frac{1}{\cos \left(\frac{2 \pi k}{d}\right)^{d}}, k \in\{2, \ldots j\}\right\} & \text { if } d \in \llbracket 4 j+1,4 j+4 \rrbracket, \quad j \geq 2
\end{array},\right.
$$

then $\operatorname{dim}\left(B_{\bar{x}}\right) \leq d-3$.
Moreover, we easily check that, in all cases, $M_{\bar{x}}^{\alpha}$ has an odd number of eigenvalues with a positive real part. Thus, since $n$ is even, we get from the main theorem of [113] that any solution converges to an equilibrium point or to a periodic orbit.

We will now use Lemmas 3 and 4 to prove Theorem 7 in a more precise form which specifies the sets $A_{\text {bis }}$ and $A_{\text {per }}$, in the case where $n$ is even. Before stating it, we give a last lemma linking the dimension of the basin of attraction of the unstable equilibrium point to the existence of divergent solutions (which thus converge to periodic solutions), in the bistable case.

Lemma 4. Let ' $\dot{x}=F(x)$ ' be an ODE which has exactly three equilibrium points, (denoted $\bar{x}, \bar{y}, \bar{z})$ assumed hyperbolic, and let us assume that for all initial condition $x_{0} \in \mathbb{R}^{d}$, the solution of this $O D E$ is defined on $\mathbb{R}_{+}$and converges. If $\bar{y}, \bar{z}$ are asymptotically stable, then $\operatorname{dim}\left(B_{\bar{x}}\right)=d-1$.

Proof. First, let us note that, according to the stable manifold theorem, $B_{\bar{y}}$ and $B_{\bar{z}}$ are two open sets, and that $B_{\bar{x}}$ is a manifold. Since, by hypothesis, all the solutions converge, $\mathbb{R}_{+}^{d}=B_{\bar{x}} \cup B_{\bar{y}} \cup B_{\bar{z}}$, which means that $B_{\bar{x}}$ separates $\mathbb{R}_{+}^{d}$ in two open sets. As shown in [85] (Corollary 1 of Theorem IV 4), and by the connectedness of $\mathbb{R}_{+}^{d}$, this is possible only if $\operatorname{dim}\left(B_{\bar{x}}\right)=d-1$.

Before stating our theorem, let us introduce the functions $\Gamma$ and $G$, defined for any $x \in \mathbb{R}_{+}^{d}$ by $\Gamma(x)=\left(\frac{x_{1}}{f_{1}\left(x_{d}\right)}, \frac{x_{2}}{f_{2}\left(x_{1}\right)}, \ldots, \frac{x_{d}}{f_{d}\left(x_{d-1}\right)}\right)$ and $G(x)=\prod_{i=1}^{d} \frac{x_{i} f^{\prime}\left(x_{i}\right)}{f\left(x_{i}\right)}$, and the sets $E_{\text {bis }}=$ $\left\{x \in \mathbb{R}_{+}^{d}: G(x)>1\right\}$ and if $d \geq 5, E_{\text {per }}=\left\{x \in \mathbb{R}_{+}^{d}: G(x)>\frac{1}{\cos \left(\frac{2 \pi}{d}\right)^{d}}, G(x) \notin S_{d}\right\}$. Note that $E_{\text {per }} \subset E_{\text {bis }}$.

Theorem 8. Let us assume that $n$ is even.
 totically stable.
(ii) If $\alpha \in \Gamma\left(E_{\mathrm{bis}}\right)$, then (3.1) has exactly three equilibrium points, among which two are asymptotically stable and one is asymptotically unstable. Moreover, the union of the basins of attraction of the two stable equilibria is a dense open subset of $\mathbb{R}_{+}^{d}$.
(iii) If $d \geq 5$, and if $\alpha \in \Gamma\left(E_{\text {per }}\right)$, then there exist periodic solutions of (3.1).

Proof. First, let us note that, according to the definitions of $\Gamma$ and $G, \bar{x} \in \mathbb{R}_{+}^{d}$ is a fixed point of system (3.1) if and only if $\alpha=\Gamma(\bar{x})$, and that for any equilibrium point $\bar{x}$ of (3.1),

$$
p_{\bar{x}}^{\alpha}=p_{\bar{x}}^{\Gamma(\bar{x})}=G(\bar{x}) .
$$

(i) Let us assume that $\alpha \in{\overline{\Gamma\left(E_{\mathrm{bis}}\right.}{ }^{C} \text {, and let } \bar{x} \text { be a fixed point of (3.1). Since } \Gamma\left(\overline{E_{\mathrm{bis}}}\right) \subset ~}_{\text {( }}$, $\overline{\Gamma\left(E_{\mathrm{bis}}\right)}$, and $\alpha=\Gamma(\bar{x}), \bar{x} \in{\overline{\Gamma\left(E_{\mathrm{bis}}\right)}}^{C}$, which means, by definition of $E_{\mathrm{bis}}$, that $p_{\bar{x}}^{\alpha}=G(\bar{x})<1$. Since this equality holds for any equilibrium point, we conclude by Lemma 2, that system (3.1) has a unique equilibrium point, which is asymptotically stable, by Lemma 3. Since (3.1) is an irreducible type K monotone system, this unique equilibrium is in fact globally asymptotically stable [147].
(ii) Let us assume that $\alpha \in \Gamma\left(E_{\text {bis }}\right)$. Then, there exists $\bar{x} \in E_{\text {bis }}$ such that $\alpha=\Gamma(\bar{x})$. The point $\bar{x}$ is thus an equilibrium point of (3.1) which satisfies $p_{\bar{x}}^{\alpha}=G(\bar{x})>1$. Therefore, Lemmas 2, 3 and the result of [147] mentioned at the beginning of the section yield the result.
(iii) Let us assume that $\alpha \in \Gamma\left(E_{\text {per }}\right)$. Since $E_{\text {per }} \subset E_{\text {bis }}$, (3.1) has exactly three equilibrium points, denoted $\bar{x}, \bar{y}$ and $\bar{z}$, with $\bar{x} \in E_{\mathrm{per}}$, and $\bar{y}$ and $\bar{z}$ which are asymptotically
stable. By definition of $E_{\mathrm{per}}, \operatorname{dim}\left(B_{\bar{x}}\right) \leq d-3$. By the contrapositive of Lemma 4, system (3.1) has some divergent solutions, which thus converge to a periodic orbit, according to [113].

Remark. As mentioned above, this theorem is a more precise version of Theorem 7: we find the statement of the latter by defining $A_{\text {bis }}=\Gamma\left(E_{\text {bis }}\right)$ and $A_{\text {per }}=\Gamma\left(E_{\text {per }}\right)$, and by noting that $E_{\text {bis }}$ (resp. $E_{\text {per }}$ ) is empty if and only if $D \leq 1$ (resp. $D \leq \frac{1}{\cos \left(\frac{2 \pi}{d}\right)^{d}}$ ).

### 3.4 Odd number of decreasing functions

We now deal with the case where $n$ is odd. This case is simpler, since the system has a unique equilibrium point under this hypothesis. Nevertheless, we make weaker conclusions regarding the global behaviour of the system, since it is not an irreducible type K monotone system (see [147]). Thus, we simply study the linearised system at the neighbourhood of the equilibrium point, and we conclude with [113], which guarantees that the solutions either converge to this equilibrium point, or to a periodic orbit.

Let us denote $E_{\text {unst }}:=\left\{x \in \mathbb{R}^{d}: G(x)<-\frac{1}{\cos \left(\frac{\pi}{d}\right)^{d}}\right\}$.
We get the following result:
Theorem 9. Let us assume that $n$ is odd, and that $d \geq 3$. Then, system (3.1) has a unique equilibrium point. Moreover,
(i) If $\alpha \in{\overline{\Gamma\left(E_{\text {unst }}\right)}}^{C}$, then this equilibrium point is asymptotically stable. Moreover, all the solutions of (3.1) either converge to this point or to a periodic orbit.
(ii) If $\alpha \in \Gamma\left(E_{u n s t}\right)$, then this equilibrium point is asymptotically unstable, Moreover, the set of initial conditions for which the solution converges to a periodic solution is a dense open subset of $\left(\mathbb{R}_{+}^{*}\right)^{d}$, and its complement, which is the set of initial conditions for which the solution converges to the equilibrium point, has Lebesgue measure zero.
Proof. We use the same notations as in the previous section. Since $n$ is odd, $\tilde{f}$ is decreasing with $\tilde{f}(0)>0$, it has a unique fixed point, which implies that system (3.1) has a unique equilibrium point, that we denote $\bar{x}$. This point is asymptotically stable if all the eigenvalues of $M_{\bar{x}}^{\alpha}$ have a negative real part, and asymptotically unstable if at least one of these eigenvalues has a positive real part. Since $n$ is odd,

$$
\operatorname{Sp}\left(M_{\bar{x}}^{\alpha}\right)=\left\{\left(\left|p_{x}^{\alpha}\right|\right)^{1 / d} e^{(2 k+1) \pi i / d}-1, k \in\{0, \ldots, d-1\}\right\},
$$

which implies that $\bar{x}$ is stable if $\left|p_{\bar{x}}^{\alpha}\right|<\frac{1}{\cos \left(\frac{\pi}{d}\right)^{d}}$, and unstable if $\left|p_{\bar{x}}^{\alpha}\right|>\frac{1}{\cos \left(\frac{\pi}{d}\right)^{d}}$. We conclude by noting that $\left|p_{\bar{x}}^{\alpha}\right|=-p_{\bar{x}}^{\alpha}=-p_{\bar{x}}^{\Gamma(\bar{x})}=-G(\bar{x})$, and by applying the main theorem of [113] for the first point, and Theorem 4.3 of this same article for the second one.

We recover the result of Theorem 7 by defining $A_{\text {unst }}=\Gamma\left(E_{\text {unst }}\right)$.

## Chapter 4

## Long-time behaviour of an advection-selection equation

We study the long-time behaviour of the advection-selection equation

$$
\partial_{t} n(t, x)+\nabla \cdot(f(x) n(t, x))=(r(x)-\rho(t)) n(t, x), \quad \rho(t)=\int_{\mathbb{R}^{d}} n(t, x) d x \quad t \geq 0, x \in \mathbb{R}^{d}
$$

with an initial condition $n(0, \cdot)=n^{0}$. In the field of adaptive dynamics, this equation typically describes the evolution of a phenotype-structured population over time. In this case, $x \mapsto n(t, x)$ represents the density of the population characterised by a phenotypic trait $x$, the advection term ' $\nabla \cdot(f(x) n(t, x))^{\prime}$ a cell differentiation phenomenon driving the individuals toward specific regions, and the selection term ' $(r(x)-\rho(t)) n(t, x)$ ' the growth of the population, which is of logistic type through the total population size $\rho(t)=$ $\int_{\mathbb{R}^{d}} n(t, x) d x$.

In the one-dimensional case $x \in \mathbb{R}$, we prove that the solution to this equation can either converge to a weighted Dirac mass or to a function in $L^{1}$. Depending on the parameters $n^{0}, f$ and $r$, we determine which of these two regimes of convergence occurs, and we specify the weight and the point where the Dirac mass is supported, or the expression of the $L^{1}$-function which is reached.

This Chapter has been written with the collaboration of Nastassia Pouradier Duteil and Camille Pouchol, and has been submitted for publication.

### 4.1 Introduction

### 4.1.1 Advection-selection equation

We consider the asymptotic behaviour of the advection-selection equation

$$
\left\{\begin{array}{l}
\partial_{t} n(t, x)+\nabla \cdot(f(x) n(t, x))=(r(x)-\rho(t)) n(t, x), \quad t \geq 0, x \in \mathbb{R}^{d}  \tag{4.1}\\
\rho(t)=\int_{\mathbb{R}^{d}} n(t, x) d x, \quad t \geq 0 \\
n(0, x)=n^{0}(x), \quad x \in \mathbb{R}^{d}
\end{array}\right.
$$

This type of model typically comes up in the field of adaptive dynamics. The aim is to understand how, among heterogeneous populations of individuals structured by a so-called continuous trait or phenotype $x$, the distribution of the density $x \mapsto n(t, x)$ evolves over time, and which phenotypes prevail in large times $t \rightarrow+\infty$.

In the model above (4.1), the partial differential equation (PDE) takes into account

- advection via the term $\nabla \cdot(f(x) n(t, x))$, whereby individuals follow the flow associated with $f$,
- growth via the term $(r(x)-\rho(t)) n(t, x)$, which is of logistic type through the total population size $\rho(t)=\int_{\mathbb{R}^{d}} n(t, x) d x$.

The literature concerning so-called phenotype-structured partial differential equations for adaptive dynamics is abundant $[1,10,14,20,21,30,42,50,105,107,131,132]$. These models usually take into account selection, which favors individuals with the most adapted traits in terms of growth, and mutations, which induce a slight phenotypic change upon reproduction. Mutation is often assumed to be rare and small compared to selection, $[49,62,117]$. Models with no mutation at all have also been the subject of several studies [2, $48,69,86,106,134]$.

One way to analyse how the population adapts is to study the long-time behaviour for solutions of such PDE models. In particular, determining if the population becomes monomorphic (i.e. the solution concentrates around a certain trait, called Evolutionary Stable Strategy (ESS) [76]), or if phenotypic diversity is preserved is a fundamental question when studying such models. Broadly speaking, it has been shown that selection leads to concentration (around a finite number of phenotypic traits), while mutations, on the contrary, tend to regularise solutions, and, possibly, their limits [13, 69].

However, less emphasis has been put on studying the effect of advection, except for the recent few examples $[30,31,104]$ where most results are of numerical nature, or assume a very specific form of the functions $r$ and $f$.

Yet, considering advection is relevant in various contexts. From the phenomenological point of view, it may represent how the environment drives the individuals towards specific regions, as opposed to more random mutations. It is also the rigorous way to model phenotype changes that are intrinsic to the individual, mediated by an ordinary differential equation (ODE) of the form

$$
\begin{equation*}
\dot{x}(t)=f(x(t)) \tag{4.2}
\end{equation*}
$$

where $x(t) \in \mathbb{R}^{d}$ denotes the phenotypic trait of the individual at time $t \geq 0$. As is well known, the PDE for the density of individuals corresponding to the sole model (4.2) is indeed the advection equation $\partial_{t} n(t, x)+\nabla \cdot(f(x) n(t, x))=0$. Our original motivation is that of cell differentiation, for which very refined ODE models have been developed in systems biology (see for instance $[67,150,157,165]$ ).

The goal of the present article is to investigate the combined effect of selection and advection, assuming that mutations are absent or sufficiently small to be neglected. We hence study the long-time behaviour of the $\operatorname{PDE}$ (4.1), where $n^{0}$ is the initial population distribution, and $\rho(t)$ is the size of the population at time $t \geq 0$. The equation incorporates advection with the flow $f$ of the corresponding ODE, and selection (or growth) through the non-linear and non-local term $(r(x)-\rho(t)) n(t, x)$. Here, $r(x)-\rho(t)$ can be interpreted as the fitness of individuals with trait $x$ inside the environment created by the total population, where the individuals are in a blind competition with all the other ones, regardless of their phenotype. We note that such models can rigorously be derived from stochastic individual based-models, in the limit of large populations [23,24].

In the absence of differentiation $(f \equiv 0)$, the long-time behaviour of this model has been studied in detail by Benoît Perthame [131], Tommaso Lorenzi and Camille Pouchol [106], and it has been proved that, in general, solutions typically concentrate onto a single trait. This result is rather intuitive, since this model does not take mutations into account. Solutions of the advection equation alone are also known to converge to weighted Dirac masses located at the roots of $f$ which are asymptotically stable for the ODE (4.2) [51]. On the contrary, when considering both selection and advection as in equation (4.1), the longtime behaviour is not known, to the best of our knowledge. Intuitively, two antagonistic effects will compete:

- advection will push the solution towards the asymptotically stable equilibria of ODE (4.1).
- growth will push the solution towards regions where $r$ is maximised.

When coupling these two phenomena, our aim is to uncover whether the solution of (4.1) converges to a weighted Dirac mass, or if it converges to a smooth function. We show that both phenomena can occur, depending on the parameters $n^{0}, f$ and $r$. Perhaps surprisingly, the model (4.1) features convergence to smooth functions even in the absence of terms modelling mutations.

Determining which parameters lead to convergence to a continuous function seems rather intricate in full generality. In particular, this problem cannot be addressed with traditional entropy methods as developed in [118], since in the absence of mutations, there is no decrease of entropy.

### 4.1.2 Main results

In this chapter, we thus develop a different strategy allowing to reduce this problem to the study of parameter-dependent integrals, which is mainly applied to the one-dimensional case $(x \in \mathbb{R})$. In this case, we elucidate the asymptotic behaviour for a large class of parameter values, and we show that there exist many different subcases depending on the number of zeros of the function $f$. A general statement encompassing all our results is hence rather convoluted. In order to illustrate our main results, we here focus on a few example cases which highlight the main two parameter regimes encountered for the asymptotic behaviour of (4.1).

Proposition 14. Let us assume that the parameter functions $f, n^{0}$ and $r$ are smooth enough, that $f$ has a unique root (that we denote $x_{s}$ ), and that $f^{\prime}\left(x_{s}\right)<0$ (which means that $x_{s}$ is asymptotically stable for $O D E$ (4.2)). Then, $\rho$ converges to $r\left(x_{s}\right)$, and $n$ converges to a weighted Dirac mass at $x_{s}$, when $t$ goes to $+\infty$.

Hence, in the presence of a single asymptotically stable equilibrium point for ODE (4.2), the solution of PDE (4.1) converges to a Dirac mass at this point. In other words, the
selection term is dominated by the advection term, which determines the point in which the solution concentrates. As soon as $f$ has at least two roots, the situation is much more complex and solutions may converge to $L^{1}$ functions, as illustrated in Figure 4.1 and exposed in the following proposition:

Proposition 15. Let us assume that the functions $f, n^{0}$ and $r$ are smooth enough, that $f$ has exactly two roots (that we denote $x_{u}$ and $x_{s}$, with $x_{u}<x_{s}$ ), such that $f^{\prime}\left(x_{u}\right)>0$ and $f^{\prime}\left(x_{s}\right)<0$, which means that the points $x_{u}$ and $x_{s}$ are respectively asymptotically unstable and asymptotically stable for the ODE (4.2). Moreover, let us assume that $n^{0}$ has its support in $\left[x_{u}, x_{s}\right]$, and that $n^{0}\left(x_{u}\right)>0$. Then, the following alternative holds:

- If $r\left(x_{s}\right)>r\left(x_{u}\right)-f^{\prime}\left(x_{u}\right)$, $n$ converges to a weighted Dirac mass at $x_{s}$, and $\rho$ converges to $r\left(x_{s}\right)$.
- If $r\left(x_{s}\right)<r\left(x_{u}\right)-f^{\prime}\left(x_{u}\right)$, $n$ converges to a function in $L^{1}\left(x_{u}, x_{s}\right)$, and $\rho$ converges to $r\left(x_{u}\right)-f^{\prime}\left(x_{u}\right)$.

This proposition can be interpreted as follows: since $f$ is positive on $\left(x_{u}, x_{s}\right)$, the advection term drives the solution towards $x_{s}$. On the other hand, since $x_{u}$ is an equilibrium, albeit unstable, it acts as a counterweight by controlling the speed of the transition towards $x_{s}$ in the neighbourhood of $x_{u}$. Hence, in the case where $r\left(x_{u}\right)-f^{\prime}\left(x_{u}\right)$ is large enough $\left(r\left(x_{u}\right)-f^{\prime}\left(x_{u}\right)>r\left(x_{s}\right)\right)$, the growth rate around $x_{u}$ is large enough to compensate for the advection term, leading to the convergence of $n$ to a continuous function. In the other case, the advection term is dominant, and $n$ converges to a weighted Dirac mass at $x_{s}$. If $n^{0}\left(x_{u}\right)=0$, the toggle value between the two regimes (i.e. the convergence to a smooth function or to a Dirac mass) changes, depending on how $n^{0}$ vanishes at $x_{u}$, and other limit functions can be reached: the complete result is detailed in Proposition 22. The method of analysis proposed in this article allows in fact to solve this problem for any function $f$ with a finite number of roots, as detailed in Proposition 23. The case where $f$ is equal to zero on a whole interval can also be studied with our method, as highlighted by Proposition 24.

### 4.1.3 Discussion

Open problems. Some limit cases of the problem remain unclear: we do not deal with the case of non-hyperbolic equilibria, i.e. $\bar{x} \in \mathbb{R}$ which satisfy $f(\bar{x})=f^{\prime}(\bar{x})=0$, and we are not able to determine what happens in the case where several carrying capacities, as defined in Section 4.3, converge to the same maximum limit. This last case might lead to other asymptotic behaviours, such as convergence to a sum of weighted Dirac masses, or a sum of weighted Dirac masses and $L^{1}$-functions. Lastly, we did not manage to elucidate the equality cases (of the form $r\left(x_{s}\right)=r\left(x_{u}\right)-f^{\prime}\left(x_{u}\right)$ ).

Furthermore, even if the framework introduced in Section 4.3 could theoretically be applied in any dimension, computing the limits of the carrying capacities seems out of reach in the multidimensional case. As shown by the semi-explicit expression introduced in Subsection 4.3.1, the behaviour of $n$ is closely linked to that of the solutions of ODE $\dot{x}=f(x)$, which suggests that other asymptotic behaviours, such as convergence to a limit cycle, or chaotic behaviours (if the dimension is greater than or equal to 3 ) might occur.

These behaviours may be excluded by making specific assumptions regarding the function $f$, for example by requiring in the 2 D case that $\mathrm{ODE} \dot{x}=f(x)$ be competitive or cooperative. Additionally if the roots of $f$ are hyperbolic and none of them is a repellor, then $n$ cannot converge to a $L^{1}$-function (Proposition 26). Nevertheless, the question of the asymptotic limit of $n$ in this case remains open, and might be, in the presence of


Figure 4.1: The two possible regimes of convergence stated in Proposition 15. In both cases, we have chosen $f(x)=x(1-x), n^{0} \equiv 6$, and we work on the segment $(0,1)$ (hence $x_{u}=0, x_{s}=1$ ). The three figures above (in red) show the time evolution of the solution in the case where $r(x)=6-0.5 x$ (and thus $5.5=r(1)>r(0)-f^{\prime}(0)=5$ ), which implies, according to Proposition 15, that the solution converges to a weighted Dirac mass at 1. The three figures below (in blue) show the time evolution of the solution in the case where $r(x)=6-4 x$, (and thus $2=r(1)<r(0)-f^{\prime}(0)=5$ ), which implies that the solution converges to a continuous function in $L^{1}$. The black dashed curve represents this limit function, which can explicitly be computed (see Proposition 22).
a saddle point, a singular measure which is not a sum of weighted Dirac masses. This situation is commonplace for some applications, since toggle switches used to model cell differentiation phenomena are usually competitive or cooperative ODE models.

Perspectives. A natural generalisation for the model would be to model mutations, either by means of a Laplacian term or an integral term. Because of their smoothing effect, convergence to Dirac masses will typically be lost. The method developed in this chapter does not seem to handle such cases well. However, it is an interesting perspective to tackle the asymptotic behaviour with entropy methods when mutations are added [118].

From the numerical point of view, we have proved that the solution of this equation could be approximated with a particle method, with which we obtained the plots of Figure 4.1. The details of the scheme, and the proof of its convergence are detailed in Chapter 5.

Outline of the chapter. This chapter is organised as follows: Section 4.2 introduces the measure-theoretic framework in which convergence is considered, and includes several important reminders regarding ODE theory which will be used throughout the article. Section 4.3 details the method used to determine the asymptotic behaviour of (4.1), and Section 4.4 corresponds to a direct application of this method to several examples in the one-dimensional case. Lastly, section 4.5 presents two results in higher dimension which allow to determine, in some specific cases, if some initial solution can lead to a convergence to a smooth function or not.

### 4.2 Framework and reminders

We consider the asymptotic behaviour of the integro-differential PDE

$$
\left\{\begin{array}{l}
\partial_{t} n(t, x)+\nabla \cdot(f(x) n(t, x))=(r(x)-\rho(t)) n(t, x), \quad t \geq 0, x \in \mathbb{R}^{d}  \tag{4.1}\\
\rho(t)=\int_{\mathbb{R}^{d}} n(t, x) d x, \quad t \geq 0 \\
n(0, x)=n^{0}(x), \quad x \in \mathbb{R}^{d} .
\end{array}\right.
$$

All along this chapter, we make the following regularity hypotheses

- $f$ is Lipschitz-continuous, and is in $\mathcal{C}^{2}\left(\mathbb{R}^{d}\right)$.
- $r$ is positive, is in $L^{1}\left(\mathbb{R}^{d}\right) \cap \mathcal{C}^{1}\left(\mathbb{R}^{d}\right)$, and goes to zero when $\|x\|$ goes to $+\infty$. Let us note that these hypotheses imply that $r$ is bounded.
- $n^{0}$ is in $\mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right)$ (the space of $\mathcal{C}^{1}$ functions with a compact support), is non-negative and is not the zero function.

Whenever possible, we will indicate whether these hypotheses can be weakened for a given specific result. If not specified, it will be assumed that these three hypotheses hold.

From the modelling point of view, they can be justified as follows: $n^{0}$ denoting the initial density, it is reasonable to consider that a bounded range of phenotypic traits is initially represented; the hypothesis on $r$ at $+\infty$ is made in order to prevent an unlikely proliferation of individuals with more and more extreme $(\|x\| \rightarrow+\infty)$ phenotypic traits.

Under the above hypotheses, we can prove that there exists a unique solution $n \in$ $\mathcal{C}\left(\mathbb{R}_{+}, L^{1}(\mathbb{R})\right)$ for this Cauchy problem by coupling the well-known method of characteristics for the advection equation [51] with the method applied in [131] for the case $f \equiv 0$. We do not elaborate further here on the issue of existence and uniqueness, that is addressed in a more general framework in Chapter 5.

Since we are concerned with the long-time behaviour of the PDE (4.1) and we expect to obtain convergence either to Dirac masses or to regular functions, the space of Radon measures is a natural setting. We start with a few usual reminders.

### 4.2.1 The space of Radon measures

We recall that the space of finite Radon measures can be identified with the topological dual space of $\mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$, i.e. the space of continuous functions on $\mathbb{R}^{d}$ with a compact support. Thus, we say that a sequence of finite Radon measures $\left(\mu_{k}\right)_{k \in \mathbb{N}}$ weakly converges to a finite Radon measure $\mu$ (denoted $u_{k} \rightharpoonup \mu$ ) if

$$
\forall \varphi \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right), \quad \int_{\mathbb{R}^{d}} \varphi(x) d \mu_{k}(x) \underset{k \rightarrow+\infty}{\longrightarrow} \int_{\mathbb{R}^{d}} \varphi(x) d \mu(x) .
$$

In this chapter, we will be confronted mainly with convergence to Dirac masses or to $L^{1}$ functions. It is clear that the convergence in $L^{1}$ to a certain function implies the weak convergence to this function. The following standard lemma provides a sufficient condition to prove the weak convergence to a single Dirac mass. For completeness, we provide a proof.

Lemma 5. Let $u: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a non-negative mapping such that $u(t, \cdot) \in L^{1}\left(\mathbb{R}^{d}\right)$ for all $t \geq 0$, and $u(t, \cdot)$ is compactly supported, uniformly in $t \geq 0$. We assume that there exists $\bar{x} \in \mathbb{R}^{d}$, such that for all compact set $K_{\bar{x}}$ which does not contain $\bar{x}$, $\int_{K_{\bar{x}}} u(t, x) d x \underset{t \rightarrow+\infty}{\longrightarrow} 0$, and that there exists $V_{\bar{x}}$ a compact neighbourhood of $\bar{x}$ and $C \in \mathbb{R}$ such that $\int_{V_{\bar{x}}} u(t, x) d x \underset{t \rightarrow+\infty}{\longrightarrow} C$. Then, $u(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} C \delta_{\bar{x}}$.

Proof. Let $\varphi \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$, and let $K$ be a compact set such that, for all $t \geq 0, \operatorname{supp}(u(t, \cdot)) \cup$ $V_{\bar{x}} \subset K$. Then,

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{d}} \varphi(x) u(t, x) d x-C \varphi(\bar{x})\right| & =\mid \int_{K} \varphi(x) u(t, x) d x-\int_{K} \varphi(\bar{x}) u(t, x) d x \\
& +\int_{K} \varphi(\bar{x}) u(t, x) d x-C \varphi(\bar{x}) \mid \\
& \leq \int_{K}|\varphi(x)-\varphi(\bar{x})| u(t, x) d x+|\varphi(\bar{x})|\left|\int_{K} u(t, x) d x-C\right|
\end{aligned}
$$

The second term tends to 0 since $K$ contains $V_{\bar{x}}$. It remains to prove that $t \mapsto \int_{\mathbb{R}^{d}}|\varphi(x)-\varphi(\bar{x})| u(t, x) d x$ converges to zero. Let $\varepsilon>0$ be given. Since $\varphi$ is continuous, there exists $B_{\bar{x}}$ a neighbourhood of $\bar{x}$, which can be chosen as a subset of $V_{\bar{x}}$, such that $|\varphi(x)-\varphi(\bar{x})| \leq \varepsilon$, for all $x \in B_{\bar{x}}$. Thus, for all $t \geq 0$,

$$
\begin{aligned}
\int_{K}|\varphi(x)-\varphi(\bar{x})| u(t, x) d x & =\int_{K \backslash B_{\bar{x}}}|\varphi(x)-\varphi(\bar{x})| u(t, x) d x+\int_{B_{\bar{x}}}|\varphi(x)-\varphi(\bar{x})| u(t, x) d x \\
& \leq 2\|\varphi\|_{\infty} \int_{K \backslash B_{\bar{x}}} u(t, x) d x+\varepsilon \int_{B_{\bar{x}}} u(t, x) d x .
\end{aligned}
$$

This concludes the proof, since $t \mapsto \int_{K \backslash V_{\bar{x}}} u(t, x) d x$ converges to zero and for any $t$ large enough, $\int_{B_{\bar{x}}} u(t, x) d x \leq \int_{V_{\bar{x}}} u(t, x) d x \leq C+\varepsilon$.

### 4.2.2 General statement regarding the characteristics curves

We are led to consider the characteristics curves associated with the advection term. In this section, we introduce some notations and state some classical results from ODE theory, that will prove to be useful later on.

Since $f$ is assumed to be Lipschitz-continuous, the global Cauchy-Lipschitz theorem ensures the global existence on $\mathbb{R}_{+}$and the uniqueness of the characteristic curves related to $f$ defined for all $y \in \mathbb{R}^{d}$ as the solution to the ODE

$$
\left\{\begin{array}{l}
\dot{X}(t, y)=f(X(t, y)) \quad t \geq 0  \tag{4.3}\\
X(0, y)=y
\end{array}\right.
$$

It is well-known that for all $t \geq 0, y \mapsto X(t, y)$ is a $C^{1}$-diffeomorphism between $\mathbb{R}^{d}$ and itself [51], and that the inverse function of $X(t, \cdot)$, that we denote $x \mapsto Y(t, x)$, is the unique solution of

$$
\left\{\begin{array}{l}
\dot{Y}(t, x)=-f(Y(t, x)) \quad t \geq 0  \tag{4.4}\\
Y(0, x)=x
\end{array} .\right.
$$

Moreover, Liouville's formula states that for all $t \geq 0$ and $y \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\operatorname{det}\left(\operatorname{Jac}_{y} X(t, y)\right)=e^{\int_{0}^{t} \nabla \cdot f(X(s, y)) d s} \tag{4.5}
\end{equation*}
$$

It follows from the uniqueness of solutions to (4.3) that for all $0 \leq s \leq t$,

$$
\begin{equation*}
X(s, Y(t, x))=Y(t-s, x) . \tag{4.6}
\end{equation*}
$$

Specific results in $\mathbb{R}$. Let us note that the behaviour of the characteristic curves is particularly simple in $\mathbb{R}$. Indeed, an elementary ODE analysis shows that for all $x, y \in \mathbb{R}$,
$t \mapsto X(t, y)$ and $t \mapsto Y(t, x)$ are monotonic functions. This implies that these characteristic curves either converge to a root of $f$, or go to $\pm \infty$ as $t \rightarrow+\infty$. More precisely, if $f$ has a finite number of roots, then for all $y \in \mathbb{R}$ such that $f(y)>0, t \mapsto X(t, y)$ converges to the closest root of $f$ which is greater than $y$, or to $+\infty$ if $y$ is greater than the greatest root of $f$. Similarly, for all $y \in \mathbb{R}$ such that $f(y)<0, t \mapsto X(t, y)$ converges to the closest root of $f$ which is lesser $y$, and to $-\infty$ if $y$ is lesser the smallest root of $f$.

Moreover, if each of these roots are hyperbolic equilibrium points for the ODE $\dot{x}=$ $f(x)$, i.e. if $f^{\prime}(\bar{x}) \neq 0$ for all $\bar{x}$ root of $f$, then a given root of $f$ is either asymptotically unstable (i.e. $f^{\prime}(\bar{x})>0$ ), which implies that its basin of attraction is limited to itself, or asymptotically stable (i.e. $f^{\prime}(\bar{x})<0$ ), which implies that its basin of attraction in an open interval containing $\bar{x}$.

Lastly, let us recall that under these hypotheses, the convergence to an asymptotically stable point happens with an exponential speed, which means that for all $y \in \mathbb{R}, \bar{x}$ root of $f$,

$$
X(t, y) \underset{t \rightarrow+\infty}{\longrightarrow} \bar{x} \Rightarrow \exists \delta_{y}>0: X(t, y)-\bar{x}=\underset{t \rightarrow+\infty}{O}\left(e^{-\delta_{y} t}\right)
$$

Since the reverse characteristic curves satisfy (4.4), the same results hold for $Y(t, x)$, provided that we replace $f$ by $-f$. In brief, the asymptotically stable equilibria become unstable for the reverse ODE, and vice versa, and if $t \mapsto X(t, y)$ is increasing (respectively decreasing), then $t \mapsto Y(t, x)$ is decreasing (respectively increasing).

### 4.3 Resolution method

The method of resolution to determine the asymptotic behaviour of $n$ that we propose here is based on the following two propositions, which are developed in the following two subsections, respectively:

1. For all $t \geq 0, x \in \mathbb{R}^{d}$, we can express $n(t, x)$ as a function which only depends on $t, x$, on the functions $n^{0}, f$ and $r$, on the inverse characteristic curves $Y(t, x)$, and on the population size $\rho$. Therefore, knowing the limit of $Y(t, x)$ and $\rho(t)$ as $t$ goes to $+\infty$ is enough to understand the long-time behaviour of $n$.
2. The population size $\rho$ is the solution of a non-autonomous ODE, and its long-time behaviour may be inferred from the limit of some parameter-dependent integrals.

Combining these two propositions allows us to reduce the study of the asymptotic behaviour of $n$ to that of parameter-dependent integrals.

### 4.3.1 Semi-explicit expression of the solution

According to the definition of the characteristic curves (4.3), for all $t \geq 0$ and all $y \in \mathbb{R}^{d}$,

$$
\frac{d}{d t} n(t, X(t, y))=(r(X(t, y))-\nabla \cdot f(X(t, y))-\rho(t)) n(t, X(t, y))
$$

i.e.

$$
n(t, X(t, y))=e^{\int_{0}^{t}(r(X(s, y))-\nabla \cdot f(X(s, y))-\rho(s)) d s} n^{0}(y)
$$

Replacing $y$ by $Y(t, x)$ in this last expression, we get a semi-explicit expression for $n$, which is expressed as a function of $t, x$ and $\rho$ :

$$
\begin{align*}
n(t, x) & =n^{0}(Y(t, x)) e^{\int_{0}^{t}((r-\nabla \cdot f)(X(s, Y(t, x)))-\rho(s)) d s} \\
& =n^{0}(Y(t, x)) e^{\int_{0}^{t}((r-\nabla \cdot f)(Y(s, x))-\rho(s)) d s} \tag{4.7}
\end{align*}
$$

The second equality holds according to equality (4.6) and the change of variable $s^{\prime}=t-s$.
Beyond the non-negativity of $n$, this semi-explicit expression shows that determining the asymptotic behaviour of $\rho$ and $Y$ is enough to uncover that of $n$. In the following section, we show that $\rho$ is the solution of a non-autonomous ODE, and that its asymptotic behaviour is related to that of parameter-dependent integrals.

This expression also provides exhaustive information about the support of of $n(t, \cdot)$ : indeed, it ensures that for all $t \geq 0$,

$$
\begin{equation*}
\operatorname{supp}(n(t, \cdot))=\operatorname{supp}\left(n^{0} \circ Y(t, \cdot)\right)=X\left(t, \operatorname{supp}\left(n^{0}\right)\right) . \tag{4.8}
\end{equation*}
$$

Since $n^{0}$ is assumed to have a compact support, then so does $n(t, \cdot)$ for any $t \geq 0$.
We recall that a set $\mathcal{E} \subset \mathbb{R}^{d}$ is said to be positively invariant for the $\mathrm{ODE} \dot{x}=f(u)$ if for all $t \geq 0, X(t, \mathcal{E}) \subset \mathcal{E}$.

With this definition in mind, it becomes clear, according to (4.8), that if $\operatorname{supp}\left(n^{0}\right)$ is positively invariant for the $\operatorname{ODE} \dot{x}=f(x)$, then $\operatorname{supp}(n(t, \cdot)) \subset \operatorname{supp}\left(n^{0}\right)$, for all $t \geq 0$, and, more generally, that if there exists $\mathcal{E} \subset \mathbb{R}^{d}$ a set which is positively invariant for this ODE such that $\operatorname{supp}\left(n^{0}\right) \subset \mathcal{E}$, then $\operatorname{supp}(n(t, \cdot)) \subset \mathcal{E}$, for all $t \geq 0$. Hence, even if PDE (4.1) is defined for all $x \in \mathbb{R}^{d}$, if the support of $n^{0}$ is included in a compact subset of $\mathbb{R}^{d}$ which is positively invariant, then everything happens as if we were working in this compact set. In particular, the functions $f$ and $r$ do not need to be defined outside this set.

### 4.3.2 ODE satisfied by the population size

Let us start with a basic lemma which ensures that the population size $\rho$ does not blow up as $t$ tends to $+\infty$.

Lemma 6 Bounds on $\rho$. Let $\rho$ be defined as in (4.1). Then for all $t \geq 0, \rho(t) \leq$ $\max \left(\|r\|_{\infty}, \rho(0)\right)$.
Proof. According to (4.8), since, $n^{0}$ is assumed to have a compact support, $n(t, \cdot)$ has a compact support for all $t \geq 0$. Hence, when integrating the fist line of (4.1), the advection term vanishes, and we get

$$
\dot{\rho}(t)=\int_{\mathbb{R}^{d}}(r(x)-n(t, x)) n(t, x) d x \leq\left(\|r\|_{\infty}-\rho(t)\right) \rho(t) .
$$

In other words, $\rho$ is a sub-solution of the logistic ODE $\dot{u}=\left(\|r\|_{\infty}-u\right) u$, which proves the result.

In the remainder of this section, we show that $\rho$ is in fact the solution to a nonautonomous logistic equation, which can be written in different forms. In order to lighten the future expressions, we now denote

$$
\tilde{r}:=r-\nabla \cdot f .
$$

Let $\mathcal{E} \subset \mathbb{R}^{d}$ be any measurable subset of $\mathbb{R}^{d}$, and let us denote

$$
\rho_{\mathcal{E}}(t):=\int_{\varepsilon} n(t, x) d x,
$$

which is well-defined and bounded, according to Lemma 4.3.2. By integrating the semiexplicit expression (4.7) of $n$ over $\mathcal{E}$, we obtain the equality

$$
\begin{equation*}
\rho_{\mathcal{E}}(t)=S_{\mathcal{E}}(t) e^{-\int_{0}^{t} \rho(s) d s}, \tag{4.9}
\end{equation*}
$$

where

$$
S_{\mathcal{E}}(t):=\int_{\mathcal{E}} n^{0}(Y(t, x)) e^{\int_{0}^{t} \tilde{r}(Y(s, x)) d s} d x
$$

is a function which only depends on the parameters $f, r$ and $n^{0}$. This function is welldefined, and differentiable, thanks to our regularity assumptions, and since for all $t \geq 0$ $n^{0}(Y(t, \cdot))$ has compact support. Thus, under the hypothesis that for all $t \geq 0, S_{\mathcal{E}}(t)>0$, we obtain

$$
\ln \left(\rho_{\mathcal{E}}(t)\right)=\ln \left(S_{\mathcal{E}}(t)\right)-\int_{0}^{t} \rho(s) d s
$$

and finally, by differentiating and multiplying by $\rho_{\mathcal{E}}$ on both sides,

$$
\begin{equation*}
\dot{\rho}_{\mathcal{E}}(t)=\left(\frac{\dot{S}_{\mathcal{E}}(t)}{S_{\mathcal{E}}(t)}-\rho(t)\right) \rho_{\mathcal{E}}(t) . \tag{4.10}
\end{equation*}
$$

At this stage, one might be tempted to choose $\mathcal{E}=\mathbb{R}^{d}$ to obtain, denoting $S:=S_{\mathbb{R}^{d}}(t)$,

$$
\begin{equation*}
\dot{\rho}(t)=\left(\frac{\dot{S}(t)}{S(t)}-\rho(t)\right) \rho(t) \tag{4.11}
\end{equation*}
$$

This proves that $\rho$ is the solution to a non-autonomous logistic equation, and the study of such equations [70] proves that if the time-dependant carrying capacity $t \mapsto \frac{S(t)}{S(t)}$ converges, then $\rho$ converges to the same limit. Unfortunately, computing the limit of $t \mapsto \frac{\dot{S}(t)}{S(t)}$ is intricate (except in very specific cases). This brings us to introducing a more general framework, which involves simpler functions whose limit can be computed (at least in the case $x \in \mathbb{R}$ ). The idea is to partition the space $\mathbb{R}^{d}$ into several well-chosen subsets, and to consider the size of the population on each of these sets. As seen above, to obtain equations of the type (4.10), we must be cautious when choosing these subsets in order for the corresponding functions $S_{\mathcal{E}}$ to be positive. All this leads us the following proposition:

Proposition 16. Let $\mathcal{U} \subset \mathbb{R}^{d}$ be a set such that

$$
\begin{equation*}
X\left(\mathbb{R}_{+} \times \operatorname{supp}\left(n^{0}\right)\right) \subset \mathcal{U} \tag{4.12}
\end{equation*}
$$

and let $\left(\mathcal{O}_{i}\right)_{i \in\{1, \ldots, N\}}$ be a finite family of open subsets of $\mathcal{U}$ such that
(i) $\forall i \neq j, \quad \mathcal{O}_{i} \cap \mathcal{O}_{j}=\emptyset$.
(ii) $\nu\left(\mathcal{U} \backslash \bigcup_{i=1}^{N} \mathcal{O}_{i}\right)=0$, where $\nu$ denotes the Lebesgue measure.
(iii) $\forall i \in\{1, \ldots N\}, \quad \forall t \geq 0, \quad X\left(t, \operatorname{supp}\left(n^{0}\right)\right) \cap \mathcal{O}_{i} \neq \emptyset$.

Then, by denoting for all $i \in\{1, \ldots, N\}$

$$
\begin{align*}
\rho_{i}(t) & :=\int_{\mathcal{O}_{i}} n(t, x) d x  \tag{4.13}\\
S_{i}(t) & :=\int_{\mathcal{O}_{i}} n^{0}(Y(t, x)) e^{\int_{0}^{t} \tilde{r}(Y(s, x)) d s} d x  \tag{4.14}\\
R_{i}(t) & :=\frac{\dot{S}_{i}(t)}{S_{i}(t)} \tag{4.15}
\end{align*}
$$

the following equation holds:

$$
\left\{\begin{array}{l}
\dot{\rho}_{i}(t)=\left(R_{i}(t)-\rho(t)\right) \rho_{i}(t) \quad \forall t \geq 0, \quad \forall i \in\{1, \ldots, N\}  \tag{4.16}\\
\rho(t)=\sum_{i=0}^{N} \rho_{i}(t) \quad \forall t \geq 0 \\
\rho_{i}(0)>0 \quad \forall i \in\{1, \ldots, N\}
\end{array} .\right.
$$

Remark. Note that a sufficient condition for the third condition (iii) to hold is the following: for any $i \in\{1, \ldots, N\}$, there exists $x_{i}$ in the closure of $\mathcal{O}_{i}$ such that $f\left(x_{i}\right)=0$ and $n^{0}\left(x_{i}\right)>0$.

Proof. As a consequence of the discussion at the beginning of this section, it is enough to prove that

1. For all $i \in\{1, \ldots, N\}$ and all $t \geq 0, \quad S_{i}(t)>0$
2. For all $t \geq 0, \quad \rho(t)=\sum_{i=1}^{N} \rho_{i}(t)$.

First, notice that hypothesis (iii) is equivalent to $\operatorname{supp}\left(n^{0}\right) \cap Y\left(t, \mathcal{O}_{i}\right) \neq \emptyset$ for all $i \in\{1, \ldots, N\}$ and all $t \geq 0$. Moreover, $\mathcal{O}_{i}$ is an open set, which ensures, thanks to the continuity of $n^{0}$, that $\left\{x \in \mathcal{O}_{i}: n^{0}(Y(t, x))>0\right\}$ has a positive measure for all $t \geq 0$. This proves the first point by definition of $S_{i}$. Since $\rho_{i}(0)=S_{i}(0)$, we also infer $\rho_{i}(0)>0$.

The second point is due to hypothesis (4.12): Indeed, for any $t \geq 0$, according to the semi-explicit expression of $n$ provided by (4.7), $n(t, x)=0$ if $Y(t, x) \notin \operatorname{supp}\left(n^{0}\right)$ i.e. if $x \notin X\left(t, \operatorname{supp}\left(n^{0}\right)\right)$, which ensures that

$$
\rho(t)=\int_{\mathbb{R}^{d}} n(t, x) d x=\int_{\mathcal{U}} n(t, x) d x .
$$

The first two hypotheses satisfied by the sets $\mathcal{O}_{i}$ ensure that $\rho(t)=\sum_{i=1}^{N} \rho_{i}(t)$.
Proof of the remark: Let $x_{i}$ be a root of $f$. A classical ODE result ensures that for all $t \geq 0, x \in \mathbb{R}^{d},\left\|Y(t, x)-x_{i}\right\| \leq e^{L t}\left\|x-x_{i}\right\|$, with $L>0$ the Lipschitz constant of $f$. Since $n^{0}\left(x_{i}\right)>0$ and $n^{0}$ is continuous, there exists $\varepsilon>0$ such that $B\left(x_{i}, \varepsilon\right) \subset \operatorname{supp}\left(n^{0}\right)$. Let $t \geq 0, x \in \mathcal{O}_{i} \cap B\left(x_{i}, \varepsilon e^{-L t} / 2\right)$ (such a point does exist, by definition of the closure). Then, $Y(t, x) \in B\left(x_{i}, \varepsilon\right) \subset \operatorname{supp}\left(n^{0}\right)$, which ensures that $x \in X\left(t, \operatorname{supp}\left(n^{0}\right)\right)$, and thus concludes the proof.

In the one-dimensional case, assuming that $f$ has a finite number of roots, an efficient choice for the sets $\mathcal{O}_{i}$ is to take the segments between the roots of $f$ which interseect the support of $n^{0}$, as the following result shows.

Lemma 7. Let $x \in \mathbb{R}$ and assume that $f: \mathbb{R} \rightarrow \mathbb{R}$ has a finite number of roots, that we denote $x_{1}<x_{2}<\ldots<x_{N}$. Let us denote

$$
\mathcal{O}_{0}:=\left(-\infty, x_{1}\right), \quad \mathcal{O}_{i}:=\left(x_{i}, x_{i+1}\right), \quad i \in\{1, \ldots, N-1\}, \quad \mathcal{O}_{N}:=\left(x_{N},+\infty\right),
$$

and, among these segments, let us consider $\mathcal{O}_{i_{1}}, \ldots \mathcal{O}_{i_{M}}$ those which have an non-empty intersection with $\operatorname{supp}\left(n^{0}\right)$. Then, the set $\mathcal{U}:=\underset{1 \leq j \leq M}{ } \mathcal{O}_{i_{j}}$ and the family of sets $\left(\mathcal{O}_{i_{j}}\right)_{1 \leq j \leq M}$ satisfy the hypotheses of Proposition 16.

Proof. By applying the results stated at the end of Section 4.2.2, we note that for all $i \in$ $\{1, \ldots, N\}, \mathcal{O}_{i}$ is positively invariant for the $\mathrm{ODE} \dot{x}=f(x)$. Thus, for all $y \in \operatorname{supp}\left(n^{0}\right) \subset$ $\mathcal{U}, t \geq 0, X(t, y) \in \mathcal{U}$, which ensures that $X\left(\mathbb{R}_{+} \times \operatorname{supp}\left(n^{0}\right)\right) \subset \mathcal{U}$. Moreover, the same results show that for all $j \in\{1, \ldots, M\}, X\left(t, \operatorname{supp}\left(n^{0}\right) \cap \mathcal{O}_{i_{j}}\right) \subset \mathcal{O}_{i_{j}}$, and thus that $X\left(t, \operatorname{supp}\left(n^{0}\right)\right) \cap \mathcal{O}_{i_{j}} \neq \emptyset$. The other two points are automatically satisfied, thanks to the definition of $\mathcal{U}$ and the sets $\mathcal{O}_{i}$.

Proposition 16 shows us that $\rho$ satisfies ODE (4.16). Our next result shows that the long-time behaviour of this ODE depends on the long-time behaviour of the functions $R_{i}$. In particular, it states that if all the functions $R_{i}$ converge, then $\rho$ converges to the maximum of their limit. Before stating the result, we introduce some notations.

Notation. For any function $g: \mathbb{R}_{+} \rightarrow \mathbb{R}$, we denote:

$$
\underline{g}:=\liminf _{t \rightarrow+\infty} g(t) \quad \text { and } \quad \bar{g}:=\limsup _{t \rightarrow+\infty} g(t),
$$

and we say that $g$ converges to $l \in \mathbb{R}$ with an exponential speed if there exist $\delta>0$ such that

$$
g(t)-l=\underset{t \rightarrow+\infty}{O}\left(e^{-\delta t}\right) .
$$

Proposition 17. The coupled system of ODEs (4.16) has the following properties:
(i) For all $i \in\{1, \ldots, N\}$ and all $t \geq 0, \rho_{i}(t)>0$.
(ii) $\underline{\rho} \geq \min _{1 \leq i \leq N}\left(\underline{R_{i}}\right) \quad$ and $\quad \bar{\rho} \leq \max _{1 \leq i \leq N}\left(\overline{R_{i}}\right)$.
(iii) Let $j \in\{1, \ldots, N\}$. If there exists $i \in\{1, \ldots, N\}$ such that $\bar{R}_{j}<\underline{R_{i}}$, then $\rho_{j}(t) \underset{t \rightarrow+\infty}{\longrightarrow} 0$.
(iv) Let us assume that there exists $l \in \mathbb{R}_{+} \cup\{+\infty\}$, and a non empty set $I \subset\{1, \ldots, N\}$ (where potentially $I=\{1, \ldots, N\}$ ) such that for all $i \in I, R_{i}(t) \underset{t \rightarrow+\infty}{\longrightarrow} l$, and $\bar{R}_{j}<l$ for all $j \notin I$. Then, $\rho(t) \underset{t \rightarrow+\infty}{\longrightarrow} l$.
(v) Under the hypotheses of (iv), if moreover $0<l<+\infty$ and for all $i \in I$ the function $R_{i}$ converges to $l$ with an exponential speed, then $\rho$ converges to $l$ with an exponential speed.

Proof. (i) According to the first line of $\operatorname{ODE}(4.16), \rho_{i}(t)=e^{\int_{0}^{t} R_{i}(s)-\rho(s) d s} \rho_{i}(0)$, which is positive according to the third line.
(ii) If $\min _{1 \leq i \leq N}\left(\underline{R_{i}}\right)=0$, there is nothing to prove: we assume $\min _{1 \leq i \leq N}\left(\underline{R_{i}}\right)>0$ and let $m<\min _{1 \leq i \leq N}\left(\underline{R_{i}}\right)$. There exists $T_{m} \geq 0$ such that for all $t \geq T_{m}$, and all $i \in\{1, \ldots, N\}$, $R_{i}(t) \geq m$. Thus

$$
\dot{\rho}(t)=\sum_{i=1}^{N} \dot{\rho}_{i}(t)=\sum_{i=1}^{N}\left(R_{i}(t)-\rho(t)\right) \rho_{i}(t) \geq(m-\rho(t)) \rho(t),
$$

which means that $\rho$ is a super-solution of a logistic equation which converges to $m$, and thus that $\underline{\rho} \geq m$. Since this inequality holds for any $m<\min _{1 \leq i \leq N}\left(\underline{R_{i}}\right)$ it proves that $\underline{\rho} \geq \min _{1 \leq i \leq N}\left(\underline{R_{i}}\right)$. By proceeding in the same way with the limit superior, we get the second inequality.
(iii) Let $i, j \in\{1, \ldots, N\}$ such that $\bar{R}_{j} \leq \underline{R_{i}}$. The latter inequality is written with the convention that if $\underline{R_{i}}=+\infty$, then $\bar{R}_{j} \in \mathbb{R}$. Using the first point, $\rho_{j}, \rho_{i}>0$ on $\mathbb{R}_{+}$. We can compute

$$
\frac{d}{d t} \ln \left(\frac{\rho_{i}(t)}{\rho_{j}(t)}\right)=R_{i}(t)-R_{j}(t)>\varepsilon,
$$

for a certain $\varepsilon>0$ and $t$ large enough. Thus, $\rho(t) \geq \rho_{i}(t) \geq C e^{\varepsilon t} \rho_{j}(t)$, for a certain constant $C>0$, which yields

$$
\dot{\rho}_{j}(t) \leq\left(\sup _{t>0} R_{j}(t)-C e^{\varepsilon t} \rho_{j}(t)\right) \rho_{j}(t)
$$

with $\sup _{t>0} R_{j}(t)<+\infty$ by hypothesis, and thus $\rho_{j}$ goes to zero as $t$ goes to $+\infty$.
(iv) Let us denote $\rho_{J}:=\sum_{j \neq I} \rho_{j}$. (This first step is not necessary in the case $I=\{1, \ldots, N\}$ ). According to the previous property, $\rho_{J}$ converges to zero. By denoting $\tilde{R}_{i}:=R_{i}-\rho_{J}$, we can thus rewrite system (4.16) as:

$$
\left\{\begin{array}{l}
\dot{\rho}_{i}(t)=\left(\tilde{R}_{i}(t)-\rho_{I}(t)\right) \rho_{i}(t) \quad \forall t \geq 0, \quad \forall i \in I \\
\rho_{I}(t)=\sum_{i \in I} \rho_{i}(t) \quad \forall t \geq 0 \\
\rho_{i}(0)>0 \quad \forall i \in\{1, \ldots, N\}
\end{array}\right.
$$

Applying Property (ii) to this new system proves the desired result, since

$$
\min _{i \in I}\left(\underline{\tilde{R}_{i}}\right)=\max _{i \in I}\left(\overline{\tilde{R}}_{i}\right)=l .
$$

(v) Let $l \in(0,+\infty)$. According to the previous point, $\rho$ is bounded by two positive constants (and so is $\rho_{I}$ ), that we denote $\rho^{m}<\rho^{M}$. Using the same argument as in the proof of the third point, one proves that for all $j \notin I$, there exists $\varepsilon>0$ such that $\rho_{J}(t) \leq C e^{-\varepsilon t} \rho^{M}$, and thus that $\rho_{J}$ converges to 0 with an exponential speed. Thus, it remains to prove that the convergence of $\rho_{I}$ to $l$ also occurs with an exponential speed. By hypothesis, there exists $C, \delta>0$ such that for all $t \geq 0$, $\sum_{i \in I}\left|\tilde{R}_{i}(t)-l\right| \leq C e^{-\delta t}$. Thus, by denoting $C^{\prime}:=C\left\|\rho_{I}(\cdot)-l\right\|_{\infty} \rho^{M}$, we find

$$
\begin{aligned}
\frac{d}{d t} \frac{1}{2}\left(\rho_{I}(t)-l\right)^{2} & =\left(\rho_{I}(t)-l\right) \sum_{i \in I}\left(\left(\tilde{R}_{i}(t)-l\right)-\left(\rho_{I}(t)-l\right)\right) \rho_{i}(t) \\
& \leq C^{\prime} e^{-\delta t}-\rho^{m}\left(\rho_{I}(t)-l\right)^{2},
\end{aligned}
$$

which concludes the proof, according to Grönwall's lemma.

### 4.4 Results in the one-dimensional case

### 4.4.1 Asymptotic behaviour of the carrying capacities

As evidenced by the previous section and in particular by Proposition 17, the long-time behaviour of $\rho$ is completely determined by that of the functions $R_{i}$, which we call carrying capacities by analogy with the logistic equation. As their definition suggests, computing the limit of these functions is a delicate issue: this section is dedicated to these
computations. The multidimensional case seems out of reach with this method, because, as we shall see, we use a change of variable that requires to be working in 1D.

In order to simplify the notations, we will now denote $R$ instead of $R_{\mathcal{E}}$ or $R_{i}$, when there is no ambiguity as to which sets we are working with. We are thus interested in the asymptotic behaviour of the function

$$
\begin{equation*}
R(t)=\frac{\dot{S}(t)}{S(t)}, \quad \text { with } \quad S(t)=\int_{\mathcal{E}} n^{0}(Y(t, x)) e^{t_{0}^{t} \tilde{r}(Y(s, x)) d s} d x \tag{4.17}
\end{equation*}
$$

where $\mathcal{E} \subset \mathbb{R}^{d}$ is an open set which satisfies $\operatorname{supp}\left(n^{0}\right) \cap Y(t, \mathcal{E}) \neq \emptyset$ for all $t \geq 0$.
First, let us note that for all $l \in \mathbb{R}$,

$$
\begin{equation*}
R(t)-l=\frac{\frac{d}{d t}\left(S(t) e^{-l t}\right)}{S(t) e^{-l t}} . \tag{4.18}
\end{equation*}
$$

Thus, in order to prove that $R$ converges to $l \in \mathbb{R}$ with an exponential speed, it in enough to prove that:
(a) $\liminf _{t \rightarrow+\infty} S(t) e^{-l t}>0$.
(b) $t \mapsto e^{\delta t} \frac{d}{d t}\left(S(t) e^{-l t}\right)$ is bounded for a certain $\delta>0$.

Indeed, we immediately deduce from (4.18), and the fact that $S$ is positive, according to its definition (4.14), that these two hypotheses imply that for any $\delta^{\prime} \in(0, \delta)$,

$$
R(t)-l=\underset{t \rightarrow+\infty}{O}\left(e^{-\delta^{\prime} t}\right) .
$$

## Integral formulae for the carrying capacities

This section aims at listing several alternative formulae of $S$. In the following section, we will use one or the other, depending on the studied case.

We recall that $S$ is defined as

$$
\begin{equation*}
S(t)=\int_{\mathcal{E}} n^{0}(Y(t, x)) e^{f_{0}^{t} \tilde{r}(Y(s, x)) d s} d x \tag{4.19}
\end{equation*}
$$

with $\tilde{r}:=r-\nabla \cdot f$.
As seen in the first section, for any $t \geq 0, x \mapsto Y(t, x)$ is a $C^{1}$-diffeomorphism from $\mathcal{E}$ to $Y(t, \mathcal{E})$. Thus, the change of variable $y=Y(t, x)$, and Liouville's formula which ensures that $|\operatorname{det}(\operatorname{Jac}(Y(t, x)))|=e^{\int_{0}^{t}-\nabla \cdot f(Y(s, x)) d s}$ provide a second expression for $S$, namely

$$
\begin{equation*}
S(t)=\int_{Y(t, \mathcal{E})} n^{0}(y) e^{\int_{0}^{t} r(X(s, y)) d s} d y \tag{4.20}
\end{equation*}
$$

Moreover, in the one-dimensional case $x \in \mathbb{R}$, if $\mathcal{E}$ is an interval on which $f \neq 0$, then for all $y \in \mathcal{E}, t \mapsto X(t, y)$ is also a $C^{1}$-diffeomorphism from $(0, t)$ to $(y, X(t, y))$ or $(X(t, y), y)$. This allows us to make the change of variable $s^{\prime}=Y(s, x)$ and $s^{\prime}=X(s, y)$ in the two expressions for $S$, thereby obtaining two new formulations

$$
\begin{equation*}
S(t)=\int_{\mathcal{E}} n^{0}(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)}{f(s)} d s} d x=\int_{Y(t, \mathcal{E})} n^{0}(y) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s} d y \tag{4.21}
\end{equation*}
$$

and, in the same way, for all $l \in \mathbb{R}$,

$$
\begin{equation*}
S(t) e^{-l t}=\int_{\mathcal{E}} n^{0}(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-l}{f(s)} d s} d x=\int_{Y(t, \mathcal{E})} n^{0}(y) e^{\int_{y}^{X(t, y)} \frac{r(s)-l}{f(s)} d s} d y . \tag{4.22}
\end{equation*}
$$

Likewise, by differentiating expressions (4.19) and (4.20), we are led to several formulae for $\frac{d}{d t}\left(S(t) e^{-l t}\right)$, namely

$$
\begin{equation*}
\frac{d}{d t}\left(S(t) e^{-l t}\right)=\int_{\mathcal{E}} m(Y(t, x)) e^{\int_{0}^{t} \tilde{r}(Y(s, x))-l d s} d x=\int_{\mathcal{E}} m(y) e^{\int_{0}^{t} r(X(s, y))-l d s} d x \tag{4.23}
\end{equation*}
$$

with

$$
\begin{equation*}
m(y):=n^{0}(y)(\tilde{r}(y)-l)-f(y) n^{0^{\prime}}(y) . \tag{4.24}
\end{equation*}
$$

In the one-dimensional case $x \in \mathbb{R}$, assuming that $\mathcal{E}$ is an interval in which $f \neq 0$, we get the additional expressions

$$
\begin{equation*}
\frac{d}{d t}\left(S(t) e^{-l t}\right)=\int_{\mathcal{E}} m(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-l}{f(s)} d s} d x=\int_{\mathcal{E}} m(y) e^{\int_{y}^{X(t, y)} \frac{r(s)-l}{f(s)} d s} d y \tag{4.25}
\end{equation*}
$$

Lastly, in the particular one-dimensional case where $\mathcal{E}$ is an interval such that $Y(t, \mathcal{E})=\mathcal{E}$ for all $t \geq 0$, and $f \neq 0$ on $\mathcal{E}$, (which is the case if $\mathcal{E}$ is an interval delimited by two consecutive roots of $f$ ) one can differentiate (4.20) to get

$$
\begin{equation*}
\frac{d}{d t}\left(S(t) e^{-l t}\right)=\int_{\mathcal{E}} n^{0}(y)(r(X(t, y))-l) e^{\int_{0}^{t} r(X(s, y))-l d s} d y \tag{4.26}
\end{equation*}
$$

and the second expression of (4.22) to get

$$
\begin{align*}
\frac{d}{d t}\left(S(t) e^{-l t}\right) & =\int_{\mathcal{E}} n^{0}(y)(r(X(t, y))-l) e^{\int_{y}^{X(t, y)} \frac{r(s)-l}{f(s)} d s} d y  \tag{4.27}\\
& =\int_{\mathcal{E}} n^{0}(Y(t, x))(r(x)-l) e^{\int_{Y(t, x)}^{x} \frac{\tilde{\tau}(s)-l}{f(s)} d s} d x \tag{4.28}
\end{align*}
$$

## An important estimate

The lemma stated in this section will be crucial in computing limits of the relevant parameter-dependent integrals in the next section.
Notation. Let $x_{0} \in \mathbb{R} \cup\{ \pm \infty\}$, and $h$ and $g$ be two functions defined in the neighbourhood of $x_{0}$. If there exist $C_{1}, C_{2}>0$ such that

$$
C_{1}|g(x)| \leq|h(x)| \leq C_{2}|g(x)|
$$

for any $x$ close enough to $x_{0}$, we write

$$
h(x)=\underset{x \rightarrow x_{0}}{\Theta}(g(x)) .
$$

Remark. According to the definition of $\Theta$, is is clear that for any $x_{0} \in \mathbb{R} \cup\{ \pm \infty\}, g, h$ defined in the neighbourhood of $x_{0}, f$ such that $h(x)={ }_{x \rightarrow x_{0}}^{\Theta}(g(x)), h$ is integrable near $x_{0}$ if and only if $g$ is integrable near $x_{0}$.
Lemma 8. Let $x_{0}, y \in \mathbb{R}$, with $x_{0}<y$, and let $\beta \in C^{2}\left(\left[x_{0}, y\right]\right)$ such that $\beta(y)=0$, $\beta^{\prime}(y) \neq 0$ and $\beta \neq 0$ on $\left[x_{0}, y\right)$, and $\alpha \in C^{1}\left(\left[x_{0}, y\right]\right)$. Then,

$$
e^{\int_{x_{0}}^{x} \frac{\alpha(s)}{\beta(s)} d s}=\underset{x \rightarrow y^{-}}{\Theta}\left(|y-x|^{\frac{\alpha(y)}{\beta(y)}}\right) .
$$

Similarly, if $x_{0}>y, \beta \in C^{2}\left(\left[y, x_{0}\right]\right)$ is such that $\beta(y)=0, \beta^{\prime}(y) \neq 0$ and $\beta \neq 0$ on $\left[y, x_{0}\right)$, and $\alpha \in C^{1}\left(\left[y, x_{0}\right]\right)$, then

$$
e^{\int_{x_{0}}^{x} \frac{\alpha(s)}{\beta(s)} d s}=\underset{x \rightarrow y^{+}}{\Theta}\left(|y-x|^{\frac{\alpha(y)}{\beta(y)}}\right) .
$$

Proof. we show only the first equivalence: the proof of the second is analogous. According to the regularity of $\alpha$ and $\beta$, the integral $\int_{x_{0}}^{x} \frac{\alpha(s)}{\beta(s)}$ is well-defined for any $x \in\left(x_{0}, y\right)$, and for all $s \in\left(x_{0}, y\right)$,

$$
\alpha(s)=\alpha(y)+O(s-y), \quad \text { and } \quad \beta(s)=(s-y) \beta^{\prime}(y)+O\left((s-y)^{2}\right) .
$$

Thus,
$\frac{\alpha(s)}{\beta(s)}-\frac{\alpha(y)}{(s-y) \beta^{\prime}(y)}=\frac{\alpha(s)(s-y) \beta^{\prime}(y)-\alpha(y) \beta(s)}{\beta(s)(s-y) \beta^{\prime}(y)}=\frac{O(s-y)^{2}}{\beta^{\prime}(y)^{2}(s-y)^{2}+O\left((s-y)^{3}\right)}=O(1)$.
Hence,

$$
e^{\int_{x_{0}}^{x} \frac{\alpha(s)}{\beta(s)} d s}=e^{\int_{x_{0}}^{x} \frac{\alpha(y)}{\beta^{\prime}(y)} \frac{1}{s-y}+O(1) d s}=e^{O(1)}|y-x|^{\frac{\alpha(y)}{\beta^{\prime}(y)}}
$$

which proves the result of this lemma.

## Asymptotic behaviour of the carrying capacity in one dimension

We here focus on the one-dimensional case. We recall that we assume that $n^{0} \in \mathcal{C}_{c}(\mathbb{R})$, $f \in C^{2}(\mathbb{R}) \cap \operatorname{Lip}(\mathbb{R}), r \in C^{1}(\mathbb{R}) \cap L^{1}(\mathbb{R})$, and that $r(x)$ goes to 0 as $x$ goes to $\pm \infty$ In this section, we further assume that $f \in \operatorname{BV}(\mathbb{R})$, i.e $f^{\prime} \in L^{1}(\mathbb{R})$, and that $f$ converges to a non-zero limit at $\pm \infty$.

In order to apply Proposition 17 (as explained in Lemma 7), the most insightful division is to consider each segment between the roots of $f$. Hence, we must first compute the limit of the function $R$ when the chosen set $\mathcal{E}$ is such a segment.

To be more precise, we must therefore distinguish between several cases, depending on whether the considered interval is bounded (delimited by two consecutive roots of $f$ ) or not (delimited by the smallest or the greatest root of $f$ ), and the sign of the derivative at these boundary roots.

In fact, when $n^{0}$ vanishes at a given root $a$, the limit may depend on how fast $n^{0}$ vanishes, i.e. on the value $\alpha>0$ such that $n^{0}(y)$ vanishes like $(y-a)^{\alpha}$. For our method of proof to accommodate this case, we will need to make a slightly stronger assumption involving the derivative of $n^{0}$.

We will see in the next section that a slight change in the limit of $R$ may have a drastic impact on the long-time behaviour of $n$. We also deal with cases where $f$ does not have any root (which ensures, as one might expect, that $R$ converges to 0 ), and the case where $f$ is zero on a whole interval. Hence, this result can be seen as a generalisation of the one stated in [106].
Proposition 18. In each case, we assume that $\mathcal{E} \cap \operatorname{supp}\left(n^{0}\right) \neq \emptyset$.
(i) If $\mathcal{E}=(a,+\infty), f<0$ on $\mathcal{E}, f(a)=0$ and $f^{\prime}(a)<0$, then $R$ converges to $r(a)$.
(ii) If $\mathcal{E}=(-\infty, a), f>0$ on $\mathcal{E}, f(a)=0$ and $f^{\prime}(a)<0$, then $R$ converges to $r(a)$.
(iii) If $\mathcal{E}=(a,+\infty), f>0$ on $\mathcal{E}, f(a)=0, f^{\prime}(a)>0$, then

- If $n^{0}(a)>0$, then
- If $r(a)-f^{\prime}(a)>0$, then $R$ converges to $r(a)-f^{\prime}(a)$.
- If $r(a)-f^{\prime}(a)<0$, then $R$ converges to 0 .
- If $n^{0}(a)=0$, and if there exist $C, \alpha>0$ such that $n^{0^{\prime}}(y)=C \alpha(y-a)^{\alpha-1}+$ $\underset{y \rightarrow a^{+}}{O}\left((y-a)^{\alpha}\right)$, then
- If $r(a)-(1+\alpha) f^{\prime}(a)>0$, then $R$ converges to $r(a)-(1+\alpha) f^{\prime}(a)$.
- If $r(a)-(1+\alpha) f^{\prime}(a)<0$, then $R$ converges to 0 .
- If $n^{0}(a)=0$, and if there exists $\varepsilon>0$ such that $n^{0}(\cdot)=0$ on $[a, a+\varepsilon]$, then $R$ converges to 0 .
(iv) If $\mathcal{E}=(-\infty, a), f<0$ on $\mathcal{E}, f(a)=0, f^{\prime}(a)>0$, then
- If $n^{0}(a)>0$, then
- If $r(a)-f^{\prime}(a)>0$, then $R$ converges to $r(a)-f^{\prime}(a)$.
- If $r(a)-f^{\prime}(a)<0$, then $R$ converges to 0 .
- If $n^{0}(a)=0$, and if there exist $C, \alpha>0$ such that $n^{0^{\prime}}(y)=-C \alpha(a-y)^{\alpha-1}+$ $\underset{y \rightarrow a^{-}}{O}\left((a-y)^{\alpha}\right)$, then
- If $r(a)-(1+\alpha) f^{\prime}(a)>0$, then $R$ converges to $r(a)-(1+\alpha) f^{\prime}(a)$.
- If $r(a)-(1+\alpha) f^{\prime}(a)<0$, then $R$ converges to 0 .
- If $n^{0}(a)=0$, and if there exists $\varepsilon>0$ such that $n^{0}(\cdot)=0$ on $[a-\varepsilon, a]$, then $R$ converges to 0 .
(v) If $\mathcal{E}=(a, b), f>0$ on $(a, b), f(a)=f(b)=0, f^{\prime}(a)>0, f^{\prime}(b)<0$, then
- If $n^{0}(a)>0$, then
- If $r(b)>r(a)-f^{\prime}(a)$, then $R$ converges to $r(b)$.
- If $r(b)<r(a)-f^{\prime}(a)$, then $R$ converges to $r(a)-f^{\prime}(a)$.
- If $n^{0}(a)=0$, and if there exist $C, \alpha>0$ such that $n^{0^{\prime}}(y)=C \alpha(y-a)^{\alpha-1}+$ $\underset{y \rightarrow a^{+}}{O}\left((y-a)^{\alpha}\right)$, then
- If $r(b)>r(a)-(\alpha+1) f^{\prime}(a)$, then $R$ converges to $r(b)$.
- If $r(b)<r(a)-(\alpha+1) f^{\prime}(a)$, then $R$ converges to $r(a)-(\alpha+1) f^{\prime}(a)$.
- If $n^{0}(a)=0$, and if there exists $\varepsilon>0$ such that $n^{0}(\cdot)=0$ on $[a, a+\varepsilon]$, then $R$ converges to $r(b)$.
(vi) If $\mathcal{E}=(a, b), f<0$ on $(a, b), f(a)=f(b)=0, f^{\prime}(a)<0, f^{\prime}(b)>0$, then
- If $n^{0}(b)>0$, then
- If $r(a)>r(b)-f^{\prime}(b)$, then $R$ converges to $r(a)$.
- If $r(a)<r(b)-f^{\prime}(b)$, then $R$ converges to $r(b)-f^{\prime}(b)$.
- If $n^{0}(b)=0$, and if there exist $C, \alpha>0$ such that $n^{0^{\prime}}(y)=-C \alpha(b-y)^{\alpha-1}+$ $\underset{y \rightarrow b^{-}}{O}\left((b-y)^{\alpha}\right)$, then
- If $r(a)>r(b)-(\alpha+1) f^{\prime}(b)$, then $R$ converges to $r(a)$.
- If $r(a)<r(b)-(\alpha+1) f^{\prime}(b)$, then $R$ converges to $r(b)-(\alpha+1) f^{\prime}(b)$.
- If $n^{0}(b)=0$, and if there exists $\varepsilon>0$ such that $n^{0}(\cdot)=0$ on $[b-\varepsilon, b]$, then $R$ converges to $r(a)$.
(vii) If $\mathcal{E}=\mathbb{R}$, and $f>0$ on $\mathbb{R}$, then $R$ converges to 0 .
(viii) If $\mathcal{E}=\mathbb{R}$, and $f<0$ on $\mathbb{R}$, then $R$ converges to 0 .
(ix) If $\mathcal{E}$ is a interval in which $f \equiv 0$, and $n^{0}>0$, and $\underset{\overline{\mathcal{E}}}{\arg \max } r=\left\{x_{1}, \ldots, x_{p}\right\} \subset \mathcal{E}$, with

$$
r^{\prime}\left(x_{i}\right)=0, \quad r^{\prime \prime}\left(x_{i}\right)<0 \quad \text { for all } i \in\{1, \ldots, p\},
$$

then, $R$ converges to $\bar{r}:=\max _{x \in \mathcal{E}} r(x)$.

Moreover, except in this last case, $R$ converges with an exponential speed whenever it does not converge to 0 .

Proof. As explained at the beginning of this section, whenever we show that $R$ converges with an exponential speed, we must prove successively that
(a) $\liminf _{t \rightarrow+\infty} S(t) e^{-l t}>0$
(b) $t \mapsto e^{\delta t} \frac{d}{d t}\left(S(t) e^{-l t}\right)$ is bounded for a certain $\delta>0$,
where $l$ is the expected limit. By Fatou's lemma, the point (a) can be proven by showing that the integrand involved in the expression of $S$ (which depends on the chosen formula) converges pointwise to a non-negative function which is positive on a set of positive Lebesgue measure. Depending on the case, we will use different expressions for $S$ and $S^{\prime}$ among those determined in Section 4.4.1. In order to lighten the proof, we assume without loss of generality that $a=0$ and $b=1$, and we denote

$$
\tilde{r}=r-f^{\prime} \quad \text { and } \quad \tilde{r}_{\alpha}:=\tilde{r}-\alpha f^{\prime}=r-(\alpha+1) f^{\prime} \quad \text { for } \alpha \in \mathbb{R}
$$

Moreover since the cases (ii), (iv), (vi) and (viii) are symmetric to the cases (i), (iii), (v) and (vii) respectively, we omit their proof.
(i) Note that, according to the hypotheses satisfied by $f$, for all $y \in(0,+\infty), t \mapsto X(t, y)$ converges to 0 .
(a) According to (4.20),

$$
S(t) e^{-r(0) t}=\int_{0}^{+\infty} n^{0}(y) e^{\int_{0}^{t} r(X(s, y))-r(0) d s} d y=\int_{0}^{M} n^{0}(y) e^{\int_{0}^{t} r(X(s, y))-r(0) d s} d y
$$

for a certain $M>0$, since $n^{0}$ has a compact support. Since $f^{\prime}(0)<0$, there exist $C, \delta>0$ such that $X(t, y) \leq C e^{-\delta t}$ for all $y \in[0, M], t \geq 0$. This proves that for all $y \in[0, M], s \mapsto r(X(s, y))-r(0)$ is integrable on $(0,+\infty)$, and thus that $y \mapsto n^{0}(y) e^{\int_{0}^{+\infty}} r(X(s, y))-r(0) d s$ is well-defined on $[0, M]$. Since this function is positive on a sub-interval of $[0, M]$, its integral on this segment is positive. Moreover, $t \mapsto n^{0}(y) e^{\int_{0}^{t} r(X(s, y))-r(0) d s}$ converges pointwise to this function.
(b) As seen in the first point, there exist $C, \delta>0$ such that for all $y \in[0, M]$ and all $t \geq 0$, $0 \leq X(t, y) \leq C e^{-\delta t}$. Thus, using expression (4.26), and the mean value theorem,

$$
\begin{aligned}
\left|e^{\delta t} \frac{d}{d t}\left(S(t) e^{-r(0) t}\right)\right| & =e^{\delta t}\left|\int_{0}^{M} n^{0}(y)(r(X(t, y))-r(0)) e^{\int_{0}^{t} r(X(t, y))-r(0) d s} d y\right| \\
& \leq 2\left\|n^{0}\right\|_{\infty}\|r\|_{L^{\infty}(0, M)} C \int_{0}^{M} e^{\int_{0}^{t}|r(X(s, y))-r(0)| d s} d y \\
& \leq\left\|n^{0}\right\|_{\infty}\left\|r^{\prime}\right\|_{L^{\infty}(0, M)} C M e^{\int_{0}^{t} C\left\|r^{\prime}\right\|_{L^{\infty}(0, M)} e^{-\delta s} d s}
\end{aligned}
$$

which is bounded.
(iii) Note that, according to the hypothesis on $f$, for all $x, y \in(0,+\infty), t \mapsto X(t, y)$ is increasing and goes to $+\infty$, and $t \mapsto Y(t, x)$ is decreasing and converges to 0 .

- Let us assume that $n^{0}(0)>0$. We distinguish two cases:
- Case $r(0)-f^{\prime}(0)>0$ :
(a) According to (4.22),

$$
S(t) e^{-\tilde{r}(0) t}=\int_{\mathcal{E}} n^{0}(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{r}(0)}{f(s)} d s} d x
$$

For all $x \in(0,+\infty), n^{0}(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{\tilde{r}}(0)}{f(s)} d s} \underset{t \rightarrow+\infty}{\longrightarrow} n^{0}(0) e^{\int_{0}^{x} \frac{\tilde{r}(s)-\tilde{r}(0)}{f(s)} d s}$, which is well defined since $s \mapsto \frac{\tilde{r}(s)-\tilde{r}(0)}{f(s)}$ is continuous on $[0, x)$, thanks to the regularity of $r$ and $f$, and positive, since $n^{0}(0)>0$ by hypothesis.
(b) Let $\delta \in\left(0, \min \left(\tilde{r}(0), f^{\prime}(0)\right)\right)$. Since $\delta-\tilde{r}(0)<0, r$ goes to 0 at $+\infty$ and $f$ is positive, we can find $M \geq 0$ such that $\frac{r(s)-\tilde{r}(0)+\delta}{f(s)} \leq 0$ for all $s \in[M,+\infty)$, and $\operatorname{supp}\left(n^{0}\right) \cap \mathcal{E} \subset[0, M]$. Thus, for all $t \geq 0$, and all $y \in(0, M)$,

$$
\int_{y}^{X(t, y)} \frac{r(s)-\tilde{r}(0)+\delta}{f(s)} d s \leq \int_{y}^{M}\left|\frac{r(s)-\tilde{r}(0)+\delta}{f(s)}\right| d s
$$

According to (4.25),

$$
e^{\delta t} \frac{d}{d t}\left(S(t) e^{-\tilde{r}(0) t}\right)=\int_{0}^{+\infty} m(y) e^{\int_{y}^{X(t, y)} \frac{r(s)-\tilde{r}(0)+\delta}{f(s)} d s} d y
$$

Thus, $\operatorname{since} \operatorname{supp}(m) \cap \mathcal{E}=\operatorname{supp}\left(n^{0}\right) \cap \mathcal{E} \subset[0, M]$, and by the previous inequality,

$$
\left|e^{\delta t} \frac{d}{d t}\left(S(t) e^{-\tilde{r}(0) t}\right)\right| \leq \int_{0}^{M}|m(y)| e^{\int_{y}^{M} \frac{|r(s)-\tilde{\tilde{c}}(0)+\delta|}{f(s)} d s} d y
$$

Since $m(y)=n^{0}(y)(\tilde{r}(y)-\tilde{r}(0))-f(y) n^{0^{\prime}}(y),|m(y)|=\underset{y \rightarrow 0}{O}(y)$. Moreover, since $|r(0)-\tilde{r}(0)+\delta|=f^{\prime}(0)+\delta$, Lemme 8 yields $e^{\int_{y}^{M} \frac{|r(s)-\tilde{r}(0)+\delta|}{f(s)} d s}=\underset{y \rightarrow 0}{O}\left(y^{-1-\delta / f^{\prime}(0)}\right)$. Therefore,

$$
|m(y)| e^{\int_{y}^{M} \frac{|r(s)-\tilde{r}(0)+\delta|}{f(s)} d s}=\underset{y \rightarrow 0}{O}\left(y^{-\delta / f^{\prime}(0)}\right)
$$

and is thus integrable since $\delta<f^{\prime}(0)$.

- Case $r(0)-f^{\prime}(0)<0$ : in this case, we do not show that convergence occurs with an exponential speed. Thus, we do not prove the two points as before, but simply that

$$
\limsup _{t \rightarrow+\infty} S(t)>0 \quad \text { and } \quad \lim _{t \rightarrow+\infty} S^{\prime}(t)=0
$$

which will imply, by definition of $R$ (4.17), that $R$ converges to 0 . According to (4.22),

$$
S(t)=\int_{0}^{+\infty} n^{0}(y) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s} d y
$$

By hypothesis, $f$ converges to a positive limit. Thus, for all $y>0$, there exist $\varepsilon_{y}>0$ such that $f(s)>\varepsilon_{y}$, for all $s \geq y$. Thus, for all $y>0, \int_{y}^{+\infty} \frac{r(s)}{f(s)} d s \leq$ $\frac{1}{\varepsilon_{y}}\|r\|_{L^{1}}<+\infty$. This implies that $y \mapsto n^{0}(y) e^{\int_{y}^{+\infty} \frac{r(s)}{f(s)} d s}$ is well defined on $\mathbb{R}_{+}$. Moreover, this function is positive at any $y$ such that $n^{0}(y)>0$, hence its integral is positive. Finally, $t \mapsto n^{0}(y) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s}$ converges to this function pointwise,. Owing to (4.26) (with $l=0$ ),

$$
S^{\prime}(t)=\int_{\operatorname{supp}\left(n^{0}\right)} n^{0}(y) r(X(t, y)) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s} d y
$$

By hypothesis, there exist $\varepsilon, M>0$ such that $f(s) \geq \varepsilon$ for all $s \geq M$. Thus, for all $y>0$,

$$
\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s \leq \int_{y}^{+\infty} \frac{r(s)}{f(s)} d s \leq \underbrace{\int_{M}^{+\infty} \frac{r(s)}{f(s)}}_{\leq \frac{\|r\|_{L^{1}}}{\varepsilon}} d s+\int_{y}^{M} \frac{r(s)}{f(s)} d s \mathbb{1}_{(0, M)}(y)
$$

Since $r \in L^{1}\left(\mathbb{R}_{+}\right)$, by hypothesis, this proves that there exists a constant $K>0$ such that for all $t \geq 0, y>0$,

$$
\left|n^{0}(y) r(X(t, y)) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s}\right| \leq\left\|n^{0}\right\|_{\infty}\|r\|_{\infty} e^{K} e^{\int_{y}^{M} \frac{r(s)}{f(s)} d s \mathbb{1}_{(0, M)}(y)}
$$

By virtue of Lemma 8, this last quantity in integrable, since

$$
e^{\int_{y}^{M} \frac{r(s)}{f(s)} d s}=\underset{y \rightarrow 0}{O}\left(y^{-\frac{r(0)}{f^{\prime}(0)}}\right),
$$

with $r(0)<f^{\prime}(0)$, by hypothesis. Moreover, since $t \mapsto r(X(t, y))$ converges to 0 as $t$ goes to $+\infty$ for any $y>0, n^{0}(y) r(X(t, y)) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s} d y$ converges to 0 pointwise. According to the dominated convergence theorem, $S^{\prime}$ thus converges to 0.

- Let us assume that $n^{0}(a)=0$, and that the hypothesis of the theorem regarding $n^{0^{\prime}}$ holds. We follow exactly the same steps and use the same formulae as in the case ' $n^{0}(0)>0$ ', by adapting the computations. We distinguish again two cases.
- Case $\tilde{r}_{\alpha}(0)>0$ :
(a) According to (4.22),

$$
S(t) e^{-\tilde{r}_{\alpha}(0) t}=\int_{\mathcal{E}} n^{0}(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{r}(0)}{f(s)} d s} d x
$$

For all $x \in(0,+\infty)$,

$$
\begin{aligned}
n^{0}(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{r}_{\alpha}(0)}{f(s)} d s} & =\frac{n^{0}(Y(t, x))}{Y(t, x)^{\alpha}} e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{r}(0)}{f(s)} d s} \\
& \times Y(t, x)^{\alpha} e^{\int_{Y(t, x)}^{x} \frac{\alpha f^{\prime}(0)}{f(s)} d s} .
\end{aligned}
$$

Let $x>0$. On the one hand,

$$
\frac{n^{0}(Y(t, x))}{Y(t, x)^{\alpha}} e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{\tilde{r}}(0)}{f(s)} d s} \underset{t \rightarrow+\infty}{\longrightarrow} C e^{\int_{0}^{x} \frac{\tilde{\tilde{r}}(s)-\tilde{\tilde{r}}(0)}{f(s)} d s}
$$

which is well defined since $s \mapsto \frac{\tilde{r}(s)-\tilde{r}(0)}{f(s)}$ is continuous on $[0, x)$, according to the regularity assumptions on $r$ and $f$, and positive. On the other hand, by rewriting

$$
\begin{aligned}
Y(t, x)^{\alpha} e^{\int_{Y(t, x)}^{x} \frac{-\alpha f^{\prime}(0)}{f(s)} d s} & =e^{\alpha(\ln (Y(t, x))-\ln (x))} x^{\alpha} e^{\int_{Y(t, x)}^{x} \frac{\alpha f^{\prime}(0)}{f(s)} d s} \\
& =x^{\alpha} e^{\int_{Y(t, x)}^{x} \frac{\alpha f^{\prime}(0)}{f(s)}-\frac{\alpha}{s} d s},
\end{aligned}
$$

and by noting that $s \mapsto \frac{\alpha f^{\prime}(0)}{f(s)}-\frac{\alpha}{s}$ is continuous at 0 , since

$$
\begin{align*}
\frac{\alpha f^{\prime}(0)}{f(s)}-\frac{\alpha}{s} & =\frac{\alpha f^{\prime}(0) s-\alpha f(s)}{s f(s)}  \tag{4.29}\\
& =\frac{\alpha f^{\prime}(0) s-\alpha f^{\prime}(0) s+f^{\prime \prime}(0) / 2 s^{2}+o\left(s^{2}\right)}{f^{\prime}(0) s^{2}+o\left(s^{2}\right)} \underset{s \rightarrow 0}{\longrightarrow}-\frac{\alpha f^{\prime \prime}(0)}{2 f^{\prime}(0)} \tag{4.30}
\end{align*}
$$

we show that

$$
Y(t, x)^{\alpha} e^{\int_{Y(t, x)}^{x} \frac{-\alpha f^{\prime}(0)}{f(s)} d s} \underset{t \rightarrow+\infty}{\longrightarrow} x^{\alpha} e^{\int_{0}^{x} \frac{\alpha f^{\prime}(0)}{f(s)}-\frac{\alpha}{s} d s},
$$

which is also well defined, and positive.
(b) Let $\delta \in\left(0, \min \left(\tilde{r}_{\alpha}(0), f^{\prime}(0)\right)\right)$. Since $\delta-\tilde{r}_{\alpha}(0)<0, r$ goes to 0 at $+\infty$ and $f$ is positive, we can find $M \geq 0$ such that $\frac{r(s)-\tilde{r}_{\alpha}(0)+\delta}{f(s)} \leq 0$ for all $s \in[M,+\infty)$, and $\operatorname{supp}\left(n^{0}\right) \subset[0, M]$. Thus, for all $t \geq 0$, and all $y \in(0, M)$,

$$
\int_{y}^{X(t, y)} \frac{r(s)-\tilde{r}_{\alpha}(0)+\delta}{f(s)} d s \leq \int_{y}^{M}\left|\frac{r(s)-\tilde{r}_{\alpha}(0)+\delta}{f(s)}\right| d s .
$$

According to (4.25),

$$
e^{\delta t} \frac{d}{d t}\left(S(t) e^{-\tilde{r}_{\alpha}(0) t}\right)=\int_{0}^{+\infty} m(y) e^{\int_{y}^{X(t, y)} \frac{r(s)-\tilde{f}_{\alpha}(0)+\delta}{f(s)} d s} d y .
$$

Thus, since $\operatorname{supp}(m) \cap \mathcal{E}=\operatorname{supp}\left(n^{0}\right) \cap \mathcal{E} \subset[0, M]$, and thanks to the previous inequality,

$$
\left|e^{\delta t} \frac{d}{d t}\left(S(t) e^{-\tilde{r}_{\alpha}(0) t}\right)\right| \leq \int_{0}^{M}|m(y)| e^{\int_{y}^{M} \frac{\left|r(s)-\tilde{r}_{\alpha}(0)+\delta\right|}{f(s)} d s} d y
$$

Let us prove that this integral is bounded. First, let us note that

$$
m(y)=n^{0}(y)\left(\tilde{r}(y)-\tilde{r}_{\alpha}(0)\right)-f(y) n^{0^{\prime}}(y)=\underset{y \rightarrow 0^{+}}{O}\left(y^{\alpha+1}\right)
$$

Indeed, since $n^{0}(y)=C y^{\alpha}+\underset{y \rightarrow 0^{+}}{O}\left(y^{\alpha+1}\right)$ and $n^{0^{\prime}}(y)=C \alpha y^{\alpha-1}+\underset{y \rightarrow 0^{+}}{O}\left(y^{\alpha}\right)$,

$$
\begin{aligned}
\frac{|m(y)|}{y^{\alpha+1}} & \leq \frac{n^{0}(y)}{y^{\alpha}} \frac{|\tilde{r}(y)-\tilde{r}(0)|}{y}+\frac{\left|\alpha f^{\prime}(0) n^{0}(y)-f(y) n^{0^{\prime}}(y)\right|}{y^{\alpha+1}} \\
& \leq \frac{n^{0}(y)}{y^{\alpha}}\left\|\tilde{r}^{\prime}\right\|_{\infty}+\frac{\left|C \alpha f^{\prime}(0) y^{\alpha}-C \alpha f^{\prime}(0) y^{\alpha}+O\left(y^{\alpha+1}\right)\right|}{y^{\alpha+1}} \\
& =\underset{y \rightarrow 0^{+}}{O}(1) .
\end{aligned}
$$

Moreover, according to Lemma 8, since $\left|r(0)-\tilde{r}_{\alpha}(0)+\delta\right|=(\alpha+1) f^{\prime}(0)+\delta$,

$$
e^{\int_{y}^{M} \frac{\left|r(s)-\tilde{r}_{\alpha}(0)+\delta\right|}{f(s)} d s}=\underset{y \rightarrow 0^{+}}{O}\left(y^{-\alpha-1-\delta / f^{\prime}(0)}\right) .
$$

Therefore,

$$
|m(y)| e^{\int_{y}^{M} \frac{|r(s)-\tilde{r}(0)+\delta|}{f(s)} d s}=\underset{y \rightarrow 0^{+}}{O}\left(y^{-\delta / f^{\prime}(0)}\right),
$$

and is thus integrable since $\delta<f^{\prime}(0)$.

- Case $\tilde{r}_{\alpha}(0)<0$ : again, we just prove that

$$
\limsup _{t \rightarrow+\infty} S(t)>0 \quad \text { and } \quad \lim _{t \rightarrow+\infty} S^{\prime}(t)=0
$$

According to (4.22),

$$
S(t)=\int_{0}^{+\infty} n^{0}(y) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s} d y
$$

By hypothesis, $f$ converges to a positive limit. Thus, for all $y>0$, there exist $\varepsilon_{y}>0$ such that $f(s)>\varepsilon_{y}$, for all $s \geq y$. Hence, for all $y>0, \int_{y}^{+\infty} \frac{r(s)}{f(s)} d s \leq$ $\frac{1}{\varepsilon_{y}}\|r\|_{L^{1}}<+\infty$. This ensures that $y \mapsto n^{0}(y) e^{\int_{y}^{+\infty} \frac{r(s)}{f(s)} d s}$ is well defined on $\mathbb{R}_{+}$. Moreover, this function is positive for every $y$ such that $n^{0}(y)>0$, which ensures that its integral is positive, and $t \mapsto n^{0}(y) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s}$ converges to this function pointwise. According to (4.26), (with $l=0$ ),

$$
S^{\prime}(t)=\int_{\operatorname{supp}\left(n^{0}\right)} n^{0}(y) r(X(t, y)) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s} d y
$$

By hypothesis, there exist $\varepsilon, M>0$ such that $f(s) \geq \varepsilon$ for all $s \geq M$. Thus, for all $y>0$,

$$
\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s \leq \int_{y}^{+\infty} \frac{r(s)}{f(s)} d s \leq \underbrace{\int_{M}^{+\infty} \frac{r(s)}{f(s)}}_{\leq \frac{\|r\|_{L^{1}}}{\varepsilon}} d s+\int_{y}^{M} \frac{r(s)}{f(s)} d s \mathbb{1}_{(0, M)}(y)
$$

Since $r \in L^{1}\left(\mathbb{R}_{+}\right)$, this proves that there exist a constant $K>0$ such that for all $t \geq 0, y>0$,

$$
\left|n^{0}(y) r(X(t, y)) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s}\right| \leq\|r\|_{\infty} e^{K} n^{0}(y) e^{\int_{y}^{M} \frac{r(s)}{f(s)} d s \mathbb{1}_{(0, M)}(y)}
$$

By hypothesis, and according to Lemma 8,

$$
n^{0}(y)=\underset{y \rightarrow 0^{+}}{O}\left(y^{\alpha}\right) \quad \text { and } \quad e^{\int_{y}^{M \frac{r(s)}{f(s)} d s}}=\underset{y \rightarrow 0^{+}}{O}\left(y^{-\frac{r(0)}{f^{\prime}(0)}}\right)
$$

Thus,

$$
n^{0}(y) e^{\int_{y}^{M} \frac{r(s)}{f(s)} d s}=\underset{y \rightarrow 0^{+}}{O}\left(y^{\alpha-\frac{r(0)}{f^{\prime}(0)}}\right)
$$

with $\alpha-\frac{r(0)}{f^{\prime}(0)}>-1$. Moreover, since $t \mapsto r(X(t, y))$ converges to 0 as $t$ goes to $+\infty$ for any $y>0, n^{0}(y) r(X(t, y)) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s} d y$ converges to 0 pointwise. By the dominated convergence theorem, $S^{\prime}$ thus converges to 0 .

- We can prove this point exactly as we treat the case $f>0$ on $\mathbb{R}$. We therefore leave it to the reader and refer to the proof of (vii).
(v) Let us note that, for any $x, y \in(0,1), t \mapsto X(t, y)$ is increasing and converges to 1 , and $t \mapsto Y(t, x)$ is decreasing and converges to 0 .
- Let us assume that $n^{0}(a)>0$. We distinguish again between two cases:
- Case $r(1)>\tilde{r}(0)$ :
(a) Let us use the second expression (4.22) for $S$, i.e.

$$
S(t) e^{-r(1) t}=\int_{0}^{1} e^{\int_{y}^{X(t, y)} \frac{r(s)-r(1)}{f(s)} d s} d y
$$

For all $y \in(0,1), n^{0}(y) e^{\int_{y}^{X(t, y)} \frac{r(s)-r(1)}{f(s)} d s} \underset{t \rightarrow+\infty}{\longrightarrow} n^{0}(y) e^{\int_{y}^{1} \frac{r(s)-r(1)}{f(s)} d s}$, which is well-defined for all $y \in(0,1)$, since $s \mapsto \frac{r(s)-r(1)}{f(s)}$ is continuous on $(0,1]$, and positive on a set of non-zero measure, since it is positive where $n^{0}$ is positive.
(b) Let $\delta \in\left(0, \min \left(r(1)-\tilde{r}(0),-f^{\prime}(1)\right)\right)$. Since $\tilde{r}(0)-r(1)+\delta<0$, there exists $m \in(0,1)$ such that $\tilde{r}(s)-r(1)+\delta$ for all $s \in(0, m]$. Thus, for all $x \in(0,1)$, $t \geq 0$,

$$
\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-r(1)+\delta}{f(s)} d s \leq \int_{m}^{x} \frac{|\tilde{r}(s)-r(1)+\delta|}{f(s)} d s \mathbb{1}_{(m, 1)}(x) .
$$

Thus, using expression (4.28),

$$
\begin{aligned}
e^{\delta t} \frac{d}{d t}\left(S(t) e^{-r(1) t}\right) & =\int_{0}^{1} n^{0}(Y(t, x))(r(x)-r(1)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-r(1)+\delta}{f(s)} d s} d x \\
& \leq\left\|n^{0}\right\| \int_{0}^{1}|r(x)-r(1)| e^{\int_{m}^{x} \frac{|\tilde{\tilde{r}}(s)-r(1)+\delta|}{f(s)} d s \mathbb{1}_{(m, 1)}(x)} d x \\
& <+\infty .
\end{aligned}
$$

This last integral is finite since $|\tilde{r}(1)-r(1)+\delta|=-f^{\prime}(1)+\delta$, and thus $e^{\int_{a}^{x} \frac{|\tilde{r}(s)-\tilde{r}(0)|}{f(s)} d s}=O_{x \rightarrow 1}\left(|x-1|^{\frac{\delta}{f^{\prime}(1)}-1}\right)$, by Lemma 8) $|r(x)-r(1)|=\underset{x \rightarrow 1}{O}|x-1|$, and $\frac{\delta}{f^{\prime}(1)}>-1$ by hypothesis.

- Case $\tilde{r}(0)>r(1)$ :
(a) Using (4.22), we find

$$
S(t) e^{-\tilde{r}(0) t}=\int_{0}^{1} n^{0}(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{r}(0)}{f(s)} d s} d x
$$

For all $x \in(0,1), n^{0}(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{\tilde{Y}}(s)-\tilde{\tilde{s}}(0)}{f(s)} d s} \underset{t \rightarrow+\infty}{\longrightarrow} n^{0}(0) e^{\int_{0}^{x} \frac{\tilde{r}(s)-\tilde{r}(0)}{f(s)} d s}$, which is well-defined since $s \mapsto \frac{\tilde{r}(s)-\tilde{r}(0)}{f(s)}$ is continuous on $[0,1)$, and positive by hypothesis on $n^{0}$.
(b) Let $\delta \in\left(0, \min \left(\tilde{r}(0)-r(1), f^{\prime}(0)\right)\right)$. Since $r(1)-\tilde{r}(0)+\delta<0$, there exists $M \in(0,1)$ such that $r(s)-\tilde{r}(0)+\delta<0$ for all $s \geq M$. Thus, for all $y \in(0,1)$, $t \geq 0, \int_{y}^{X(t, y)} \frac{r(s)-\tilde{r}(0)+\delta}{f(s)} \leq \int_{y}^{M} \frac{|r(s)-\tilde{r}(0)+\delta|}{f(s)} d s \mathbb{1}_{(0, M)}(y)$. Thus,

$$
\begin{aligned}
\left|e^{\delta t} \frac{d}{d t}\left(S(t) e^{-\tilde{r}(0) t}\right)\right| & =\left\lvert\, \int_{0}^{1} m(y) e^{\left.\int_{y}^{X(t, y) \frac{r(s)-\tilde{r}(0)+\delta}{f(s)} d s} \right\rvert\,}\right. \\
& \leq \int_{0}^{1}|m(y)| e^{\int_{y}^{M} \frac{|r(s)-\tilde{r}(0)+\delta|}{f(s)} d s \mathbb{1}_{(0, M)}(y)} d y
\end{aligned}
$$

which is a finite integral, since $|r(0)-\tilde{r}(0)+\delta|=f^{\prime}(0)+\delta$, and thus

$$
e^{\int_{y}^{b} \frac{|r(s)-\tilde{r}(0)+\delta|}{f(s)} d s}=\underset{y \rightarrow 0}{ } O_{0}\left(y^{-\frac{\delta}{f^{\prime}(0)}-1}\right)
$$

(by Lemma 8),

$$
m(y)=n^{0}(y)(\tilde{r}(y)-\tilde{r}(0))-f(y) n^{0^{\prime}}(y)=\underset{y \rightarrow 0}{O}(y),
$$

and $\frac{\delta}{f^{\prime}(0)}<1$ thanks to our choice for $\delta$.

- Let us assume that $n^{0}(a)=0$, and that the hypothesis on $n^{0^{\prime}}$ of the theorem holds. As usual, we distinguish two cases.
- Case $r(1)>\tilde{r}_{\alpha}(0)$ :
(a) This first point is exactly the same as in the case $n^{0}>0$. Let us use the second expression (4.22) for $S$, i.e.

$$
S(t) e^{-r(1) t}=\int_{0}^{1} e^{\int_{y}^{X(t, y)} \frac{r(s)-r(1)}{f(s)} d s} d y
$$

For all $y \in(0,1), n^{0}(y) e^{\int_{y}^{X(t, y)} \frac{r(s)-r(1)}{f(s)} d s} \underset{t \rightarrow+\infty}{\longrightarrow} n^{0}(y) e^{\int_{y}^{1} \frac{r(s)-r(1)}{f(s)} d s}$, which is well-defined for all $y \in(0,1)$, since $s \mapsto \frac{r(s)-r(1)}{f(s)}$ is continuous on $(0,1]$, and positive on a set of measure non-zero, since it is positive where $n^{0}$ is positive.
(b) Let $\delta \in\left(0, \min \left(r(1)-\tilde{r}_{\alpha}(0),-f^{\prime}(1)\right)\right)$. First, let us note that we can rewrite

$$
Y(t, x)^{\alpha}=e^{\ln (Y(t, x))-\ln (x)} x^{\alpha}=x^{\alpha} e^{\int_{Y(t, x)}^{x}-\frac{\alpha}{s} d s} .
$$

Thus, by using expression (4.28), we get

$$
\begin{aligned}
e^{\delta t} \frac{d}{d t}\left(S(t) e^{-r(1) t}\right) & =\int_{0}^{1} n^{0}(Y(t, x))(r(x)-r(1)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-r(1)+\delta}{f(s)} d s} d x \\
& =\int_{0}^{1} \frac{n^{0}(Y(t, x))}{Y(t, x)^{\alpha}} x^{\alpha}(r(x)-r(1)) e^{\int_{Y(t, x)}^{x} \frac{\varphi(s)}{f(s)} d s} d x,
\end{aligned}
$$

with

$$
\varphi(s):=\tilde{r}(s)-r(1)+\delta-\frac{\alpha f(s)}{s}
$$

By hypothesis on $n^{0}, f$ and $r, \tilde{n^{0}}: y \mapsto \frac{n^{0}(y)}{y^{\alpha}}$ and $\varphi$ are both continuous on $[0,1]$. Moreover, since $\varphi(0)=\tilde{r}_{\alpha}(0)-r(1)+\delta<0$, there exists $\varepsilon \in(0,1)$ such that $\varphi(s)<0$ for all $s \in[0, \varepsilon]$. Thus,

$$
\left|e^{\delta t} \frac{d}{d t}\left(S(t) e^{-r(1) t}\right)\right| \leq\left\|\tilde{n^{0}}\right\|_{\infty} \int_{0}^{1}|r(x)-r(1)| x^{\alpha} e^{\int_{\varepsilon}^{x} \frac{|\varphi(s)|}{f(s)} d s \mathbb{1}_{(\varepsilon, 1)}(x)} d x .
$$

since $|\varphi(1)|=\delta-f^{\prime}(1)$, Lemma 8 yields

$$
e^{\int_{\varepsilon}^{x} \frac{|\varphi(s)|}{f(s)} d s}=\underset{x \rightarrow 1}{O}\left(|x-1|^{\frac{\delta}{f^{\prime}(1)}-1}\right)
$$

Since $|r(x)-r(1)|=\underset{x \rightarrow 1}{O}(x)$ and $\frac{\delta}{f^{\prime}(1)}>-1$ (by hypothesis on $\delta$ ), this proves that this last integral is bounded.

- Case $\tilde{r}_{\alpha}(0)>r(1)$ :
(a) According to (4.22),

$$
\begin{aligned}
S(t) e^{-\tilde{r}_{\alpha}(0) t} & =\int_{0}^{1} n^{0}(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{r}_{\alpha}(0)}{f(s)} d s} d x \\
& =\int_{0}^{1} \frac{n^{0}(Y(t, x))}{Y(t, x)^{\alpha}} Y(t, x)^{\alpha} e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{r}_{\alpha}(0)}{f(s)} d s} d x .
\end{aligned}
$$

By rewriting $Y(t, x)^{\alpha}=x^{\alpha} e^{-\int_{Y(t, x)}^{x} \frac{\alpha}{s} d s}$, we get

$$
S(t) e^{-\tilde{r}_{\alpha}(0) t}=\int_{0}^{1} \frac{n^{0}(Y(t, x))}{Y(t, x)^{\alpha}} x^{\alpha} e^{\int_{Y(t, x)}^{x} \frac{\tilde{Y}(s)-\tilde{r}_{\alpha}(0)}{f(s)}-\frac{\alpha}{s} d s} d x
$$

Since $\quad \frac{n^{0}(Y(t, x))}{Y(t, x)^{\alpha}} x^{\alpha} e^{\int_{Y(t, x)}^{x} \frac{\tilde{\tilde{r}(s)-\tilde{r}_{\alpha}(0)}}{f(s)}-\frac{\alpha}{s} d s} \quad$ converges $\quad$ pointwise to $C x^{\alpha} e^{\int_{0}^{x} \frac{\tilde{r}(s)-\tilde{r}_{\alpha}(0)}{f(s)}-\frac{\alpha}{s} d s}$, which is well-defined, since $s \mapsto \frac{\tilde{r}(s)-\tilde{r}_{\alpha}(0)}{f(s)}-\frac{\alpha}{s}$ is continuous at 0 and positive, we are done.
(b) Let $\delta \in\left(0, \min \left(\tilde{r}_{\alpha}(0)-r(1), f^{\prime}(0)\right)\right)$. Since $r(1)-\tilde{r}_{\alpha}(0)+\delta<0$, there exists $M \in(0,1)$ such that $r(s)-\tilde{r}_{\alpha}(0)+\delta<0$ for all $s \geq M$. Thus, for all $y \in(0,1)$, $t \geq 0$,

$$
\int_{y}^{X(t, y)} \frac{r(s)-\tilde{r}_{\alpha}(0)+\delta}{f(s)} \leq \int_{y}^{M} \frac{\left|r(s)-\tilde{r}_{\alpha}(0)+\delta\right|}{f(s)} d s \mathbb{1}_{(0, M)}(y)
$$

Hence, using expression (4.25), we get

$$
\begin{aligned}
&\left|e^{\delta t} \frac{d}{d t}\left(S(t) e^{-\tilde{r}(0) t}\right)\right|=\left|\int_{0}^{1} m(y) e^{\int_{y}^{X(t, y)} \frac{r(s)-\tilde{f}(0)+\delta}{f(s)} d s}\right| \\
& \leq \int_{0}^{1}|m(y)| e^{\int_{y}^{M} \frac{|r(s)-\tilde{r}(0)+\delta|}{f(s)} d s} \mathbb{1}_{(0, M)}(y) \\
&
\end{aligned}
$$

which is a finite integral, since $\left|r(0)-\tilde{r}_{\alpha}(0)+\delta\right|=(1+\alpha) f^{\prime}(0)+\delta$. Lemma 8 leads to

$$
e^{\int_{y}^{b} \frac{|r(s)-\tilde{r}(0)+\delta|}{f(s)} d s}=\underset{y \rightarrow 0}{ }\left(y^{-\frac{\delta}{f^{\prime}(0)}-\alpha-1}\right) .
$$

The integrability follows from

$$
m(y)=n^{0}(y)\left(\tilde{r}(y)-\tilde{r}_{\alpha}(0)\right)-f(y) n^{0^{\prime}}(y)=\underset{y \rightarrow 0}{O}\left(y^{\alpha+1}\right)
$$

(as seen previously), and $\frac{\delta}{f^{\prime}(0)}<1$ thanks to our choice for $\delta$.

- We prove this case with exactly the same arguments that for the case of a unique root which is asymptotically unstable. We therefore apply the proof of (i).
(vii) In this case, since $f>0, X(t, y) \underset{t \rightarrow+\infty}{\longrightarrow}+\infty$, for all $y \in \mathbb{R}$. Let us prove that

$$
\liminf _{t \rightarrow+\infty} S(t)>0 \quad \text { and } \quad \lim _{t \rightarrow+\infty} S(t)=0
$$

According to (4.21),

$$
S(t)=\int_{\operatorname{supp}\left(n^{0}\right)} n^{0}(y) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s} d y
$$

The integrand $n^{0}(y) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s}$ converges pointwise to $n^{0}(y) e^{\int_{y}^{+\infty} \frac{r(s)}{f(s)} d s}$, which is well defined (with values in $[0,+\infty]$ ), and positive for all $y \in \operatorname{supp}\left(n^{0}\right)$, since $\frac{r}{f}$ is positive. According to (4.28),

$$
S^{\prime}(t)=\int_{\operatorname{supp}\left(n^{0}\right)} n^{0}(y) r(X(t, y)) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s} d y
$$

Since $f$ is continuous, positive, and converges to positive constants at $\pm \infty, \varepsilon:=\min _{s \in \mathbb{R}} f(s)>0$. Thus, for all $y \in \mathbb{R}, t \geq 0$,

$$
\left|n^{0}(y) r(X(t, y)) e^{\int_{y}^{X(t, y)} \frac{r(s)}{f(s)} d s}\right| \leq\left\|n^{0}\right\|_{\infty}\|r\|_{\infty} e^{\frac{\|r\|_{L^{1}}}{\varepsilon}}<+\infty .
$$

Combined with the fact that $r(X(t, y))$ converges to 0 as $t$ goes to $+\infty$ pointwise, we deduce that $S^{\prime}$ converges to 0 by the dominated convergence theorem.
(ix) Since $f \equiv 0$ on $\mathcal{E}, Y(t, x)=x$ for all $(t, x) \in \mathbb{R}_{+} \times \mathcal{E}$. Thus, according to formula (4.20),

$$
S(t)=\int_{\mathcal{E}} n^{0}(x) e^{r(x) t} d x \quad \text { and } \quad S^{\prime}(t)=\int_{\mathcal{E}} n^{0}(x) r(x) e^{r(x) t} d x
$$

By Laplace's formula (see [162]),

$$
S(t) \underset{t \rightarrow+\infty}{\sim} \sqrt{2 \pi}\left(\sum_{i=1}^{p} \frac{n^{0}\left(x_{i}\right)}{\sqrt{\left|r^{\prime \prime}\left(x_{i}\right)\right|}}\right) \frac{e^{\bar{r} t}}{\sqrt{t}}
$$

and

$$
S^{\prime}(t) \underset{t \rightarrow+\infty}{\sim} \sqrt{2 \pi}\left(\sum_{i=1}^{p} \frac{n^{0}\left(x_{i}\right) r\left(x_{i}\right)}{\sqrt{\left|r^{\prime \prime}\left(x_{i}\right)\right|}}\right) \frac{e^{\bar{r} t}}{\sqrt{t}}=\sqrt{2 \pi} \bar{r}\left(\sum_{i=1}^{p} \frac{n^{0}\left(x_{i}\right)}{\sqrt{\left|r^{\prime \prime}\left(x_{i}\right)\right|}}\right) \frac{e^{\bar{r} t}}{\sqrt{t}} \underset{t \rightarrow+\infty}{\sim} \bar{r} S(t) .
$$

Thus, $R(t)=\frac{S^{\prime}(t)}{S(t)} \underset{t \rightarrow+\infty}{\longrightarrow} \bar{r}$.

### 4.4.2 Applications

Summary of the method. The method that we propose in order to study the asymptotic behaviour of PDE (4.1) can be summarised by the following three steps:

1. Choose an appropriate family of $\operatorname{set}\left(\mathcal{O}_{i}\right)$ which satisfies the assumptions of Proposition 4.12, and such that we can compute the asymptotic behaviour of the functions $R_{i}$ : a good choice when $f$ has a finite number of roots is to take the interval between the roots, as suggested in Lemma 7.
2. Use Proposition 17 in order to determine the limit of $\rho$, and its speed of convergence when possible.
3. Use the semi-explicit expression of $n$ provided by equation (4.7), and eventually Proposition 5 to deduce the asymptotic behaviour of $n$.

In each of the following subsections, we apply the three points detailed in this summary to study the asymptotic behaviour of $n$ in different cases.

Remark regarding the regularity of parameter functions. As in subsection 4.4.1, we make the further assumptions that $f \in \mathrm{BV}(\mathbb{R})$, and that $f$ converges to a nonzero limit at $\pm \infty$. Moreover, we easily check that all the results of this previous section remain true if we assume that $n^{0}$ is $\mathcal{C}^{1}$ on each interval between the roots of $f$, and not necessarily on the whole of $\mathbb{R}$. As far as $f$ is concerned, it is enough to assume that it is globally Lipschitz, and $\mathcal{C}^{2}$ only on a neighbourhood of its roots. It will sometimes be advisable to make these two additional assumptions: we will indicate this at the beginning of each statement whenever this is the case.

## Case of a unique stable equilibrium

We start by assuming that $f$ has a unique root (denoted $a$ ), which is asymptotically stable for the ODE $\dot{u}=f(u)$. In this case, solutions converge to a weighted Dirac mass at $a$, regardless of the functions $r$ and $n^{0}$. The weight in front of the Dirac mass is determined by the value of $r$ at $a$. Note that this result can be generalised to higher dimensions, see Proposition 25.

Proposition 19. Let us assume that $f$ has a unique root (denoted a), and that $f^{\prime}(a)<0$. Then, $\rho$ converges to $r(a)$ and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} r(a) \delta_{a}$.

Proof. We apply the three points detailed in the summary:

1. Let us denote $\mathcal{O}_{1}:=(-\infty, a), \mathcal{O}_{2}:=(a,+\infty)$, which satisfy the assumptions of Proposition 16, by Lemma 7. By proposition $18, R_{1}$ and $R_{2}$ both converge to $r(a)$ (with an exponential speed).
2. By Proposition 17, $\rho$ converges to $r(a)$ with an exponential speed.
3. According to to the semi-explicit expression (4.7), $n(t, x)=n^{0}(Y(t, x)) e^{\int_{0}^{t} \tilde{r}(Y(s, x))-\rho(s) d s}$. Let $\delta>0$. Since $\|Y(t, x)\| \underset{t \rightarrow+\infty}{\longrightarrow}+\infty$ for all $x \in \mathbb{R}^{d} \backslash\{a\}$, and $n^{0}$ has a compact support, there exists $T_{0}$ such that $n(t, x)=0$ for all $t \geq T_{0}, x \in \mathbb{R}^{d} \backslash[a-\delta, a+\delta]$. Since $\rho(t)=\int_{\operatorname{supp}\left(n^{0}\right)} n(t, x) d x$ converges to $r(a)$, Propositions 5 allows us to conclude that $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} r(a) \delta_{a}$.

## Case of a unique unstable equilibrium

We now assume that $f$ has a unique root (denoted $a$ ) which is asymptotically unstable for the ODE $\dot{u}=f(u)$. Under theses hypotheses, the growth term can counterbalance the advection term: there exist two regimes of convergence, depending on how $r(a)$ and $f^{\prime}(a)$ compare.

Proposition 20. Let us assume that $f$ has a unique root (denoted a), and that $f^{\prime}(a)>0$, Then:

- If $r(a)<f^{\prime}(a)$, then $\rho(t) \underset{t \rightarrow+\infty}{\longrightarrow} 0$ and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} 0$ in $L^{1}(\mathbb{R})$.
- If $r(a)>f^{\prime}(a)$, and $n^{0}(a)>0$, then $\rho(t) \underset{t \rightarrow+\infty}{\longrightarrow} r(a)-f^{\prime}(a)$, and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} \bar{n}$ in $L^{1}(\mathbb{R})$, where

$$
\bar{n}(x):=C e^{\int_{a}^{x} \frac{\tilde{r}(s)-\tilde{r}(a)}{f(s)} d s},
$$

with $\tilde{r}=r-f^{\prime}$ and $C$ such that $\int_{\mathbb{R}} \bar{n}(x) d x=r(a)-f^{\prime}(a)$.

Proof. We apply the three points detailed in the summary:

- Let us assume that $r(a)<f^{\prime}(a)$ :

1. Let us denote $\mathcal{O}_{1}:=(-\infty, a), \mathcal{O}_{2}:=(a,+\infty)$, which satisfy the assumptions of Proposition 16, by Lemma 7. Proposition 18 shows that $R_{1}$ and $R_{2}$ both converge to 0 .
2. By Proposition 17, $\rho$ converges to 0 .
3. We immediately deduce from the previous point that $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} 0$ in $L^{1}(\mathbb{R})$, by definition of $\rho$.

- Let us assume that $r(a)>f^{\prime}(a)$ :

1. With the same choice for $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$, Proposition 18 shows that $R_{1}$ and $R_{2}$ both converge to $r(a)-f^{\prime}(a)$.
2. By Proposition $17, \rho$ converges to $\tilde{r}(a)$ with an exponential speed.
3. By the semi-explicit expression (4.7),
$n(t, x)=n^{0}(Y(t, x)) e^{\int_{0}^{t} \tilde{r}(Y(s, x))-\rho(s) d s}$

$$
\begin{aligned}
& =n^{0}(Y(t, x)) e^{\int_{0}^{t} \tilde{r}(Y(s, x))-\tilde{r}(a) d s} e^{\int_{0}^{t} \tilde{r}(a)-\rho(s) d s} \\
& =n^{0}(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{r}(a)}{f(s)} d s} e^{\int_{0}^{t} \tilde{r}(a)-\rho(s) d s}
\end{aligned}
$$

(we use the change of variable $s^{\prime}=Y(s, x)$ in the first integral to get this last expression). Thus, $n(t, \cdot)$ converges pointwise to

$$
x \mapsto n^{0}(a) e^{\int_{a}^{x} \frac{\tilde{r}(s)-\tilde{r}(a)}{f(s)} d s} e^{\int_{0}^{+\infty} \tilde{r}(a)-\rho(s) d s},
$$

which is well-defined, since $\rho$ converges to $\tilde{r}(a)$ with an exponential speed, $f>0$ on $(a,+\infty)$ and $s \mapsto \frac{\tilde{r}(s)-\tilde{r}(a)}{f(s)}$ is continuous at $a$.
Moreover, since $r(x) \underset{x \rightarrow+\infty}{\longrightarrow} 0$, and $f$ converges to a positive limit, there exist $M, d>0$ such that $\frac{r(s)-\tilde{r}(a)}{f(s)}<-d$ for all $s \geq M$. Thus, for all $t \geq 0, x \in$ $(a,+\infty)$,

$$
\begin{aligned}
\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{r}(a)}{f(s)} d s & \leq \underbrace{\int_{a}^{M} \frac{|\tilde{r}(s)-\tilde{r}(a)|}{f(s)} d s}_{:=C_{1}}+\int_{M}^{x} \frac{\tilde{r}(s)-\tilde{r}(a)}{f(s)} d s \mathbb{1}_{(M,+\infty)}(x) \\
& \leq C_{1}+\int_{M}^{x} \underbrace{\frac{r(s)-\tilde{r}(a)}{f(s)}}_{\leq-d} d s \mathbb{1}_{(M,+\infty)}(x) \\
& +\int_{M}^{x} \frac{f^{\prime}(s)}{f(s)} d s \mathbb{1}_{(M,+\infty)}(x) \\
& \leq C_{1}-d(x-M) \mathbb{1}_{(M,+\infty)}+\underbrace{\int_{M}^{+\infty} \frac{\left|f^{\prime}(s)\right|}{f(s)} d s}_{:=C_{2}}
\end{aligned}
$$

with $C_{1}, C_{2}<+\infty$, by the regularity of $\tilde{r}, f \in B V(\mathbb{R})$, and the fact that $f$ converges to a positive constant at infinity.
By proceeding in the same way for all $x \leq a$, we show that for all $x \in \mathbb{R}, t \geq 0$,

$$
n(t, x) \leq C e^{-d|x|}
$$

for some constants $C, d>0$, which ensures, according to the dominated convergence theorem, that $t \mapsto n(t, \cdot)$ converges to $x \mapsto n^{0}(a) e^{\int_{a}^{x} \frac{t r(s)-\tilde{r}(a)}{f(s)} d s} e^{\int_{0}^{+\infty} \tilde{r}(a)-\rho(s) d s}$ in $L^{1}(\mathbb{R})$.

## Two equilibria

In this section we assume that $f$ has exactly two roots, $a<b$, which satisfy $f^{\prime}(a)>0$ and $f^{\prime}(b)<0$ (hence $f>0$ on $(a, b)$ ). The case $f^{\prime}(a)<0, f^{\prime}(b)>0, f<0$ on $(a, b)$ is similar. Depending on the functions $r$ and $n^{0}, n$ will either converge to a function in $L^{1}$, or converge to a Dirac mass at $b$. We split this result into two propositions: the first one assumes that the support of $n^{0}$ crosses $a$, which means that $n^{0}>0$ in a neighbourhood of $a$. The second one assumes that $\operatorname{supp}\left(n^{0}\right) \subset[a,+\infty)$, and we consider the case where $n^{0}(a)=0$, which leads to other regular functions being reached.

Proposition 21. Let us assume that $f$ has exactly two roots, $a<b$, which satisfy $f^{\prime}(a)>$ $0, f^{\prime}(b)<0$, and that $n^{0}(a)>0$. Then:

- If $r(b)>r(a)-f^{\prime}(a)$, then $\rho(t) \underset{t \rightarrow+\infty}{\longrightarrow} r(b)$ and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} r(b) \delta_{b}$.
- If $r(b)<r(a)-f^{\prime}(a)$, then $\rho(t) \underset{t \rightarrow+\infty}{\longrightarrow} r(a)-f^{\prime}(a)$, and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} \bar{n}$ in $L^{1}(\mathbb{R})$, where

$$
\bar{n}(x):=D e^{\int_{a}^{x} \frac{\overline{\tilde{n}}(s)-\bar{r}(a)}{f(s)} d s} \mathbb{1}_{(-\infty, b)},
$$

with $\tilde{r}=r-f^{\prime}$, and $D>0$ is such that $\int_{\mathbb{R}} \bar{n}(x) d x=r(a)-f^{\prime}(a)$.
Proof. Note that since $n^{0}$ is assumed to be continuous on $\mathbb{R}, n^{0}>0$ on a neighbourhood of $a$.

- Let us assume that $r(b)>r(a)-f^{\prime}(a)$. We again follow the three points of the method outlined in the beginning of the subsection.

1. Let us denote $\mathcal{O}_{1}=(-\infty, a), \mathcal{O}_{2}=(a, b), \mathcal{O}_{3}=(b,+\infty)$. One easily checks that these sets satisfy the hypotheses of Proposition 16, thanks to Lemma 7. According to Proposition 18, $R_{1}$ converges to $\max (0, \tilde{r}(a))<r(b)$ and $R_{2}$ and $R_{3}$ both converge to $r(b)$ with an exponential speed.
2. By Proposition 17, $\rho$ converges to $r(b)$ with an exponential speed, and $\rho_{1}(t)=$ $\int_{-\infty}^{a} n(t, x) d x$ converges to 0 .
3. Let $x \in(a, b)$. Using (4.7), we find $n(t, x)=n^{0}(Y(t, x)) e^{\left.\int_{0}^{t} \tilde{r}(Y(s, x))-\rho(s)\right) d s}$, for all $t \geq 0$. Let $K \subset(a, b)$ be a compact set, $\delta \in\left(0, \frac{1}{2}(r(b)-\tilde{r}(a))\right)$, and let us denote $d:=r(b)-\tilde{r}(a)-2 \delta>0$. Since $\rho$ converges to $r(b)$, and $(Y(s, x))_{s \geq 0}$ converges to $a$ uniformly on $K$, there exists $T_{0}$ such that for all $s \geq T_{0}$ and all $x \in K$,

$$
\rho(s) \geq r(b)-\delta \quad \text { and } \quad \tilde{r}(Y(s, x)) \leq \tilde{r}(a)+\delta,
$$

Thus,

$$
\int_{K} n(t, x) d x \leq\left\|n^{0}\right\|_{\infty} \int_{K} e^{\int_{0}^{T_{0}} \tilde{r}(Y(s, x))-\rho(s) d s} d x e^{-d\left(t-T_{0}\right)} \underset{t \rightarrow+\infty}{\longrightarrow} 0 .
$$

Let $K^{\prime}$ be a compact subset of $(b,+\infty)$. Since $n^{0}$ has compact support, there exists $T_{0}$ such that $n^{0}(Y(t, x))=0$ for all $t \geq T_{0}, x \in K^{\prime}$. Thus, $t \mapsto \int_{K^{\prime}} n(t, x) d x$ converges to 0 . By Proposition 5, $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} r(b) \delta_{b}$.

- Let us now assume that $r(b)<r(a)-f(a)$.

1. With the same choice for $\mathcal{O}_{1}, \mathcal{O}_{2}$ and $\mathcal{O}_{3}$, Proposition 18 shows that $R_{1}$ and $R_{2}$ converge to $\tilde{r}(a)$, and that $R_{3}$ converges to $r(b)<\tilde{r}(a)$.
2. We then apply Proposition 17 to infer that $\rho$ converges to $\tilde{r}(a)$ with an exponential speed, and $\rho_{3}(t)=\int_{b}^{+\infty} n(t, x) d x$ converges to 0 .
3. Let $x \in(-\infty, b), t \geq 0$. By the semi-explicit expression (4.7),

$$
\begin{aligned}
n(t, x) & =n^{0}(Y(t, x)) e^{\left.e_{0}^{t} \tilde{r}(Y(s, x))-\rho(s)\right) d s} \\
& =n^{0}(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{r}(a)}{f(s)} d s} e^{\int_{0}^{t} \tilde{r}(a)-\rho(s) d s},
\end{aligned}
$$

where we used the change of variable ' $s$ ' $=Y(t, x)$ '. The latter function converges pointwise to

$$
n^{0}(a) e^{\int_{a}^{x} \frac{\tilde{r}(s)-\tilde{r}(a)}{f(s)} d s} e^{\int_{0}^{+\infty} \tilde{r}(a)-\rho(s) d s} .
$$

As for the case of a unique unstable equilibrium (proof of Proposition 20) one can find $C, d \geq 0$ such that $n(t, x) \leq C e^{-d|x|}$ for all $x \leq a$. Moreover, for all $x \in(a, b)$,

$$
n(t, x) \leq\left\|n^{0}\right\|_{\infty} e^{\int_{0}^{+\infty}|\tilde{r}(a)-\rho(s)| d s} e^{\int_{a}^{x} \frac{\tilde{r}(s)-\tilde{r}(a)}{f(s)}} \mathbb{1}_{\{\tilde{r}(s)>\tilde{r}(a)\}}(s) d s,
$$

which provides an $L^{1}$-domination, since $e^{\int_{a}^{x} \frac{\tilde{\tilde{r}}(s)-\tilde{r}(a)}{f(s)}}=\underset{x \rightarrow+\infty}{O}\left(|x-b|^{\frac{\tilde{\tau}(a)-r(b)}{-f^{\prime}(b)}-1}\right)$, thanks to Lemma 8. By the dominated convergence theorem, combined with the fact that $\rho$ converges to $\tilde{r}(a)$ and $\rho_{3}$ converges to 0 , this ensures that $n(t, \cdot)$ converges to the expected limit.

In the following proposition, we assume that $n^{0}$ is $\mathcal{C}^{1}$ on $(a, b)$ and on $(b,+\infty)$, and not necessarily on the whole of $\mathbb{R}$.

Proposition 22. Let us assume that $f$ has exactly two roots, $a<b$, which satisfy $f^{\prime}(a)>$ $0, f^{\prime}(b)<0$, and that $\operatorname{supp}\left(n^{0}\right) \subset[a,+\infty)$. We distinguish between several cases:

- If $n^{0}(a)>0$, then
- If $r(b)>r(a)-f^{\prime}(a)$, then $\rho(t) \underset{t \rightarrow+\infty}{\longrightarrow} r(b)$, and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} r(b) \delta_{b}$.
- If $r(b)<r(a)-f^{\prime}(a)$, then $\rho(t) \underset{t \rightarrow+\infty}{\longrightarrow} r(a)-f^{\prime}(a)$, and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} \bar{n}_{0}$ in $L^{1}(\mathbb{R})$, where

$$
\bar{n}_{0}(x):=D_{0} e^{\int_{a}^{x} \frac{\tilde{\tau}(s)-\tilde{r}(a)}{f(s)} d s_{1}} \mathbb{1}_{(a, b)},
$$

with $\tilde{r}=r-f^{\prime}$, and $D_{0}>0$ is such that $\int_{\mathbb{R}} \bar{n}_{0}(x) d x=r(a)-f^{\prime}(a)$.

- If $n^{0}(a)=0$, and if there exist $C, \alpha>0$ such that $n^{0^{\prime}}(y)=C \alpha(y-a)^{\alpha-1}+$ $\underset{y \rightarrow a^{+}}{O}\left((y-a)^{\alpha}\right)$, then
- If $r(b)>r(a)-(1+\alpha) f^{\prime}(a)$, then $\rho(t) \underset{t \rightarrow+\infty}{\longrightarrow} r(b)$, and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} r(b) \delta_{b}$.
- If $r(b)<r(a)-(1+\alpha) f^{\prime}(a)$, then $\rho(t) \underset{t \rightarrow+\infty}{\longrightarrow} r(a)-(1+\alpha) f^{\prime}(a)$, and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow}$ $\bar{n}_{\alpha}$ in $L^{1}(\mathbb{R})$, where

$$
\bar{n}_{\alpha}(x):=D_{\alpha}(x-a)^{\alpha} e^{\int_{a}^{\tilde{\tilde{r}}(s)-\tilde{\tau}_{\alpha}(a)}} \frac{f(s)}{}-\frac{\alpha}{s-a} d s_{(a, b)},
$$

where $\tilde{r}=r-f^{\prime}, \tilde{r}_{\alpha}=r-(1+\alpha) f^{\prime}$, and $D_{\alpha}>0$ is such that $\int_{\mathbb{R}} \bar{n}_{\alpha}(x) d x=$ $r(a)-(1+\alpha) f^{\prime}(a)$.

- If $n^{0}(a)=0$, and if there exists $\varepsilon>0$ such that $n^{0}(y)=0$ for all $y \in[a, a+\varepsilon]$, then $\rho(t) \underset{t \rightarrow+\infty}{\longrightarrow} r(b)$, and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} r(b) \delta_{b}$.

Proof. Since the proof of this proposition is very similar to the one of Proposition 21, we do not write it in full detail, but we simply underline the points that must be adapted.

- In the case where $n^{0}(a)>0$, and $\operatorname{supp}\left(n^{0}\right) \subset[a,+\infty)$, the proof is the same, but by considering only the two sets $\mathcal{O}_{2}=(a, b)$, and $\mathcal{O}_{3}=(b,+\infty)$, and not $\mathcal{O}_{1}=(-\infty, a)$. We easily check using Lemma 7 that $\left(\mathcal{O}_{2}, \mathcal{O}_{3}\right)$ satisfy the hypotheses of Lemma 7 , since $\operatorname{supp}\left(n^{0}\right) \cap \mathcal{O}_{1}=\emptyset$
- The case where $n^{0}(a)=0$ and the hypothesis on $n^{0^{\prime}}$ holds is quite similar, except that Proposition 18 now shows that $R_{2}$ converges to $\max \left(\tilde{r}_{\alpha}(a), r(b)\right)$, with an exponential speed (if $\tilde{r}_{\alpha}(a) \neq r(b)$ ). Thus, we treat the case $r(b)>\tilde{r}_{\alpha}(a)$ in exactly the same way; the case $r(b)<r(a)-(1+\alpha)$ is a little more intricate: recalling that for all $x \in(a, b), t \geq 0$,

$$
n(t, x)=n^{0}(Y(t, x)) e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{r}_{\alpha}(a)}{f(s)} d s} e^{\int_{0}^{t} \tilde{r}_{\alpha}(a)-\rho(s) d s}
$$

and

$$
(Y(t, x)-a)^{\alpha}=(x-a)^{\alpha} e^{-\int_{Y(t, x)}^{x} \frac{\alpha}{s-a} d s}
$$

one notes that

$$
n(t, x)=\frac{n^{0}(Y(t, x))}{(Y(t, x)-a)^{\alpha}} e^{\int_{0}^{t} \tilde{r}_{\alpha}(a)-\rho(s) d s}(x-a)^{\alpha} e^{\int_{Y(t, x)}^{x} \frac{\tilde{r}(s)-\tilde{r}_{\alpha}(a)}{f(s)}-\frac{\alpha}{s-a} d s}
$$

converges pointwise to

$$
C e^{\int_{0}^{+\infty} \tilde{r}_{\alpha}(a)-\rho(s) d s}(x-a)^{\alpha} e^{\int_{a}^{x} \frac{\tilde{r}(s)-\tilde{r}_{\alpha}(a)}{f(s)}-\frac{\alpha}{s-a} d s}
$$

which is well-defined, since $\rho$ converges to $\tilde{r}_{\alpha}(a)$ with an exponential speed, and $s \mapsto \frac{\tilde{r}(s)-\tilde{r}_{\alpha}(s)}{f(s)}-\frac{\alpha}{s-a}$ is continuous on $a$, as seen in the proof of Proposition 18. Moreover,

$$
x \mapsto\left\|\frac{n^{0}(\cdot)}{(\cdot-a)^{\alpha}}\right\|_{\infty} e^{\int_{0}^{+\infty}\left|\tilde{r}_{\alpha}(s)-\rho(s)\right| d s} e^{\int_{a}^{x} \frac{\varphi(s)}{f(s)} \mathbb{1}_{\{\varphi(s) \geq 0\}} d s}
$$

with $\varphi(s)=\tilde{r}(s)-\tilde{r}_{\alpha}(s)-\alpha \frac{f(s)}{s-a}$ is clearly a domination of $n$, and is in $L^{1}$, since $\varphi(b)=$ $r(b)-\tilde{r}_{\alpha}(a)-f^{\prime}(b)$, which implies by Lemma 8 that $e^{\int_{a}^{x} \frac{\varphi(s)}{f(s)} d s}=\underset{x \rightarrow b^{-}}{O}\left((b-x)^{\frac{r(b)-\tilde{r}_{\alpha}(a)}{f^{\prime}(b)}-1}\right)$, with $\frac{r(b)-\tilde{r}_{\alpha}(a)}{f^{\prime}(b)}>0$.

- This last point is the simplest, and is in fact analogous to the case of a single equilibrium point. According to Proposition $18, R_{2}$ and $R_{3}$ converge to $r(b)$ : we deduce the result by following the steps of Proposition 19.

Remark. Since Proposition 22 provides a completely explicit expression for the limit functions $\bar{n}_{\alpha}, \alpha \geq 0$, one can easily determine their asymptotic behaviour at the boundary of the segment $(a, b)$. Since for all $\alpha>0, x \in(a, b)$,

$$
\bar{n}_{\alpha}(x)=D_{\alpha}(x-a)^{\alpha} e^{\int_{a}^{x} \frac{\tilde{r}(s)-\tilde{r}_{\alpha}(s)}{f(s)}-\frac{\alpha}{s-a} d s}
$$



Figure 4.2: Continuous limit functions $\bar{n}_{\alpha}$, for different values of $\alpha>0$, as defined in Proposition 22. In this example, we have chosen $f(x)=x(1-x)$, and $r(x)=b-a x$ (with $b=6, a=4)$. With this choice, we easily compute that, for all $\alpha \in[0, a-1)$, and all $x \in(0,1) \bar{n}_{\alpha}(x)=D_{\alpha} x^{\alpha}(1-x)^{a-\alpha-2}$, for the appropriate constant $D_{\alpha}$. This illustrates the variety of limit functions that can be reached depending on the initial condition, as detailed in Proposition 22.
and $s \mapsto \frac{\tilde{r}(s)-\tilde{r}_{\alpha}(a)}{f(s)}-\frac{\alpha}{s}$ is continuous on $[a, b)$, it is clear that $\bar{n}_{\alpha}(x)=\underset{x \rightarrow a^{+}}{\Theta}\left((x-a)^{\alpha}\right)$. In particular, $\bar{n}_{\alpha}$ can be extended by continuity at 0 , with $\bar{n}_{\alpha}(a)=0$ if $\alpha>0$, and $\bar{n}_{0}(a) \in(0,+\infty)$.

Moreover, since $\tilde{r}(b)-\tilde{r}_{\alpha}(a)-\frac{\alpha f(b)}{b-a}=r(b)-\tilde{r}_{\alpha}(a)-f(b)$, Lemma 8 ensures that $\bar{n}_{\alpha}(x)=\underset{x \rightarrow b^{-}}{\Theta}\left((b-x)^{\frac{r(b)-\tilde{r}_{\alpha}(a)}{f^{\prime}(b)}-1}\right)$. In particular

$$
\lim _{x \rightarrow b^{-}} \bar{n}_{\alpha}(x)= \begin{cases}0 & \text { if } \tilde{r}(b)<\tilde{r}_{\alpha}(a) \\ l>0 & \text { if } \tilde{r}(b)=\tilde{r}_{\alpha}(a) \\ +\infty & \text { if } \tilde{r}(b)>\tilde{r}_{\alpha}(a)\end{cases}
$$

These different cases are illustrated by Figure 4.2.
The case where $f$ has two roots $a<b$ with $f^{\prime}(a)<0$ and $f^{\prime}(b)>0$ is symmetric to the cases here, and thus lead to the same results, by switching $a$ and $b$ in the Propositions.

### 4.4.3 More than two equilibria

In this subsection, we deal with the cases where $f$ has more than two equilibria. As evidenced by the previous result, listing all possible scenarios when there are two roots already is cumbersome: this is why we will not do so in a more general case, and will focus on the case where $n^{0}$ is positive on the neighbourhood of the unstable equilibrium points. The other cases can of course be treated as seen above, keeping in mind that this changes the value of the limits reached by the $R$ functions.

Proposition 23. Let us assume that $f$ has a finite number of roots, which are all hyperbolic equilibrium points for the $O D E \dot{u}=f(u)$, i.e. $f^{\prime}$ has a sign at each root of $f$, and let us denote $x_{u}^{1}, \ldots, x_{u}^{p}$ the asymptotically unstable equilibria, and $x_{s}^{1}, \ldots, x_{s}^{1}$ the asymptotically stable one. Moreover, let us denote $M_{u}:=\max \left\{r\left(x_{u}^{1}\right)-f^{\prime}\left(x_{u}^{1}\right), \ldots r\left(x_{u}^{p}\right)-f^{\prime}\left(x_{u}^{p}\right)\right\}$, and $M_{s}:=\max \left\{r\left(x_{s}^{1}\right), \ldots, r\left(x_{s}^{m}\right)\right\}$, and let us assume that these two maxima are both reached at a unique point. Lastly, let us assume that $n^{0}\left(x_{u}^{i}\right)>0$ for all $i \in\{1, \ldots, p\}$.

- If $M_{s}>M_{u}$, then $\rho(t) \underset{t \rightarrow+\infty}{\longrightarrow} M_{s}$, and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} M_{s} \delta_{x_{s}^{i}}$, with $x_{s}^{i}$ the unique stable equilibria such that $M_{s}=r\left(x_{s}^{i}\right)$.
- If $M_{s}<M_{u}$, then $\rho(t) \underset{t \rightarrow+\infty}{\longrightarrow} M_{u}$, and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} \bar{n}_{i^{*}}$ in $L^{1}$, where

$$
\bar{n}_{i^{*}}(x)=C_{i^{*}} e^{\int_{x_{u}^{x_{i}^{*}}}^{x} \frac{\tilde{\tilde{r}(s)-\tilde{r}\left(i_{u}^{*}\right)}}{f(s)} d s} \mathbb{1}_{i_{i^{*}}}(x),
$$

with $\tilde{r}=r-f^{\prime}, i^{*}$ the unique integer of $\{1, \ldots, p\}$ such that $\tilde{r}\left(x_{u}^{i^{*}}\right)=M_{u}, I_{i^{*}}$ the open interval delimited by the two stable equilibria which enclose $x_{u}^{i^{*}}$ (or $-\infty$ or $+\infty$ if $x_{u}^{i^{*}}$ is the smallest or the greatest root of $f$ ), and $C_{i^{*}}$ a positive constant such that $\int_{I_{i^{*}}} \bar{n}_{i^{*}}(x) d x=M_{u}$.

Proof. The proof of this proposition is in similar to that of Proposition 21: we denote $\mathcal{O}_{0}, \ldots, \mathcal{O}_{p+m}$, the intervals between each roots of $f$, which satisfy the hypotheses of Proposition 16, according to Lemma 7, and, using Proposition 18, we are able to compute the limit of the function $R_{i}$, for all $i \in\{0, \ldots, p+m\}$, and thus determine the long-time behaviour of $\rho$ by Proposition 17. We conclude by using the semi-explicit expression (4.7) for $n$.

This method also allows to deal with the case where $f \equiv 0$ on a whole segment: we do not return to the case $f \equiv 0$ on $\mathbb{R}$, which has already been studied in [131] and [106], but we consider the case where $f \equiv 0$ on an interval, and then becomes positive.

To make the assumption of the following proposition possible, we assume that $f$ is $\mathcal{C}^{2}$ on $(-\infty, a)$ and on $(a,+\infty)$, but not necessarily on the whole of $\mathbb{R}$.

Proposition 24. Let us assume that there exists $a \in \mathbb{R}$ such that $f \equiv 0$ on $(-\infty, a)$, $f>0$ on $(a,+\infty), f^{\prime}\left(a^{+}\right)>0$, and that $\operatorname{supp}\left(n^{0}\right)=\left[s^{-}, s^{+}\right]$, with $s^{-}<a<s^{+}$. Then,

- If there exists a unique $x_{M} \in\left(s^{-}, a\right)$ such that $r\left(x_{M}\right)=\max _{x \in\left[s^{-}, a\right]} r(x)$, and $f^{\prime \prime}\left(x_{M}\right)<$ 0 , then $\rho$ converges to $r\left(x_{M}\right)$, and $n(t, \cdot) \underset{t \rightarrow+\infty}{\rightharpoonup} r\left(x_{M}\right) \delta_{x_{M}}$.
- If $r_{\left[s^{-}, a\right]}$ reaches its maximum at a (and only at a), then $\rho$ converges to $r(a)$, and $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} r(a) \delta_{a}$.

Proof. - 1. Let us denote $\mathcal{O}_{1}:=\left(s^{-}, a\right), \mathcal{O}_{2}:=(a,+\infty)$, which satisfy the hypothesis of Proposition 16, according to Lemma 7. By Proposition 18, $R_{1}$ converges to $r\left(x_{M}\right)$ and $R_{2}$ converges to $r\left(x_{M}\right)-f^{\prime}\left(x_{M}\right)$.
2. From Proposition 17, $\rho$ and $\rho_{1}$ converge to $r\left(x_{M}\right)$, and $\rho_{2}$ converges to 0 .
3. Let $K \subset\left[s^{-}, a\right]$ be a compact set that does not contain $x_{M}$. Thanks to the semi-explicit expression (4.7), and using the fact that $f^{\prime}(x)=0$ and $Y(t, x)=x$ for all $x \in K$ and all $t \geq 0$,

$$
n(t, x)=n^{0}(x) e^{\int_{0}^{t} r(x)-\rho(s) d s} \leq n^{0}(x) e^{\int_{0}^{t} r_{K}-\rho(s) d s},
$$

with $r_{K}:=\max _{x \in K} r(x)<r\left(x_{M}\right)$.
Thus,

$$
\int_{K} n(t, x) d x \leq \int_{K} n^{0}(x) d x e^{\int_{0}^{t} r_{M}-\rho(s) d s},
$$

which converges to 0 , since $r_{M}-\rho(s)$ is negative for any $s$ large enough. This proves the result thanks to Proposition 5.

- 1. Here we have to make a slightly more subtle choice of subsets than usual. Let $\varepsilon>0$, and let us denote $\mathcal{O}_{1}^{\varepsilon}:=\left(s^{-}, a-2 \varepsilon\right), \mathcal{O}_{2}^{\varepsilon}:=(a-2 \varepsilon, a-\varepsilon), \mathcal{O}_{3}^{\varepsilon}:=(a-\varepsilon, a)$, $\mathcal{O}_{4}:=(a,+\infty)$. We easily check that these four sets satisfy the hypotheses of Proposition 16. Moreover, since $f \equiv 0$ on $\left[s^{-}, a\right]$ for all $i \in\{1,2,3\}$,

$$
R_{i}^{\varepsilon}(t)=\frac{\int_{\mathcal{O}_{i}^{\varepsilon}} r(x) e^{r(x) t} d x}{\int_{\mathcal{O}_{i}^{\varepsilon}} e^{r(x) t} d x}
$$

Thus, for all $t \geq 0, i \in\{1,2,3\}$,

$$
\min _{x \in \overline{\mathcal{O}}_{i}^{\varepsilon}} r(x) \leq R_{i}^{\varepsilon}(t) \leq \max _{x \in \overline{\mathcal{O}}_{i}^{\varepsilon}} r(x) .
$$

In particular,

$$
\bar{R}_{1}^{\varepsilon} \leq \max _{x \in\left[s^{-}, a-2 \varepsilon\right]} r(x) \quad \text { and } \quad \underline{R_{3}^{\varepsilon}} \geq \min _{x \in[a-\varepsilon, a]} r(x) .
$$

Finally, Proposition 18 shows that $R_{4}$ converges to $r(a)-f^{\prime}\left(a^{+}\right)$.
2. Since $r$ reaches its unique maximum at $a$, for any $\varepsilon$ small enough, we get

$$
\underline{R_{3}^{\varepsilon}}>\bar{R}_{1}^{\varepsilon} \quad \text { and } \quad \underline{R_{3}^{\varepsilon}}>\lim _{t \rightarrow+\infty} R_{4}(t) .
$$

Thus, according to Proposition 17, $\rho_{1}^{\varepsilon}$ and $\rho_{4}$ converge to 0 , for all $\varepsilon>0$. The choice of $\varepsilon$ being arbitrary, it also proves that $\rho_{2}^{\varepsilon}$ converges to 0 . Thus, $\bar{\rho}=\overline{\rho_{3}^{\varepsilon}}$, and $\underline{\rho}=\underline{\rho_{3}^{\varepsilon}}$, for all $\varepsilon>0$. Since for all $t \geq 0$

$$
\min _{x \in[a-\varepsilon, a]} r(x) \leq R_{3}^{\varepsilon}(t) \leq r(a),
$$

we prove that $\rho$ converges to $r(a)$ by making $\varepsilon$ tend to 0 .
3. We have proved that $t \mapsto \int_{s^{-}}^{a} n(t, x) d x$ converges to $r(a)$, that $t \mapsto \int_{a}^{+\infty} n(t, x) d x$ converges to 0 and that for all $\varepsilon>0, \int_{s^{-}}^{a-\varepsilon} n(t, x) d x$ converges to 0 . The hypotheses of Proposition 5 are therefore met, which concludes the proof.

Note that the methods of Propositions 23 and 24 can be coupled to treat more complex cases, where, for example, $f \equiv 0$ on several disjoint segments.

### 4.5 Some results in higher dimensions

As seen in the previous sections, our entire method is based on the computation of the limit of the $R_{i}$ functions defined in Section 4.3. Unfortunately, these computations seem out of reach in the multidimensional case $\mathbb{R}^{d}, d \geq 2$.

In this section, we nevertheless address the question of the possible convergence to smooth or singular measures in higher dimensions in some specific simple cases. We first
analyse how the solution support evolves over time. This allows us to conclude that that the solution converges to a Dirac mass in the case of a unique equilibrium which is asymptotically stable for the ODE $\dot{u}=f(u)$, and provide hypotheses under which the solution cannot converge to a smooth function. We then characterise which stationary measures may or may not be limits for solutions of (4.1), before providing a criterion ensuring the existence of continuous stationary solutions.

### 4.5.1 Limit support

Definition 4 Limit support. We define the limit support of $n$ as:

$$
\sigma_{\infty}=\bigcap_{t \geq 0 s \geq t} \overline{\operatorname{supp}(n(s, \cdot))}
$$

Recalling the semi-explicit expression (4.7),

$$
n(t, x)=n^{0}(Y(t, x)) e^{\int_{0}^{t}(r-\nabla \cdot f)(Y(s, x))-\rho(s) d s},
$$

and that for all $t \geq 0, \operatorname{supp}\left(n^{0}(Y(t, \cdot))\right)=X\left(t, \operatorname{supp}\left(n^{0}\right)\right)$, we get

$$
\begin{equation*}
\sigma_{\infty}=\bigcap_{t \geq 0 s \geq t} \overline{\operatorname{supp}\left(n^{0}(Y(s, \cdot))\right)}=\bigcap_{t \geq 0 s \geq t} \overline{\bigcup X\left(s, \operatorname{supp}\left(n^{0}\right)\right)} . \tag{4.31}
\end{equation*}
$$

In the cases where we are able to determine the latter set, we gather information about possible limits for $n$.

Lemma 9. If the limit support of $n$ is of measure zero, then $n$ does not converge (weakly) to a non-zero function in $L^{1}\left(\mathbb{R}^{d}\right)$.

Proof. Let us argue by contradiction. By denoting $\nu$ the Lebesgue measure, let us assume that $\nu\left(\sigma_{\infty}\right)=0$, and that $n$ converges weakly to $\bar{n} \in L^{1}\left(\mathbb{R}^{d}\right), \bar{n} \not \equiv 0$. Since $\limsup _{t \rightarrow+\infty} \operatorname{supp}(n(t, \cdot))=\bigcap_{t \geq 0 s \geq t} \operatorname{supp}(n(s, \cdot)) \subset \sigma_{\infty}$,

$$
\limsup _{t \rightarrow+\infty} \nu(\operatorname{supp}(n(t, \cdot))) \leq \nu\left(\limsup _{t \rightarrow+\infty} \operatorname{supp}(n(t, \cdot))\right) \leq \nu\left(\sigma_{\infty}\right)=0
$$

which contradicts the initial hypothesis.
Proposition 25. Let us assume that $f$ has a unique root, denoted $\bar{x}$, which is globally asymptotically stable for the $O D E \dot{u}=f(u)$ over $\mathbb{R}^{d}$, and that the set $\bigcup_{t \geq 0} X\left(t, \operatorname{supp}\left(n^{0}\right)\right)$ is bounded. Then, $n(t, \cdot) \underset{t \rightarrow+\infty}{\longrightarrow} r(\bar{x}) \delta_{\bar{x}}$, and $\rho$ converges to $r(\bar{x})$.

Proof. Since the support of $n^{0}$ is compact, and $\bar{x}$ is globally asymptotically stable, we easily check, according to (4.31), that $\sigma_{\infty}=\{\bar{x}\}$. By Lemma 5 , it is hence enough to prove that $\rho$ converges to $r(\bar{x})$. As seen in the proof of Lemma 4.3.2, $\rho$ satisfies, for all $t \geq 0$,

$$
\dot{\rho}(t)=\int_{\mathbb{R}^{d}}(r(x)-\rho(t)) n(t, x) d x=\int_{\operatorname{supp}(n(t,))}(r(x)-\rho(t)) n(t, x) d x .
$$

Let $\varepsilon>0$. Since $\sigma_{\infty}=\{\bar{x}\}$ is the intersection of compact decreasing sets, there exists $T_{\varepsilon}>0$ such that, for all $t \geq T_{\varepsilon}, \operatorname{supp}(n(t, \cdot)) \subset B(\bar{x}, \varepsilon)$. Thus, by denoting

$$
r_{m}^{\varepsilon}:=\min _{x \in B(\bar{x}, \varepsilon)} r(x) \quad \text { and } \quad r_{M}^{\varepsilon}:=\max _{x \in B(\bar{x}, \varepsilon)} r(x) \text {, }
$$

we get, for all $t \geq T_{\varepsilon}$,

$$
\left(r_{m}^{\varepsilon}-\rho(t)\right) \rho(t) \leq \dot{\rho}(t) \leq\left(r_{M}^{\varepsilon}-\rho(t)\right) \rho(t),
$$

which ensures that

$$
\liminf _{t \rightarrow+\infty} \rho(t) \geq r_{m}^{\varepsilon} \quad \text { and } \quad \limsup _{t \rightarrow+\infty} \rho(t) \leq r_{M}^{\varepsilon} .
$$

Since these inequalities hold for any $\varepsilon>0$, and $r_{m}^{\varepsilon}$ and $r_{M}^{\varepsilon}$ both converge to $r(\bar{x})$ when $\varepsilon$ goes to 0 , it concludes the proof.

Because of the diversity of possible behaviours of ODE systems, it is difficult to compute the limit support for a given $f$, unless very strong assumptions are made about the ODE $\dot{u}=f(u)$. This is what we do in the following proposition, motivated by a family of ODE systems commonly used in systems biology.

We say that the two-dimensional system

$$
\left\{\begin{array}{l}
\dot{x}_{1}=f_{1}\left(x_{1}, x_{2}\right)  \tag{4.32}\\
\dot{x}_{2}=f_{2}\left(x_{1}, x_{2}\right)
\end{array}\right.
$$

is competitive if $\partial_{2} f_{1} \leq 0$ and $\partial_{1} f_{2} \leq 0$, and cooperative if $\partial_{2} f_{1} \geq 0$ and $\partial_{1} f_{2} \geq 0$. For instance, such systems are commonly used to model the interactions between two proteins in the context of cell differentiation $[60,67,91,150]$, and are known to have an interesting property: trajectories either go to $+\infty$, or converge [77], i.e. for all $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\|Y(t, x)\| \underset{t \rightarrow+\infty}{\nrightarrow}+\infty \quad \Rightarrow \quad t \mapsto Y(t, x) \text { converges } . \tag{4.33}
\end{equation*}
$$

Note that if the ODE (4.32) is competitive (or cooperative), then the reverse ODE $\dot{u}=$ $-f(u)$ is cooperative (or competitive). This motivates the hypothesis of the following proposition. Before giving its statement, we recall that if $\bar{x}$ is a root of $f, \bar{x}$ is called a hyperbolic equilibrium if all the eigenvalues of $\operatorname{Jac} f(\bar{x})$ have a non-zero real part, and is called a repellor if all these eigenvalues have a positive real part. Lastly, we recall that the unstable set of $\bar{x}$ is defined by $\left\{x \in \mathbb{R}^{d}: Y(t, x) \underset{t \rightarrow+\infty}{\longrightarrow} \bar{x}\right\}$.

Proposition 26. Let us assume that $f$ has a finite number of roots, and is such that identity (4.33) holds. Then, the limit support of $n$ is included in the closure of the union of the unstable sets of the roots of $f$, i.e. by denoting $\bar{x}_{1}, \ldots . \bar{x}_{N}$ the roots of $f$,

$$
\sigma_{\infty} \subset \overline{\bigcup_{1 \leq i \leq N}\left\{x \in \mathbb{R}^{d}: Y(t, x) \underset{t \rightarrow+\infty}{\longrightarrow} \bar{x}_{i}\right\}}
$$

Moreover, if all the roots of $f$ are hyperpolic points, and if none of them is a repellor, then the limit support of $n$ is of measure 0 . In particular, $n$ does not converge (weakly) to a function in $L^{1}$.

Proof. The inclusion is clear: by hypothesis for all $x \in \mathbb{R}^{d}$ such that $t \mapsto Y(t, x)$ does not converge, $t \mapsto\|Y(t, x)\|$ goes to $+\infty$, and since the support of $n^{0}$ is bounded, the points of the limit support are necessary in the unstable set of one of the equilibria. The second part of the proposition is a consequence of the stable manifold theorem [130], which ensures that the unstable set of an equilibrium which is not a repellor is a smooth manifold of dimension at most $d-1$, hence a set of measure zero. We conclude with Lemma 9 .

### 4.5.2 Stationary solutions

In this subsection, we define the stationary solution in the weak sense, which allows to include measures. As seen in the previous section, under appropriate hypotheses on $f$, the presence of a repellor is necessary to hope for solutions which converge to smooth functions. In this section, we prove that, under appropriate hypotheses, the presence of a repellor ensures the existence of smooth stationary solutions.

Definition 5 Weak stationary solution. Let $\mu$ be a finite positive Radon measure. We say that $\mu$ is a weak stationary solution of equation (4.1) if it satisfies

$$
\begin{equation*}
\forall \varphi \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right), \quad \int_{\mathbb{R}^{d}}\left(f(x) \cdot \nabla \varphi(x)+\left(r(x)-\mu\left(\mathbb{R}^{d}\right)\right) \varphi(x)\right) d \mu(x)=0 \tag{4.34}
\end{equation*}
$$

Remark. If $\bar{x}$ is a root of $f$, let us note that $r(\bar{x}) \delta_{\bar{x}}$ is a weak stationary solution of (4.1).
The following proposition shows, as we might expect, that convergent solutions of (4.1) (in the weak sense) necessarily converge to a weak stationary solution.

Proposition 27. Let us assume that $r \in \mathcal{C}_{0}\left(\mathbb{R}^{d}\right)$, and let $n(t, \cdot)$ be a solution of (4.1) which converges in the weak sense in the space of Radon measure. Then its limit is a weak stationary solution of equation (4.1).

Proof. We let $\mu$ be the limit of $n(t, \cdot)$. Let us first prove that, under these conditions, $\rho(t)=\int_{\mathbb{R}^{d}} n(t, x) d x$ converges when $t$ goes to $+\infty$.

Let us denote $\psi(t):=\int_{\mathbb{R}^{d}} r(x) n(t, x) d x$, which is non-negative, according to the nonnegativity of $r$ and $n$, and converges to $\bar{\psi}:=\int_{\mathbb{R}^{d}} r(x) d \mu(x) d x$, by definition of the weak convergence, and since $r \in \mathcal{C}_{0}\left(\mathbb{R}^{d}\right)$. Let us assume that $\bar{\psi}>0$. Let $\varepsilon \in(0, \bar{\psi})$. Since $\psi$ converges to $\bar{\psi}$, and since $\rho$ satisfies the ODE

$$
\dot{\rho}(t)=\psi(t)-\rho(t)^{2}
$$

there exists $T_{\varepsilon}>0$ such that for all $t \geq T_{\varepsilon}$,

$$
\bar{\psi}-\varepsilon-\rho(t)^{2} \leq \dot{\rho}(t) \leq \bar{\psi}+\varepsilon-\rho(t)^{2}
$$

In other words, $\rho$ is a super-solution of $\dot{u}=\bar{\psi}-\varepsilon-u^{2}$, and a sub-solution of $\dot{u}=\bar{\psi}+\varepsilon-u^{2}$. Since the solutions of these equations converge to $\sqrt{\bar{\psi}-\varepsilon}$ and $\sqrt{\bar{\psi}+\varepsilon}$ respectively,

$$
\liminf _{t \rightarrow+\infty} \rho(t) \geq \sqrt{\bar{\psi}-\varepsilon} \quad \text { and } \quad \limsup _{t \rightarrow+\infty} \rho(t) \leq \sqrt{\bar{\psi}+\varepsilon}
$$

Since these inequalities hold for any $\varepsilon \in(0, \bar{\psi})$, it proves that $\rho$ indeed converges to $\sqrt{\bar{\psi}}$.
If $\bar{\psi}=0$, we prove that $\lim \sup \rho \leq 0$ with the same method, and the non-negativity of $\psi$ ensures that $\lim \inf \rho \geq 0$.

Let $\varphi \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right)$, and let us denote $\bar{\rho}:=\lim _{t \rightarrow+\infty} \rho(t)$. We recall that if a differentiable function converges, then its derivative is either divergent or converges to 0 . Hence, since $t \mapsto \int_{\mathbb{R}^{d}} \varphi(x) n(t, x) d x$ converges (by hypothesis), and

$$
\begin{aligned}
\frac{d}{d t} \int_{\mathbb{R}^{d}} \varphi(x) n(t, x) d x & =-\int_{\mathbb{R}^{d}} \nabla \cdot(f(x) n(t, x)) \varphi(x) d x \int_{\mathbb{R}^{d}}(r(x)-\rho(t)) \varphi(x) n(t, x) d x \\
& =+\int_{\mathbb{R}^{d}} f(x) \cdot \nabla \varphi(x) n(t, x) d x+\int_{\mathbb{R}^{d}}(r(x)-\rho(t)) \varphi(x) n(t, x) d x \\
& \underset{t \rightarrow+\infty}{ } \int_{\mathbb{R}^{d}} f(x) \cdot \nabla \varphi(x)+(r(x)-\bar{\rho}) \varphi(x) d \mu(x),
\end{aligned}
$$

the equality

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} f(x) \cdot \nabla \varphi(x)+(r(x)-\bar{\rho}) \varphi(x) d \mu(x)=0 \tag{4.35}
\end{equation*}
$$

holds for any $\varphi \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right)$.
It remains to prove that $\mu\left(\mathbb{R}^{d}\right)=\bar{\rho}$. If $\bar{\rho}=0$, then the non-negativity of $n$ and the definition of $\rho$ lead to $\mu=0$. Let us now assume that $\bar{\rho}>0$, and let $\varepsilon>0$. Since $\mu$ is a finite measure, $r \in \mathcal{C}^{0}\left(\mathbb{R}^{d}\right)$, and owing to the definition of $\psi$ and $\bar{\rho}$, there exists $K \subset \mathbb{R}^{d}$ a compact set such that

- $\mu(K) \geq \mu\left(\mathbb{R}^{d}\right)-\varepsilon$
- $\int_{K} r(x) d \mu(x) d x \geq \int_{\mathbb{R}^{d}} r(x) d \mu(x) d x-\varepsilon=\bar{\rho}^{2}-\varepsilon$.

Let $\varphi_{K} \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right)$ such that $\varphi_{K} \equiv 1$ on $K, 0 \leq \varphi \leq 1$ on $\mathbb{R}^{d}$. Since $\nabla \varphi_{K} \equiv 0$ on $K$,

$$
\left|\int_{\mathbb{R}^{d}} f(x) . \nabla \varphi_{K}(x) d \mu(x)\right| \leq\left\|f . \nabla \varphi_{K}\right\|_{\infty} \mu\left(\mathbb{R}^{d} \backslash K\right) \leq \varepsilon\left\|f . \nabla \varphi_{K}\right\|_{\infty}
$$

Moreover, according to the choice of $\varphi_{K}$

$$
\int_{\mathbb{R}^{d}} r(x) \varphi_{K}(x) d \mu(x) \in\left[\bar{\rho}^{2}-\varepsilon, \bar{\rho}^{2}\right], \quad \text { and } \quad \int_{\mathbb{R}^{d}} \varphi_{K}(x) d \mu(x) \in\left[\mu\left(\mathbb{R}^{d}\right)-\varepsilon, \mu\left(\mathbb{R}^{d}\right)\right]
$$

Hence, injecting these inequalities in (4.35), we obtain

$$
-C \varepsilon \leq \bar{\rho}\left(\bar{\rho}-\mu\left(\mathbb{R}^{d}\right)\right) \leq C \varepsilon
$$

for some $C \geq 0$. Since this equality holds for any $\varepsilon$, and $\bar{\rho}$ is positive, it proves that $\mu\left(\mathbb{R}^{d}\right)=\bar{\rho}$.

Weak stationary solutions which are smooth enough (at least in $\mathcal{C}^{1}\left(\mathbb{R}^{d}\right)$ ) are in fact stationary solutions in the strong sense, as defined in the following lemma, and can be further characterised.

Lemma 10. Let $\bar{n} \in \mathcal{C}^{1}\left(\mathbb{R}^{d}\right)$. Then, $\bar{n}$ is a weak stationary solution of (4.1) if and only if for all $t \geq 0, y \in \mathbb{R}^{d}$,

$$
\left\{\begin{array}{l}
\bar{n}(X(t, y))=e^{\int_{0}^{t}} \tilde{r}(X(s, y))-\bar{\rho} d s \\
n \\
(y) \\
\int_{\mathbb{R}^{d}} \bar{n}(x) d x=\bar{\rho}
\end{array} .\right.
$$

Proof. First, let us note that, since $\bar{n} \in \mathcal{C}^{1}\left(\mathbb{R}^{d}\right)$, one can integrate by parts in the expression (4.34) in order to prove that $\bar{n}$ is a weak stationary solution if and only if for any $\varphi \in$ $\mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right)$,

$$
\int_{\mathbb{R}^{d}}(-\nabla \cdot(f(x) \bar{n}(x))+(r(x)-\bar{\rho}) \bar{n}(x)) \varphi(x) d x=0
$$

with $\bar{\rho}=\int_{\mathbb{R}^{d}} \bar{n}(x) d x$, which means that $\bar{n}$ is a weak stationary solution if and only if it is a stationary solution in the strong sense, i.e

$$
-\nabla \cdot(f(x) \bar{n}(x))+(r(x)-\bar{\rho}) \bar{n}(x)=0 \quad \text { for all } x \in \mathbb{R}^{d}
$$

The result follows, since for any $y \in \mathbb{R}^{d}$

$$
\begin{aligned}
\frac{d}{d t} & \left(\bar{n}(X(t, y)) e^{-\int_{0}^{t} \tilde{r}(X(s, y))-\bar{\rho} d s}\right) \\
& =\left(f(X(t, y)) \cdot \nabla \bar{n}(X(t, y))-(\tilde{r}(X(t, y)-\bar{\rho}) \bar{n}(X(t, y))) e^{-\int_{0}^{t} \tilde{r}(X(s, y))-\bar{\rho} d s}\right. \\
\quad & =-(-\nabla \cdot(f(X(t, y)) \bar{n}(X(t, y)))+(r(X(t, y))-\bar{\rho}) \bar{n}(X(t, y))) e^{-\int_{0}^{t} \tilde{r}(X(s, y))-\bar{\rho} d s}=0
\end{aligned}
$$

Lemma 10 allows us to conclude that in the case where the ODE $\dot{u}=f(u)$ has a repellor with a bounded unstable set, there exists a smooth stationary solution for (4.1).

Corollary 28. Let $x_{u} \in \mathbb{R}^{d}$ be a repellor point for the $O D E \dot{x}=f(x)$, and let us assume that

$$
\bar{n}(x):=\frac{\tilde{r}\left(x_{u}\right)}{\alpha} e^{\int_{0}^{+\infty} \tilde{r}(Y(s, x))-\tilde{r}\left(x_{u}\right) d s} \mathbb{1}_{B}(x)
$$

is well-defined, and that $\bar{n} \in \mathcal{C}^{1}(B) \cap L^{1}(B)$, where $B=\left\{x \in \mathbb{R}^{d}: Y(t, x) \underset{t \rightarrow+\infty}{\longrightarrow} x_{u}\right\}$ is the unstable set of $x_{u}$. Then, $\bar{n}$ is a $\mathcal{C}^{1}$ stationary solution.

Proof. For all $y \in \mathbb{R}, t \geq 0$,

$$
\bar{n}(X(t, y))=\frac{\tilde{r}\left(x_{u}\right)}{\alpha} e^{\int_{0}^{+\infty} \tilde{r}(X(t-s, x))-\tilde{r}\left(x_{u}\right) d s}=\frac{\tilde{r}\left(x_{u}\right)}{\alpha} e^{\int_{-\infty}^{t} \tilde{r}(X(s, y))-\tilde{r}\left(x_{u}\right) d s}
$$

with the change of variable $s^{\prime}=t-s$ and

$$
\bar{n}(y)=\frac{\tilde{r}\left(x_{u}\right)}{\alpha} e^{\int_{-\infty}^{0} \tilde{r}(X(s, y))-\tilde{r}\left(x_{u}\right) d s}
$$

with the change of variable $s^{\prime}=-s$. Thus, the equality of Lemma 10 holds, which concludes the proof.

## Chapter 5

## A particle method for an advection-selection-mutation equation


#### Abstract

We study a non-local advection-selection-mutation problem deriving from adaptive dynamics models. We prove well-posedness for a large family of initial data. We then develop a particle method to approximate the solution of such problem by a regularised sum of weighted Dirac masses whose characteristics solve a suitably defined ODE system. We establish the convergence of the particle method over any finite time interval, providing an explicit rate of convergence. Finally, we investigate the asymptotic-preserving properties of the method in large times, providing sufficient conditions for it to hold true as well as examples and counter-examples. Finally, we illustrate the method in two cases taken from the literature.

This work has been done with Frank Ernesto Alvarez and has been submitted for publication.


### 5.1 Introduction

## Presentation of the model

The goal of this chapter is to develop a numerical method allowing to approximate the solutions of equations of the form

$$
\left\{\begin{array}{l}
\partial_{t} v(t, x)+\nabla_{x} \cdot\left(a\left(t, x, I_{a} v(t, x)\right) v(t, x)\right)=R\left(t, x, I_{g} v(t, x)\right) v(t, x)+\int_{\mathbb{R}^{d}} m\left(t, x, y, I_{d} v(t, x)\right) v(t, y) d y  \tag{5.1}\\
v \in \mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right) \\
v(0, \cdot)=v^{0}(\cdot) \in W^{1,1}\left(\mathbb{R}^{d}\right)
\end{array}\right.
$$

where

$$
\left(I_{l} u\right)(t, x)=\int_{\mathbb{R}^{d}} \psi_{l}(t, x, y) u(t, y) d y, \quad l=a, g, d
$$

are non-local terms and $a, R, m$ and $\psi_{l}$ are smooth functions.
This general formulation aims to bring together a wide family of PDE models typically used in the field of adaptive dynamics. In this context, $x$ represents a phenotypic trait (usually simply called 'phenotype' or 'trait') which is a characteristic inherent to individuals, and $x \mapsto v(t, x)$ represents the density of the studied population at time $t \geq 0$. One purpose of adaptive dynamics is to understand the combined effect of selection and mutations (which are usually assumed to be rare and small $[49,62,117]$ ) on living populations [18]. The literature concerning phenotype-structured equations is abundant $[10,42,50,86,107,131,132]$. The model proposed in this chapter (which includes, among others, the equations studied in $[13,21,48,59,106])$ takes into account

- Selection and growth, via the term ' $R\left(t, x, I_{g} v(t, x)\right) v(t, x)$ ', where $R$ can be interpreted as the instantaneous growth rate, which depends on the trait $x$ and the whole population.
- Mutation, via the term ' $\int_{\mathbb{R}^{d}} m\left(t, x, y, I_{d} v(t, x)\right) v(t, y) d y$ ', where the function $m$ can be seen as the probability density for a cell of trait $y$ to mutate into a cell of trait $x$.
- Advection, via the term ' $\nabla_{x} \cdot\left(a\left(t, x, I_{a} v(t, x)\right) v(t, x)\right)$ '. This term models how the environment drives the individuals towards specific regions, as opposed to random mutations. Among others, this term can be used in order to model a cell differentiation phenomenon.

Mutations can also be modelled through a second order differential operator such as in [32] and [4]. Laplacian-like terms can be approximated by integral operators, as shown in [46], which means that, after choosing an appropriate integral approximation, our analysis could be extended to deal with second order equations. The other two non local-terms ( $I_{a}$ and $I_{g}$ ) allow to take into account the influence of the environment, created by the whole population, over the behaviour of the individuals [59, 164], or competition between individuals [131].

The long time behaviour of models considering only one phenomenon among selection, advection and mutation is well-known: broadly speaking, it has been shown that considering selection alone, or advection alone, leads to concentration phenomena (towards a finite number of traits) $[51,106,131]$, meaning that the density converges to a sum of Dirac masses, while mutations by themselves have a smoothing effect [69]. Nevertheless, the combined effects of these terms remains unclear, and may lead to different and
non-intuitive behaviours. As an example, considering both selection and advection can lead to convergence either to a Dirac mass or to a continuous function (see Chapter 4, cooney2022long), and considering mutation and selection leads either to convergence to a non-smooth measure or to a continuous function [13]. Note that this model also includes the equation studied in [9], which was also approximated with a particle method.

Upon establishing the well-posedness of (5.1), this chapter is concerned with the derivation of a particle method inspired by [46], the analysis of its convergence and asymptoticpreserving properties. However, we must emphasise the two main novelties with respect to that work: First, the use of non local terms, which as we will show, poses technical difficulties and affects the existence of smooth solutions in certain cases. Secondly, the study of the asymptotic preserving property, which guarantees that, under certain hypotheses, the long time behaviour of the solution is conserved. As will be seen, these equations are naturally posed in the space of Radon measures, making particle methods a natural tool to approximate then. Compared to finite volume or finite element methods, they are more easily implemented. Furthermore, a change in model leads to very few changes in the corresponding code, a clear advantage over other methods.

## Particle method

Particle methods use ODE resolution in order to approximate the solution of PDEs. This makes them particularly easy to implement, as they only require a classical ODE solver. The main idea is to seek a sum of weighted Dirac masses, called particle solution, which is denoted

$$
\begin{equation*}
v^{N}(t)=\sum_{i=1}^{N} \alpha_{i}(t) \delta_{x_{i}(t)} \tag{5.2}
\end{equation*}
$$

where the weights $\alpha_{i}$ and the points $x_{i}$ are solutions of a suitable ODE system.
In order to recover a smooth function close to the solution of the studied PDE, the particle solution needs to be regularised: this is usually done by means of a convolution with a so-called 'cut-off function' $\varphi_{\varepsilon}$ which must satisfy some specific properties. We denote this regular solution

$$
\begin{equation*}
v_{\varepsilon}^{N}(t, x)=\sum_{i=1}^{N} \alpha_{i}(t) \varphi_{\varepsilon}\left(x-x_{i}(t)\right) \tag{5.3}
\end{equation*}
$$

where the scaling parameter $\varepsilon$ is a function of $N$.
This method is especially adapted for the linear advection equation ' $\partial_{t} v(t, x)+\nabla$. $(a(x) v(t, x))=0^{\prime}$, but has been generalised to many other kinds of equations which mostly come from physics [81], such as diffuson equations [22,47,100,101,140], advection-diffusion equations [74, 111], convection-diffusion equations [46], the Navier-Stokes equation [33,41] or the Vlasov-Poisson equation $[40,136]$.

We apply the particle method by following its main three steps, as described in [27]:
(i) Particle approximation of the initial data. This first step consists of approaching the initial condition of $v^{0}$ with a sum of weighted Dirac masses, i.e. choosing $N \in \mathbb{N}, x_{1}^{0}, \ldots, x_{N}^{0} \in \mathbb{R}^{d}, \alpha_{1}^{0}, \ldots, \alpha_{N}^{0} \in \mathbb{R}$ such that

$$
v_{0}^{N}:=\sum_{i=1}^{N} \alpha_{i}^{0} \delta_{x_{i}^{0}} \sim v^{0}
$$

in the sense of Radon measures, which means that, for any $\phi \in \mathcal{C}_{c}^{0}\left(\mathbb{R}^{d}\right)$,

$$
\sum_{i=1}^{N} \alpha_{i}^{0} \phi\left(x_{i}^{0}\right) \underset{N \rightarrow+\infty}{\longrightarrow} \int_{\mathbb{R}^{d}} \phi(x) v^{0}(x) d x
$$

Assuming that $v^{0}$ has a compact support, a canonical way of choosing these values is to choose a finite collection of subsets $\Omega_{i}^{0} \subset \operatorname{supp}\left(v^{0}\right)$ satisfying

$$
\Omega_{i}^{0} \cap \Omega_{j}^{0}=\emptyset, \text { if } i \neq j, \text { and } \bigcup_{i \in\{1, \ldots, N\}} \Omega_{i}^{0}=\operatorname{supp}\left(v^{0}\right),
$$

and to take, for any $i \in\{1, \ldots, N\}$

$$
x_{i}^{0} \in \Omega_{i}^{0}, \quad w_{i}^{0}=\left|\Omega_{i}^{0}\right|, \quad \nu_{i}^{0}=v^{0}\left(x_{i}^{0}\right) \quad \alpha_{i}=\nu_{i} w_{i} .
$$

(ii) Time-evolution of the particles. By using a weak formulation of the PDE, we determine the ODE satisfied by the positions (denoted $x_{i}$ ), the volumes (denoted $w_{i}$ ) and the weights (denoted $\nu_{i}$ ) associated to each of the $N$ particles, with initial conditions $\left(x_{i}^{0}, w_{i}^{0}, \nu_{i}^{0}\right)$ given at the previous step. The exact ODE, and the way the particles are correlated with each other depends on the complexity of the PDE. In the case where the advection term is local $(a(t, x, I)=a(t, x))$, the positions and the volumes satisfy

$$
\begin{equation*}
\dot{x}_{i}(t)=a\left(t, x_{i}(t)\right), \quad \dot{w}_{i}(t)=\nabla_{x} \cdot\left(a\left(t, x_{i}(t)\right)\right) w_{i}(t) \tag{5.4}
\end{equation*}
$$

and the formula for the $\nu_{i}$ depends on the selection and the mutation terms. The method described in the core of this chapter also allows to use this method in the case of a non-local advection, which modifies the ODE satisfied by the positions of the particles. Full formulas are given in Section 5.3.
Rewriting $\alpha_{i}=\nu_{i} w_{i}$, with the volumes $w_{i}$ which satisfy (5.4) is required for the approximation of the different integral terms. Indeed, by Liouville's formula [73], for any $f$ smooth enough,

$$
\int_{\mathbb{R}^{d}} f(x) d x \sim \sum_{i=1}^{N} f\left(x_{i}(t)\right) w_{i}(t) .
$$

Formally, $v$ and $v^{N}$ (as defined by (5.2)) are both solution of (5.1) in the weak sense, with $v^{N}(0) \sim v^{0}$, which implies that, assuming that the parameters of the PDE are smooth enough, for any given time $T>0, v^{N}(T) \sim v(T, \cdot)$.
(iii) Regularisation. In order to transform the discrete measure $v^{N}$ into a smooth function, we use a regularisation process based on convolution, which writes as a sum, shown in (5.3), since the convoluted measure is a sum of Dirac masses. The function

$$
\varphi_{\varepsilon}:=\frac{1}{\varepsilon^{d}} \varphi\left(\frac{\dot{g}}{\varepsilon}\right),
$$

depending on a parameter $\varepsilon>0$, is a scaling of the so-called cut-off function $\varphi$, which must satisfy some regularity and symmetry properties (which we specify in Section 5.4.1). The choice of $\varepsilon$, which intimately depends on the choice of $N$, is intricate: if $\varepsilon$ is too large, then the solution is 'over-regularised', and the scheme loses its accuracy. Conversely, if $\varepsilon$ is to small, then some of the particles will be neglected, and the scheme does not converge towards the solution. Choosing the $\operatorname{optimal} \varepsilon$ as a function of $N$ is thus not a trivial question, and it is possible in some cases to optimise the convergence rate by improving this regularisation step $[38,83]$.

## Main results

Well-posedness. We first prove that problem (5.1) is well-posed, i.e. that for any family of parameters satisfying some regularity properties, defined in $\mathcal{C}\left([0,+\infty), L^{1}\left(\mathbb{R}^{d}\right)\right)$. The proof heavily relies on the use of the characteristic curves $X_{u}(t, y)$, solution to the equation

$$
\left\{\begin{array}{l}
\dot{X}_{u}(t, y)=a\left(t, X_{u}(t, y),\left(I_{a} u\right)\left(t, X_{u}(t, y)\right)\right)=: \mathcal{A}_{u}\left(t, X_{u}(t, y)\right), \quad t \in[0, T], \\
X_{u}(0, y)=y
\end{array}\right.
$$

for $y \in \mathbb{R}^{d}$ and $u \in \mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$. The main difference with respect to the approach taken for similar problems, as in [46], is the need for continuity results for $X_{u}(t, y)$, not only with respect to the trait variable $y$, but with respect to $u$ as well. The required results are stated in Section 5.2.1 and proved in Appendix C.1.

The well posedness of the problem for smooth initial data is proved in Section 5.2.2 using a standard fixed point argument. Moreover, in Section 5.2 .3 , we consider a more general family of initial conditions and we prove that the regularity of $v(t, \cdot)$ is linked to that of $v^{0}$ : more precisely, if $v^{0} \in W^{k, \infty}\left(\mathbb{R}^{d}\right)$ with compact support, then $v \in \mathcal{C}\left([0,+\infty), W^{k-1,1}\left(\mathbb{R}^{d}\right)\right)$. This result can be improved if the advection is local, i.e. $a(t, x, I)=a(t, x)$ : In this case, for any initial condition in $W^{k, 1}\left(\mathbb{R}^{d}\right)$, the solution $v$ is in $\mathcal{C}\left([0,+\infty), W^{k, 1}\left(\mathbb{R}^{d}\right)\right)$.

Particle method: definition and well-posedness. In Section 5.3, we define the particle method corresponding to this PDE, by deriving the ODE system satisfied by the particles $\left(x_{i}, w_{i}\right.$ and $\left.\nu_{i}\right)$. For the non-local case, the equation we obtain is a coupled system with infinitely many equations and unknowns. We generalise some classical results from the Cauchy-Lipschitz theory in order to deal with this problem, and prove that the ODE system is well posed.

Convergence of the particle method. Section 5.4 is structured as follows: in Section 5.4.1 we prove the following estimate, detailed in Theorem 14:

$$
\left\|v-v_{\varepsilon}^{h}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant C\left(\varepsilon^{r}+\left(\frac{h}{\varepsilon}\right)^{\kappa}+h^{\kappa}\right)\left\|v^{0}\right\|_{W^{\mu, 1}\left(\mathbb{R}^{d}\right)}, \quad \text { for all } 0 \leqslant t \leqslant T .
$$

Nevertheless, in general this scheme is not asymptotic preserving. Therefore, in subsection 5.4.2, we show examples for which the scheme is asymptotic preserving, and others for which it is not. In general, the asymptotic behaviour of a solution is preserved when it converges to a sum of Dirac masses, and is not when it converges to a smooth solution.

## Perspectives and open problems

Although a loss of regularity appears to be taking place when advection is non local, we do not know whether such a loss of regularity does happen in certain cases. The construction of such an example or, on the contrary, the improvement of our results in order to prove that, in fact, no regularity is lost could be a first way to extend our work.
Another open problem is the optimisation of the order of convergence for the numerical solution, improving upon the order $\frac{k r}{\kappa+r}$ obtained in the present work. The approach from [38], where the local averages are viewed as point values of an approximation of the solution, and the regularisation of the solution at time $t>0$ is performed by interpolation
rather than convolution, could be a suitable choice.
Lastly, as mentioned before, another direction could be the extension of our results in order to deal with second order equations, as done in [46], where the Laplacian operator is approximated by an appropriate sequence of mutation kernels.

### 5.2 The problem

For $T>0$ and $k \in \mathbb{N}$ we consider the functions

$$
\left.\begin{array}{rl}
(t, x, I) & \mapsto a(t, x, I)
\end{array}\right) \in W^{1, \infty}\left([0, T],\left(W^{k+1, \infty}\left(\mathbb{R}^{d+1}\right)\right)^{d}\right), ~(5, x, I) \mapsto R(t, x, I) \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d}, W_{l o c}^{k+1, \infty}\left(\mathbb{R}_{I}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{I}, W^{k+1, \infty}\left(\mathbb{R}_{x}^{d}\right)\right), ~ \$
$$

We consider as well $(t, x, y, I) \mapsto m(t, x, y, I)$ such that $m \geq 0$ and

$$
\begin{aligned}
m \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d} \times \mathbb{R}_{y}^{d}, W^{k+1, \infty}\left(\mathbb{R}_{I}\right)\right) & \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d} \times \mathbb{R}_{I}, L^{\infty}\left(\mathbb{R}_{y}^{d}\right)\right) \\
& \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}^{d} \times \mathbb{R}_{I}, \mathcal{C}_{c}^{k}\left(\mathbb{R}_{x}^{d}\right)\right)
\end{aligned}
$$

which is globally Lipschitz with respect to the non local variables and uniformly compactly supported with respect to the $x$ variable. That is, we suppose $m$ to satisfy the following hypotheses:

- There exists $\mu>0$ such that

$$
\begin{equation*}
\sup _{t, x, y} \sum_{i=1}^{k} \sum_{|\alpha|=i} \sum_{j=1}^{k}\left|\partial_{x}^{\alpha} \partial_{I}^{j} m(t, x, y, I)-\partial_{x}^{\alpha} \partial_{I}^{j} m(t, x, y, J)\right| \leqslant \mu|I-J| \tag{5.7}
\end{equation*}
$$

- There exists a compact set $\mathcal{K}$ such that the function

$$
\begin{equation*}
M(x):=\sup _{t, y, I} \sum_{i=1}^{k} \sum_{|\alpha|=i} \sum_{j=1}^{k}\left|\partial_{x}^{\alpha} \partial_{I}^{j} m(t, x, y, I)\right| \tag{5.8}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\operatorname{supp} M(x) \subset \mathcal{K} . \tag{5.9}
\end{equation*}
$$

Furthermore, we assume that

$$
\begin{equation*}
\|M\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant \bar{M}<\infty \tag{5.10}
\end{equation*}
$$

From a modelling point of view, assuming $m$ to be uniformly compactly supported reflects the fact that some traits are realistically out of reach for a given population, and that, in general, mutations are rare and small.

We remark that hypotheses (5.9) and (5.10) imply that

$$
\begin{equation*}
\|M\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant|\mathcal{K}| \bar{M}=: K<\infty \tag{5.11}
\end{equation*}
$$

For all functions $u \in \mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$ we consider the linear mappings $I_{a}, I_{g}$ and $I_{d}$ which satisfy, for all $t \in[0, T], x \in \mathbb{R}^{d}$,

$$
\begin{align*}
& \left(I_{a} u\right)(t, x):=\int_{\mathbb{R}^{d}} \psi_{a}(t, x, y) u(t, y) d y,  \tag{5.12}\\
& \left(I_{g} u\right)(t, x):=\int_{\mathbb{R}^{d}} \psi_{g}(t, x, y) u(t, y) d y,  \tag{5.13}\\
& \left(I_{d} u\right)(t, x):=\int_{\mathbb{R}^{d}} \psi_{d}(t, x, y) u(t, y) d y, \tag{5.14}
\end{align*}
$$

where

$$
\begin{align*}
\psi_{a} & \in W^{1, \infty}\left([0, T] \times \mathbb{R}_{x}^{d}, L^{\infty}\left(\mathbb{R}_{y}^{d}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}^{d}, W^{k+1, \infty}\left(\mathbb{R}_{x}^{d}\right)\right),  \tag{5.15}\\
0<\underline{\psi_{g}} \leqslant \psi_{g} & \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d}, L^{\infty}\left(\mathbb{R}_{y}^{d}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}^{d}, W^{k+1, \infty}\left(\mathbb{R}^{d}\right)\right),  \tag{5.16}\\
\psi_{d} & \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d}, L^{\infty}\left(\mathbb{R}_{y}^{d}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}^{d}, W^{k+1, \infty}\left(\mathbb{R}^{d}\right)\right), \tag{5.17}
\end{align*}
$$

for a certain $\psi_{g}>0$. We remark that $I_{a} u, I_{g} u, I_{d} u \in \mathcal{C}\left([0, T], L^{\infty}\left(\mathbb{R}^{d}\right)\right)$. The functions $\psi_{a}$ and $\psi_{d}$ do not need to be positive, reflecting this way how different traits have different impacts (which are not always beneficial) on the environment, and ultimately on the population itself. On the other hand, $\psi_{g}$ has to be bounded away from zero. This hypothesis reflects the fact that, at least for the growth term, all interactions between individuals are of the same type. These interactions may be interpreted as either strictly competitive or strictly cooperative. In particular, this means that only "very" non-local dependence with respect to $u$ are allowed. This excludes partial densities, for instance on part of the traits. Lastly, we assume that there exist non-negative constants $I^{*}$ and $r^{*}$ such that, for all $t \in[0, T], x \in \mathbb{R}^{d}$, and $I \geqslant I^{*}$,

$$
\begin{equation*}
R(t, x, I)+K<-r^{*} \tag{5.18}
\end{equation*}
$$

uniformly on $t$ and $x$. It is somewhat natural to assume that $R$ is negative for a large population: for example, if a carrying capacity is assumed to exist, and the population size is approaching such value, then the growth rate will inevitably drop to levels where no amount of mutations will be able to compensate for it.
For a given function $v^{0} \in L^{1}\left(\mathbb{R}^{d}\right)$, we will study the existence and uniqueness of solution for the problem

$$
\begin{cases}\partial_{t} v(t, x)+\nabla_{x} \cdot\left(a\left(t, x, I_{a} v(t, x)\right) v(t, x)\right) & =R\left(t, x, I_{g} v(t, x)\right) v(t, x)  \tag{5.19}\\ & +\int_{\mathbb{R}^{d}} m\left(t, x, y, I_{d} v(t, x)\right) v(t, y) d y \\ v \in \mathcal{C}\left([0, T), L^{1}\left(\mathbb{R}^{d}\right)\right), & \\ v(0, \cdot)=v^{0}(\cdot) & \end{cases}
$$

We will show that, under additional hypotheses, either over $a$ or $v^{0}$, we can guarantee the well-posedness of this problem. In particular, we provide the results regarding the cases of local advection ( $\partial_{I} a=0$ ) and non-local advection $\left(\partial_{I} a \neq 0\right)$. We will see that this distinction directly affects the set of initial data $v^{0}$ for which the existence of solutions is guaranteed.

### 5.2.1 Some bounds over the characteristics

Consider $a$ satisfying (5.5) and $\psi_{a}$ satisfying (5.15) for some $k \geqslant 1$. For all $y \in \mathbb{R}^{d}$ and $u \in \mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$ we define the characteristic curve $t \mapsto X_{u}(t, y)$ as the unique solution the following ODE

$$
\left\{\begin{array}{l}
\dot{X}_{u}(t, y)=a\left(t, X_{u}(t, y),\left(I_{a} u\right)\left(t, X_{u}(t, y)\right)\right)=: \mathcal{A}_{u}\left(t, X_{u}(t, y)\right), \quad t \in[0, T],  \tag{5.20}\\
X_{u}(0, y)=y,
\end{array}\right.
$$

where $\left(I_{a} u\right)(t, x)$ is defined in (5.12). Since the function $\psi_{a}$ belongs to $W^{1, \infty}\left([0, T] \times \mathbb{R}_{x}^{d}, L^{\infty}\left(\mathbb{R}_{y}^{d}\right)\right)$, then $\left(I_{a} u\right)(t, x)$ belongs to $W^{1, \infty}\left([0, T] \times \mathbb{R}_{x}^{d}\right) \subset \mathcal{C}^{0,1}([0, T] \times$ $\left.\mathbb{R}_{x}^{d}\right)$. The regularity of $a$ then implies that $\mathcal{A}_{u}(t, x)$ is a Lipschitz function with respect to the $x$ variable, uniformly with respect to $t$, guaranteeing this way the global existence of solution for (5.20).

For all $u \in \mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$, we define the norms

$$
\|u\|_{1}:=\|u\|_{L^{1}\left([0, T] \times \mathbb{R}^{d}\right)}=\int_{0}^{T} \int_{\mathbb{R}^{d}}|u(t, x)| d x d t \text { and }\|u\|:=\sup _{t \in[0, T]}\|u(t, \cdot)\|_{L^{1}\left(\mathbb{R}^{d}\right)} .
$$

We present some results involving the characteristics. The proofs for such results are given in Appendix C.1.

The first property we describe is the continuity of the family of characteristics with respect to the spatial variables and the function $u$.

Lemma 11. Let $\psi_{a}$ satisfy (5.15) and a satisfy (5.5) for $k=0$. Consider $y_{1}, y_{2} \in \mathbb{R}^{d}$ and $u_{1}, u_{2} \in \mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$. Then there exists a positive constant $C\left(T,\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$, such that the solutions $X_{u_{1}}$ and $X_{u_{2}}$ of (5.20) satisfy for any $t \in[0, T]$,

$$
\sum_{j=1}^{d}\left|X_{u_{1}}^{j}\left(t, y_{1}\right)-X_{u_{2}}^{j}\left(t, y_{2}\right)\right| \leqslant C\left(T,\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)\left(\left|y_{1}-y_{2}\right|+\left\|u_{1}-u_{2}\right\|_{1}\right) .
$$

Secondly, we claim that the spatial derivatives of the characteristics remain bounded by a constant only depending on $T$ and $\|u\|$. We also claim that the spatial derivatives are continuous with respect to the spatial variables and the function $u$.

Lemma 12. Let a satisfy (5.5) and $\psi_{a}$ satisfy (5.15) for some $k \geqslant 1$. Consider $u \in$ $\mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$. Then there exists a positive constant $C(T,\|u\|)$, such that the solution $X_{u}(t, y)$ of (5.20) satisfies, for all $t \in[0, T]$ and $y \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\sum_{i=1}^{k} \sum_{|\alpha| \leqslant i} \sum_{j=1}^{d}\left|\partial_{y}^{\alpha} X_{u}^{j}(t, y)\right| \leqslant C(T,\|u\|) . \tag{5.21}
\end{equation*}
$$

Furthermore, for any two points $y_{1}, y_{2} \in \mathbb{R}^{d}$, and any two functions $u_{1}, u_{2} \in \mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$, there exists a positive constant $C_{2}\left(T,\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$, such that the solutions $X_{u_{1}}$ and $X_{u_{2}}$ of (5.20) satisfy for any $t \in[0, T]$

$$
\begin{equation*}
\sum_{i=0}^{k} \sum_{|\alpha| \leqslant i} \sum_{j=1}^{d}\left|\partial_{y}^{\alpha} X_{u_{1}}^{j}\left(t, y_{1}\right)-\partial_{y}^{\alpha} X_{u_{2}}^{j}\left(t, y_{2}\right)\right| \leqslant C\left(T,\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)\left(\left|y_{1}-y_{2}\right|+\left\|u_{1}-u_{2}\right\|_{1}\right) . \tag{5.22}
\end{equation*}
$$

Since for all $t \in[0, T], y \mapsto X_{u}(t, y)$ is a $\mathcal{C}^{1}$-diffeomorphism from $\mathbb{R}^{d}$ onto itself, we may define its inverse as the function satisfying $X_{u}\left(t, X_{u}^{-1}(t, x)\right)=x$ for all $(t, x) \in[0, T] \times \mathbb{R}^{d}$. We have the following results for $X_{u}^{-1}$.

Lemma 13. Let a satisfy (5.5) and $\psi_{a}$ satisfy (5.15) for some $k \geqslant 1$. Consider $u \in$ $\mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$. Then there exists a positive constant $\widetilde{C}(T,\|u\|)$, such that the inverse of the solution $X_{u}(t, y)$ of (5.20) satisfies, for all $t \in[0, T], x \in \mathbb{R}^{d}$

$$
\begin{equation*}
\sum_{i=1}^{k} \sum_{|\alpha| \leqslant i} \sum_{j=1}^{d}\left|\partial_{x}^{\alpha}\left(X_{u}^{-1}\right)^{j}(t, x)\right| \leqslant \widetilde{C}(T,\|u\|) . \tag{5.23}
\end{equation*}
$$

Lemma 14. Let a satisfy (5.5) and $\psi_{a}$ satisfy (5.15) for some $k \geqslant 1$. Consider any two functions $u_{1}, u_{2} \in \mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$. Then there exists a positive constant $\widetilde{C}\left(T,\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)$, which satisfies $\lim _{T \rightarrow 0} \widetilde{C}\left(T,\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)=0$ and such that the inverses of the solutions $X_{u_{1}}$ and $X_{u_{2}}$ of (5.20) satisfy, for all $t \in[0, T]$ and $x \in \mathbb{R}^{d}$

$$
\begin{equation*}
\sum_{i=0}^{k-1} \sum_{|\alpha| \leqslant i} \sum_{j=1}^{d}\left|\left(\partial_{x}^{\alpha} X_{u_{1}}^{-1}\right)^{j}(t, x)-\partial_{x}^{\alpha}\left(X_{u_{2}}^{-1}\right)^{j}(t, x)\right| \leqslant \widetilde{C}\left(T,\left\|u_{1}\right\|,\left\|u_{2}\right\|\right)\left\|u_{1}-u_{2}\right\|_{1} . \tag{5.24}
\end{equation*}
$$

We remark that thanks to the relation $\|u\|_{1} \leqslant T\|u\|$, the relations (5.22) and (5.24) also hold true when replacing $\left\|u_{1}-u_{2}\right\|_{1}$ by $\left\|u_{1}-u_{2}\right\|$. Lastly, we give a result regarding the regularity of $X_{u}(t, x)$ with respect to $t$.

Lemma 15. Let a satisfy (5.5) and $\psi_{a}$ satisfy (5.15) for some $k \geqslant 1$. Consider $u \in$ $\mathcal{C}^{1}\left(\left[0, T_{1}\right) \times \mathbb{R}^{d}\right)$ such that $\sup _{t \in\left[0, T_{1}\right)}\left(\|u(t, \cdot)\|_{L^{1}\left(R^{d}\right)}+\left\|\partial_{t} u(t, \cdot)\right\|_{L^{1}\left(R^{d}\right)}\right)<+\infty$. Then $X_{u}(t, y) \in$ $\mathcal{C}^{1}\left(\left[0, T_{1}\right], \mathcal{C}^{k}\left(\mathbb{R}^{d}\right)\right)$. As a consequence, $X_{u}^{-1}(t, x) \in \mathcal{C}^{1}\left(\left[0, T_{1}\right], \mathcal{C}^{k}\left(\mathbb{R}^{d}\right)\right)$.

Proof. Thanks to Lemma 12, we know that under these hypotheses, for all $T<T_{1}, X_{u}(t, y)$ exists and belongs to $\mathcal{C}^{1}\left([0, T], \mathcal{C}^{k}\left(\mathbb{R}^{d}\right)\right)$. Consider $0<t_{1}, t_{2}<T_{1}$, then

$$
\begin{aligned}
\sum_{i=0}^{k} \sum_{|\alpha| \leqslant i} \sum_{j=1}^{d}\left|\partial_{y}^{\alpha} X_{u}^{j}\left(t_{1}, y\right)-\partial_{y}^{\alpha} X_{u}^{j}\left(t_{2}, y\right)\right| & =\sum_{i=0}^{k} \sum_{|\alpha| \leqslant i} \sum_{j=1}^{d}\left|\int_{t_{1}}^{t_{2}} \partial_{y}^{\alpha} \dot{X}_{u}^{j}(s, y) d s\right| \\
& =\sum_{i=0}^{k} \sum_{|\alpha| \leqslant i} \sum_{j=1}^{d}\left|\int_{t_{1}}^{t_{2}} \partial_{y}^{\alpha} a_{j}\left(s, X_{u}(s, y),\left(I_{a} u\right)\left(s, X_{u}(s, y)\right)\right) d s\right| .
\end{aligned}
$$

Thanks to the regularity of $a$ and $\psi_{a}$, the bounds given in Lemma 12 for the derivatives of $X_{u}(t, y)$ and the uniform bound for $\|u\|_{L^{1}\left(\mathbb{R}^{d}\right)}$ we conclude that there exists a positive constant such that

$$
\sum_{i=0}^{k} \sum_{|\alpha| \leqslant i} \sum_{j=1}^{d}\left|\partial_{y}^{\alpha} X_{u}^{j}\left(t_{1}, y\right)-\partial_{y}^{\alpha} X_{u}^{j}\left(t_{2}, y\right)\right| \leqslant C\left|t_{1}-t_{2}\right| .
$$

Similarly, we have

$$
\sum_{i=0}^{k} \sum_{|\alpha| \leqslant i} \sum_{j=1}^{d}\left|\partial_{y}^{\alpha} \dot{X}_{u}^{j}\left(t_{1}, y\right)-\partial_{y}^{\alpha} \dot{X}_{u}^{j}\left(t_{2}, y\right)\right|=\sum_{i=0}^{k} \sum_{|\alpha| \leqslant i} \sum_{j=1}^{d}\left|\partial_{y}^{\alpha}\left(\mathcal{A}_{u}\right)_{j}\left(t_{1}, y\right)-\partial_{y}^{\alpha}\left(\mathcal{A}_{u}\right)_{j}\left(t_{2}, y\right)\right|,
$$

where

$$
\left(\mathcal{A}_{u}\right)_{j}(t, y):=a_{j}\left(t, X_{u}(t, y),\left(I_{a} u\right)\left(t_{1}, X_{u}(t, y)\right)\right) .
$$

Again, the regularity up to order $k+1$ of the involved coefficients allow us to conclude that

$$
\sum_{i=0}^{k} \sum_{|\alpha| \leqslant i} \sum_{j=1}^{d}\left|\partial_{y}^{\alpha} \dot{X}_{u}^{j}\left(t_{1}, y\right)-\dot{X}_{u}^{j}\left(t_{1}, y\right)\right| \leqslant C\left|t_{1}-t_{2}\right|
$$

We have shown that $X_{u}(t, \cdot)$ is a Cauchy sequence in $\mathcal{C}^{k}\left(\mathbb{R}^{d}\right)$ when $t$ goes to $T_{M}$, therefore, there exists $X^{*}(x) \in \mathcal{C}^{k}\left(\mathbb{R}^{d}\right)$ and $Y^{*}(x) \in \mathcal{C}^{k}\left(\mathbb{R}^{d}\right)$ such that

$$
\lim _{t \rightarrow T_{M}}\left\|X_{u}(t, \cdot)-X^{*}\right\|_{\mathcal{C}^{k}\left(\mathbb{R}^{d}\right)}+\left\|\dot{X}_{u}(t, \cdot)-Y^{*}\right\|_{\mathcal{C}^{k}\left(\mathbb{R}^{d}\right)}
$$

which is the desired result.

### 5.2.2 Existence of solution for smooth initial data

We first provide the proof of existence and uniqueness of solution for problem (5.19) when the initial condition $v^{0}$ is a smooth enough function. We still assume hypotheses (5.5) through (5.18) hold. For a smooth initial condition $v^{0}$ we denote by classical solution any function $v \in \mathcal{C}^{1}\left([0, T] \times \mathbb{R}^{d}\right)$ which satisfies problem (5.19).
The following a priori estimate will allow us to guarantee the global existence of a classical solution given that such solution exists over a certain interval $\left[0, T_{1}\right]$.

Lemma 16. Let $v^{0} \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right)$ and $T_{1}>0$ be such that a classical solution $v \in \mathcal{C}^{1}\left([0, T] \times \mathbb{R}^{d}\right)$ exists for problem (5.19) for all $T<T_{1}$, which is positive and has compact support with respect to the $x$ variable. Then, such solution satisfies the estimate

$$
\begin{equation*}
\sup _{t \in\left[0, T_{1}\right]}\|v(t, \cdot)\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant \max \left\{\left\|v^{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}, \frac{I^{*}}{\underline{\psi_{g}}}\right\} \tag{5.25}
\end{equation*}
$$

Proof. Let $v$ be the aforementioned positive solution. Denoting $\rho(t):=\|v(t, \cdot)\|_{L^{1}\left(\mathbb{R}^{d}\right)}$, we see directly from equation (5.19) that

$$
\dot{\rho}(t)=\int_{\mathbb{R}^{d}}\left(R\left(t, y,\left(I_{g} v\right)(t, y)\right)+\int_{\mathbb{R}^{d}} m\left(t, x, y,\left(I_{d} v\right)(t, x)\right) d x\right) v(t, y) d y
$$

If there exists $t$ such that $\rho(t)>\frac{I^{*}}{\underline{\psi_{g}}}$, then $\left(I_{g} v\right)(t, y) \geqslant \underline{\psi_{g}} \rho(t)>I^{*}$, which allows us to use hypothesis (5.18) in order to conclude

$$
\dot{\rho}(t)<-r^{*} \rho(t)<0
$$

This way, we see that either $\rho(t)$ is smaller than $\frac{I^{*}}{\underline{\psi_{g}}}$ or $\rho(t)$ is decreasing, which in turn implies the bound (5.25).

A fixed point argument together with estimate (5.25) will allow us to conclude the existence of solution for problem (5.19) for smooth initial conditions.

Theorem 10. Consider $k \geqslant 1$ and $T>0$. Under hypotheses (5.15) through (5.18), for all non-negative functions $v^{0} \in \mathcal{C}_{c}^{k}\left(\mathbb{R}^{d}\right)$, there exists a unique non-negative classical solution $v \in \mathcal{C}^{1}\left([0, T], \mathcal{C}_{c}^{k}\left(\mathbb{R}^{d}\right)\right)$ to problem (5.19). Furthermore, such solution satisfies

$$
\begin{align*}
& \sup _{t \in[0, T]}\|v(t, \cdot)\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant \max \left\{\left\|v^{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}, \frac{I^{*}}{\underline{\psi_{g}}}\right\}  \tag{5.26}\\
& \sup _{t \in[0, T]}\|v(t, \cdot)\|_{W^{k, 1}\left(\mathbb{R}^{d}\right)} \leqslant C_{T}\left\|v^{0}\right\|_{W^{k, 1}\left(\mathbb{R}^{d}\right)} \tag{5.27}
\end{align*}
$$

Proof. Consider $v^{0} \in \mathcal{C}_{c}^{k}\left(\mathbb{R}^{d}\right)$. For $t \geq 0$ and the function $M$ introduced in (5.8) we define $r_{t}:=2\|a\|_{L^{\infty}} t, B_{r_{t}}$ the open ball centred at 0 and of radius $r_{t}$,

$$
O_{t}:=\operatorname{supp}\left(v^{0}\right) \cup \operatorname{supp}(M)+B_{r_{t}},
$$

and for $\alpha>1$ we define $\bar{\rho}_{\alpha}:=\max \left\{\alpha\left\|v^{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}, \frac{I^{*}}{\psi_{g}}\right\}$. We consider

$$
u \in D_{\alpha}^{T}:=\left\{u \in \mathcal{C}\left([0, T] \times \mathbb{R}^{d}\right): u \geqslant 0, \operatorname{supp}(u(t, \cdot)) \subset O_{t}, \int_{\mathbb{R}^{d}} u(t, x) d x \leqslant \bar{\rho}_{\alpha}, \forall t \in[0, T]\right\} .
$$

We denote as $\Phi u$ the mapping defined by $v=\Phi u$, where $v$ is the solution of

$$
\begin{cases}\partial_{t} v(t, x)+\nabla_{x} \cdot\left(a\left(t, x,\left(I_{a} u\right)(t, x)\right) v(t, x)\right) & -R\left(t, x,\left(I_{g} u\right)(t, x)\right) v(t, x) \\ & =\int_{\mathbb{R}^{d}} m\left(t, x, y,\left(I_{d} u\right)(t, x)\right) u(t, y) d y \\ v(0, \cdot)=v^{0}(\cdot) & \end{cases}
$$

Let us denote, for any $y \in \mathbb{R}^{d}$, as $X_{u}(\cdot, y)$ the unique solution of

$$
\left\{\begin{array}{l}
\dot{X}_{u}(t, y)=a\left(t, X_{u}(t, y),\left(I_{a} u\right)\left(t, X_{u}(t, y)\right)\right)=: \mathcal{A}_{u}\left(t, X_{u}(t, y)\right) \quad t \geq 0, \\
X(0, y)=y
\end{array}\right.
$$

As stated before, for any $t \in[0, T], x \mapsto X_{u}(t, x)$ is a $\mathcal{C}^{1}$-diffeomorphism, therefore, for all $t \geq 0$ and all $x \in \mathbb{R}^{d}$ there exists a unique $y \in \mathbb{R}^{d}$ such that $x=X_{u}(t, y)$, which we denote $y=X_{u}^{-1}(t, x)$.
We see that,

$$
\begin{aligned}
\frac{d}{d t} v\left(t, X_{u}(t, y)\right)= & {\left[R\left(t, X_{u}(t, y),\left(I_{g} u\right)\left(t, X_{u}(t, y)\right)\right)-\operatorname{div} \mathcal{A}_{u}\left(t, X_{u}(t, y)\right)\right] v\left(t, X_{u}(t, y)\right) } \\
& +\int_{\mathbb{R}^{d}} m\left(t, X_{u}(t, y), z,\left(I_{d} u\right)\left(t, X_{u}(t, y)\right)\right) u(t, z) d z,
\end{aligned}
$$

and thus, denoting

$$
\mathcal{G}_{u}(t, y):=R\left(t, X_{u}(t, y),\left(I_{g} u\right)\left(t, X_{u}(t, y)\right)\right)-\operatorname{div} \mathcal{A}_{u}\left(t, X_{u}(t, y)\right),
$$

we get

$$
\begin{aligned}
\Phi u\left(t, X_{u}(t, y)\right)= & v\left(t, X_{u}(t, y)\right) \\
= & v^{0}(y) \exp \left(\int_{0}^{t} \mathcal{G}_{u}(s, y) d s\right) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}} m\left(s, X_{u}(s, y), z,\left(I_{d} u\right)\left(s, X_{u}(s, y)\right)\right) u(s, z) d z \exp \left(\int_{s}^{t} \mathcal{G}_{u}(\tau, y) d \tau\right) d s
\end{aligned}
$$

or, equivalently

$$
\begin{aligned}
\Phi u(t, x)= & v(t, x) \\
= & v^{0}\left(X_{u}^{-1}(t, x)\right) \exp \left(\int_{0}^{t} \mathcal{G}_{u}\left(s, X_{u}^{-1}(t, x)\right) d s\right) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}} m\left(s, X_{u}\left(s, X_{u}^{-1}(t, x)\right), z,\left(I_{d} u\right)\left(s, X_{u}\left(s, X_{u}^{-1}(t, x)\right)\right)\right) u(s, z) d z \\
& \exp \left(\int_{s}^{t} \mathcal{G}_{u}\left(\tau, X_{u}^{-1}(t, x)\right) d \tau\right) d s
\end{aligned}
$$

The solution $v$ is thus non-negative, according to the non-negativity of $v^{0}, u$ and $m$. Thanks to Lemma $13, v$ belongs to $\mathcal{C}^{1}\left([0, T], \mathcal{C}^{\kappa}\left(\mathbb{R}^{d}\right)\right) \subset \mathcal{C}\left([0, T] \times \mathbb{R}^{d}\right)$. Furthermore, the
fact that for all $t \in[0, T],|X(t, y)-y| \leqslant\|a\|_{L^{\infty}} t$ implies that $\operatorname{supp}(v(t, \cdot)) \subset O_{t}$. Additionally, directly from its definition, we see that

$$
\mathcal{G}_{u}\left(s, X_{u}^{-1}(t, x)\right) \leqslant \gamma:=\|R\|_{L_{t, x, I}^{\infty}}+\|a\|_{W_{x}^{1, \infty} L_{t, I}^{\infty}}+\|a\|_{W_{I}^{1, \infty} L_{t, x}^{\infty}}\left\|\psi_{a}\right\|_{W_{x}^{1, \infty} L_{y}^{\infty}} \bar{\rho}_{\alpha},
$$

and consequently, for all $u \in D_{\alpha}^{T}$, we have

$$
\begin{aligned}
\| \Phi u(t, \cdot)) \|_{L^{1}\left(\mathbb{R}^{d}\right)} & \leqslant e^{\gamma T}\left(\int_{\mathbb{R}^{d}} v^{0}\left(X_{u}^{-1}(t, x)\right) d x\right. \\
& \left.+\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} m\left(s, X_{u}\left(s, X_{u}^{-1}(t, x)\right), z,\left(I_{d} u\right)\left(s, X_{u}\left(s, X_{u}^{-1}(t, x)\right)\right)\right) u(s, z) d z d x d s\right) \\
& \leqslant e^{\gamma T}\left(\int_{\mathbb{R}^{d}} v^{0}\left(X_{u}^{-1}(t, x)\right) d x+\int_{0}^{t} \int_{\mathbb{R}^{d}} M\left(s, X_{u}\left(s, X_{u}^{-1}(t, x)\right)\right) d x \int_{\mathbb{R}^{d}} u(s, z) d z d s\right)
\end{aligned}
$$

Making the changes of variables $y=X_{u}^{-1}(t, x)$ and $y=X_{u}\left(s, X_{u}^{-1}(t, x)\right)$ respectively on each of the integrals on the last expression, recalling that, according to Liouville's formula

$$
\begin{aligned}
\left|J_{X_{u}(t, y)}\right| & =e^{\int_{0}^{t} \operatorname{div} \mathcal{A}_{u}\left(s, X_{u}(t, y)\right) d s} \\
\left|J_{X_{u}\left(t, X_{u}^{-1}(s, y)\right)}\right| & =e^{\int_{0}^{t} \operatorname{div} \mathcal{A}_{u}\left(\tau, X_{u}\left(t, X_{u}^{-1}(s, y)\right)\right) d \tau-\int_{0}^{s} \operatorname{div} \mathcal{A}_{u}(\tau, y) d \tau}
\end{aligned}
$$

and using the hypotheses over $a$ and $m$ we obtain that for all $t \in[0, T]$,

$$
\|\Phi u(t, \cdot)\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant e^{(\gamma+2 \tilde{a}) T}\left(\left\|v^{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}+K T\|u\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right)
$$

where $\tilde{a}:=\|a\|_{W_{x}^{1, \infty} L_{t, I}^{\infty}}+\|a\|_{W_{I}^{1, \infty} L_{t, x}^{\infty}}\left\|\psi_{a}\right\|_{W_{x}^{1, \infty} L_{y}^{\infty}} \bar{\rho}_{\alpha}$. Finally, using the hypothesis over $v^{0}$ and $u$ we see that

$$
\|\Phi u(t, \cdot)\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant e^{(\gamma+2 \tilde{a}) T}\left(\frac{1}{\alpha}+K T\right) \bar{\rho}_{\alpha}
$$

Thanks to the condition $\alpha>1$ there exists $T_{\alpha}$ (only depending on $\alpha$ and on the coefficients of the problem) such that $\|\Phi u\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant \bar{\rho}_{\alpha}$ for all $t \in\left[0, T_{\alpha}\right]$. In other words, $\Phi: D_{\alpha}^{T_{\alpha}} \rightarrow D_{\alpha}^{T_{\alpha}}$.

We now claim that the mapping $\Phi u$ is a contraction on some $D_{\alpha}^{T_{1}}, 0<T_{1} \leqslant T_{\alpha}$, with respect to the usual norm in $\mathcal{C}\left([0, T] \times \mathbb{R}^{d}\right)$. For two functions $u_{1}, u_{2} \in D_{\alpha}^{T_{\alpha}}$ and any $t \in\left[0, T_{\alpha}\right]$, thanks to Lemma 11 and Lemma 14, we have

$$
\begin{aligned}
\left|\Phi u_{1}-\Phi u_{2}\right| & \leqslant C e^{\gamma t}\left|X_{u_{1}}^{-1}(t, x)-X_{u_{2}}^{-1}(t, x)\right| \\
& \leqslant C e^{\gamma t}\left\|u_{1}-u_{2}\right\|_{1} \\
& \leqslant C e^{\gamma t}\left|O_{t}\right| t\left\|u_{1}-u_{2}\right\|_{\mathcal{C}\left([0, t] \times \mathbb{R}^{d}\right)} .
\end{aligned}
$$

Clearly, for $t=T_{1}$ small enough, $\Phi u$ is a contraction, and therefore, thanks to the Banach fixed point theorem, there exists a unique $v \in D_{\alpha}^{T_{1}}$ such that $\Phi v=v$. Such $v$ is a solution of (5.19) over $\left[0, T_{1}\right]$. Furthermore, directly from the relation $v=\Phi v$ we see that $v \in \mathcal{C}^{1}\left([0, T], \mathcal{C}_{c}^{\kappa}\left(\mathbb{R}^{d}\right)\right)$.

Let us now assume that there exists $T_{M}$, a finite maximal time such that a solution exists in $B_{\alpha}^{T}$ for all $T<T_{M}$, and let $v$ be such solution. Directly from Lemma 16,
the solution $v$ satisfies estimate (5.25) over $\left[0, T_{M}\right)$. Furthermore, thanks to the relation $v=\Phi v$, we are able to show that

$$
\sup _{\left[0, T_{M}\right)}\left(\|v(t, \cdot)\|_{L^{1}\left(\mathbb{R}^{d}\right)}+\|\dot{v}(t, \cdot)\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right)<+\infty .
$$

From Lemma 15 we get then that $X_{v}^{-1}(t, x) \in \mathcal{C}^{1}\left(\left[0, T_{M}\right], \mathcal{C}^{k}\left(\mathbb{R}^{d}\right)\right)$, and by composition of functions, so is $v=\Phi v$. We can then iterate the previous ideas using $v\left(T_{M}\right) \in \mathcal{C}^{k}\left(\mathbb{R}^{d}\right)$ as a starting point in order to obtain the existence of solution over a certain interval $\left[T_{M}, T_{M}+\delta\right)$, contradicting this way the maximal character of $T_{M}$. Hence, there exists a classical solution of (5.19) for all $t>0$.

The uniqueness on $\mathcal{C}\left([0, T], \mathcal{C}_{c}^{\kappa}\left(\mathbb{R}^{d}\right)\right)$ comes from the fact that every other solution on $D_{\alpha}^{\infty}$ will coincide with $v$ at least over a small interval $\left(0, t_{0}\right)$ and then, by continuity, the same would hold for all $t$.

To obtain the $W^{k, 1}\left(\mathbb{R}^{d}\right)$ estimates, we differentiate the relation $v=\Phi v$ and notice that for all multi-index $\beta$ such that $|\beta| \leqslant k$

$$
\begin{aligned}
\partial_{x}^{\beta} v= & \exp \left(\int_{0}^{t} \mathcal{G}_{v}\left(s, X_{v}^{-1}(t, x)\right) d s\right) \sum_{|\gamma| \leqslant|\beta|} \partial_{x}^{\gamma} v^{0}\left(X_{v}^{-1}(t, x)\right) F_{1}^{\gamma}(t, x) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}} F_{2}(s, x, y) v(s, y) d y \exp \left(\int_{s}^{t} \mathcal{G}_{v}(\tau, x) d \tau\right) d s
\end{aligned}
$$

where the functions $F_{1}^{\gamma}$ and $F_{2}$ are combinations of sums and multiplications of the derivatives up to order $|\beta|$ of $X_{v}^{-1}, R, m, I_{g}$ and $I_{d}$. Taking absolute values, integrating over $\mathbb{R}^{d}$ and using the boundedness of all the involved coefficients we arrive at

$$
\|v(t, \cdot)\|_{W^{k, 1}\left(\mathbb{R}^{d}\right)} \leqslant C_{T}^{1}\left\|v^{0}\right\|_{W^{k, 1}\left(\mathbb{R}^{d}\right)}+C_{T}^{2} \int_{0}^{t}\|v(s, \cdot)\|_{W^{k, 1}\left(\mathbb{R}^{d}\right)} d s
$$

and thanks to Grönwall's lemma we get (5.27).

### 5.2.3 Existence of solution for more general initial data

Depending on whether $\partial_{I} a=0$ or $\partial_{I} a \neq 0$, we will have a different class of initial data for which we are able to guarantee existence of solution for problem (5.19). Furthermore, the regularity of such solution might also be affected.
We first prove that, when $\partial_{I} a \neq 0$, a solution exists (in a sense that will be defined below) for any initial condition $v^{0} \in W^{k, \infty}\left(\mathbb{R}^{d}\right)$, with compact support. However, we do not prove that the regularity of the solution is preserved over time, even if we did not manage to highlight the existence of cases where a loss of regularity is observed. Secondly, we will show that, when $\partial_{I} a=0$, not only the set of initial conditions for which we can claim existence of solution is more general $\left(v^{0} \in W^{k, 1}\left(\mathbb{R}^{d}\right)\right)$, but the regularity of such solution is preserved for all $t>0$.
We introduce the definition of weak solution for problem (5.19). We say that $v$ is a weak solution of problem (5.19) associated to $v^{0} \in L^{p}\left(\mathbb{R}^{d}\right)$ if

$$
v \in L^{\infty}\left([0, T], L^{p}\left(\mathbb{R}^{d}\right)\right),
$$

and it satisfies the equation in the following weak sense

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}} v L_{v}^{*} \varphi d x d t=\int_{\mathbb{R}^{d}} v^{0} \varphi d x
$$

for any $\varphi \in \mathcal{C}_{c}^{1}\left([0, T) \times \mathbb{R}^{d}\right)$, where we define the operator $L_{v}^{*}$ by

$$
\begin{aligned}
L_{v}^{*} \varphi(t, x) & \left.=-\partial_{t} \varphi(t, x)-a\left(t, x,\left(I_{a} v\right)(t, x)\right) \cdot \nabla \varphi(t, x)-R\left(t, x,\left(I_{g} v\right)(t, x)\right) \varphi(t, x)\right) \\
& -\int_{\mathbb{R}^{d}} m\left(t, y, x,\left(I_{d} v\right)(t, y)\right) \varphi(t, y) d y
\end{aligned}
$$

for all $t \in[0, T], y \in \mathbb{R}^{d}$. We remark that a classical solution is always a weak solution.
Theorem 11. Under hypotheses (5.5) through (5.18), for all $k \geqslant 1$ and any non-negative functions $v^{0} \in W^{k, \infty}\left(\mathbb{R}^{d}\right)$ with compact support, there exists a unique non-negative weak solution $v \in \mathcal{C}\left([0, T], \mathcal{C}_{c}^{k-1}\left(\mathbb{R}^{d}\right)\right)$ to problem (5.19). Furthermore, such solution satisfies

$$
\begin{align*}
& \sup _{t \in[0, T]}\|v(t, \cdot)\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant \max \left\{\left\|v^{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}, \frac{I^{*}}{\underline{\psi_{g}}}\right\}  \tag{5.28}\\
& \sup _{t \in[0, T]}\|v(t, \cdot)\|_{W^{k-1,1}\left(\mathbb{R}^{d}\right)} \leqslant C_{T}\left\|v^{0}\right\|_{W^{k-1,1}\left(\mathbb{R}^{d}\right)} \tag{5.29}
\end{align*}
$$

and, for $k \geqslant 2, v \in \mathcal{C}^{1}\left([0, T], \mathcal{C}_{c}^{k-1}\left(\mathbb{R}^{d}\right)\right)$.
Proof. Directly from Morrey's inequality, we get the relation $v^{0} \in W^{k, \infty}\left(\mathbb{R}^{d}\right) \subset \mathcal{C}^{k-1,1}\left(\mathbb{R}^{d}\right)$. If $k \geqslant 2$, we are able to apply Theorem 10 in order to get the desired result.
Consider now $k=1$. The compact support of $v^{0}$ and the $W^{1, \infty}\left(\mathbb{R}^{d}\right)$ regularity imply that $v^{0} \in W^{k, 1}\left(\mathbb{R}^{d}\right)$. This means that, there exists a sequence of compactly supported functions $v_{\varepsilon}^{0} \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right)$ such that

$$
\begin{gathered}
\operatorname{supp}\left(v^{0}\right)_{\varepsilon} \subset \operatorname{supp}\left(v^{0}\right) \\
\left\|v_{\varepsilon}^{0}\right\|_{W^{1, \infty}\left(\mathbb{R}^{d}\right)} \leqslant\left\|v^{0}\right\|_{W^{1, \infty}\left(\mathbb{R}^{d}\right)}, \\
\lim _{\varepsilon \rightarrow 0}\left\|v^{0}-v_{\varepsilon}^{0}\right\|_{W^{1,1}\left(\mathbb{R}^{d}\right)}=0
\end{gathered}
$$

We denote as $v_{\varepsilon}$ the solution of problem (5.19) associated to $v_{\varepsilon}^{0}$, and we claim that $v_{\varepsilon}$ is a Cauchy sequence in $\mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$.
We recall that for all $\varepsilon$,

$$
\sup _{t \in[0, T]}\left\|v_{\varepsilon}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant \bar{\rho}_{\varepsilon}:=\max \left\{\left\|v_{\varepsilon}^{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}, \frac{I^{*}}{\underline{\psi_{g}}}\right\}
$$

Furthermore, the equality $v_{\varepsilon}=\Phi v_{\varepsilon}$ holds true, where $\Phi$ was defined on the proof of Theorem 10. Consequently, for $\varepsilon_{1}, \varepsilon_{2}>0$ we have the relation

$$
\begin{aligned}
\Delta V_{\varepsilon_{1} \varepsilon_{2}}:= & v_{\varepsilon_{1}}-v_{\varepsilon_{2}} \\
= & \Phi v_{\varepsilon_{1}}-\Phi v_{\varepsilon_{2}} \\
= & \left(v_{\varepsilon_{1}}^{0}\left(X_{v_{\varepsilon_{1}}}^{-1}(t, x)\right)-v_{\varepsilon_{2}}^{0}\left(X_{v_{\varepsilon_{2}}}^{-1}(t, x)\right)\right) \exp \left(\int_{0}^{t} \mathcal{G}_{1}(\tau, t, x) d \tau\right) \\
& -v_{\varepsilon_{2}}^{0}\left(X_{v_{\varepsilon_{2}}}^{-1}(t, x)\right)(\Delta E(0, t, x)) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}}\left(\mathcal{M}_{1}(s, t, x, z)-\mathcal{M}_{2}(s, t, x, z)\right) v_{\varepsilon_{1}}(s, z) d z \exp \left(\int_{s}^{t} \mathcal{G}_{1}(\tau, t, x) d \tau\right) d s \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}} \mathcal{M}_{2}(s, t, x, z)\left(\Delta V_{\varepsilon_{1} \varepsilon_{2}}(s, z)\right) d z \exp \left(\int_{s}^{t} \mathcal{G}_{1}(\tau, t, x) d \tau\right) d s \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}} \mathcal{M}_{2}(s, t, x, z) v_{\varepsilon_{j}}(s, z) d z(\Delta E(s, t, x)) d s
\end{aligned}
$$

where

$$
\begin{aligned}
\mathcal{G}_{i}(\tau, t, x) & =\mathcal{G}_{v_{\varepsilon_{i}}}\left(\tau, X_{v_{\varepsilon_{i}}}^{-1}(t, x)\right), \\
\Delta E(s, t, x) & :=\exp \left(\int_{s}^{t} \mathcal{G}_{1}(\tau, t, x) d \tau\right)-\exp \left(\int_{s}^{t} \mathcal{G}_{2}(\tau, t, x) d \tau\right), \\
\mathcal{M}_{i}(s, t, x, z) & :=m\left(s, X_{v_{\varepsilon_{i}}}\left(s, X_{v_{\varepsilon_{i}}}^{-1}(t, x)\right), z,\left(I_{d} v_{\varepsilon_{i}}\right)\left(s, X_{v_{\varepsilon_{i}}}\left(s, X_{v_{\varepsilon_{i}}}^{-1}(t, x)\right)\right)\right) .
\end{aligned}
$$

We write

$$
\begin{align*}
v_{\varepsilon_{1}}^{0}\left(X_{\varepsilon_{\varepsilon_{1}}}^{-1}(t, x)\right)-v_{\varepsilon_{2}}^{0}\left(X_{v_{\varepsilon_{2}}}^{-1}(t, x)\right)= & v_{\varepsilon_{1}}^{0}\left(X_{v_{\varepsilon_{1}}}^{-1}(t, x)\right)-v_{\varepsilon_{2}}^{0}\left(X_{v_{\varepsilon_{1}}}^{-1}(t, x)\right)  \tag{5.30}\\
& +v_{\varepsilon_{2}}^{0}\left(X_{v_{\varepsilon_{1}}}^{-1}(t, x)\right)-v_{\varepsilon_{2}}^{0}\left(X_{v_{\varepsilon_{2}}}^{-1}(t, x)\right) .
\end{align*}
$$

Thanks to the change of variables $y=X_{v_{\varepsilon_{1}}}^{-1}(t, x)$ and the relations

$$
\begin{aligned}
\left|J_{X_{\varepsilon_{1}}}(t, y)\right| & =e^{\int_{0}^{t} \operatorname{div} \mathcal{A}_{v_{\varepsilon_{1}}}\left(s, X_{v_{\varepsilon_{1}}}(t, y)\right) d s}, \\
\mathcal{G}\left(s, X_{v_{\varepsilon_{1}}}^{-1}(t, x)\right) & \leqslant \gamma:=\|R\|_{L_{t, x, I}^{\infty}}+\|a\|_{W_{x}^{1, \infty} L_{t, I}^{\infty}}+\|a\|_{W_{I}^{1, \infty} L_{t, x}^{\infty}}\left\|\psi_{a}\right\|_{W_{x}^{1, \infty} L_{y}^{\infty}} \bar{\rho}, \\
\operatorname{div} \mathcal{A}_{v_{\varepsilon_{1}}}\left(s, X_{v_{\varepsilon_{1}}}(t, y)\right) & \leqslant \tilde{a}:=\|a\|_{W_{x}^{1, \infty} L_{t, I}^{\infty}}+\|a\|_{W_{I}^{1, \infty} L_{t, x}^{\infty}}\left\|\psi_{a}\right\|_{W_{x}^{1, \infty} L_{y}^{\infty}} \bar{\rho},
\end{aligned}
$$

we conclude that

$$
\begin{align*}
& \int_{\mathbb{R}^{d}}\left(v_{\varepsilon_{1}}^{0}\left(X_{v_{\varepsilon_{1}}}^{-1}(t, x)\right)-v_{\varepsilon_{2}}^{0}\left(X_{v_{\varepsilon_{1}}}^{-1}(t, x)\right)\right) \exp \left(\int_{0}^{t} \mathcal{G}_{1}(\tau, t, x) d \tau\right) d x \\
= & \int_{\mathbb{R}^{d}}\left(v_{\varepsilon_{1}}^{0}(y)-v_{\varepsilon_{2}}^{0}(y)\right) \exp \left(\int_{0}^{t} \mathcal{G}_{v_{\varepsilon_{i}}}(\tau, y) d \tau\right)\left|J_{X_{v_{1}}(t, y)}^{-1}\right| d y \\
\leqslant & e^{(\gamma+\tilde{\alpha}) T}\left\|v_{\varepsilon_{1}}^{0}-v_{\varepsilon_{2}}^{0}\right\|_{L^{1}(\mathbb{R})} . \tag{5.31}
\end{align*}
$$

On the other hand, the compactness of the support of $v_{\varepsilon_{2}}^{0}$, together with the relation

$$
\left|X_{v_{\varepsilon}}(t, y)-y\right| \leqslant\|a\|_{L^{\infty}} t,
$$

implies that

$$
v_{\varepsilon_{2}}^{0}\left(X_{\varepsilon_{\varepsilon_{1}}}^{-1}(t, x)\right)-v_{\varepsilon_{2}}^{0}\left(X_{v_{\varepsilon_{2}}}^{-1}(t, x)\right)=0, \text { for all } x \notin O_{t}:=\operatorname{supp} v^{0}+B_{r_{t}},
$$

where $B_{r_{t}}$ is the ball of radius $\|a\|_{L^{\infty}} t$. Hence, we obtain

$$
\begin{align*}
& \int_{\mathbb{R}^{d}}\left(v_{\varepsilon_{2}}^{0}\left(X_{v_{\varepsilon_{1}}}^{-1}(t, x)\right)-v_{\varepsilon_{2}}^{0}\left(X_{v_{\varepsilon_{2}}}^{-1}(t, x)\right)\right) \exp \left(\int_{0}^{t} \mathcal{G}_{1}(\tau, t, x) d \tau\right) d x \\
\leqslant & \left|O_{t}\right|\left\|v_{\varepsilon_{2}}^{0}\right\|_{W^{1, \infty}\left(\mathbb{R}^{d}\right)} e^{\gamma T}\left|X_{v_{\varepsilon_{1}}}^{-1}(t, x)-X_{v_{\varepsilon_{2}}}^{-1}(t, x)\right| \\
\leqslant & \widetilde{C}_{T}\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{1}, \tag{5.32}
\end{align*}
$$

where we have used (5.24) on the second line ${ }^{1}$.
From the definition of $\mathcal{G}_{u}(t, x)$, we observe that

$$
\begin{align*}
|\Delta E(s, t, x)| & \leqslant e^{\gamma T} \int_{s}^{t}\left|\mathcal{G}_{1}(\tau, t, x)-\mathcal{G}_{2}(\tau, t, x)\right| d \tau \\
& \leqslant \widetilde{C}_{T}\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{1}, \tag{5.33}
\end{align*}
$$

[^4]where $\widetilde{C}_{T}$ depends on $\bar{\rho}, T$, the derivatives of $R, a$ and $\psi_{a}$, and on the constant appearing in (5.24).
Using the change of variables $y=X_{v_{\varepsilon_{2}}}\left(s, X_{v_{\varepsilon_{2}}}^{-1}(t, x)\right)$ and recalling that
$$
\left|J_{X_{\varepsilon_{\varepsilon_{2}}}\left(t, X_{\varepsilon_{2}}^{-1}(s, x)\right)}\right|=e^{\int_{0}^{t} \operatorname{div} \mathcal{A}_{u}\left(\tau, X_{v_{\varepsilon_{2}}}\left(t, X_{v_{\varepsilon_{2}}}^{-1}(s, x)\right)\right) d \tau-\int_{0}^{s} \operatorname{div} \mathcal{A}_{v_{\varepsilon_{2}}}(\tau, x) d \tau}
$$
we see that
\[

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \mathcal{M}_{2}(s, t, x, z) d x & =\int_{\mathbb{R}^{d}} m\left(s, y, z,\left(I_{d} v_{\varepsilon_{2}}\right)(s, y)\right)\left|J_{X_{v_{\varepsilon_{2}}}\left(t, X_{v_{\varepsilon_{2}}}^{-1}(s, y)\right)}\right|^{-1} d y \\
& \leqslant e^{2 \tilde{a} T} \int_{\mathbb{R}^{d}} \sup _{s, z, I} m_{\varepsilon_{i}}(s, y, z, I) d y \leqslant e^{2 \tilde{a} T}|\mathcal{K}| \bar{M}
\end{aligned}
$$
\]

Therefore, we have the bounds

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} v^{0}\left(X_{v_{\varepsilon_{2}}}^{-1}(t, x)\right)|\Delta E(0, t, x)| d x \leqslant e^{\tilde{\alpha} T}\left\|v^{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \widetilde{C}_{T}\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{1}  \tag{5.34}\\
& \int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathcal{M}_{2}(s, t, x, z)\left(\Delta V_{\varepsilon_{1} \varepsilon_{2}}(s, z)\right) d z \exp \left(\int_{s}^{t} \mathcal{G}_{1}(\tau, t, x) d \tau\right) d x d s \leqslant e^{(\gamma+2 \tilde{a}) T} \\
& \times|\mathcal{K}| \bar{M}\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{1} \tag{5.35}
\end{align*}
$$

$$
\begin{equation*}
\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathcal{M}_{2}(t, x, z) v_{\varepsilon_{j}}(s, z) d z(|\Delta E(s, t, x)|) d x d s \leqslant e^{2 \tilde{a} T}|\mathcal{K}| \bar{M} \bar{\rho} T \widetilde{C}_{T}\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{1} . \tag{5.36}
\end{equation*}
$$

The function $m(t, x, z, I)$ having a compact support on the $x$ variable, leads to

$$
\mathcal{M}_{1}(s, t, x, z)-\mathcal{M}_{2}(s, t, x, z)=0, \text { for all } x \notin \mathcal{K}+B_{2 r_{t}} .
$$

On the other hand, the function $m$ being differentiable and Lipschitz, implies that, for all $x \in \mathcal{K}+B_{2 r_{t}}$

$$
\begin{aligned}
\mid \mathcal{M}_{1}(s, t, x, z) & -\mathcal{M}_{2}(s, t, x, z)\left|\leqslant\|m\|_{W_{x}^{1, \infty}}\right| X_{v_{\varepsilon_{1}}}\left(s, X_{v_{\varepsilon_{1}}}^{-1}(t, x)\right)-X_{v_{\varepsilon_{2}}}\left(s, X_{v_{\varepsilon_{2}}}^{-1}(t, x)\right) \mid \\
& +\mu\left|\left(I_{d} v_{\varepsilon_{1}}\right)\left(s, X_{v_{\varepsilon_{1}}}\left(s, X_{v_{\varepsilon_{1}}}^{-1}(t, x)\right)\right)-\left(I_{d} v_{\varepsilon_{2}}\right)\left(s, X_{v_{\varepsilon_{2}}}\left(s, X_{v_{\varepsilon_{2}}}^{-1}(t, x)\right)\right)\right| \\
& \leqslant\left(\|m\|_{W_{x}^{1, \infty}}+\left\|\psi_{d}\right\|_{W_{x}^{1, \infty}} \bar{\rho}\right)\left|X_{v_{\varepsilon_{1}}}\left(s, X_{v_{\varepsilon_{1}}}^{-1}(t, x)\right)-X_{v_{\varepsilon_{2}}}\left(s, X_{\varepsilon_{\varepsilon_{2}}}^{-1}(t, x)\right)\right| \\
& +\left\|\psi_{d}\right\|_{L^{\infty}}\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

Using first Lemma 11 and then Lemma 14 , we conclude that there exists a constant $\widetilde{C}_{T}$ such that

$$
\begin{aligned}
\left|\mathcal{M}_{1}(s, t, x, z)-\mathcal{M}_{2}(s, t, x, z)\right| & \leqslant \widetilde{C}_{T}\left(\left|X_{v_{\varepsilon_{1}}}^{-1}(t, x)-X_{v_{\varepsilon_{2}}}^{-1}(t, x)\right|+\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{1}+\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right) \\
& \leqslant \widetilde{C}_{T}\left(\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{1}+\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right) .
\end{aligned}
$$

Therefore, we have the bound

$$
\begin{align*}
& \int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(\mathcal{M}_{1}(s, t, x, z)-\mathcal{M}_{2}(s, t, x, z)\right) v_{\varepsilon_{1}}(s, z) d z \exp \left(\int_{s}^{t} \mathcal{G}_{1}(\tau, t, x) d \tau\right) d x d s \\
\leqslant & \left|\mathcal{K}+B_{2 r_{T}}\right| \bar{\rho} \widetilde{C}_{T} e^{\gamma T}\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{1} . \tag{5.37}
\end{align*}
$$

Putting together the bounds (5.31) through (5.37), we get

$$
\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant \widetilde{C}_{T}\left(\left\|v_{\varepsilon_{1}}^{0}-v_{\varepsilon_{2}}^{0}\right\|_{L^{1}(\mathbb{R})}+\int_{0}^{T}\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} d s\right) .
$$

Thanks to Grönwall's lemma, we have then the relation

$$
\sup _{t \in[0, T]}\left\|v_{\varepsilon_{1}}-v_{\varepsilon_{2}}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant \widetilde{C}_{T}\left\|v_{\varepsilon_{1}}^{0}-v_{\varepsilon_{2}}^{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}
$$

for some $\widetilde{C}_{T}$ independent of $\varepsilon_{1}$ and $\varepsilon_{2}$, which proves that, up to the extraction of a sub-sequence, $v_{\varepsilon}$ is a Cauchy sequence in $\mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$. Therefore, there exists $v \in$ $\mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$ such that

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T]}\left\|v_{\varepsilon}-v\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}=0
$$

Furthermore, such function satisfies the bounds (5.25) and (5.27).
We claim now that the sequence $L_{v_{\varepsilon}}^{*} \varphi$ converges to $L_{v}^{*} \varphi$ in $L^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)$ for all $\varphi \in$ $\mathcal{C}_{c}^{1}\left([0, T) \times \mathbb{R}^{d}\right)$. This is a direct consequence of the relation

$$
\left|L^{*} v_{\varepsilon} \varphi-L^{*} v_{\varepsilon} \varphi\right| \leqslant\left(L_{r}\left\|\psi_{g}\right\|_{L^{\infty}}+\mu\left\|\psi_{d}\right\|_{L^{\infty}}\right)\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|v^{\varepsilon}-v\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}
$$

In order to conclude, we recall that all classical solutions are weak solutions, and therefore, for all $\varepsilon>0$

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}} v_{\varepsilon} L_{v_{\varepsilon}}^{*} \varphi d x d t=\int_{\mathbb{R}^{d}} v_{\varepsilon}^{0} \varphi d x
$$

and taking the limit when $\varepsilon$ goes to 0 we see that $v$ is a weak solution of problem (5.19).
Considering initial data with compact support might be enough in order to model most of the biological scenarios found in nature. However, the hypothesis $v^{0} \in W^{k, \infty}\left(\mathbb{R}^{d}\right)$ might be too restrictive for some real life scenarios. Furthermore, the study of the problem when more general initial conditions are present, is of theoretical interest. We show below that, when $\partial_{I} a=0$, a solution exists for any initial data $v^{0} \in W^{k, 1}\left(\mathbb{R}^{d}\right), k \geqslant 1$.
Theorem 12. Under hypothesis (5.15) through (5.18), if $\partial_{I} a=0$, for all non-negative functions $v^{0} \in W^{k, 1}\left(\mathbb{R}^{d}\right)$, there exists a unique non-negative weak solution $v \in \mathcal{C}\left([0, T], W^{k, 1}\left(\mathbb{R}^{d}\right)\right)$ of problem (5.19). Furthermore, such a solution satisfies

$$
\begin{align*}
& \sup _{t \in[0, T]}\|v\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant \max \left\{\left\|v^{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}, \frac{I^{*}}{\sup _{g}}\right\},  \tag{5.38}\\
& \sup _{t[0, T]} \tag{5.39}
\end{align*}\|v\|_{W^{k, \infty}\left(\mathbb{R}^{d}\right)} \leqslant C_{T}\left\|v^{0}\right\|_{W^{k, 1}\left(\mathbb{R}^{d}\right)} .
$$

Proof. As in the proof for $k=1$ when $\partial_{I} a \neq 0$, we can approximate any function $v^{0} \in W^{k, 1}$ by a smooth, compactly supported sequence of functions $v_{\varepsilon}^{0}$. The same arguments as in the previous proof will show that $v_{\varepsilon}$, the sequence of solutions associated to $v_{\varepsilon}^{0}$, is a Cauchy sequence in $\mathcal{C}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$. Furthermore, given that the second term in (5.30), which is responsible for the possible loss of regularity in the previous case, is equal 0 when $\partial_{I} a=0$, we show that $v_{\varepsilon}$ is a Cauchy sequence in $\mathcal{C}\left([0, T], W^{k, 1}\left(\mathbb{R}^{d}\right)\right)$ as well. We prove as in Theorem 11 that the limit of $v_{\varepsilon}$ is the required weak solution.

Given that the regularity of the solution varies depending on whether $\partial_{I} a=0$ or $\partial_{I} a \neq 0$, and that such regularity will be of importance in the upcoming sections, we define the parameter

$$
\kappa:=\left\{\begin{array}{cl}
k-1, & \text { if } \partial_{I} a \neq 0, \\
k, & \text { if } \partial_{I} a=0,
\end{array}\right.
$$

which encompasses the information over said regularity.
We remark that if we had $\partial_{I} m=0$, we might obtain existence for a larger class of mutation functions $m$. For conciseness, we will however not consider such cases in the present work.

### 5.3 Particle Method

The particle method basically consists in searching for an approximate solution of problem (5.19) which is a sum of weighted Dirac masses.

Throughout the following section we suppose

$$
\begin{align*}
\psi_{a} & \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d}, W^{1, \infty}\left(\mathbb{R}^{d}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}, \mathcal{C}^{2}\left(\mathbb{R}_{x}^{d}\right) \cap W^{2, \infty}\left(\mathbb{R}_{x}^{d}\right)\right),  \tag{5.40}\\
0<\underline{\psi_{g}} \leqslant \psi_{g} & \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d}, W^{1, \infty}\left(\mathbb{R}_{y}^{d}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}^{d}, \mathcal{C}^{1}\left(\mathbb{R}_{x}^{d}\right) \cap W^{1, \infty}\left(\mathbb{R}_{x}^{d}\right)\right)  \tag{5.41}\\
\psi_{d} & \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d}, W^{1, \infty}\left(\mathbb{R}_{y}^{d}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}^{d}, \mathcal{C}^{1}\left(\mathbb{R}_{x}^{d}\right) \cap W^{1, \infty}\left(\mathbb{R}_{x}^{d}\right) .\right) \tag{5.42}
\end{align*}
$$

Notice that, unlike the set of hypotheses (5.15)-(5.17), we have imposed $W^{1, \infty}\left(\mathbb{R}^{d}\right)$ regularity for the $y$ variable, which is needed in order to approximate the integral terms by sums over a countable set.
Consider as well $m \geq 0$,
$m \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d} \times \mathbb{R}_{y}^{d}, W^{1, \infty}\left(\mathbb{R}_{I}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d} \times \mathbb{R}_{I}, W^{1, \infty}\left(\mathbb{R}_{y}^{d}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}^{d} \times \mathbb{R}_{I}, \mathcal{C}_{c}^{1}\left(\mathbb{R}_{x}^{d}\right)\right)$
satisfying hypotheses (5.7) through (5.18).
For $h>0$, consider a countable set of indices $\mathcal{J}_{h} \in \mathbb{Z}^{d}$, points $x_{i}^{0} \in \mathbb{R}^{d}$ and weights $w_{i}^{0}$ for $i \in \mathcal{J}_{h}$. The weights $w_{i}^{0}$ can be regarded as the respective masses of a collection of subsets $\Omega_{i}^{0} \subset \mathbb{R}^{d}$ satisfying

$$
\begin{equation*}
\Omega_{i}^{0} \cap \Omega_{j}^{0}=\emptyset, \text { if } i \neq j, \text { and } \bigcup_{i \in \mathcal{J}_{h}} \Omega_{i}^{0}=\mathbb{R}^{d} . \tag{5.44}
\end{equation*}
$$

For example, we may choose the $\Omega_{i}^{0}$ as the set of all non intersecting cubes of side length equal $h$ having the points $h i$ as centers, $i \in \mathbb{Z}^{d}$. This way, $w_{i}^{0}=h^{d}$, with each of the $x_{i}^{0}$ being a point in $\Omega_{j}^{0}$. In general we assume that there exist positive constants $c$ and $C$ such that

$$
\begin{align*}
& c h \leqslant\left|x_{i}^{0}-x_{j}^{0}\right| \leqslant C h, \forall i \neq j,  \tag{5.45}\\
& c h^{d} \leqslant w_{i}^{0} \leqslant C h^{d}, \forall i \in \mathcal{J}_{h} . \tag{5.46}
\end{align*}
$$

Following [46], the particle method then consists in looking for a measure $\nu_{h}$ of the form

$$
\nu_{h}(t)=\sum_{i \in \mathcal{J}_{h}} \nu_{i}(t) w_{i}(t) \delta_{x_{i}(t)},
$$

where $\left(\nu:=\left\{v_{i}(t)\right\}_{i \in \mathcal{J}_{h}}, w:=\left\{w_{i}(t)\right\}_{i \in \mathcal{J}_{h}}, \bar{x}:=\left\{x_{i}(t)\right\}_{i \in \mathcal{J}_{h}}\right)$, is the solution of the following system

$$
\left\{\begin{align*}
\dot{x}_{i}(t)= & A_{\nu, w}\left(t, x_{i}\right),  \tag{5.47}\\
\dot{w}_{i}(t)= & \operatorname{div} A_{\nu, w}\left(t, x_{i}(t)\right) w_{i}(t), \\
\dot{\nu}_{i}(t)= & \left(-\operatorname{div} A_{\nu, w}\left(t, x_{i}(t)\right)+R\left(t, x_{i}(t), I_{g}\left(t, x_{i}(t), \nu, w\right)\right)\right) \nu_{i}(t) \\
& +\sum_{j \in \mathcal{J}_{h}} w_{j}(t) \nu_{j}(t) m\left(t, x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t), \nu, w\right)\right), \\
& =x_{i}^{0}, w_{i}(0)=w_{i}^{0}, \nu_{i}(0)=v^{0}\left(x_{i}^{0}\right),
\end{align*}\right.
$$

where

$$
A_{\nu, w}(t, x)=a\left(t, x, I_{a}(t, x, \nu, w)\right),
$$

and

$$
I_{l}(t, x, \nu, w):=\sum_{j \in \mathcal{J}_{h}} \nu_{j}(t) w_{j}(t) \psi_{l}\left(t, x, x_{j}(t)\right),
$$

with $l \in\{a, g, d\}$.
In what follows we assume that $h$ and $x_{k}^{0}$ are chosen in such a way that

$$
\begin{equation*}
\left\|v^{0}\right\|_{1, h}:=\sum_{i \in \mathcal{J}_{h}} v^{0}\left(x_{i}^{0}\right) w_{i}^{0}<\infty . \tag{5.48}
\end{equation*}
$$

We define the subset of indices

$$
\mathcal{J}_{h}^{m}:=\left\{i \in \mathcal{J}_{h}: x_{i}^{0} \in \operatorname{supp} m+B_{\|a\|_{L} \infty T}\right\},
$$

where $B_{\|a\|_{L^{\infty}} T}$ is the ball of radius $\|a\|_{L^{\infty}} T$. The compact support of $m$ implies that $\left|\mathcal{J}_{h}^{m}\right|<\infty$.

For a positive value of $h$ and a set of indexes $\mathcal{J}_{h}$ we define the functional spaces

$$
\begin{aligned}
l^{1}\left(\mathcal{J}_{h}\right) & :=\left\{u=\left\{u_{i}\right\}_{i \in \mathcal{J}_{h}}: \sum_{i \in \mathcal{J}_{h}}\left|u_{i}\right|<+\infty\right\}, \\
l^{\infty}\left(\mathcal{J}_{h}\right) & :=\left\{w=\left\{w_{i}\right\}_{i \in \mathcal{J}_{h}}: \sup _{i \in \mathcal{J}_{h}}\left|w_{i}\right|<+\infty\right\} .
\end{aligned}
$$

We equip these spaces with the norms

$$
\|u\|_{l^{1}}:=\sum_{i \in \mathcal{J}_{h}}\left|u_{i}\right| \text { and }\|w\|_{l^{\infty}}:=\sup _{i \in \mathcal{J}_{h}}\left|w_{i}\right|
$$

respectively. It is clear that for all $u \in l^{1}\left(\mathcal{J}_{h}\right)$ and $v \in l^{\infty}\left(\mathcal{J}_{h}\right)$, then $u v \in l^{1}\left(\mathcal{J}_{h}\right)$. For $T>0$ we define as well the spaces

$$
X_{h}^{T}:=\mathcal{C}\left([0, T], l^{1}\left(\mathcal{J}_{h}\right)\right) \text { and } Y_{h}^{T}:=\mathcal{C}\left([0, T], l^{\infty}\left(\mathcal{J}_{h}\right)\right),
$$

equipped with the norms

$$
\|u\|_{1, h}:=\sup _{t \in[0, T]}\|u(t)\|_{l^{1}} \text { and }\|w\|_{\infty, h}:=\sup _{t \in[0, T]}\|w(t)\|_{l^{\infty}} .
$$

Problem (5.47) is a strongly coupled system of ODEs, with an infinite number of unknowns and equations. In some cases the system becomes uncoupled (for example if $\partial_{I} a=0$ ) or with a finite number of equations and unknowns (for example if $v^{0}, a$ and $m$ have compact support), however, for the sake of generality, we present below the proof of existence of solution in the general case, and later discuss briefly these particular scenarios.
We start by giving two results that will be of great use for the proof of existence for problem (5.47). First, we deal with the existence of solution for a simpler system of infinite equations with infinitely many unknowns:
Lemma 17. Consider $a \in \mathcal{C}\left([0, T],\left(W^{1, \infty}\left(\mathbb{R}^{d+1}\right)\right)\right)^{d}, u \in X_{h}^{T}, w \in Y_{h}^{T}$ and $\psi_{a}$ satisfying hypothesis (5.40). Then there exists a unique family of functions $x:=\left\{x_{i}\right\}_{i \in \mathcal{J}_{h}}, x_{i} \in$ $\mathcal{C}^{1}([0, T])$ for all $i \in \mathcal{J}_{h}$ which is solution of the system of equations

$$
\begin{equation*}
\dot{x_{i}}(t)=A_{u, w}\left(t, x_{i}\right), \quad t \in[0, T], x_{i}(0)=x_{i}^{0} . \tag{5.49}
\end{equation*}
$$

When $\partial_{I} a=0$, system (5.49) becomes uncoupled, each individual equation has a solution, thanks to the classic Cauchy-Lipschitz theory. The proof of the general case is given in Appendix C.2.
The second auxiliary result comes from approximation theory, and it will also be of great use in Section 5.4:

## Lemma 18.

$$
\forall \varphi \in W^{k, 1}\left(\mathbb{R}^{d}\right), \quad\left|\int_{\mathbb{R}^{d}} \varphi(x) d x-\sum_{i \in \mathcal{J}_{h}} w_{i}(t) \varphi\left(x_{i}(t)\right)\right| \leqslant C h^{k}\|\varphi\|_{k, 1},
$$

where $C$ is a constant which depends on $a, \psi_{a},\|v w\|_{1, h}$ and $T$.
This result is a direct corollary of Lemma 8 in [115]. More details regarding its proof are given in Appendix C.3.
From now on, we suppose $h$ to be small enough so that for any $t \in[0, T]$,

$$
\begin{equation*}
\sum_{i \in \mathcal{J}_{h}} w_{i}(t) m\left(t, x_{i}(t), y, I_{d}\left(t, x_{i}(t), \nu, w\right)\right)<K+\frac{r^{*}}{2} \tag{5.50}
\end{equation*}
$$

where the values of $K$ and $r^{*}$ are given in (5.11) and (5.18) respectively. Such a choice is always possible thanks to Lemma 18.

Theorem 13. Under hypothesis (5.5) through (5.18) and (5.40) through (5.46), for all $T>0$ and all non-negative initial data $v^{0} \in l^{1}\left(\mathcal{J}_{h}, \Omega^{0}\right)$ there exists a unique solution $x_{i} \in$ $\mathcal{C}^{1}([0, T])$, for all $i \in \mathcal{J}_{h}, w:=\left\{w_{i}(\cdot)\right\}_{i \in \mathcal{J}_{h}} \in \mathcal{C}\left([0, T], l^{\infty}\left(\mathcal{J}_{h}\right)\right)$ and $0 \leqslant \nu:=\left\{\nu_{i}(\cdot)\right\}_{i \in \mathcal{J}_{h}} \in$ $\mathcal{C}\left([0, T], l^{1}\left(\mathcal{J}_{h}\right)\right)$ of problem (5.47). Furthermore, there exist positive constants $c_{T}$ and $C_{T}$ such that the solution satisfies, for all $t \in[0, T]$

$$
\begin{gather*}
c_{T} h \leqslant\left|x_{i}(t)-x_{j}(t)\right| \leqslant C_{T} h, \forall i, j \in \mathcal{J}_{h}, i \neq j,  \tag{5.51}\\
c_{T} h^{d} \leqslant w_{i}(t) \leqslant C_{T} h^{d}, \forall i \in \mathcal{J}_{h},  \tag{5.52}\\
\|\nu w\|_{1, h} \leqslant \max \left\{\left\|v^{0} h^{d}\right\|_{l^{1}}, \frac{I^{*}}{\underline{\psi_{g}}}\right\} . \tag{5.53}
\end{gather*}
$$

Proof. Consider $v^{0} \in l^{1}\left(\mathcal{J}_{h}, \Omega^{0}\right)$, satisfying $v^{0} \geqslant 0$. Consider as well $\alpha>1$, and define

$$
\begin{aligned}
\bar{\rho}_{\alpha} & :=\max \left\{\alpha h^{d}\left\|v^{0}\right\|_{l^{1}}, \frac{I^{*}}{\frac{\psi_{g}}{}}\right\}, \\
\tilde{a} & :=\|a\|_{W_{x}^{1, \infty} L_{I, t}^{\infty}}+\|a\|_{W_{I}^{1, \infty}}^{L_{t, x}^{\infty}}\left\|\psi_{a}\right\|_{W_{x}^{1, \infty}} C_{\alpha} .
\end{aligned}
$$

For $T>0$ we define the set
$D_{\alpha}^{T}:=\left\{(u, w) \in X_{h}^{T} \times Y_{h}^{T}:\|u w\|_{1, h} \leqslant \bar{\rho}_{\alpha}, \forall t \in[0, T], u(t) \geqslant 0, w(t) \geqslant 0, h^{d} e^{-\tilde{a} t} \leqslant w_{k}(t) \leqslant h^{d} e^{\tilde{a} t}\right\}$.
For any $(u, w) \in D_{\alpha}^{T}$ we introduce the problem, for $t \in[0, T]$,

$$
\left\{\begin{align*}
\dot{x}_{i}(t)= & A_{u, w}\left(t, x_{i}\right),  \tag{5.54}\\
\dot{\omega}_{i}(t)= & \operatorname{div} A_{u, w}\left(t, x_{i}(t)\right) \omega_{i}(t), \\
\dot{\nu}_{i}(t)= & \left(-\operatorname{div} A_{u, w}\left(t, x_{i}(t)\right)+R\left(t, x_{i}(t), I_{g}\left(t, x_{i}(t), u, w\right)\right)\right) \nu_{i}(t) \\
& +\sum_{j \in \mathcal{J}_{h}} \omega_{j}(t) u_{j}(t) m\left(t, x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t), u, w\right)\right), \\
& =x_{i}^{0}, \omega_{i}(0)=w_{i}^{0}, \nu_{i}(0)=v^{0}\left(x_{i}^{0}\right) .
\end{align*}\right.
$$

We denote $(\nu, \omega)=\Phi(u, w)$.
For each pair $(u, w)$, the existence and uniqueness of $x_{i}$ is immediate from Lemma 17. Furthermore, for all values of $i$, we have the following explicit expression for $\omega_{i}$

$$
\omega_{i}(t)=w_{i}^{0} e^{\int_{0}^{t} \operatorname{div} A_{u, w}\left(s, x_{i}(s)\right) d s}
$$

which satisfies, for any $t \in[0, T]$

$$
h^{d} e^{-\tilde{a} t} \leqslant \omega_{i}(t) \leqslant h^{d} e^{\tilde{a} t}
$$

On the other hand, for all $(u, w) \in D_{\alpha}^{T}$ and all values of $i$, the right-hand side of the differential equation in (5.54) is well defined, as we have for all $t \in[0, T]$

$$
\sum_{j \in \mathcal{J}_{h}} w_{j}(t) u_{j}(t) m\left(t, x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t), u, w\right)\right) \leqslant \bar{M} \sum_{j \in \mathcal{J}_{h}} w_{j}(t) u_{j}(t) \leqslant \bar{M} \bar{\rho}_{\alpha}
$$

Therefore, the expression for $\nu_{i}$ is given by

$$
\begin{equation*}
\nu_{i}(t)=v^{0}\left(x_{i}^{0}\right) e^{\int_{0}^{t} \mathcal{G}_{i}(s) d s}+\int_{0}^{t} \sum_{j \in \mathcal{J}_{h}} w_{j}(s) u_{j}(s) m\left(s, x_{i}(s), x_{j}(s), I_{d}\left(s, x_{i}(s), u, w\right)\right) e^{e_{s}^{t} \mathcal{G}_{i}(\tau) d \tau} d s \tag{5.55}
\end{equation*}
$$

where

$$
\mathcal{G}_{i}(t):=-\operatorname{div} A_{u, w}\left(s, x_{i}(s)\right)+R\left(s, x_{i}(s), I_{g}\left(s, x_{i}(s), u(s), w(s)\right)\right)
$$

satisfies

$$
\sup _{t \in[0, T]}\left|\mathcal{G}_{i}(t)\right| \leqslant \gamma:=\|R\|_{L_{t, x, I}^{\infty}}+\|a\|_{W_{x}^{1, \infty} L_{t, I}^{\infty}}+\|a\|_{W_{I}^{1, \infty} L_{t, x}^{\infty}}\left\|\psi_{a}\right\|_{W_{x}^{1, \infty} L_{y}^{\infty}} \bar{\rho}_{\alpha} .
$$

The positiveness of $\nu$ is immediate from the positiveness of $v^{0}$ and $m$.
Furthermore, given that $\left|x_{i}(t)-x_{i}^{0}\right| \leqslant\|a\|_{L^{\infty}} T$, for all $k \in \mathcal{J}_{h}$ and $t \in[0, T]$, we have

$$
m\left(t, x_{i}(s), y, I\right)=0
$$

for all $i \notin \mathcal{J}_{h}^{m}, t \in[0, T], y \in \mathbb{R}^{d}$ and $I \in \mathbb{R}$. As a result, multiplying (5.55) by $\omega_{i}(t)$ for each $i$ and adding for all values of $i$, we obtain

$$
\begin{aligned}
\sum_{i \in \mathcal{J}_{h}} \nu_{i}(t) \omega_{i}(t) & \leqslant e^{(\gamma+\tilde{\alpha}) T}\left(\sum_{i \in \mathcal{J}_{h}} v^{0}\left(x_{i}^{0}\right) h^{d}\right. \\
& \left.+h^{d} \int_{0}^{t} \sum_{i \in \mathcal{J}_{h}} \sum_{j \in \mathcal{J}_{h}} w_{j}(s) u_{j}(s) m\left(s, x_{i}(s), x_{j}(s), I_{d}\left(s, x_{i}(s), u, w\right)\right) d s\right) \\
& =e^{(\gamma+\tilde{\alpha}) T}\left(\sum_{i \in \mathcal{J}_{h}} v^{0}\left(x_{i}^{0}\right) h^{d}\right. \\
& \left.+h^{d} \int_{0}^{t} \sum_{i \in \mathcal{J}_{h}^{m}} \sum_{j \in \mathcal{J}_{h}} w_{j}(s) u_{j}(s) m\left(s, x_{i}(s), x_{j}(s), I_{d}\left(s, x_{i}(s), u, w\right)\right) d s\right) \\
& \leqslant e^{(\gamma+\tilde{\alpha}) T}\left(\sum_{i \in \mathcal{J}_{h}} v^{0}\left(x_{i}^{0}\right) h^{d}+h^{d}\left|\mathcal{J}_{h}^{m}\right| \bar{M} \int_{0}^{t} \sum_{j \in \mathcal{J}_{h}} w_{j}(s) u_{j}(s) d s\right) \\
& \leqslant e^{(\gamma+\tilde{\alpha}) T}\left(\frac{1}{\alpha}+T K_{h}\right) \bar{\rho}_{\alpha},
\end{aligned}
$$

where $K_{h}:=h^{d}\left|\mathcal{J}_{h}^{m}\right| \bar{M}^{2}$. Thanks to the condition $\alpha>1$ there exists $T_{\alpha}$ (only depending on $\alpha$ and on the coefficients of the problem) such that $\Phi: D_{\alpha}^{T} \rightarrow D_{\alpha}^{T}$, for all $T \leqslant T_{\alpha}$.
We now prove that there exists $T \in\left(0, T_{\alpha}\right)$ such that $\Phi$ is a contraction over $D_{\alpha}^{T}$.
Step 1: Bounds over $x=\left\{x_{i}\right\}_{i \in \mathcal{J}_{h}}$
Let $\left(u^{1}, w^{1}\right)$ and $\left(u^{2}, w^{2}\right)$ be two pairs in $D_{\alpha}^{T}$, and let $x^{1}, x^{2}$ be the respective solutions of

$$
\dot{x_{i}^{j}}=A_{u^{j}, w^{j}}\left(t, x_{i}^{j}\right)
$$

By following the same ideas as in the proof of Lemma 11 (see Appendix C.1), we obtain that for all $t \in[0, T]$,

$$
\left\|x^{1}(t)-x^{2}(t)\right\|_{\infty, h} \leqslant C(T, h)\left(\left\|w^{1}-w^{2}\right\|_{\infty, h}+\left\|u^{1}-u^{2}\right\|_{1, h}\right)
$$

where the constant $C(T, h)$ satisfies $\lim _{T \rightarrow 0} C(T, h)=0$.
Step 2: Bounds over $\omega=\left\{\omega_{i}\right\}_{i \in \mathcal{J}_{h}}$
From the expression for $\omega$, we get, for all $t \in[0, T]$

$$
\begin{aligned}
\left|\omega_{i}^{1}(t)-\omega_{i}^{2}(t)\right| \leqslant & h^{d} T e^{\tilde{a} T}\left(\|a\|_{W_{x, I}^{2, \infty}}\left(1+\left|\partial_{x} I_{a}\left(t, x_{i}^{2}, u^{2}, w^{2}\right)\right|\right)\left\|x^{1}-x^{2}\right\|_{\infty, h}\right. \\
& +\|a\|_{W_{x, I}^{2, \infty}}\left(1+\left|\partial_{x} I_{a}\left(t, x_{i}^{2}, u^{2}, w^{2}\right)\right|\right)\left|I_{a}\left(t, x_{i}^{1}, u^{1}, w^{1}\right)-I_{a}\left(t, x_{i}^{2}, u^{2}, w^{2}\right)\right| \\
& \left.+\|a\|_{W_{I}^{1, \infty}}\left|\partial_{x} I_{a}\left(t, x_{i}^{1}, u^{1}, w^{1}\right)-\partial_{x} I_{a}\left(t, x_{i}^{2}, u^{2}, w^{2}\right)\right|\right)
\end{aligned}
$$

On the other hand we have

$$
\begin{aligned}
\left|\partial_{x} I_{a}\left(t, x_{i}^{2}, u^{2}, w^{2}\right)\right| \leqslant & \left\|\psi_{a}\right\|_{W_{x}^{1, \infty} \bar{\rho}_{\alpha}} \\
\left|I_{a}\left(t, x_{i}^{1}, u^{1}, w^{1}\right)-I_{a}\left(t, x_{i}^{2}, u^{2}, w^{2}\right)\right| \leqslant & \bar{\rho}_{\alpha}\left\|\psi_{a}\right\|_{W_{x, y}^{1, \infty}}\left\|x^{1}-x^{2}\right\|_{\infty, h} \\
& +\left\|\psi_{a}\right\|_{L_{x, y}^{\infty}} e^{\tilde{a} T}\left(h^{d}\left\|u^{1}-u^{2}\right\|_{1, \infty}+\frac{\bar{\rho}_{\alpha}}{h^{d}}\left\|w^{1}-w^{2}\right\|_{\infty, h}\right)
\end{aligned}
$$

[^5]and
\[

$$
\begin{aligned}
\left|\partial_{x} I_{a}\left(t, x_{i}^{1}, u^{1}, w^{1}\right)-\partial_{x} I_{a}\left(t, x_{i}^{2}, u^{2}, w^{2}\right)\right| \leqslant & \leqslant \bar{\rho}_{\alpha}\left\|\psi_{a}\right\|_{W_{x, y}^{2, \infty}}\left\|x^{1}-x^{2}\right\|_{\infty, h} \\
& +\left\|\psi_{a}\right\|_{W_{x}^{1, \infty}} e^{\tilde{a} T}\left(h^{d}\left\|u^{1}-u^{2}\right\|_{1, \infty}+\frac{\bar{\rho}_{\alpha}}{h^{d}}\left\|w^{1}-w^{2}\right\|_{\infty, h}\right) .
\end{aligned}
$$
\]

In conclusion, there exists a constant $C(T, h)$, satisfying $\lim _{T \rightarrow 0} C(T, h)=0$ such that

$$
\left\|\omega^{1}-\omega^{2}\right\|_{\infty, h} \leqslant C(T, h)\left(\left\|w^{1}-w^{2}\right\|_{\infty, h}+\left\|u^{1}-u^{2}\right\|_{1, h}\right) .
$$

Step 3: Bounds over $\nu=\left\{\nu_{i}\right\}_{i \in \mathcal{J}_{h}}$
Using the expression for $\nu$, the regularity of $m$ and bounds similar to those used for $\omega$, we see that there exists a constant $C(T, h)$ satisfying $\lim _{T \rightarrow 0} C(T, h)=0$ such that

$$
\left\|\nu^{1}-\nu^{2}\right\|_{1, h} \leqslant C(T, h)\left(\left\|w^{1}-w^{2}\right\|_{\infty, h}+\left\|u^{1}-u^{2}\right\|_{1, h}\right) .
$$

Consequently, there exists a constant $C(T, h)$ satisfying $\lim _{T \rightarrow 0} C(T, h)=0$, such that

$$
\left\|\omega^{1}-\omega^{2}\right\|_{\infty, h}+\left\|\nu^{1}-\nu^{2}\right\|_{1, h} \leqslant C(T, h)\left(\left\|w^{1}-w^{2}\right\|_{\infty, h}+\left\|u^{1}-u^{2}\right\|_{1, h}\right),
$$

which implies that, for $0<T_{1} \leqslant T_{\alpha}$ small enough, $\Phi$ is a contraction over $D_{\alpha}^{T_{1}}$, and therefore it has a unique fixed point. Such fixed point is a solution of problem (5.47) over $\left[0, T_{1}\right)$.
We now claim that the solution exists for $T$ arbitrary, and furthermore, it satisfies the relation (5.53). Let $T_{f}$ be the maximal time of existence of solution. Suppose that there exists $t_{0} \in\left(0, T_{f}\right]$ such that $\|\nu w\|_{1, h}>\bar{\rho}_{\alpha}$. This implies that there exist $\delta \geqslant 0$ and $t^{*}>0$ such that for a certain finite subset of $\mathcal{J}_{h}$, that we denote as $\mathcal{K}_{h}$, the following statements are true:

$$
\begin{aligned}
& \sum_{i \in \mathcal{K}_{h}} \nu_{i}(t) w_{i}(t) \leqslant \bar{\rho}_{\alpha}, \forall t \in\left[t^{*}-\delta, t^{*}\right], \\
& \sum_{i \in \mathcal{K}_{h}} \nu_{i}(t) w_{i}(t)>\bar{\rho}_{\alpha}, \forall t \in\left(t^{*}, t^{*}+\delta\right] .
\end{aligned}
$$

This implies the existence of $t_{1} \in\left[t^{*}, t^{*}+\delta\right]$ such that the following properties are satisfied simultaneously

$$
\begin{equation*}
\sum_{i \in \mathcal{K}_{h}} \nu_{i}\left(t_{1}\right) w_{i}\left(t_{1}\right) \geqslant \bar{\rho}_{\alpha} \text { and }\left(\sum_{i \in \mathcal{K}_{h}} \nu_{i} w_{i}\right)^{\prime}\left(t_{1}\right) \geqslant 0 \tag{5.56}
\end{equation*}
$$

Multiplying the equation satisfied by $\nu_{i}(t)$ by $w_{i}(t)$ we get the relation

$$
\begin{aligned}
\dot{\nu}_{i}(t) w_{i}(t)= & \left(-\operatorname{div} A_{\nu, w}\left(t, x_{i}(t)\right)+R\left(t, x_{i}(t), I_{g}\left(t, x_{i}(t), \nu, w\right)\right)\right) \nu_{i}(t) w_{i}(t) \\
& +w_{i}(t) \sum_{j \in \mathcal{J}_{h}} w_{j}(t) \nu_{j}(t) m\left(t, x_{i}(t), x_{j}(t), I_{g}\left(t, x_{i}(t), \nu, w\right)\right),
\end{aligned}
$$

while, directly from the equation for $w_{i}(t)$ we deduce

$$
\nu_{i}(t) \dot{w}_{i}(t)=\operatorname{div} A_{\nu, w}\left(t, x_{i}(t)\right) \nu_{i}(t) w_{i}(t) .
$$

Therefore, adding both relations for $i \in \mathcal{K}_{h}$ and using (5.50), we get

$$
\begin{aligned}
\left(\sum_{i \in \mathcal{K}_{h}} \nu_{i} w_{i}\right)^{\prime}(t)= & \left(\sum_{i \in \mathcal{K}_{h}} R\left(t, x_{i}(t), I_{g}\left(t, x_{i}(t), \nu, w\right)\right) \nu_{i}(t) w_{i}(t)\right) \\
& +\sum_{j \in \mathcal{J}} w_{j}(t) \nu_{j}(t) \sum_{i \in \mathcal{K}_{h} \cap \mathcal{J}_{h}^{m}} m\left(t, x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t), \nu, w\right)\right) w_{i}(t) \\
\leqslant & \left(\sum_{i \in \mathcal{K}_{h}} R\left(t, x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right) \nu_{i}(t) w_{i}(t)\right)+\left(K+\frac{r^{*}}{2}\right) \sum_{j \in \mathcal{K}_{h}} w_{j}(t) \nu_{j}(t) .
\end{aligned}
$$

Given that $\left\|\nu\left(t_{1}\right) w\left(t_{1}\right)\right\|_{l^{1}} \geqslant \bar{\rho}_{\alpha} \geqslant \frac{I^{*}}{\underline{w}_{g}}$, then $I_{g}\left(t_{1}, x_{i}\left(t_{1}\right), \nu\left(t_{1}\right), w\left(t_{1}\right)\right) \geqslant I^{*}$, and consequently

$$
R\left(t_{1}, x_{i}\left(t_{1}\right), I_{g}\left(t_{1}, x_{i}\left(t_{1}\right), \nu\left(t_{1}\right), w\left(t_{1}\right)\right)\right)<-r^{*}-K,
$$

for all values of $i$, which in turn implies that

$$
\left(\sum_{i \in \mathcal{K}_{h}} \nu_{i} w_{i}\right)^{\prime}\left(t_{1}\right) \leqslant-\frac{r^{2}}{2} \sum_{i \in \mathcal{K}_{h}} \nu_{i}\left(t_{1}\right) w_{i}\left(t_{1}\right)<0,
$$

which contradicts (5.56). Therefore, $\|\nu w\|_{1, h} \leqslant \bar{\rho}_{\alpha}$ for all values of $\alpha>1$ and for all $t \in\left(0, T_{f}\right)$. We can then iterate the arguments used to prove existence of a solution, and conclude that the solution can be extended to any interval $[0, T]$. As $\|\nu w\|_{1, h} \leqslant \bar{\rho}_{\alpha}$ for all $t$, independently of $\alpha$, taking the limit when $\alpha$ goes to 1 , we obtain (5.53).

### 5.4 Convergence of the numerical solution towards a weak solution

We study now the conditions under which a solution of problem (5.54) converges towards a solution of problem (5.19), in a certain sense that will be defined later. We split our analysis in two cases: first, the study of convergence on a finite interval of time $[0, T]$. We will see that for any $T>0$, the solution obtained through the particle method converges towards the solution of the PDE (5.19). However, the speed of convergence might be affected by the value of $T$. The second case we study is the asymptotic proximity of both solutions when $t$ goes to $\infty$. This is a far more complex and interesting issue, and we show different examples exposing some of the behaviours that can be observed.

Directly from the study of existence of solutions for each problem, we notice that the sets of hypotheses we have used, do not coincide. We give a set of hypotheses which simultaneously guarantees the existence of solution for both problems, while taking into account the distinction of cases involved in the definition of $\kappa$.
For a certain $T>0$ and $k>0$, we consider the functions

$$
\begin{array}{r}
\psi_{a} \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d}, W^{1, \infty}\left(\mathbb{R}_{y}^{d}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}^{d}, \mathcal{C}^{k+1}\left(\mathbb{R}_{x}^{d}\right) \cap W^{k+1, \infty}\left(\mathbb{R}_{x}^{d}\right)\right),  \tag{5.57}\\
0<\underline{\psi_{g}} \leqslant \psi_{g} \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}, W^{1, \infty}\left(\mathbb{R}_{y}^{d}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}, \mathcal{C}^{\kappa}\left(\mathbb{R}_{x}^{d}\right) \cap W^{\kappa, \infty}\left(\mathbb{R}_{x}^{d}\right)\right), \\
\psi_{d} \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d}, W^{1, \infty}\left(\mathbb{R}_{y}^{d}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}^{d}, \mathcal{C}^{\kappa}\left(\mathbb{R}_{x}^{d}\right) \cap W^{\kappa, \infty}\left(\mathbb{R}_{x}^{d}\right)\right) .
\end{array}
$$

As in Section 5.2 we introduce

$$
\begin{align*}
& a \in \mathcal{C}\left([0, T], W^{k+1, \infty}\left(\mathbb{R}^{d+1}\right)\right),  \tag{5.60}\\
& \left.R \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}, W_{l o c}^{\kappa, \infty}\left(\mathbb{R}_{y}^{d}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}, \mathcal{C}^{\kappa}\left(\mathbb{R}_{x}^{d}\right) \cap W^{\kappa, \infty}\left(\mathbb{R}_{x}^{d}\right)\right)\right) \tag{5.61}
\end{align*}
$$

We consider as well $m \geq 0$, $m \in \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d} \times \mathbb{R}_{y}^{d}, W^{\kappa, \infty}\left(\mathbb{R}_{I}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{x}^{d} \times \mathbb{R}_{I}^{d}, W^{\kappa, \infty}\left(\mathbb{R}_{y}^{d}\right)\right) \cap \mathcal{C}\left([0, T] \times \mathbb{R}_{y}^{d} \times \mathbb{R}_{I}^{d}, \mathcal{C}_{c}^{\kappa}\left(\mathbb{R}_{x}^{d}\right)\right)$.
satisfying hypothesis (5.7) through (5.18).
Finally, we consider $v^{0} \in W^{k, 1}\left(\mathbb{R}^{d}\right)$ if $\partial_{I} a=0$ and $v^{0} \in W^{k, 1}\left(\mathbb{R}^{d}\right) \cap W^{k, \infty}\left(\mathbb{R}^{d}\right)$ with compact support otherwise.

### 5.4.1 Convergence on a finite time interval

We recall that the function $v$ represents the solution of problem (5.19) while $x_{i}, w_{i}$ and $\nu_{i}, i \in \mathcal{J}_{h}$ represents that of problem (5.54). We recall as well that

$$
\max \left\{\|v\|,\|\nu w\|_{1, h}\right\} \leqslant \max \left\{\left\|v^{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)},\left\|v^{0} h^{d}\right\|_{l^{1}}, \frac{I^{*}}{\underline{\psi_{g}}}\right\}=: \bar{\rho}
$$

Let $\varepsilon>0, r \in \mathbb{R}$ and $\varphi \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$ satisfy the following conditions

$$
\begin{align*}
\int_{\mathbb{R}^{d}} \varphi(x) d x & =1  \tag{5.63}\\
\int_{\mathbb{R}^{d}} x^{\alpha} \varphi(x) d x & =0, \quad \forall \alpha \in \mathbb{N}^{n},|\alpha| \leqslant r-1 \tag{5.64}
\end{align*}
$$

. We define, for all $t \in[0, T], x \in \mathbb{R}^{d}$
i)

$$
\begin{equation*}
v^{h}(t, x)=\sum_{i \in \mathcal{J}_{h}} \nu_{i}(t) w_{i}(t) \delta\left(x-x_{i}(t)\right) \tag{5.65}
\end{equation*}
$$

a time dependent measure obtained as a sum of weighted Dirac deltas at $x_{i}(t)$,
ii)

$$
\begin{equation*}
v_{\varepsilon}^{h}(t, x)=\left(v^{h}(t) * \varphi_{\varepsilon}\right)(x)=\sum_{i \in \mathcal{J}_{h}} \nu_{i}(t) w_{i}(t) \varphi_{\varepsilon}\left(x-x_{i}(t)\right) \tag{5.66}
\end{equation*}
$$

a regular function obtained as the space convolution of $v^{h}(t, x)$ and $\varphi_{\varepsilon}(x)$, where

$$
\varphi_{\varepsilon}:=\frac{1}{\varepsilon^{d}} \varphi\left(\frac{\dot{4}}{\varepsilon}\right)
$$

We also introduce the following operator, for any function $v \in L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)$ :

$$
\left(\Pi_{\varepsilon}^{h}(t) v\right)(x)=\sum_{i \in \mathcal{J}_{h}} w_{i}(t) v\left(t, x_{i}(t)\right) \varphi_{\varepsilon}\left(x-x_{i}(t)\right)
$$

We recall a direct corollary of the Theorem 3 in [115]:
Proposition 29. Let $k, r$ be two integers, with $k>d$, and let us assume that $a \in$ $L^{\infty}\left(0, T ; W^{k+1, \infty}\left(\mathbb{R}^{d}\right)^{d}\right)$, and that $\varphi \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right) \cap W^{k+1,1}\left(\mathbb{R}^{d}\right)$ satisfies conditions (5.63) and (5.64). Then, for any $p \in[1,+\infty]$, there exists $C=C(T)>0$ such that, for any $u \in W^{\mu, 1}\left(\mathbb{R}^{d}\right)(\mu=\max (r, k))$,

$$
\left\|u-\Pi_{\varepsilon}^{h}(t) u\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leqslant C\left(\varepsilon^{r}\|u\|_{W^{r, p}\left(\mathbb{R}^{d}\right)}+\left(\frac{\varepsilon}{h}\right)^{k}\|u\|_{W^{k, p}\left(\mathbb{R}^{d}\right)}\right)
$$

We seek to prove the following approximation result between $v_{\varepsilon}^{h}$ and $v$, the solution of problem (5.19).

Theorem 14. Assume that hypotheses (5.57) through (5.62) are satisfied, and that $\varphi \in$ $\mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right) \cap W^{k+1,1}\left(\mathbb{R}^{d}\right)$ satisfies (5.63) and (5.64). Then, there exists $C=C(T, a, R, m, \bar{\rho})>$ 0 , a positive constant which depends on $T, a, R, m$ and $\bar{\rho}$ such that

$$
\left\|v-v_{\varepsilon}^{h}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant C\left(\varepsilon^{r}+\left(\frac{h}{\varepsilon}\right)^{\kappa}+h^{\kappa}\right)\left\|v^{0}\right\|_{W^{\mu, 1}\left(\mathbb{R}^{d}\right)}, \quad \forall 0 \leqslant t \leqslant T
$$

where $\mu=\max (r, \kappa)$.
The proof of Theorem 14 strongly relies on Proposition 29 and the following result:
Proposition 30. Under hypotheses (5.57) through (5.62), there exists a constant $C_{T}>0$, depending only on $T$ and on the parameters of problems (5.19) and (5.54), such that their respective solutions satisfy, for all $t \in[0, T]$,

$$
\begin{equation*}
\sum_{i \in \mathcal{J}_{h}}\left|v\left(t, x_{i}(t)\right)-\nu_{i}(t)\right| w_{i}(t) \leqslant C_{T} h^{k-1}\left\|v^{0}\right\|_{W^{\mu, 1}\left(\mathbb{R}^{d}\right)} \tag{5.67}
\end{equation*}
$$

Proof. Consider $\beta_{\varepsilon}$ as in (C.1). We define $e=\left\{e_{i}(\cdot)\right\}_{i \in \mathcal{J}}$ where for all $i \in \mathcal{J}$ and $t \in[0, T]$,

$$
\begin{aligned}
e_{i}(t) & :=v\left(t, x_{i}(t)\right)-\nu_{i}(t), \\
e_{\varepsilon, i}(t) & :=\beta_{\varepsilon}\left(e_{i}(t)\right) w_{i}(t),
\end{aligned}
$$

and compute

$$
\begin{equation*}
\dot{e}_{\varepsilon, i}(t)=\beta_{\varepsilon}^{\prime}\left(e_{i}(t)\right) \dot{e}_{i}(t) w_{i}(t)+\beta_{\varepsilon}\left(e_{i}(t)\right) \dot{w}_{i}(t) \tag{5.68}
\end{equation*}
$$

We recall that

$$
\begin{aligned}
\dot{e}_{i}(t)= & \left(G_{\nu, w}\left(t, x_{i}(t)\right)-\mathcal{G}_{v}\left(t, x_{i}(t)\right)\right) \nu_{i}(t)+\left(A_{\nu, w}\left(t, x_{i}(t)\right)-\mathcal{A}_{v}\left(t, x_{i}(t)\right)\right) \nabla v\left(t, x_{i}(t)\right) \\
& -\mathcal{G}_{v}\left(t, x_{i}(t)\right) e_{i}(t)+\Delta \mathcal{M}\left(t, x_{i}(t)\right)
\end{aligned}
$$

where

$$
\begin{aligned}
G_{\nu, w}\left(t, x_{i}(t)\right) & :=\operatorname{div} A_{\nu, w}\left(t, x_{i}(t)\right)-R\left(t, x_{i}(t), I_{g}\left(t, x_{i}(t), \nu, w\right)\right) \\
\mathcal{G}_{v}\left(t, x_{i}(t)\right) & :=\operatorname{div} \mathcal{A}_{v}\left(t, x_{i}(t)\right)+R\left(t, x_{i}(t),\left(I_{g} v\right)\left(t, x_{i}(t)\right)\right) \\
\Delta \mathcal{M}\left(t, x_{i}(t)\right) & :=\int_{\mathbb{R}^{d}} m\left(t, x_{i}(t), y,\left(I_{d} v\right)\left(t, x_{i}\right)\right) v(t, y) d y \\
& -\sum_{j \in \mathcal{J}_{h}} w_{j}(t) \nu_{j}(t) m\left(t, x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t), \nu, w\right)\right) .
\end{aligned}
$$

The functions $a$ and $R$ being Lipschitz, there exists a constant $C$ depending on the parameters of the problem and the value $\bar{\rho}$, such that

$$
\begin{aligned}
\left|G_{\nu, w}\left(t, x_{i}(t)\right)-\mathcal{G}_{v}\left(t, x_{i}(t)\right)\right| \leqslant & C\left(\left|\left(I_{a} v\right)\left(t, x_{i}(t)\right)-I_{a}\left(t, x_{i}(t), \nu, w\right)\right|\right. \\
& +\left|\partial_{x}\left(I_{a} v\right)\left(t, x_{i}(t)\right)-\partial_{x} I_{a}\left(t, x_{i}(t), \nu, w\right)\right| \\
& \left.+\left|\left(I_{g} v\right)\left(t, x_{i}(t)\right)-I_{g}\left(t, x_{i}(t), \nu, w\right)\right|\right) .
\end{aligned}
$$

Notice that

$$
\begin{aligned}
\left|\left(I_{a} v\right)\left(t, x_{i}(t)\right)-I_{a}\left(t, x_{i}(t), \nu, w\right)\right| & =\left|\int_{\mathbb{R}^{d}} \psi_{a}\left(t, x_{i}(t), y\right) v(y) d y-\sum_{j \in \mathcal{J}_{h}} \psi_{a}\left(t, x_{i}(t), x_{j}(t)\right) \nu_{j}(t) w_{j}(t)\right| \\
& \leqslant\left|\int_{\mathbb{R}^{d}} \psi_{a}\left(t, x_{i}(t), y\right) v(y) d y-\sum_{j \in \mathcal{J}_{h}} \psi_{a}\left(t, x_{i}(t), x_{j}(t)\right) v\left(t, x_{j}(t)\right) w_{j}(t)\right| \\
& +\left|\sum_{j \in \mathcal{J}_{h}} \psi_{a}\left(t, x_{i}(t), x_{j}(t)\right)\left(v\left(t, x_{j}(t)-\nu_{j}(t)\right)\right) w_{j}(t)\right| \\
& \leqslant C\left(h^{\kappa}\|v\|_{W^{\kappa, 1}\left(\mathbb{R}^{d}\right)}+\sum_{j \in \mathcal{J}_{h}}\left|e_{j}(t)\right| w_{j}(t)\right),
\end{aligned}
$$

where in the last line we have used Lemma 18 and the $W^{\kappa, 1}\left(\mathbb{R}^{d}\right)$ regularity of $v$. Similar results are true for $\left|\partial_{x}\left(I_{a} v\right)\left(t, x_{i}(t)\right)-\partial_{x} I_{a}\left(t, x_{i}(t), \nu, w\right)\right|$ and $\left|\left(I_{g} v\right)\left(t, x_{i}(t)\right)-I_{g}\left(t, x_{i}(t), \nu, w\right)\right|$. In conclusion, thanks to (5.27), there exists a constant $C_{T}$, only depending on $T$, the parameters of the problem and the value $\bar{\rho}$, such that

$$
\begin{equation*}
\left|G_{\nu, w}\left(t, x_{i}(t)\right)-\mathcal{G}_{v}\left(t, x_{i}(t)\right)\right| \leqslant C_{T}\left(h^{\kappa}\left\|v^{0}\right\|_{W^{\kappa, 1}\left(\mathbb{R}^{d}\right)}+\sum_{j \in \mathcal{J}_{h}}\left|e_{j}(t)\right| w_{j}(t)\right) \tag{5.69}
\end{equation*}
$$

Again, using the Lipschitz regularity of $a$, we see that

$$
\begin{align*}
\left|A_{\nu, w}\left(t, x_{i}(t)\right)-\mathcal{A}_{v}\left(t, x_{i}(t)\right)\right| & \leqslant C\left|\left(I_{a} v\right)\left(t, x_{i}(t)\right)-I_{a}\left(t, x_{i}(t), \nu, w\right)\right| \\
& \leqslant C_{T}\left(h^{\kappa}\left\|v^{0}\right\|_{W^{\kappa, 1}\left(\mathbb{R}^{d}\right)}+\sum_{j \in \mathcal{J}_{h}}\left|e_{j}(t)\right| w_{j}(t)\right) . \tag{5.70}
\end{align*}
$$

The boundedness of $a$ and $R$ implies the existence of a constant $\bar{G}$ such that for all $i \in \mathcal{J}$ and $t \in[0, T]$,

$$
\begin{equation*}
\left|\mathcal{G}_{v}\left(t, x_{i}(t)\right)\right| \leqslant \bar{G} \tag{5.71}
\end{equation*}
$$

We recall from the previous section that

$$
\Delta \mathcal{M}\left(t, x_{i}(t)\right)=0, \forall i \notin \mathcal{J}_{h}^{m}
$$

where the set of indexes $\mathcal{J}_{h}^{m}$ has a finite number of elements, which depends on $T$. On the other hand, for those $i \in \mathcal{J}_{h}^{m}$, we have

$$
\begin{aligned}
\left|\Delta \mathcal{M}\left(t, x_{i}(t)\right)\right| \leqslant & \mid \int_{\mathbb{R}^{d}} m\left(t, x_{i}(t), y,\left(I_{d} v\right)\left(t, x_{i}(t)\right)\right) v(t, y) d y \\
& -\sum_{j \in \mathcal{J}_{h}} w_{j}(t) v\left(t, x_{j}(t)\right) m\left(t, x_{i}(t), x_{j}(t),\left(I_{d} v\right)\left(t, x_{i}(t)\right)\right) \mid \\
& +\sum_{j \in \mathcal{J}_{h}} w_{j}(t) v\left(t, x_{j}(t)\right) \mid m\left(t, x_{i}(t), x_{j}(t),\left(I_{d} v\right)\left(t, x_{i}(t)\right)\right) \\
& -m\left(t, x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t), \nu, w\right)\right) \mid \\
& +\sum_{j \in \mathcal{J}_{h}} w_{j}(t)\left|e_{j}(t)\right| m\left(t, x_{i}(t), x_{j}(t),\left(I_{d} v\right)\left(t, x_{i}(t)\right)\right) \\
\leqslant & C\left(h^{\kappa}\|v\|_{W^{\kappa, 1}\left(\mathbb{R}^{d}\right)}+\mu\left|\left(I_{d} v\right)\left(t, x_{i}(t)\right)-I_{d}\left(t, x_{i}(t), \nu, w\right)\right| \sum_{j \in \mathcal{J}_{h}} w_{j}(t) v\left(t, x_{j}(t)\right)\right. \\
& \left.+\bar{M} \sum_{j \in \mathcal{J}_{h}}\left|e_{j}(t)\right| w_{j}(t)\right)
\end{aligned}
$$

where we have used again Lemma 18 , the $W^{\kappa, 1}\left(\mathbb{R}^{d}\right)$ regularity of $m(t, x, y, I) v(t, y)$ with respect to the $y$ variable, and the Lipschitz regularity of $m$. Furthermore, Lemma 18 gives us the bound

$$
\sum_{j \in \mathcal{J}_{h}} w_{j}(t) v\left(t, x_{j}(t)\right) \leqslant\|v\|_{L^{1}\left(\mathbb{R}^{d}\right)}+C h^{\kappa}\|v\|_{W^{\kappa, 1}\left(\mathbb{R}^{d}\right)},
$$

which together with manipulations similar to those made for $\left|\left(I_{a} v\right)\left(t, x_{i}(t)\right)-I_{a}\left(t, x_{i}(t), \nu, w\right)\right|$, and the bound (5.27), gives

$$
\begin{equation*}
\left|\Delta \mathcal{M}\left(t, x_{i}(t)\right)\right| \leqslant C_{T}\left(h^{\kappa}\left\|v^{0}\right\|_{W^{\kappa, 1}\left(\mathbb{R}^{d}\right)}+\sum_{j \in \mathcal{J}_{h}}\left|e_{j}(t)\right| w_{j}(t)\right) . \tag{5.72}
\end{equation*}
$$

We denote as $\mathcal{K}$ an arbitrary finite subset of $\mathcal{J}_{h}$. If we add (5.68) for all values of $i \in \mathcal{K}$, and use bounds (5.69) through (5.72), together with the equation for $w_{i}$, we get

$$
\left(\sum_{i \in \mathcal{K}} e_{\varepsilon, i}(t)\right)^{\prime} \leqslant C_{T} B(t)\left(h^{\kappa}\left\|v^{0}\right\|_{W^{\kappa, 1}\left(\mathbb{R}^{d}\right)}+\sum_{j \in \mathcal{J}_{h}}\left|e_{j}(t)\right| w_{j}(t)\right),
$$

where

$$
B(t):=\sum_{i \in \mathcal{K}}\left(\nu_{i}(t)+\left|\nabla v\left(t, x_{i}(t)\right)\right|\right) w_{i}(t)+\bar{G}+\left|\mathcal{K} \cap \mathcal{J}_{h}^{m}\right| h^{d} e^{\tilde{a} T}+\tilde{a} .
$$

Given that

$$
\sum_{i \in \mathcal{K}} \nu_{i}(t) w_{i}(t) \leqslant \bar{\rho},
$$

and

$$
\sum_{i \in \mathcal{K}} w_{j}(t)\left|\nabla v\left(t, x_{j}(t)\right)\right| \leqslant\|\nabla v\|_{L^{1}\left(\mathbb{R}^{d}\right)}+C h^{\kappa-1}\|\nabla v\|_{W^{\kappa-1,1}\left(\mathbb{R}^{d}\right)},
$$

thanks to (5.27), we conclude that there exists a constant $B_{T}$, independent of the choice of $\mathcal{K}$ and $h$, such that $B(t) \leqslant B_{T}$. Consequently, for all values of $t \in[0, T], h$ small enough and any finite subset of $\mathcal{J}_{h}$, we have the relation

$$
\left(\sum_{i \in \mathcal{K}} e_{\varepsilon, i}(t)\right)^{\prime} \leqslant C_{T}\left(h^{\kappa}+\sum_{j \in \mathcal{J}_{h}}\left|e_{j}(t)\right| w_{j}(t)\right) .
$$

Integrating between 0 and $t$, taking the limit when $\varepsilon$ goes to zero, and using Grönwall's lemma, we obtain that there exists a constant $C_{T}$, independent of $\mathcal{K}$ such that

$$
\sum_{i \in \mathcal{K}}\left|e_{i}(t)\right| w_{i}(t) \leqslant C_{T} h^{\kappa}\left\|v^{0}\right\|_{W^{\kappa, 1}\left(\mathbb{R}^{d}\right)} .
$$

Being $C_{T}$ independent of $\mathcal{K}$ and $h$,(5.67) is immediate.
In other words, we proved in Proposition 30 that the piece-wise constant functions that take values $v\left(t, x_{k}(t)\right)$ and $v_{k}(t)$ respectively over the intervals $\Omega_{k}(t)$ are close in $L^{1}\left(\mathbb{R}^{d}\right)$.

Proof of Theorem 14. According to the triangle inequality,

$$
\begin{equation*}
\left\|v-v_{\varepsilon}^{h}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant\left\|v-\Pi_{\varepsilon}^{h}(t) v\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}+\left\|\Pi_{\varepsilon}^{h}(t) v-v_{\varepsilon}^{h}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}, \tag{5.73}
\end{equation*}
$$

it only remains to bound both terms on the right hand side.
i) According to Proposition 29 with $p=1$, and bound (5.27)

$$
\left\|v-\Pi_{\varepsilon}^{h}(t) v\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant C\left(\varepsilon^{r}+\left(\frac{\varepsilon}{h}\right)^{\kappa}\right)\|v\|_{\mu, p} \leqslant C_{T}\left(\varepsilon^{r}+\left(\frac{\varepsilon}{h}\right)^{\kappa}\right)\left\|v^{0}\right\|_{\mu, p} .
$$

ii) On the other hand, one computes

$$
\begin{aligned}
\left\|\Pi_{\varepsilon}^{h}(t) v-v_{\varepsilon}^{h}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} & =\int_{\mathbb{R}^{d}}\left|\sum_{i \in \mathcal{J}_{h}} w_{i}(t) \varphi_{\varepsilon}\left(x-x_{i}(t)\right)\left(v\left(t, x_{i}(t)\right)-\nu_{i}(t)\right)\right| d x \\
& \leqslant \sum_{i \in \mathcal{J}_{h}}\left(w_{i}(t)\left|v\left(t, x_{i}(t)\right)-\nu_{i}(t)\right| \int_{\mathbb{R}^{d}}\left|\varphi_{\varepsilon}\left(x-x_{i}(t)\right)\right| d x\right)
\end{aligned}
$$

According to the definition of $\varphi_{\varepsilon}$, with the change of variable $x^{\prime}=\frac{x-x_{k}(t)}{\varepsilon}$, we note that

$$
\int_{\mathbb{R}^{d}}\left|\varphi_{\varepsilon}\left(x-x_{k}(t)\right)\right| d x=\int_{\mathbb{R}^{d}}|\varphi(x)| d x<+\infty
$$

by hypothesis on $\varphi$. We have then, according to Proposition 30, that

$$
\left\|\Pi_{\varepsilon}^{h}(t) v-v_{\varepsilon}^{h}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant C_{T} h^{\kappa}\left\|v^{0}\right\|_{\kappa, 1} \leqslant C h^{\kappa}\left\|v^{0}\right\|_{\mu, 1}
$$

which concludes the proof of Theorem 14.

### 5.4.2 Asymptotic preserving properties

The study of the asymptotic behaviour of the solution for adaptive dynamics models, such as (5.19), is one of the main interests often treated in the literature (see $[10,13,21$, $39,42,48,59,86,106])$. For this reason, the design of numerical methods which preserve the asymptotic behaviour, or at least, the identification of the problems for which the asymptotics are preserved under a certain numerical scheme, is a priority. In other words, given that $v(t, \cdot)$ converges to a measure $\mu$ when $t$ goes to infinity, we expect to identify the conditions under which $\lim _{h \rightarrow 0} \lim _{t \rightarrow+\infty} v_{\varepsilon(h)}^{h}(t, \cdot)=\mu$, that is, ensuring the commutativity of diagram (5.74):

$$
\begin{array}{ccc}
v(t, \cdot) & \xrightarrow[t \rightarrow \infty]{ } & \mu \\
h \rightarrow 0 \uparrow & & \uparrow h \rightarrow 0  \tag{5.74}\\
v_{\varepsilon(h)(t)}^{h} & \xrightarrow[t \rightarrow \infty]{ } & \mu_{h}
\end{array}
$$

In what follows, we formally define the concept of an asymptotic preserving approximation, and give examples and counter-examples of this concept.

We recall that, according to the Riesz representation theorem, the space of finite Radon measures can be identified with the topological dual space of $\mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$. Hence, we say that a sequence of finite Radon measures $\left\{\mu_{n}\right\}_{n \in \mathbb{N}}$ converges weakly to a finite Radon measure $\mu\left(\right.$ denoted $\left.\mu_{n} \underset{n \rightarrow+\infty}{\rightharpoonup} \mu\right)$ if for all $\phi \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$,

$$
\int_{\mathbb{R}^{d}} \phi(x) d \mu_{n}(x) \underset{n \rightarrow+\infty}{\longrightarrow} \int_{\mathbb{R}^{d}} \phi(x) d \mu(x) .
$$

This leads us to introduce the following definition:
Definition 6. We say that the particle solution $v_{\varepsilon}^{h}$ defined in (5.66) is an asymptotic preserving approximation of $v$, the solution to (5.19), if for all $\varepsilon:(0,1] \rightarrow \mathbb{R}_{+}^{*}$ which converges to 0 when $h$ goes to 0 , and all $\phi \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$,

$$
\limsup _{t \rightarrow+\infty}\left|\int_{\mathbb{R}^{d}} \phi(x) v_{\varepsilon(h)}^{h}(t, x) d x-\int_{\mathbb{R}^{d}} \phi(x) v(t, x) d x\right| \underset{h \rightarrow 0}{\longrightarrow} 0
$$

The following lemma ensures that, in the previous definition, $v_{\varepsilon(h)}^{h}$, introduced in (5.66), can be replaced by $v^{h}$, introduced in (5.65).

Lemma 19. The function $v_{\varepsilon}^{h}$ is an asymptotic preserving approximation of $v$ if and only if

$$
\limsup _{t \rightarrow+\infty}\left|\int_{\mathbb{R}^{d}} \phi(x) d v^{h}(t, x)-\int_{\mathbb{R}^{d}} \phi(x) v(t, x) d x\right| \underset{h \rightarrow 0}{\longrightarrow} 0
$$

Proof. Let us prove that for all $\varepsilon:(0,1] \rightarrow \mathbb{R}_{+}^{*}$ which converges to 0 as $h$ goes to 0 , and all $\phi \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$,

$$
\limsup _{t \rightarrow+\infty}\left|\int_{\mathbb{R}^{d}} \phi(x) v_{\varepsilon(h)}^{h}(t, x) d x-\int_{\mathbb{R}^{d}} \phi(x) d v^{h}(t, x)\right| \underset{h \rightarrow 0}{\longrightarrow} 0 .
$$

Let $h>0$. According to the definitions of $v^{h}$ and $v_{\varepsilon}^{h}$, and since $\int_{\mathbb{R}^{d}} \varphi_{\varepsilon(h)}\left(x-x_{i}(t)\right) d x=$ 1 for all $i \in \mathcal{J}_{h}$ we get, for all $t \geqslant 0$,

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{d}} \phi(x) v_{\varepsilon(h)}^{h}(t, x) d x-\int_{\mathbb{R}^{d}} \phi(x) d v^{h}(t, x)\right| & =\left|\int_{\mathbb{R}^{d}} \sum_{i \in \mathcal{J}_{h}} \nu_{i}(t) w_{i}(t)\left(\phi(x)-\phi\left(x_{i}(t)\right)\right) \varphi_{\varepsilon(h)}\left(x-x_{i}(t)\right) d x\right| \\
& \leqslant \sum_{i \in \mathcal{J}_{h}}\left|\nu_{i}(t) w_{i}(t)\right| \int_{\mathbb{R}^{d}}\left|\left(\phi(x)-\phi\left(x_{i}(t)\right)\right) \varphi_{\varepsilon(h)}\left(x-x_{i}(t)\right)\right| d x .
\end{aligned}
$$

With the change of variable ' $y=\frac{x-x_{i}(t)}{\varepsilon(h)}$, we get, for all $i \in \mathcal{J}_{h}$,

$$
\int_{\mathbb{R}^{d}}\left|\left(\phi(x)-\phi\left(x_{i}(t)\right)\right) \varphi_{\varepsilon(h)}\left(x-x_{i}(t)\right)\right| d x=\int_{K}\left|\left(\phi\left(\varepsilon(h) y+x_{i}(t)\right)-\phi\left(x_{i}(t)\right)\right) \varphi(y)\right| d y
$$

where $K$ is the support of $\varphi$. Let $\eta>0$. Since $\phi$ is continuous with a compact support, and thus uniformly continuous, then $\left|\phi\left(\varepsilon(h) x+x_{i}(t)\right)-\phi\left(x_{i}(t)\right)\right| \leqslant \eta$ for all $i \in \mathcal{J}_{h}, x \in K$, $t \geqslant 0$ and any $h$ small enough. Therefore, for any $h$ small enough,

$$
\left|\int_{\mathbb{R}^{d}} \phi(x) v_{\varepsilon(h)}^{h}(t, x) d x-\int_{\mathbb{R}^{d}} \phi(x) d v^{h}(t, x)\right| \leqslant \eta \sum_{i \in \mathcal{J}_{h}} \nu_{i}(t) w_{i}(t),
$$

which concludes the proof, since there exists $\bar{\rho}>0$ such that $0 \leqslant \sum_{i \in \mathcal{J}_{h}} \nu_{i}(t) w_{i}(t) \leqslant \bar{\rho}$ for all $h>0, t \geqslant 0$, as proved in Theorem 13 .

The problem of determining if $v_{\varepsilon}^{h}$ is an asymptotic preserving approximation of $v$ is generally a difficult question. In what follows, we deal with cases where we are able to determine the asymptotic behaviour of both $v$ and $v^{h}$, and we check if the necessary and sufficient condition from Lemma 19 holds. From now on, we assume that $a$ is local and not time dependent, i.e. $a(t, x, I)=a(x)$ and that that the functions $m, R, \psi_{g}$ and $\psi_{d}$ are not time-dependent. We assume as well that the function $(x, y, I) \mapsto m(x, y, I)$ is not only uniformly compactly supported as a function of the $x$ variable, but relative to the $y$ variable as well. That is, there exist two compact sets $K_{x}$ and $K_{y}$ such that $\sup _{y, I} m(x, y, I)=0$ for all $y$ outside of $K_{x}$ and $\sup _{x, I} m(x, y, I)=0$ for all $x$ outside of $K_{y}$. We denote $K_{x y}:=K_{x} \cup K_{y}$. Finally, we assume $\psi_{g}$ and $\psi_{d}$ to be compactly supported as functions of the $y$ variable.

## Necessary conditions of convergence towards a Radon measure

With the help of necessary conditions, we would be able to rule out those cases where $v$ does not converge towards certain types of Radon measures, which are the object of our interest. We start by giving a general result, involving the necessary conditions of convergence towards any Radon measure.

Lemma 20. Let us assume that $v(t, \cdot) \underset{t \rightarrow+\infty}{\rightharpoonup} \mu$ in the weak sense in the space of finite Radon measures. Then, for $\gamma \in\{g, d\}$,

$$
I_{\alpha}(t, x) \underset{t \rightarrow+\infty}{\longrightarrow} \int_{\mathbb{R}^{d}} \psi_{\alpha}(x, y) d \mu(y)=: \overline{I_{\alpha}}(x) \quad \forall x \in \mathbb{R}^{d}
$$

and for all $\phi \in \mathcal{C}_{0}^{1}\left(\mathbb{R}^{d}\right)$,

$$
\int_{\mathbb{R}^{d}}\left(a(x) \cdot \nabla \phi(x)+R\left(x, \overline{I_{g}}(x)\right) \phi(x)\right) d \mu(x)+\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} m\left(x, y, \overline{I_{d}}(x)\right) \phi(x) d x\right) d \mu(y)=0 .
$$

Proof. Let us assume that $v(t, \cdot) \underset{t \rightarrow+\infty}{\rightharpoonup} \mu$. By definition of the weak convergence in the space of finite Radon measure, for any $\phi \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right)$,

$$
\int_{\mathbb{R}^{d}} \phi(x) v(t, x) d x \underset{t \rightarrow+\infty}{\rightarrow} \int_{\mathbb{R}^{d}} \phi(x) d \mu(x)
$$

The first identity is thus a direct consequence of the definition of the weak convergence, applied with $\phi=\psi_{\gamma}(x, \cdot), \gamma \in\{g, d\}$.

Let $\phi \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$. One computes

$$
\begin{aligned}
\frac{d}{d t} \int_{\mathbb{R}^{d}} \phi(x) v(t, x) d x= & -\int_{\mathbb{R}^{d}} \phi(x) \nabla \cdot(a(x) v(t, x))+\int_{\mathbb{R}^{d}} R\left(x, I_{g}(t, x)\right) \phi(x) v(t, x) d x \\
& +\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} m\left(x, y, I_{d}(t, x)\right) v(t, y)\right) \phi(x) d x \\
= & \int_{\mathbb{R}^{d}}\left(a(x) \cdot \nabla \phi(x)+R\left(x, I_{g}(t, x)\right) \phi(x)\right) v(t, x) d x \\
& +\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} m\left(x, y, I_{d}(t, x)\right) \phi(x) d x\right) v(t, y) d y \\
\underset{t \rightarrow+\infty}{\longrightarrow} & \int_{\mathbb{R}^{d}}\left(a(x) \cdot \nabla \phi(x)+R\left(x, \overline{I_{g}}(x)\right) \phi(x)\right) d \mu(x) \\
& +\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} m\left(x, y, \overline{I_{d}}(x)\right) \phi(x) d x\right) d \mu(y) .
\end{aligned}
$$

Thus, $t \mapsto \int_{\mathbb{R}^{d}} \phi(x) v(t, x) d x$ is a convergent function with a convergent derivative, which ensures that the limit of its derivative is zero, which concludes the proof.

The following proposition provides a necessary condition for the convergence to a sum of Dirac masses.

Proposition 31. Let us assume that $v(t, \cdot) \underset{t \rightarrow+\infty}{\rightharpoonup} \sum_{i=1}^{N} C_{i} \delta_{x_{i}}$, with $x_{1}, \ldots, x_{N} \in \mathbb{R}^{d}, C_{1}, \ldots, C_{N}>$
0. Then, for $\alpha=g, d, I_{\alpha}(t, x) \underset{t \rightarrow+\infty}{\rightarrow} \sum_{i=1}^{N} C_{i} \psi_{\alpha}\left(x, x_{i}\right)=: \overline{I_{\alpha}}(x)$. Moreover, for all $i \in$ $\{1, \ldots, N\}, a\left(x_{i}\right)=0, R\left(x_{i}, \overline{I_{g}}\left(x_{i}\right)\right)=0$, and for all $x \in \mathbb{R}^{d}, m\left(x, x_{i}, \overline{I_{d}}(x)\right)=0$.

Proof. According to the previous lemma, for all $\phi \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right)$,

$$
\sum_{i=1}^{N} C_{i} a\left(x_{i}\right) \cdot \nabla \phi\left(x_{i}\right)+\sum_{i=1}^{N} C_{i} R\left(x_{i}, \overline{I_{g}}\left(x_{i}\right)\right) \phi\left(x_{i}\right)+\sum_{i=1}^{N} C_{i} \int_{\mathbb{R}^{d}} m\left(x, x_{i}, \overline{I_{d}}(x)\right) \phi(x) d x=0 .
$$

Let $\varepsilon>0$. For any non-negative function $\phi_{\varepsilon} \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right)$ with a support on $\mathbb{R}^{d} \backslash \bigcup_{i=1}^{N} B\left(x_{i}, \varepsilon\right)$, we have that

$$
\int_{\mathbb{R}^{d}} \sum_{i=1}^{N} C_{i} m\left(x, x_{i}, \overline{I_{d}}(x)\right) \phi_{\varepsilon}(x) d x=0
$$

which proves that $x \mapsto \sum_{i=1}^{N} C_{i} m\left(x, x_{i}, \overline{I_{d}}(x)\right)$ is 0 on $\mathbb{R}^{d} \backslash \bigcup_{i=1}^{N} B\left(x_{i}, \varepsilon\right)$. Since $m$ is a nonnegative function, for all $i \in\{1, \ldots N\}, x \mapsto m\left(x, x_{i}, \overline{I_{d}}(x)\right)$ is 0 as well on $\mathbb{R}^{d} \backslash \bigcup_{i=1}^{N} B\left(x_{i}, \varepsilon\right)$, and therefore on $\mathbb{R}^{d}$, since the result holds for any $\varepsilon>0$. Hence,

$$
\sum_{i=1}^{N} C_{i} a\left(x_{i}\right) \cdot \nabla \phi\left(x_{i}\right)+\sum_{i=1}^{N} C_{i} R\left(x_{i}, \overline{I_{g}}\left(x_{i}\right)\right) \phi\left(x_{i}\right)=0
$$

for any $\phi \in \mathcal{C}_{c}^{1}\left(\mathbb{R}^{d}\right)$. By choosing $\phi_{j}^{1}$ such that

$$
\phi_{j}^{1}\left(x_{i}\right)=\delta_{i j} \text { and } \nabla \phi_{j}^{1}\left(x_{i}\right)=0, i, j \in\{1, \ldots N\},
$$

where $\delta_{i j}$ represents the Kronecker delta, one proves that $R\left(x_{i}, \overline{I_{g}}\left(x_{i}\right)\right)=0$ for all $i \in$ $\{1, \ldots N\}$.
Finally, by choosing $\phi_{i j}^{2}$ such that

$$
\nabla \phi_{j l}^{2}\left(x_{i}\right)=\delta_{i j} e_{l}, i, j \in\{1, \ldots N\}, l \in\{1, \ldots d\}
$$

where $\left\{e_{l}\right\}_{l=1}^{d}$ represents the euclidean basis in $\mathbb{R}^{d}$, one proves that $a\left(x_{i}\right)=0$, for any $i \in\{1, \ldots, N\}$.

## Limit identification and asymptotic preserving approximations

In some cases, it is possible to guarantee the existence of a limit for $v^{h}$ and identify it. Assume that there exists $\hat{x} \in \mathbb{R}^{d}$ an asymptotically stable equilibrium for the ODE ' $\dot{x}=$ $a(x)^{\prime}$ and that there exists $C, \delta>0$ such that

$$
\begin{equation*}
\forall y \in \operatorname{supp}\left(n^{0}\right), t \geq 0, \quad\|X(t, y)-\hat{x}\| \leq C e^{-\delta t} . \tag{5.75}
\end{equation*}
$$

Moreover, let us assume that there exist positive values $D, I^{m}$ and $I^{M}$ such that

$$
\begin{equation*}
R\left(x, I^{m}\right) \geqslant 0, \quad R\left(x, I^{M}\right) \leqslant 0 \text { and } \partial_{I} R(x, I) \leqslant-D, \quad \forall x \in \operatorname{supp}\left(v^{0}\right) . \tag{5.76}
\end{equation*}
$$

Then, we can compute the limit of $v^{h}$ when $t$ goes to $+\infty$, whatever the value of $m$, as stated in the following proposition.

Proposition 32. Let us assume that supp $\left(v^{0}\right)$ is a compact set such that hypotheses (5.75) and (5.76) hold. Then, $v^{h}$ converges to $\hat{\rho}_{h} \delta_{\hat{x}}$ in the weak sense in the space of Radon measures, where $\hat{\rho}_{h}$ is the unique solution of

$$
R\left(\hat{x}, \psi_{g}(\hat{x}, \hat{x}) \hat{\rho}_{h}\right)=0
$$

The following lemma, proved in Appendix C.4, is required in the proof of this result.
Lemma 21. Let $u \in \mathcal{C}^{2}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ be a bounded function, and let us assume that there exist $p_{0}>0, p: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$a function which satisfies $p \geqslant p_{0}$ and $B \in L^{1}\left(\mathbb{R}_{+}\right)$an integrable function such that

$$
\ddot{u}(t) \geqslant-p(t) \dot{u}(t)+B(t) .
$$

Then, there exists $u_{\infty} \in \mathbb{R}$ such that $\lim _{t \rightarrow+\infty} u(t)=u_{\infty}$.
Proof of Proposition 32. Given that $\operatorname{supp}\left(v^{0}\right) \cup K_{x y}$ is a compact set which is strictly contained in the basin of attraction of $\hat{x}$ we will have the existence of $\mathcal{J}_{h}^{0} \subset \mathcal{J}_{h}$, with $\left|\mathcal{J}_{h}^{0}\right|<+\infty$ such that $\nu^{h}(t) \not \equiv 0$ only for $i \in \mathcal{J}_{h}^{0}$.
Let us denote, for all $i \in \mathcal{J}_{h}^{0}, \alpha_{i}(t):=\nu_{i}(t) w_{i}(t)$, and

$$
\rho_{h}(t):=\sum_{i \in \mathcal{J}_{h}} \alpha_{i}(t)=\sum_{i \in \mathcal{J}_{h}^{0}} \alpha_{i}(t)
$$

Let us note that, according to the hypotheses on $a$, for all $i \in \mathcal{J}_{h}^{0}, x_{i}(t)$ converges to $\hat{x}$. Thus,

$$
v^{h}(t)-\rho_{h}(t) \delta_{\hat{x}} \underset{t \rightarrow+\infty}{\rightharpoonup} 0
$$

Hence, it only remains to prove that $\rho_{h}$ converges to the expected limit. According to the definition of $\rho_{h}$,

$$
\begin{equation*}
\dot{\rho}_{h}(t)=\sum_{i \in \mathcal{J}_{h}^{0}} R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right) \alpha_{i}(t)+\underbrace{\sum_{i, j \in \mathcal{J}_{h}^{0}} w_{i}(t) m\left(x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t)\right)\right) \alpha_{j}(t)}_{:=\varepsilon(t)} . \tag{5.77}
\end{equation*}
$$

According to hypothesis 5.75 , there exist $C, \delta>0$ such that

$$
\left\|x_{i}(t)-\hat{x}\right\| \leqslant C e^{-\delta t}, \quad \forall i \in \mathcal{J}_{h}^{0}, \quad \forall t \geqslant 0
$$

Thus, for all $i \in \mathcal{J}_{h}^{0}$,

$$
w_{i}(t)=e^{\int_{0}^{t} \operatorname{div} a\left(x_{i}(s)\right) d s} w_{i}(0) \leqslant \underbrace{e^{\int_{0}^{t} \operatorname{div} a\left(x_{i}(s)\right)-\operatorname{div} a(\hat{x}) d s}}_{\leqslant \tilde{C}} e^{\operatorname{div} a(\hat{x}) t} w_{i}(0)
$$

which proves, since div $a(\hat{x})<0$, that there exist $C^{\prime}, \delta^{\prime}$ such that for all $t \geqslant 0$,

$$
\begin{equation*}
0 \leqslant \max _{i \in \mathcal{J}_{h}^{0}} w_{i}(t) \leqslant C^{\prime} e^{-\delta^{\prime} t} \tag{5.78}
\end{equation*}
$$

In particular, it proves that $t \mapsto \varepsilon(t)$ defined in (5.77), converges to zero with an exponential speed, since

$$
|\varepsilon(t)| \leqslant \max _{i \in \mathcal{J}_{h}} w_{i}(t)\left|\mathcal{J}_{h}^{0}\right|\|m\|_{L^{\infty} \rho_{h}}(t)
$$

and $\rho_{h}$ is bounded, according to Theorem 13.
Moreover, according to the hypothesis on $\psi_{g}, \psi_{g} \rho(t) \leqslant I_{g}\left(t, x_{i}(t)\right) \leqslant\left\|\psi_{g}\right\|_{\infty} \rho(t)$. Thus, according to the hypotheses $(5.76)$ on $R$, the relation

$$
\dot{\rho}_{h}(t) \geqslant\left(\min _{i \in \mathcal{J}_{h}^{0}}\left(R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right)\right)\right) \rho_{h}(t)
$$

implies that, as soon as $\rho_{h}$ becomes small, and so does $I_{g}, \rho_{h}$ becomes increasing, which proves that $\rho_{h}$ is lower bounded by a positive constant. Moreover, since $\rho_{h}$ and $\varepsilon$ are bounded, and

$$
\begin{aligned}
\|\dot{\alpha}\|_{l_{1}}=\sum_{i \in \mathcal{J}_{h}^{0}}|\dot{\alpha}(t)| & \leqslant \sum_{i \in \mathcal{J}_{h}^{0}}\left(2\left|\operatorname{div} a\left(x_{i}(t)\right)\right|+\left|R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right)\right|\right) \alpha_{i}(t)+\varepsilon(t) \\
& \leqslant\left(2\|a\|_{W^{1, \infty}\left(\mathbb{R}^{d}\right)}+\bar{R}\right) \rho_{h}(t)+\varepsilon(t)
\end{aligned}
$$

where

$$
\bar{R}:=\max _{t \in \mathbb{R}, i \in \mathcal{J}_{h}^{0}}\left|R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right)\right|
$$

then $\|\dot{\alpha}\|_{l_{1}}$ is also bounded.
Now, let us prove that $\rho_{h}$ satisfies the equality of Lemma 21. First, for $\gamma \in\{g, d\}$, we compute

$$
\begin{aligned}
\left|\frac{d}{d t} I_{\gamma}\left(t, x_{i}(t)\right)-\psi_{\gamma}(\hat{x}, \hat{x}) \dot{\rho}_{h}(t)\right| \leqslant & \left|\sum_{j \in \mathcal{J}_{h}^{0}}\left(a\left(x_{i}(t)\right) \partial_{x} \psi_{\gamma}\left(x_{i}(t), x_{j}(t)\right)+a\left(x_{j}(t)\right) \partial_{y} \psi_{\gamma}\left(x_{i}(t), x_{j}(t)\right)\right) \alpha_{j}(t)\right| \\
& +\left|\sum_{j \in \mathcal{J}_{h}^{0}}\left(\psi_{\gamma}\left(x_{i}(t), x_{j}(t)\right)-\psi_{\gamma}(\hat{x}, \hat{x})\right) \dot{\alpha}_{j}(t)\right| \\
\leqslant & 2 \max _{i \in \mathcal{J}_{h}^{0}}\left|a\left(x_{i}(t)\right)\right|\left\|\psi_{\gamma}\right\|_{W^{1, \infty}\left(\mathbb{R}^{d}\right)} \rho_{h}(t) \\
& +\max _{i, j \in \mathcal{J}_{h}^{0}}\left|\psi_{\gamma}\left(x_{i}(t), x_{j}(t)\right)-\psi_{\gamma}(\hat{x}, \hat{x})\right|\|\dot{\alpha}\|_{l_{1}} .
\end{aligned}
$$

Since hypothesis (5.75), is satisfied, the functions $t \mapsto \max _{i \in \mathcal{J}_{h}^{0}}\left|a\left(x_{i}(t)\right)\right|$ and $t \mapsto \max _{i, j \in \mathcal{J}_{h}^{0}}\left|\psi_{\gamma}\left(x_{i}(t), x_{j}(t)\right)-\psi_{\gamma}(\hat{x}, \hat{x})\right|$ converge to zero with an exponential speed. Since $\left|\mathcal{J}_{h}^{0}\right|<+\infty$, this proves that, for $\gamma \in\{g, d\}$,

$$
\begin{equation*}
\sum_{i \in \mathcal{J}_{h}^{0}}\left|\frac{d}{d t} I_{\gamma}\left(t, x_{i}(t)\right)-\psi_{\gamma}(\hat{x}, \hat{x}) \dot{\rho}_{h}(t)\right|=O\left(e^{-\delta t}\right) \tag{5.79}
\end{equation*}
$$

for a certain $\delta>0$.
Thus, by differentiating (5.77), we get

$$
\begin{aligned}
\ddot{\rho}_{h}(t)= & \sum_{i \in \mathcal{J}_{h}^{0}} a\left(x_{i}(t)\right) \partial_{x} R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right) \alpha_{i}(t)+\sum_{i \in \mathcal{J}_{h}^{0}}\left(\frac{d}{d t} I_{g}\left(t, x_{i}(t)\right)\right) \partial_{I} R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right) \alpha_{i}(t) \\
& +\sum_{i \in \mathcal{J}_{h}^{0}} \dot{\alpha}_{i}(t) R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right)+\sum_{i, j \in \mathcal{J}_{h}^{0}} w_{i}(t) m\left(x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t)\right)\right) \dot{\alpha}_{j}(t) \\
& +\sum_{i, j \in \mathcal{J}_{h}^{0}} \dot{w}_{i}(t) m\left(x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t)\right)\right) \alpha_{j}(t)+\sum_{i, j \in \mathcal{J}_{h}^{0}} w_{i}(t) \frac{d}{d t} m\left(x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t)\right)\right) \alpha_{j}(t),
\end{aligned}
$$

where
i) $\sum_{i \in \mathcal{J}_{h}^{0}} a\left(x_{i}(t)\right) \partial_{x} R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right) \alpha_{i}(t)=O\left(e^{-\delta t}\right)$, since $\max _{i \in \mathcal{J}_{h}}\left|a\left(x_{i}(t)\right)\right|$ converges to zero with exponential speed, and $\partial_{x} R$ and $\rho_{h}$ are bounded,
ii) according to (5.79), $\sum_{i \in \mathcal{J}_{h}^{0}}\left(\frac{d}{d t} I_{g}\left(t, x_{i}(t)\right)\right) \partial_{I} R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right) \alpha_{i}(t)=-p(t) \dot{\rho}_{h}(t)+$ $O\left(e^{-\delta t}\right)$, where

$$
p(t)=-\psi_{g}(\hat{x}, \hat{x}) \sum_{i \in \mathcal{J}_{h}^{0}} \partial_{I} R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right) \alpha_{i}(t) \geqslant D \underline{\psi_{g}} \min _{t \geqslant 0} \rho_{h}(t)>0
$$

iii)

$$
\begin{aligned}
& \sum_{i \in \mathcal{J}_{h}^{0}} \dot{\alpha}_{i}(t) R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right)=\underbrace{\sum_{i \in \mathcal{J}_{h}^{0}} R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right)^{2} \alpha_{i}(t)}_{:=P(t) \geqslant 0} \\
+ & \underbrace{\sum_{i, j \in \mathcal{J}_{h}^{0}} w_{i}(t) R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right) \alpha_{j}(t) m\left(t, x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t)\right)\right)}_{=O\left(e^{-\delta t}\right)} .
\end{aligned}
$$

where the relation for the second term was proved thanks to the bound

$$
\left|\sum_{i, j \in \mathcal{J}_{h}^{0}} w_{i}(t) R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right) \alpha_{j}(t) m\left(t, x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t)\right)\right)\right| \leqslant \bar{M} \bar{R} \rho_{h}(t)\left|\mathcal{J}_{h}^{0}\right| \max _{i \in \mathcal{J}_{h}} w_{i}(t),
$$

the boundedness of $\rho_{h}$ and inequality (5.78),
iv)

$$
\begin{aligned}
\sum_{i, j \in \mathcal{J}_{h}^{0}} w_{i}(t) m\left(x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t)\right)\right) \dot{\alpha}_{j}(t) & +\sum_{i, j \in \mathcal{J}_{h}^{0}} \dot{w}_{i}(t) m\left(x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t)\right)\right) \alpha_{j}(t) \\
& +\sum_{i, j \in \mathcal{J}_{h}^{0}} w_{i}(t) \frac{d}{d t} m\left(x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t)\right)\right) \alpha_{j}(t) \\
& =O\left(e^{-\delta t}\right),
\end{aligned}
$$

since for all $t \geq 0$,

$$
\begin{gathered}
\left|\sum_{i, j \in \mathcal{J}_{h}^{0}} w_{i}(t) m\left(x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t)\right)\right) \dot{\alpha}_{j}(t)\right| \leqslant \bar{M}\left|\mathcal{J}_{h}^{0}\right|\|\dot{\alpha}\|_{l^{1}} \max _{i \in \mathcal{J}_{h}^{0}} w_{i}(t), \\
\left|\sum_{i, j \in \mathcal{J}_{h}} \dot{w}_{i}(t) m\left(x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t)\right)\right) \alpha_{j}(t)\right| \leqslant \bar{M} \rho_{h}(t)\left|\mathcal{J}_{h}^{0}\right|\|a\|_{W^{1, \infty}\left(\mathbb{R}^{d}\right)} \max _{i \in \mathcal{J}_{h}^{0}} w_{i}(t),
\end{gathered}
$$

and

$$
\begin{aligned}
& \left|\sum_{i, j \in \mathcal{J}_{h}} w_{i}(t) \frac{d}{d t} m\left(x_{i}(t), x_{j}(t), I_{d}\left(t, x_{i}(t)\right)\right) \alpha_{j}(t)\right| \\
& \leqslant \bar{M}\left(\|a\|_{L^{\infty}(\mathbb{R})}+\left|\frac{d}{d t} I_{g}\left(t, x_{i}(t)\right)\right|\right) \rho_{h}(t)\left|\mathcal{J}_{h}^{0}\right| \max _{i \in \mathcal{J}_{h}^{0}} w_{i}(t),
\end{aligned}
$$

where $\frac{d}{d t} I_{d}\left(t, x_{i}(t)\right)$ is bounded thanks to (5.79). For these three inequalities, we conclude with (5.78).

Hence, $\ddot{\rho}_{h}(t) \geqslant-p(t) \dot{\rho}_{h}(t)+O\left(e^{-\delta t}\right)$. According to Lemma 21, $\rho_{h}$ has a limit when $t$ goes to $\infty$, which we denote $\hat{\rho}_{h}$. Since $\dot{\rho}_{h}(t)=\sum_{i \in \mathcal{J}_{h}^{0}} R\left(x_{i}(t), I_{g}\left(t, x_{i}(t)\right)\right) \alpha_{i}(t)+\varepsilon(t)$, which converges to $R\left(\hat{x}, \psi_{g}(\hat{x}, \hat{x}) \hat{\rho}_{h}\right) \hat{\rho}_{h}$, we deduce that $R\left(\hat{x}, \psi_{g}(\hat{x}, \hat{x}) \hat{\rho}_{h}\right)=0$, since $\hat{\rho}_{h}>0$.

When $m \equiv 0$ and under the same assumptions for the remaining coefficients of the problem as in Proposition 32, we are able to identify the limit of $v$ and prove that it coincides with the limit of $v^{h}$. According to Lemma 19, this ensures that $v_{\varepsilon}^{h}$ is an asymptotic preserving approximation of $v$.

Theorem 15. Let us assume that there exists $\hat{x} \in \mathbb{R}^{d}$ which is an asymptotically stable equilibrium for the $O D E \dot{x}=a(x)$ such that hypothesis (5.75) holds. We assume as well that $m \equiv 0$ and that hypotheses (5.76) hold. Then, v converges to $\hat{\rho} \delta_{\hat{x}}$ in the weak sense in the space of Radon measures, where $\hat{\rho}$ is the unique solution of

$$
R\left(\hat{x}, \psi_{g}(\hat{x}, \hat{x}) \hat{\rho}\right)=0
$$

Consequently, $v_{\varepsilon}^{h}$ is an asymptotic preserving approximation of $v$.
Proof. Let us recall that

$$
\rho(t)=\int_{\mathbb{R}^{d}} v(t, x) d x
$$

We recall as well that, the function $a$ being only dependent of $x$, the characteristic lines $X_{t}(x):=X(t, x)$ satisfy $X_{t}^{-1}(x):=X^{-1}(t, x)=X_{-t}(x)$ and $X_{t}\left(X_{s}(x)\right)=X_{t+s}(x)$. By using the fact that, for any $x \in \mathbb{R}^{d}$,

$$
v(t, x)=v^{0}\left(X_{-t}(x)\right) e^{\mathcal{G}(0, t, x)}
$$

where

$$
\mathcal{G}(s, t, x):=\int_{s}^{t} R\left(X_{\tau-t}(x),\left(I_{g} v\right)\left(\tau, X_{\tau-t}(x)\right)\right)-\operatorname{div} a\left(X_{\tau-t}(x)\right) d \tau
$$

and that, by hypothesis, $K:=\operatorname{supp}\left(v^{0}\right)$ is a compact set included in the basin of attraction of $\hat{x}$, one proves that $\operatorname{supp}(v(t, \cdot))$ is the image of $\operatorname{supp}\left(v^{0}\right)$ by $X_{t}(\cdot)$. Since $X_{t}(y)$ converges to $\hat{x}$ for all $y \in \operatorname{supp}\left(v^{0}\right)$, we prove that $K_{t}:=\operatorname{supp}(v(t, \cdot))=X_{t}\left(\operatorname{supp}\left(v^{0}\right)\right)=X_{t}(K)$ is a compact set included in the basin of attraction of $\hat{x}$, for all $t \geqslant 0$. By (5.75), there exist $C>0$ and $\delta>0$ such that

$$
\left\|X_{t}(y)-\hat{x}\right\| \leqslant C e^{-\delta t}, \quad \forall y \in K, \quad \forall t \geqslant 0
$$

Let $\phi \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$. By definition of $\rho$ and by using the change of variable ' $x=X_{t}(y)$ ' we get

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{d}} \phi(x) v(t, x)-\rho(t) \phi(\hat{x})\right| & \leqslant \int_{K_{t}}|\phi(x)-\phi(\hat{x})| v(t, x) d x \\
& =\int_{K}\left|\phi\left(X_{t}(y)\right)-\phi(\hat{x})\right| v\left(t, X_{t}(y)\right) e^{\int_{0}^{t} \operatorname{div} a\left(X_{t}(y)\right)} d y \\
& \leqslant \max _{y \in K}\left|\phi\left(X_{t}(y)\right)-\phi(\hat{x})\right| \int_{K} v\left(t, X_{t}(y)\right) e^{\int_{0}^{t} \operatorname{div} a\left(X_{t}(y)\right)} d y \\
& =\max _{y \in K}\left|\phi\left(X_{t}(y)\right)-\phi(\hat{x})\right| \rho(t)
\end{aligned}
$$

Since $\rho$ is bounded, this proves that

$$
\begin{equation*}
v(t, \cdot)-\rho(t) \delta_{\hat{x}} \underset{t \rightarrow+\infty}{\rightharpoonup} 0 \tag{5.80}
\end{equation*}
$$

Hence, it only remains to prove that $\rho$ converges to the expected limit. We see that

$$
\begin{equation*}
\dot{\rho}(t)=\int_{\mathbb{R}^{d}} R\left(x,\left(I_{g} v\right)(t, x)\right) v(t, x) d x . \tag{5.81}
\end{equation*}
$$

First, let us note that $\rho$ has a positive lower bound. Indeed, according to the hypothesis on $\psi_{g}$, for all $x \in \mathbb{R}^{d}, \underline{\psi_{g}} \rho(t) \leqslant\left(I_{g} v\right)(t, x) \leqslant\left\|\psi_{g}\right\|_{L^{\infty}} \rho(t)$. Thus,

$$
\dot{\rho}(t) \geqslant\left(\min _{x \in K_{t}}\left(R\left(x,\left(I_{g} v\right)(t, x)\right)\right) \rho(t) .\right.
$$

Hence, as soon as $\rho(t)$ becomes small, and so does $I_{g}(t, x), \rho$ becomes increasing, which proves that $\rho$ is lower bounded by a positive constant. We get an upper bound for $|\dot{\rho}(t)|$ from the relation

$$
|\dot{\rho}(t)| \leqslant\left(\max _{x \in K_{t}}\left(R\left(x,\left(I_{g} v\right)(t, x)\right)\right) \rho(t)\right.
$$

and the boundedness of $\rho(t)$.
We introduce now the function

$$
\tilde{v}(t, y)=v\left(t, X_{t}(y)\right) e^{\int_{0}^{t} \operatorname{div} a\left(X_{s}(y)\right) d s}
$$

which satisfies

$$
\int_{K} \tilde{v}(t, y) d y=\int_{K_{t}} v(t, x) d x=\rho(t) .
$$

Moreover,

$$
\begin{equation*}
\partial_{t} \tilde{v}(t, y)=R\left(X_{t}(y),\left(I_{g} v\right)\left(t, X_{t}(y)\right)\right) \tilde{v}(t, y) . \tag{5.82}
\end{equation*}
$$

Before proving that $\rho$ satisfies the equality of Lemma 21, we observe that the following relation holds for all $y \in K$ :

$$
\begin{align*}
\left|\frac{d}{d t}\left(I_{g} v\right)\left(t, X_{t}(y)\right)-\psi_{g}(\hat{x}, \hat{x}) \dot{\rho}(t)\right| & \leqslant\left|\int_{K_{t}} a\left(X_{t}(y)\right) \cdot \nabla_{x} \psi_{g}\left(X_{t}(y), z\right) v(t, z) d z\right| \\
& +\left|\int_{K_{t}}\left(\psi_{g}\left(X_{t}(y), z\right)-\psi_{g}(\hat{x}, \hat{x})\right) \partial_{t} v(t, z) d z\right| \tag{5.83}
\end{align*}
$$

From the equation satisfied by $v$, we see that

$$
\begin{aligned}
\int_{K_{t}}\left(\psi_{g}\left(X_{t}(y), z\right)-\psi_{g}(\hat{x}, \hat{x})\right) \partial_{t} v(t, z) d z & =\int_{K_{t}} \nabla_{z} \psi_{g}\left(X_{t}(y), z\right) a(z) v(t, z) d z \\
& +\int_{K_{t}}\left(\psi_{g}\left(X_{t}(y), z\right)-\psi_{g}(\hat{x}, \hat{x})\right) R\left(z,\left(I_{g} v\right)(t, z)\right) v(t, z) d z \\
& =\int_{K} \nabla_{z} \psi_{g}\left(X_{t}(y), X_{t}(\bar{z})\right) a\left(X_{t}(\bar{z})\right) \tilde{v}(t, \bar{z}) d \bar{z} \\
& +\int_{K}\left(\psi_{g}\left(X_{t}(y), X_{t}(\bar{z})\right)-\psi_{g}(\hat{x}, \hat{x})\right) R\left(X_{t}(\bar{z}),\left(I_{g} v\right)\left(t, X_{t}(\bar{z})\right)\right) \tilde{v}(t, \bar{z}) d \bar{z}
\end{aligned}
$$

which allows us to conclude that

$$
\begin{aligned}
\left|\int_{K_{t}}\left(\psi_{g}\left(X_{t}(y), z\right)-\psi_{g}(\hat{x}, \hat{x})\right) \partial_{t} v(t, z) d z\right| \leqslant & \max _{\bar{z} \in K}\left\|a\left(X_{t}(\bar{z})\right)\right\|\left\|\psi_{g}\right\|_{W^{1, \infty}\left(\mathbb{R}^{d}\right)} \rho(t) \\
& +\max _{y, \bar{z} \in K}\left|\psi_{g}\left(X_{t}(y), X_{t}(\bar{z})\right)-\psi_{g}(\hat{x}, \hat{x})\right| \bar{R} \rho(t) .
\end{aligned}
$$

Using this relation in (5.83) gives

$$
\begin{aligned}
\left|\frac{d}{d t}\left(I_{\gamma} v\right)\left(t, X_{t}(y)\right)-\psi_{\gamma}(\hat{x}, \hat{x}) \dot{\rho}(t)\right| \leqslant & 2 \max _{\bar{z} \in K}\left\|a\left(X_{t}(\bar{z})\right)\right\|\left\|\psi_{\gamma}\right\|_{W^{1, \infty}\left(\mathbb{R}^{d}\right)} \rho(t) \\
& +\max _{y, \bar{z} \in K}\left|\psi_{\gamma}\left(X_{t}(y), X_{t}(\bar{z})\right)-\psi_{\gamma}(\hat{x}, \hat{x})\right| \bar{R} \rho(t)
\end{aligned}
$$

which proves, according to hypothesis (5.75), that for all $y \in K$

$$
\begin{equation*}
\left.\frac{d}{d t} I_{g}(t, X(t, y))=\psi_{g}(\hat{x}, \hat{x}) \dot{\rho}(t)+O\left(e^{-\delta t}\right)\right) \tag{5.84}
\end{equation*}
$$

for a certain $\delta>0$.
Differentiating (5.81) we get

$$
\begin{aligned}
\ddot{\rho}(t)= & \frac{d}{d t}\left(\int_{K_{t}} R\left(x,\left(I_{g} v\right)(t, x)\right) v(t, x) d x\right) \\
= & \frac{d}{d t}\left(\int_{K} R\left(X_{t}(y),\left(I_{g} v\right)\left(t, X_{t}(y)\right)\right) \tilde{v}(t, y) d y\right) \\
= & \int_{K} a\left(X_{t}(y)\right) \cdot \nabla_{x} R\left(X_{t}(y),\left(I_{g} v\right)\left(t, X_{t}(y)\right)\right) \tilde{v}(t, y) d y \\
& +\int_{K} \frac{d}{d t}\left(I_{g} v\right)\left(t, X_{t}(y)\right) \partial_{I} R\left(X_{t}(y),\left(I_{g} v\right)\left(t, X_{t}(y)\right)\right) \tilde{v}(t, y) d y \\
& +\int_{K} R\left(X_{t}(y),\left(I_{g} v\right)\left(t, X_{t}(y)\right)\right) \partial_{t} \tilde{v}(t, y) d y
\end{aligned}
$$

Let us note that
i) Since $a\left(X_{t}(y)\right)$ converges uniformly to zero with an exponential speed, then

$$
\left.\int_{\mathbb{R}^{d}} a\left(X_{t}(y)\right) \cdot \nabla_{x} R\left(X_{t}(y),\left(I_{g} v\right)\left(t, X_{t}(y)\right)\right) \tilde{v}(t, y)\right) d y=O\left(e^{-\delta t}\right)
$$

thanks to the boundedness of $\nabla_{x} R$ and $\rho(t)$.
ii) According to (5.84),

$$
\int_{K} \frac{d}{d t}\left(I_{g} v\right)\left(t, X_{t}(y)\right) \partial_{I} R\left(X_{t}(y),\left(I_{g} v\right)\left(t, X_{t}(y)\right)\right) \tilde{v}(t, y) d y=-p(t) \dot{\rho}(t)+O\left(e^{-\delta t}\right)
$$

with

$$
p(t):=-\psi_{g}(\hat{x}, \hat{x}) \int_{K} \partial_{I} R\left(X_{t}(y),\left(I_{g} v\right)\left(t, X_{t}(y)\right)\right) \tilde{v}(t, y) d y \geqslant \psi_{g}(\hat{x}, \hat{x}) D \min _{t \geqslant 0} \rho(t)>0
$$

iii) Directly from (5.82),

$$
\begin{aligned}
\int_{K} R\left(X_{t}(y),\left(I_{g} v\right)\left(t, X_{t}(y)\right)\right) \partial_{t} \tilde{v}(t, y) d y & =\int_{K}\left(R\left(X_{t}(y),\left(I_{g} v\right)\left(t, X_{t}(y)\right)\right)\right)^{2} \tilde{v}(t, y) d y \\
& =: P(t) \geqslant 0
\end{aligned}
$$

Thus, $\ddot{\rho}(t) \geqslant-p(t) \dot{\rho}(t)+O\left(e^{-\delta t}\right)$, hence, $\rho$ converges, thanks to Lemma 21.
Recalling (5.80), v(t, •) thus converges to $\hat{\rho} \delta_{\hat{x}}$, where $\hat{\rho}$ is the limit of $\rho$. We conclude, according to Proposition 31, that $\hat{\rho}$ satisfies the expected equality.
Having proved that $v$ and $v^{h}$ share the same limit is enough then to conclude, thanks to Lemma 19, that $v_{\varepsilon}^{h}$ is an asymptotic preserving approximation.

If $m$ is not 0 , under very specific hypotheses over its support, we can extend the result of Theorem 15. The explanation behind this is simple: as long as the population is composed of traits that are not prone to mutatations, it will evolve as in the case where mutations are not possible at all.

Theorem 16. Let us assume that there exists $\hat{x} \in \mathbb{R}^{d}$ which is an asymptotically stable equilibrium for the $O D E \dot{x}=a(x)$ such that (5.75) holds. Moreover, let us assume that $\operatorname{supp}\left(v^{0}\right) \cup K_{x}$ is a compact set such that there exist $C^{\prime}, \delta^{\prime}>0$ such that

$$
\forall y \in \operatorname{supp}\left(v^{0}\right) \cup K_{x}, \quad t \geq 0, \quad\|X(t, y)-\hat{x}\| \leq C^{\prime} e^{-\delta^{\prime} t}
$$

that $\bigcup_{s \geqslant 0}\left(X_{s}\left(\operatorname{supp}\left(v^{0}\right) \cup K_{x}\right)\right) \cap K_{y}=\emptyset$ and that hypothesis (5.76) holds. Then, v converges to $\hat{\rho} \delta_{\hat{x}}$ in the weak sense in the space of Radon measures, where $\hat{\rho}$ is the unique solution of

$$
R\left(\hat{x}, \psi_{g}(\hat{x}, \hat{x}) \hat{\rho}\right)=0
$$

Consequently, $v_{\varepsilon}^{h}$ is an asymptotic preserving approximation of $v$.
Proof. By using the fact that, for any $x \in \mathbb{R}^{d}$,

$$
v(t, x)=v^{0}\left(X_{-t}(x)\right) e^{\mathcal{G}(0, t, x)}+\int_{0}^{t} \int_{\mathbb{R}^{d}} m\left(X_{s-t}(x), z,\left(I_{d} v\right)\left(s, X_{s-t}(x)\right)\right) v(s, z) d z e^{\mathcal{G}(s, t, x)} d s
$$

where

$$
\mathcal{G}(s, t, x):=\int_{s}^{t} R\left(X_{\tau-t}(x),\left(I_{g} v\right)\left(\tau, X_{\tau-t}(x)\right)\right)-\operatorname{div} a\left(X_{\tau-t}(x)\right) d \tau
$$

we observe that $\operatorname{supp}(v(t, x)) \subset X_{t}\left(\operatorname{supp}\left(v^{0}\right)\right) \cup \bigcup_{0 \leqslant s \leqslant t} X_{s}\left(K_{x}\right) \subset \bigcup_{s \geqslant 0}\left(X_{s}\left(\operatorname{supp}\left(v^{0}\right) \cup K_{x}\right)\right)$, therefore

$$
\begin{aligned}
v(t, x)= & v^{0}\left(X_{-t}(x)\right) e^{\mathcal{G}(0, t, x)}+\int_{0}^{t} \int_{\mathbb{R}^{d}} m\left(X_{s-t}(x), z,\left(I_{d} v\right)\left(s, X_{s-t}(x)\right)\right) v(s, z) d z e^{\mathcal{G}(s, t, x)} d s \\
= & v^{0}\left(X_{-t}(x)\right) e^{\mathcal{G}(0, t, x)} \\
& +\int_{0}^{t} \int_{\operatorname{supp}(v(t, x)) \cap K_{y}} m\left(X_{s-t}(x), z,\left(I_{d} v\right)\left(s, X_{s-t}(x)\right)\right) v(s, z) d z e^{\mathcal{G}(s, t, x)} d s \\
= & v^{0}\left(X_{-t}(x)\right) e^{\mathcal{G}(0, t, x)} .
\end{aligned}
$$

Therefore, we can replicate the proof for the case $m \equiv 0$.
The result of Theorem 15 does not generalize when $\operatorname{supp}\left(v^{0}\right)$ is not strictly contained in the basin of attraction of $x_{s}$, as shown in the following result:

Proposition 33. Let us consider the one-dimensional PDE

$$
\left\{\begin{array}{l}
\partial_{t} v(t, x)+\nabla_{x} \cdot(a(x) v(t, x))=(r(x)-\rho(t)) v(t, x)  \tag{5.85}\\
\rho(t)=\int_{\mathbb{R}} v(t, x) d x \\
n(0, \cdot)=n^{0}(\cdot)
\end{array}\right.
$$

which is a particular case of (5.19), and let us assume that there exist $x_{u}<x_{s}$ such that $a\left(x_{u}\right)=a\left(x_{s}\right)=0, a^{\prime}\left(x_{u}\right)>0, a^{\prime}\left(x_{s}\right)<0, \operatorname{supp}\left(n^{0}\right) \subset\left[x_{u}, x_{s}\right], n^{0}\left(x_{u}\right)=0$, and that there exists $\alpha>0$ such that $n^{0^{\prime}}(x)=\underset{x \rightarrow x_{u}^{+}}{O}\left(\left(x-x_{u}\right)^{\alpha}\right)$ and that $r\left(x_{u}\right)-(1+\alpha) f^{\prime}\left(x_{u}\right)>r\left(x_{s}\right)$. Then, $v_{\varepsilon}^{h}$ is not an asymptotic preserving approximation of $v$.
Proof. The long-time behaviour of the solution of (5.85) has been studied in detail in Chapter 4, and it has been proved, under the hypotheses of Proposition 33, that $v$ converges to a function in $L^{1}$. Let us now compute the limit of $v^{h}$. Since $n^{0}\left(x_{u}\right)=0$, we can assume, without loss of generality, that for all $i \in \mathcal{J}_{h}, x_{i}^{0} \in(0,1]$. Thus, since $a>0$ on $\left(x_{u}, x_{s}\right)$, for all $t \geqslant 0, x_{i}(t)$ converges to $x_{s}$. As seen in the proof of Proposition $32, v^{h}$ therefore converges to $r\left(x_{s}\right) \delta_{x_{s}}$, and $v_{\varepsilon}^{h}$ is therefore not a asymptotic preserving approximation of $v$.

### 5.5 Simulations

In this section, we present some simulations obtained with the particle method developed throughout the chapter. In Figure 5.1, we deal with the non-local advection equation presented in [59], which writes

$$
\begin{equation*}
\partial_{t} v(t, x)+\nabla_{x}\left(a\left(t, I_{1} v(t, x), I_{2} v(t, x)\right)=0, \quad x \in \mathbb{R}^{d}, t \geq 0\right. \tag{5.86}
\end{equation*}
$$

with $I_{j} v(t, x)=\int_{\mathbb{R}^{2}} x_{j} v(t, x) d x$, for $j \in\{1,2\}$. Note that this equation is not exactly a particular case of (5.1), since there are two non-local terms involved for advection, but the particle method can straightforwardly be adapted to this case. As in this paper, we show that, depending on the parameters, the solution of this PDE can converge to a single Dirac mass, to a sum of two Dirac masses, or to the sum of four Dirac masses. The parameters used for the simulations are the same as the one detailed in Figures 9, 10 and 11 of [59].

Figure 5.2 illustrates different scenarios for the equation

$$
\left\{\begin{array}{l}
\partial_{t} v(t, x)+\nabla_{x}(a(x) v(t, x))=(r(x)-\rho(t)) v(t, x)  \tag{5.87}\\
\rho(t)=\int_{\mathbb{R}} v(t, x) d x \\
n(0, x)=n^{0}(x)
\end{array}\right.
$$

with $a(x)=x(1-x)$, and an initial solution supported in $[0,1]$. This equation has been studied in Chapter 4 where it has been proved that its solution can either converge to a function in $L^{1}$, (which depends on the initial condition), or to a Dirac mass on 1, depending on the functions $r$ and $n^{0}$.


Figure 5.1: The three possible regimes of convergence for equation (5.86), obtained with the particle method. The lines $(a),(b)$ and $(c)$ respectively show the convergence to a single Dirac mass, two Dirac masses and four Dirac masses, and have been obtained by choosing the parameters of Figures 9, 10 and 11 of [59]. In the three cases, we have chosen $N=100, h=2 . / 100, \varepsilon=h^{0.8}$, and the cut off function $\varphi$ is a Gaussian.



(a) Solution of (5.87) at different time steps, with $n^{0}(x)=1-x, r(x)=6-4 x$.

(b) Solution of (5.87) at different time steps, with $n^{0}(x)=x(1-x), r(x)=6-4 x$.

(c) Solution of (5.87) at different time steps, with $n^{0}(x)=x^{2}, r(x)=6-4 x$.

(d) Solution of (5.87) at different time steps, with $n^{0}(x)=6, r(x)=6-0.5 x$.

Figure 5.2: Different possible regimes of convergence for the solution of (5.87). The first three lines (green, blue and orange curves), show the convergence to a function in $L^{1}$, which can be explicitly computed (see Chapter 4), and is represented by a black dashed line. Note that the limit function is different when the initial condition changes. The last line (red curves) shows the convergence to a Dirac mass in 1. In the four cases, we have chosen $a(x)=x(1-x), N=5000, h=\frac{1}{N}, \varepsilon=\sqrt{h}$ and the cut-off function $\varphi$ is a Gaussian.

## Chapter 6

## An advection-selection-mutation model for epithelial-mesenchymal plasticity

f Epithelial-mesenchymal plasticity is a cell differentiation phenomenon which plays a crucial role in cancer development, by allowing them to form metastases (when in the epithelial state), and to spread in the organism (when in the mesenchymal state). Starting from an ODE model which accounts for the cell phenotype of a single cancer cell, we develop an advection-selection-mutation PDE model, in line with the previous chapters, that we solve numerically with a particle method. We first verify that the proposed model reproduces the known behaviours of the associated ODE model, such as hysteresis. We then explore the parameter space for the full model, uncovering the intertwined roles played by different phenomena in a heterogeneous population of cells.

This work, carried out with Paras Jain, Mohit Kumar Jolly, Camille Pouchol and Nastassia Pouradier Duteil, is the subject of an article.

### 6.1 Introduction

Intra-tumour heterogeneity - the co-existence of multiple distinct cellular phenotypes in a tumour - is being increasingly reported to associate with poor patient outcomes. It contributes to both metastasis and therapy resistance - two major unsolved clinical challenges $[88,114]$. Such heterogeneity can arise at a genetic level over the course of tumour evolution and manifests as different clonal populations. However, over the last two decades, non-genetic or phenotypic heterogeneity among cancer cells has been identified as a key driver of disease aggressiveness [11, 133]. Such heterogeneity is often characterised by single-cell measurements showing diversity among cells in a population at different levels. A canonical example of non-genetic heterogeneity is along the Epithelial-Mesenchymal (EM) phenotypic spectrum. Given the implications of E-M heterogeneity in cancer metastasis and patient outcomes, various in vitro, in vivo and in silico attempts have been focused on understanding its underlying mechanisms [17, 89, 95, 141].

An iterative cross-talk among in silico and in vitro studies has contributed enormously to understanding how non-genetic heterogeneity emerges in a population. Mathematical modelling of regulatory networks underlying Epithelial - Mesenchymal Plasticity (EMP) have reported the co-existence of multiple cellular phenotypes - Epithelial (E), Mesenchymal (M) and one or more hybrid (E/M) cell states $[56,71,82,135,148]$. Their co-existence has been experimentally reported in varying ratios in multiple cell lines and primary tumours $[61,95]$. The relative stability of cells in different phenotypes, and consequently the phenotypic distribution at a given time, is governed by the underlying topology of the regulatory network involving transcriptional and translational control [72]. Thus, a diversity of regulatory interactions within and among cells can contribute to shaping the E-M heterogeneity patterns in a cell population.

Another milieu of factors such as asymmetric cell division $[80,156]$, stochastic biochemical noise [123], differences in cellular microenvironment [128], and variable cell-cycle dynamics [108] can amplify dynamic heterogeneity in a cellular population. These factors alter cell-to-cell variability in protein levels in a population, thus contributing to their functional heterogeneity when these cells are exposed to external factors. Despite extensive efforts in investigating above-mentioned regulatory and stochastic processes in E-M plasticity and heterogeneity, only a few computational models have incorporated these processes within a growing and dividing heterogeneous cellular population. Broadly speaking, two modelling approaches are employed:

1. Agent-based models, where each cell is modelled individually,
2. PDE models, which describe densities of cells.

The former approach is more precise since one can follow the fate of each cell, but simulating agent-based models leads to prohibitive computational costs for large number of cells.

We here follow the latter approach to study the population dynamics of E-M heterogeneity. We note that PDE models have widely been adopted because their output (cell density) can be related directly to flow cytometry experiments conducted at multiple timepoints for a population.

Using PDE models, we demonstrate how heterogeneity along the Epithelial - Mesenchymal axis emerges at a population level. First, we show that, as expected, the advection equation reproduces previously reported dynamical features of hysteresis for cells undergoing an Epithelial-Mesenchymal Transition (EMT) followed by a Mesenchymal-Epithelial Transition (MET). Second, we report how cellular heterogeneity depends on the characteristic of epimutations leading to stochastic changes in cell phenotype, whether in the
case of the external EMT-inducing signal (SNAIL), or the E-M state variable (miR200 or ZEB levels). Third, we highlight how differences in the relative growth rates among E, $\mathrm{E} / \mathrm{M}$ and M states impact how the cell density evolves over time.

All simulations are performed following the particle method detailed in Chapter 5.

### 6.2 Advection equation and hysteresis

### 6.2.1 ODE model and corresponding advection equation

In vitro and in silico studies on EMP have demonstrated a hysteretic behaviour as cancer cells undergo one cycle of EMT and MET, i.e., an asymmetry in EMT and MET trajectories. For our further analyses, we choose a minimal EMT regulatory network with canonical epithelial (microRNA-200 (miR200)) and mesenchymal (ZEB) players that mutually inhibit each other. An EMT-inducing transcription factor SNAIL that activates ZEB and inhibits miR-200 represents the cumulative effect of the extracellular environment [110]. The model writes

$$
\left\{\begin{array}{ll}
\dot{\mu}_{200} & =g_{\mu_{200}} H_{Z, \mu_{200}}(Z) H_{S, \mu_{200}}(S)-g_{m_{Z}} H_{Z, m_{Z}}(Z) H_{S, m_{Z}}(S) Q\left(\mu_{200}\right)-k_{\mu_{200}} \mu_{200}  \tag{6.1}\\
\dot{Z} & =g_{Z} g_{m_{Z}} H_{Z, m_{Z}}(Z) H_{S, m_{Z}}(S) P\left(\mu_{200}\right)-k_{Z} Z
\end{array} .\right.
$$

We denote $F$ the right-hand side of this ODE model, which models interactions between a transcription factor ZEB (denoted $Z$ ), and a micro-RNA miR-200 (denoted $\mu_{200}$ ). The variable $S$ represents a third molecule, SNAIL, which is seen in our case as an external signal characterising the extracellular environment. All the parameters of this model are given in Appendix A.

Within this framework, the three cell states (E, E/M, and M) are characterised as follows:

- The epithelial state corresponds to a high level of miR-200, and a low level of ZEB;
- The mesenchymal state corresponds to a low level of miR-200 and high level of ZEB;
- The hybrid state corresponds to a medium level of miR-200 and ZEB.

Depending on the value of $S$, system (6.1) exhibits monostability, bistability or tristability, as illustrated by the bifurcation diagram (Figure 6.1 A).

The bifurcation diagram depicts the different possible stable states, each characterised by specific ranges of miR200 levels (solid lines) for increasing levels of SNAIL, resulting from the network dynamics (Figure 6.1 A ). As a cell undergoes EMT (i.e. SNAIL levels increase), it switches from high to intermediate to low levels of miR200 which corresponds to the E, E/M and M states respectively. However, during MET, the cell switches directly from low (M) to high (E) miR200 levels without passing through the hybrid E/M state, thus displaying hysteresis.

Homogeneous population. To reproduce the hysteretic behaviour of EMP, i.e. asymmetry in EMT and MET trajectories, we first consider the advection equation

$$
\partial_{t} u(t, y)+\nabla \cdot(f(t, y) u(t, y))=0,
$$

where $y=\left(\mu_{200}, Z\right)$, and $f\left(t, \mu_{200}, Z\right)=F\left(\mu_{200}, Z, S(t)\right)$, and $t \mapsto S(t)$ is the piecewiseaffine function which connects the points $(0,160 K),(5000,240 K)$ and $(10000,160 K)$, as represented in Figure 6.1 B.

Heterogeneous population. In order to account for heterogeneity within the population, and more specifically for the fact that the signal $S$ can be interpreted in a different way by each cell, we incorporate $S$ within the structure variable, which becomes $y=\left(\mu_{200}, Z, S\right)$. SNAIL level variation then impacts the advection term, which becomes $f(t, y)=\left(F(y), f_{S}(S)\right)$, where $f_{S}$ is the step function corresponding to the derivative of the function $S$ introduced in the previous paragraph, i.e. $f_{S}(S)=40$ if $S \in[0,5000)$, and $f_{S}(S)=-40$ if $S \in(5000,10000]$. As initial condition, we take $u^{0}\left(\mu_{200}, Z, S\right)=\frac{1}{\sigma} G\left(\frac{S-160 K}{\sigma}\right)$, with $\sigma=20 K$, and $G$ denotes the Gaussian function.

### 6.2.2 Results

When sticking to the exact PDE analogue of the ODE (6.1), i.e., the advection equation, we recover the hysteretic phenomenon at the cell population level. In this case, we insist that cell growth and epimutations are not taken into account. The SNAIL dynamics used to obtain hysteresis are shown by the blue curve (Figure 6.1 B).

We simulate the dynamics for homogeneous and heterogeneous cell populations with respect to their distribution of SNAIL levels. For a homogeneous cell population (Figure 6.1 C , i), we see that cells reside in three distinct miR200 states (high, intermediate, and low) for time 0 to 5000 hours, but make a quick transition from low to high miR200 levels for time 5000 to 10000 units without spending much time in the intermediate state (decreasing SNAIL levels). The unexpected intermediate miR200 levels seen during MET can be explained by considering it as a sample timepoint where miR200 level is responding to changes in SNAIL levels before settling to its equilibrium (high) state.

Similar observation of hysteresis is made while considering a heterogeneous cell population (Figure 6.1 C, ii). Particularly, the cell distribution along ZEB and miR200 axis during MET shows that the transient intermediate miR200 peak in homogeneous population turns into little dispersed transient peaks which are clearly distinct from the intermediate peak arising during EMT (Figure A.1). This observation recapitulates the experimental data on different partial states seen during EMT vs. during MET [95]. Also, in the heterogeneous population case, some cells fail to complete a full EMT but rather undergo a partial transition and then return to an epithelial state upon reduced SNAIL levels (Figure 6.1 C, ii).

### 6.3 Effect of epimutations and growth

In a population exhibiting growth, the cell-state (characterised by levels of a set of specific biomolecules) is dynamically evolving due to stochasticity in biochemical reactions, thus causing heterogeneity. To evaluate how these stochastic processes influence the population distribution of $\mathrm{E}, \mathrm{M}$ and $\mathrm{E} / \mathrm{M}$ states, we next observe cell state distribution as a result of epimutations in a regulatory network for a population where cell division rate is independent of cell-state (i.e. EMT does not impact cell cycle). Because the levels of EMT-inducing signal SNAIL are also evolving due to noise, its levels are distributed in the population around the mean environmental characteristics $S_{0}$ (Figure $6.2 \mathrm{~A}, \mathrm{i}$ ).

### 6.3.1 Model

Reducing the dimensions of the structure variable. When incorporating growth and mutations into the model, computation times becomes significant. To ease the burden, we use dimension reduction by further simplifing the advection function: we consider the phenotype $y=(x, S)$ rather than $\left(\mu_{200}, Z, S\right)$, where $x$ is roughly equivalent to $\mu_{200}$.


Figure 6.1: The advection equation reproduces hysteresis at the population level. A) EMT gene regulatory network (inset) and the bifurcation of cell states resulting from the network dynamics with increasing input signal (SNAIL) levels, B) Variation in the external input (SNAIL) levels with time to capture hysteresis regulation of cell states in C. C) Hysteresis (non-symmetric trajectories) in cell state transition during one cycle of EMT and MET by varying SNAIL levels as shown in Figure 1B while considering - i) Homogeneous population and ii) Heterogeneous population.

This requires to choose a function $f_{r}$ such that the dynamics of $x$ for any $S$ is given by $\dot{x}=f_{r}(x, S)$. Our main requirement in choosing this new function is to preserve the bifurcation diagram given in Figure 6.1 A, which means that, for a given value of $S \in[150 K, 250 K], f_{r}(\cdot, S)$ has the same number of zeros as $F(\cdot, S)$, and are such that $f_{r}(x, S)=0$ if and only if there exists $Z>0$ such that $F(x, Z, S)=0$.

Since infinitely many functions satisfy this property, one must make further assumptions in order to select an adapted one. For simplicity and to avoid overfitting, we assume that, for any $S, f_{r}(\cdot, S)$ is piecewise affine (with one segment by root) and that the rate of change is constant on each piece. Under these constraints, the function is defined up to a multiplicative constant, which has been chosen in order to minimise the value

$$
\begin{equation*}
\int_{0}^{T} \int_{150 K}^{250 K} \int_{0}^{25 K} \int_{0}^{800 K}\left|x\left(t, S, x_{0}\right)-\mu\left(t, S, x_{0}, Z_{0}\right)\right| d t d S d x_{0} d Z_{0} \tag{6.2}
\end{equation*}
$$

where for all $x_{0} \in[0,25 K], S \in[150 K, 250 K], x\left(\cdot, S, x_{0}\right)$ solves

$$
\left\{\begin{array}{l}
\dot{x}\left(t, S, x_{0}\right)=f_{r}\left(x\left(t, S, x_{0}\right)\right) \\
x\left(0, S, x_{0}\right)=x_{0}
\end{array}\right.
$$

and for all $Z_{0} \in[0,800 K],\left(\mu\left(\cdot, S, x_{0}, Z_{0}\right), Z\left(\cdot, S, x_{0}, Z_{0}\right)\right)$ satisfies (6.1).
The value of the multiplicative constant which minimises (6.2) depends on $T$ but we establish that, for $T \in\{10,100,1000\}$ its value is rather insensitive to that of $T$ : it is close to 0.02 , which it the value that we select. The obtained function is shown in Figure A. 2 for various $S$ values.

We first assess the accuracy of our dimension reduction approach, establishing similarity between the dynamics of system (6.1) with two variables (full EMT) and that of the reduced system. We compare the distribution of miR200 levels for a given SNAIL distribution with the distribution of the cell population along the state $x$ (Figure 6.2 A and Figure A. 2 B). For example, with a SNAIL distribution with a mean value $\left(S_{0}\right)$ of 200 K molecules, the bifurcation diagram depicts the possibility for the cell population to be distributed in all three states (Figure $6.2 \mathrm{~A}, \mathrm{i}$ ). We observe that the asymptotic distribution of the state variable $x$ from the reduced system dynamics exhibits tri-modality, showing the coexistence of all three states, irrespective of the initial condition (Figure 6.2 A, ii - initial condition: all cells as epithelial, Figure A. 2 B - initial condition: all cells as hybrid or mesenchymal). Similarly for a SNAIL distribution with mean $S_{0} \in\{190 K, 225 K, 150 K, 250 K\}$ molecules, we observe respective combinations of phenotypes as in bifurcation diagram of the full EMT network - co-existence of E and $\mathrm{E} / \mathrm{M}$ (bimodal), co-existence of hybrid $\mathrm{E} / \mathrm{M}$ and M (bimodal), epithelial (unimodal) and mesenchymal (unimodal) (Figure 6.2 A), thus providing further evidence that EMT dynamics are preserved with the sole variable $x$.

Considering growth and epimutations. The full model incorporating growth and epimutations writes

$$
\left\{\begin{align*}
\partial_{t} u(t, y) & +\nabla \cdot(f(y) u(t, y))=(r(y)-d(y) \rho(t)) u(t, y)  \tag{6.3}\\
& \quad+\int_{\mathbb{R}^{2}} M(y, z) u(t, z) d z-\int_{\mathbb{R}^{2}} M(z, y) d z u(t, y)
\end{align*}\right.
$$

where

- The structure variable $y \in \mathbb{R}^{2}$ writes $y=(x, S)$.
- The advection function $f$ writes $f(y)=f(x, S)=\left(f_{r}(x, S), f_{S}(S)\right)$, where $f_{S}(S)=$ $\delta\left(1-\frac{S}{S_{0}}\right)$, with $S_{0} \in[150 K, 250 K]$ corresponding to the mean of the SNAIL distribution, $\delta:=\frac{S_{0} \ln (2)}{\alpha}$, and $\alpha>0$ representing the characteristic time of convergence of SNAIL to the mean $S_{0}$.
- $r(y)$ and $d(y)$ respectively represent the birth and death rate of a cell of phenotype $y$. In all our simulations, the death rate is constant $\left(d \equiv 1.82 \times 10^{-7}\right.$ cell/hr).
- The mutation function $M$ writes $M(y, z)=r(z) P(y-z)$. Here, $P(x)=P(y, S):=$ $\frac{1}{\eta_{x} \eta_{S}} G\left(\frac{x}{\eta_{x}}\right) G\left(\frac{S}{\eta_{S}}\right)$, where $G$ is the Gaussian function. Variables $\eta_{x}$ and $\eta_{S}$ are the standard deviations for $x$ and $S$ respectively.


### 6.3.2 Focus on epimutations

We now turn to simulations for the full model (6.3) where we investigate the effect of epimutations; growth functions $r$ and $d$ are kept constant.

For multi-modal distributions of state variable $x$, the exact phenotypic composition depends on relative stability of the multiple co-existing phenotypes. For example, we see a reduced share of hybrid $\mathrm{E} / \mathrm{M}$ (intermediate $x$ levels) cells for distribution of SNAIL levels that overlap significantly with those that have mean SNAIL levels corresponding
to monostable E or monostable M regions ( $S_{0}=190 \mathrm{~K}$, 225 K molecules respectively), especially for a reduced standard deviation $\eta_{x}$ of epimutations in state $x$ (Figure 6.2 Bi , ii). Similarly, for distribution of SNAIL levels with mean $S_{0}=175 \mathrm{~K}$ molecules, although both E and M states co-exist (Figure $6.2 \mathrm{~A}, \mathrm{i}$ ), the relative stability of the E state is much greater than that of the M state, thus disallowing cells to make transition to the M state even at higher levels of $\eta_{x}$ (Figure 6.2 B, iii). As mentioned previously, the distribution of SNAIL levels and correspondingly that of cell state $x$ in a population can be attributed to stochasticity in biochemical reactions.

Another type of perturbation in cellular variables (here, $x$ and SNAIL) can arise when certain subpopulations are isolated and re-cultured independently. For instance, when the $\mathrm{E}, \mathrm{M}$ and hybrid $\mathrm{E} / \mathrm{M}$ prostate cancer subpopulations are segregated, they exhibit very different distributions after two weeks [139]. Similarly, the segregated EpCAM-high and EpCAM-low subpopulations in breast cancer have varied recovery dynamics [12]. Thus, in case of either internal (epimutations) or external (microenvironmental factors) perturbations, the rate at which the cellular variables recover towards the characteristic distribution can differ even though they eventually converge to the same equilibrium distribution.

Thus, we next modulate the rate of recovery of SNAIL levels to mimic the scenario of extrinsic perturbation to the cell population by isolating distinct subpopulations and simulating (re-culturing) them independently. The rate of recovery to perturbations in SNAIL levels is inversely proportional the parameter $\alpha$ in our model, which captures the characteristic time of convergence of SNAIL levels to its equilibrium $S_{0}[90,145]$. Starting from a mostly mesenchymal population (high values of $x$ ) the convergence to a mostly epithelial population slows down with increasing values of $\alpha$ (Figure 6.2 C).

Furthermore, the slowed down dynamics increases cellular heterogeneity by making the population to be distributed in all three states for a considerable interval of time, as quantified by Renyi entropy (Figure 6.2 D ), defined for a positive function $u \in L^{1}\left(\mathbb{R}^{d}\right)$ as $-\int_{\mathbb{R}^{d}} \tilde{u}(x) \ln (\tilde{u}(x)) d x$, with $\tilde{u}:=u /\|u\|_{L^{1}}$. In the example shown, the population heterogeneity first increases as the population shifts from majority epithelial to more uniformly distributed among the three phenotypes in the intermediate time points and then decreases as the population turns to majority M cells. Similar observations can be made for any combination of initial condition and mean $S_{0}$ values of SNAIL distribution (Figure A.3, Figure A.4).

Overall, the interplay between deterministic and stochastic dynamics of cellular biomolecules shapes the population heterogeneity. This is done both by distributing cells in all plausible states permitted by the underlying ODE model, and by slowing down the kinetics of cells towards equilibrium when perturbed by the external signal $S$.

### 6.3.3 Focus on growth

So far, we considered all three phenotypic states (E, M and hybrid E/M) to divide at equal rates. To observe the additional influence of growth rate differences on E-M heterogeneity we considered three possible scenarios - a) case 'r1': all the three phenotypes divide at same rate, b) case ' r 2 ': both E and hybrid $\mathrm{E} / \mathrm{M}$ cells divide at equal rates, while M cells divide at half the rate of E cells; and c) case ' r 3 ': both $\mathrm{E} / \mathrm{M}$ and M divide at equal rates, which is half the rate of division of E cells. In practice, this means considering three different possible piecewise-constant functions $r$, as illustrated in Figure 6.3 A ii.

Across all these cases, the E state divides at either an equal or a faster rate than hybrid $\mathrm{E} / \mathrm{M}$ and/or M cells. This constraint recapitulates the current experimental understanding that EMT may suppress cell cycle to varying extents, thus reducing the division rate of hybrid $\mathrm{E} / \mathrm{M}$ and/or M cells.

First, we investigate how the phenotypic composition of the population changes with


Figure 6.2: Simulations of the advection-selection-mutation (PDE (6.3)) with reduced function $f_{r}$. Empirical reduced single cell state variable $x$. Ai) Bifurcation diagram showing stable (blue) and unstable (red) levels of miR200 ( $y$ axis on left) for increasing levels of SNAIL levels; and distribution of input SNAIL levels among the cells ( $y$ axis on right) for different mean characteristics levels $S_{0}$. Aii) Distribution of cells along the state $x$ of reduced EMT system for different distributions of SNAIL shown in Ai. B) Changes in population's phenotypic distribution with increasing levels of epigenetic noise $\eta_{x}$ for SNAIL distributions with mean $S_{0}=190 K$ (Bi) and 225 K (Bii). For $S_{0}=175 K$ (Bii), the population remains invariant to increasing noise. C) Temporal changes in cell state distribution of the population for decreasing value of input signal SNAIL's perturbation recovery rate (increasing values of the characteristic time ' $\alpha$ '). D) Changes in population's heterogeneity (measured by Renyi entropy) with time for different $\alpha$ parameter values. Parameters used to generate plots, unless stated otherwise, are $\alpha=120 h r s, \eta_{x}=1000$, ini pop Epi, time point $20, S_{0}=225 K$ molecules, and per-capita growth rate $r$ is constant across phenotypes, given by $r=0.0182 / h r$.
different growth rate scenarios (Figure 6.3, Figure A.5). For input condition as SNAIL distribution with mean $S_{0}=190 K$ or 200 K molecules that predominantly enables an E state with/without hybrid $\mathrm{E} / \mathrm{M}$ state, the reduced growth of M cells has very slight effects on phenotypic composition over the time course, as expected (Figure $6.3 \mathrm{~B}, \mathrm{i}$ ). The initial peak in hybrid cell fraction for the 'r2' growth scenario is the combined effect of $M$ to hybrid $E / M$ state transition and a relatively higher growth rate of hybrid $E / M$ cells. However, when hybrid E/M cells also have reduced proliferation (growth scenario
'r3'), we see a lasting change in the phenotypic composition as E cells become dominant because of higher division frequency (Figure 6.3 B , i - $S_{0}=200 \mathrm{~K}$ ). For the input SNAIL distribution with a mean value $S_{0}$ of 225 K molecules that majorly supports hybrid E/M and $M$ phenotypes, in the case ' r 2 ', the growth advantage provided to hybrid $\mathrm{E} / \mathrm{M}$ cells enables their dominance in the population on the long run, when compared to the growth scenarios of ' r 1 ' or ' $r 3$ ' where both $\mathrm{E} / \mathrm{M}$ and M cells proliferate at equal rates (Figure 6.3 $\left.\mathrm{Bi}, S_{0}=200 \mathrm{~K}\right)$. The initial peaks in hybrid $\mathrm{E} / \mathrm{M}$ fractions are combined effects of E to hybrid $\mathrm{E} / \mathrm{M}$ transitions with either growth similarity or advantage of hybrid $\mathrm{E} / \mathrm{M}$ cells over M cells.

The overall change in phenotypic composition can be calculated using Renyi entropy as a heterogeneity score (Figure 6.3 B, ii). Although, growth scenarios 'r1' and 'r2' have the same phenotypic composition and an equal heterogeneity score eventually, the growth scenario 'r1' shows a much smoother change in heterogeneity values from the initial levels because of all three phenotypes being equally proliferative.

Next, we look at the effects of increasing level of epigenetic noise level $\eta_{x}$ in cell state $x$ on phenotypic composition laid down by growth rate differences (Figure A. 6 AD). For $S_{0}=190 \mathrm{~K}$ and 200 K , where hybrid $\mathrm{E} / \mathrm{M}$ state is less dominant than the E state (Figure 6.3 B ), increasing the noise levels (from $\eta_{x}=1000$ to $\eta_{x}=5000$ ) in state $x$ causes more cell-state transitions, raising the frequency of hybrid $\mathrm{E} / \mathrm{M}$ phenotype in population for all growth scenarios (Figure A. 6 B ). However, as for $S_{0}=225 \mathrm{~K}$ and growth scenario 'r2' where hybrid phenotype is the dominant state, increasing the noise $\eta_{x}$ level (from $\eta_{x}=1000$ to $\eta_{x}=5000$ ) raises M fractions in the population even though M cells are dividing slowly (Figure $6.3 \mathrm{~B}, \mathrm{i}$; Figure A. 6 B-C). Overall, we observe an increase in population heterogeneity with higher noise levels in state variable ' $x$ ', irrespective of the growth scenario (Figure 6.3 Bii, Figure A. 6 D).

After observing changes in phenotypic composition for different growth scenarios, we move on to see how total cell population grows for combinations of initial conditions and growth scenarios. We consider six different conditions - isolated E, hybrid E/M, and $M$ population, uniform mixture of either $E$ and $M$ or $E, E / M$ and $M$ cells, and uniform distribution of cells in all possible cell states $x$ and input SNAIL levels.

When all the phenotypic states are dividing at equal rates, the total number of cells does not vary across different initial conditions. However, with M dividing slower than E and hybrid E/M cells (growth scenario 'r2'), we see that an initially mesenchymal population has slower population growth compared to other initial conditions. Similarly, with both hybrid $\mathrm{E} / \mathrm{M}$ and M cells dividing slower than E (growth scenario ' r 3 '), initial conditions having component of either $\mathrm{E} / \mathrm{M}$ or M cells divide slower than isolated (pure) E cells. Also, as transition from hybrid $\mathrm{E} / \mathrm{M}$ to E is much probable than M to E transitions, presence of hybrid cells in the populations increases the overall growth rate (Figure 6.3 C compare 'hyb vs mes', and 'epi mes' vs 'epi hyb mes' initial conditions for $S_{0}=200 \mathrm{~K}$, 'r3' growth scenario). Further, increasing the level of epigenetic noise (from $\eta_{x}=1000$ to $\eta_{x}=5000$ ) causes more state transitions rendering lesser variability in the growth dynamics by quickly equalising the effect of differences in the initial conditions (Figure A. 6 E ).


Figure 6.3: Effect of growth rate differences among E, hybrid E/M and M phenotypes on population's heterogeneity and overall growth dynamics. Ai) Support of the different initial conditions: In each case, the initial condition is uniformly distributed on its support, and such that the total population is equal to 100 cells. Aii) Profile of different growth functions: ' r 1 ': All three phenotypes divide at same rate; ' r 2 ': E and $\mathrm{E} / \mathrm{M}$ divide at equal rates, while M divide at half the rate of E cells; and ' r 3 ': Both $\mathrm{E} / \mathrm{M}$ and M divide at equal but half the rate of E cells. Bi) Temporal changes in hybrid cell fraction in the population for different growth scenarios among phenotypes. Bii) Changes in population's heterogeneity (measured by Renyi entropy) with time. C) Population growth dynamics for different combinations of growth scenarios and initial condition; 'epi hyb mes' corresponds to an initial condition uniformly distributed on the three colored domains of A1), and uni to a uniform population on the whole rectangle $[0,25 K] \times[150 K, 250 K]$. For panel B, the initial condition is uniformly distributed in all states. The input SNAIL mean $\left(S_{0}\right)$ levels used are mentioned for all the individual plots. Other parameters used to generate plots are $\alpha=120 \mathrm{hrs}, \eta_{x}=1000$, and the per-capita growth rate ( r ) of the epithelial phenotype is $0.0182 / \mathrm{hr}$.

## Appendix A

## Appendix of Chapter 6

## A. 1 Supplementary figures



Figure A.1: Hysteresis (non-symmetric transition) in cell density (z-axis) along the two cell state variables miR200 and ZEB during one cycle of EMT and MET caused by increasing and decreasing levels of input SNAIL levels (Figure 1B blue curve) for A) homogeneous and $B$ ) heterogeneous cell population.


Figure A.2: Reduced function $f_{r}$ underlying the ODE with single variable cell state $x$ and single input SNAIL; and distribution of the cell population for different distributions of SNAIL shown in Figure 2Ai. A) Function $x \mapsto f_{r}(x, S)$, showing the existence of mono-, biand tri-stable states for varying levels of SNAIL inputs $S$. B) Cell population distribution at the end point of simulations started with hybrid and mesenchymal populations for increasing levels of input signal SNAIL's mean $\left(S_{0}\right)$ levels. Parameters used to generate the above plots, unless stated otherwise, are $\alpha=120 \mathrm{hrs}, \eta_{x}=1000$, ini pop Epi, $S_{0}=200 \mathrm{~K}$ molecules, and the per-capita growth rate (r) is constant $=0.0182 \backslash h r$.


Figure A.3: Population dynamics and changes in population heterogeneity (measured using Renyi Entropy) with time for several combinations of $S_{0}$ and $\alpha$ parameters. The intermediate $S_{0}$ values of 200 K molecules where a cell can either attain a stable epithelial, hybrid, and mesenchymal, has highest heterogeneity score. Further, as we go towards smaller or larger values of $S_{0}$ where only epithelial, and mesenchymal states are possible, respectively, the population has least heterogeneity. And, by increasing the residence time of cells in a state $x$, cells get enough time to populate the cell state they reside in, and thereby, contribute to a significant fraction in the overall population. For the above plots, the initial condition population is epithelial, and $\eta_{x}=1000$, and per-capita growth rate $r$ is constant $=0.0182 / h r$.


Figure A.4: Changes in population heterogeneity (measured using Renyi Entropy) with time for several combinations of $S_{0}$ and $\alpha$ values while starting with a population of A) Hybrid cells, and B) Mesenchymal cells. For the above plots, $\eta_{x}=1000$, and per-capita growth rate $r$ of all subpopulation $=0.0182 / \mathrm{hr}$.


Figure A.5: Effect of growth rate differences among E, hybrid E/M and M phenotypes on population's heterogeneity. Temporal changes in E cell fraction (panel A) and M cell fraction (panel B) in the population for different growth scenarios among phenotypes 'r1': All three phenotypes divide at same rate; 'r2': E and E/M divide at equal rates, while M divide at half the rate of E cells; and ' r 3 ': Both $\mathrm{E} / \mathrm{M}$ and M divide at equal but half the rate of E cells. For the above results, the initial condition is uniformly distributed in E , hybrid $\mathrm{E} / \mathrm{M}$ and M state. The input SNAIL mean $S_{0}$ levels used are mentioned for all the individual plots. Other parameters used to generate plots are $\alpha=120 \mathrm{hrs}, \eta_{x}=1000$, and per-capita growth rate $r$ of epithelial phenotype is $0.0182 / \mathrm{hr}$.


Figure A.6: Effect of growth rate differences among E, hybrid E/M and M phenotypes on population's heterogeneity and overall growth dynamics. A-C) Temporal changes in E, hybrid $\mathrm{E} / \mathrm{M}$, and M cell fraction in the population for different growth scenarios among phenotypes - 'r1': All three phenotypes divide at same rate; 'r2': E and E/M divide at equal rates, while M divide at half the rate of E cells; and ' r 3 ': Both $\mathrm{E} / \mathrm{M}$ and M divide at equal but half the rate of E cells. D) Changes in population's heterogeneity (measured by Renyi entropy) with time. E) Population growth dynamics for different combinations of growth scenarios and initial conditions. For panel A-D, the initial condition is uniformly distributed in E, hybrid E/M and M state. The input SNAIL mean $S_{0}$ level used are mentioned for all the individual plots. Other parameters used to generate plots are $\alpha=120$ $\mathrm{hrs}, \eta_{x}=5000$, and per-capita growth rate $r$ of epithelial phenotype is $0.0182 / \mathrm{hr}$.

## A. 2 Parameters for ODE (6.1)

We detail the parameters underlying ODE (6.1):

$$
\left\{\begin{array}{ll}
\dot{\mu}_{200} & =g_{\mu_{200}} H_{Z, \mu_{200}}(Z) H_{S, \mu_{200}}(S)-g_{m_{Z}} H_{Z, m_{Z}}(Z) H_{S, m_{Z}}(S) Q\left(\mu_{200}\right)-k_{\mu_{200}} \mu_{200} \\
\dot{Z} & =g_{Z} g_{m_{Z}} H_{Z, m_{Z}}(Z) H_{S, m_{Z}}(S) P\left(\mu_{200}\right)-k_{Z} Z
\end{array} .\right.
$$

The functions $H_{Z, \mu_{200}}, H_{S, \mu_{200}}, H_{Z, m_{Z}}$ and $H_{Z, m_{Z}}$ are shifted Hill functions which writes under the form

$$
H(X)=\frac{1+\lambda\left(\frac{X}{X_{0}}\right)^{n}}{1+\left(\frac{X}{X_{0}}\right)^{n}}
$$

The associated parameters are given in Table A.1.

|  |  |  |  | Molecules |  |  |  | Molecules.Hour $^{-1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Hour $^{-1}$ |  |  |  |  |  |  |  |
| $n$ | 6 |  |  | $\mu_{0}$ | 10 K |  |  |  |  |
| $n_{Z, \mu_{200}}$ | 3 | $\lambda_{Z, \mu_{200}}$ | 0.1 | $Z_{\mu_{200}}^{0}$ | $220 K$ | $g_{\mu_{200}}$ | $2.1 K$ | $k_{\mu_{200}}$ | 0.05 |
| $n_{S, \mu_{200}}$ | 2 | $\lambda_{S, \mu_{200}}$ | 0.1 | $S_{\mu_{200}}^{0}$ | $180 K$ | $g_{Z}$ | $0.1 K$ | $k_{Z}$ | 0.1 |
| $n_{Z, m_{Z}}$ | 2 | $\lambda_{Z, m_{Z}}$ | 7.5 | $Z_{m_{Z}}^{0}$ | $25 K$ | $g_{m_{Z}}$ | 11 | $k_{m_{Z}}$ | 0.5 |
| $n_{S, m_{Z}}$ | 2 | $\lambda_{S, m_{Z}}$ | 10 | $S_{m_{Z}}^{0}$ | $180 K$ |  |  |  |  |

Table A.1: Parameters of the Hill functions.
The functions $Y_{\mu}, Y_{m}$ and $L$ are defined by

$$
\begin{aligned}
Y_{\mu}(\mu) & :=\sum_{i=1}^{n} i \gamma_{\mu_{i}}\binom{n}{i} M_{n}^{i}(\mu) \\
Y_{m}(\mu) & :=\sum_{i=1}^{n} \gamma_{m_{i}}\binom{n}{i} M_{n}^{i}(\mu), \\
L(\mu) & :=\sum_{i=0}^{n} l_{i}\binom{n}{i} M_{n}^{i}(\mu),
\end{aligned}
$$

where $M_{n}^{i}:=\frac{\left(\mu / \mu_{0}\right)^{i}}{\left(1+\mu / \mu_{0}\right)^{n}}$.

$$
\begin{aligned}
P(\mu) & :=\frac{L(\mu)}{Y_{m}(\mu)+k_{m_{Z}}} \\
Q(\mu) & :=\frac{Y_{\mu}(\mu)}{Y_{m}(\mu)+k_{m_{Z}}}
\end{aligned}
$$

The parameters of these three functions are given in Table A.2.

| i | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{i}$ | 1.0 | 0.6 | 0.3 | 0.1 | 0.05 | 0.05 | 0.05 |
| $\gamma_{m i}$ |  | 0.04 | 0.2 | 1.0 | 1.0 | 1.0 | 1.0 |
| $\gamma_{\mu i}$ |  | 0.005 | 0.05 | 0.5 | 0.5 | 0.5 | 0.5 |

Table A.2: Parameters for the functions $L, Y_{\mu}$ and $Y_{m}$

## Appendix B

## Appendix of Chapter 2

## B. 1 Complement of Proposition 2.5

Here is the complement and the proof of Proposition 2.5.

Proposition 34. We define: $\phi: \lambda \mapsto \frac{1-\sqrt{\lambda}}{1+\sqrt{\lambda}}$ and $\rho:=a b \phi\left(\lambda_{1}\right) \phi\left(\lambda_{2}\right)$. If $\rho<1$, then $E_{1}^{>}=\emptyset$.
If $\rho \geq 1$, we define:

- If $\lambda_{1}>0$ and $\lambda_{2}>0$ :

$$
\begin{aligned}
x^{ \pm} & :=\left[\frac{1}{\sqrt{\lambda_{2}}}+\frac{1}{2 \lambda_{2}}\left(1+\sqrt{\lambda_{2}}\right)^{2} \sqrt{\rho-1}\left(\sqrt{\rho-1} \pm \sqrt{\rho-\phi\left(\lambda_{2}\right)^{2}}\right)\right]^{1 / b} \\
y^{ \pm} & :=\left[\frac{1}{\sqrt{\lambda_{1}}}+\frac{1}{2 \lambda_{1}}\left(1+\sqrt{\lambda_{1}}\right)^{2} \sqrt{\rho-1}\left(\sqrt{\rho-1} \pm \sqrt{\rho-\phi\left(\lambda_{1}\right)^{2}}\right)\right]^{1 / a} \\
\alpha(x) & :=\left(1+\lambda_{1}\right)-\left(1+\sqrt{\lambda_{1}}\right)^{2}\left(1+\sqrt{\lambda_{2}}\right)^{2} \rho \frac{x^{b}}{\left(1+x^{b}\right)\left(1+\lambda_{2} x^{b}\right)} \\
\beta(y) & :=\left(1+\lambda_{2}\right)-\left(1+\sqrt{\lambda_{1}}\right)^{2}\left(1+\sqrt{\lambda_{2}}\right)^{2} \rho \frac{y^{a}}{\left(1+y^{a}\right)\left(1+\lambda_{1} y^{a}\right)} \\
r^{ \pm}(x) & :=\left[\frac{-\alpha(x) \pm \sqrt{\alpha(x)^{2}-4 \lambda_{1}}}{2 \lambda_{1}}\right]^{1 / a} \\
s^{ \pm}(y) & :=\left[\frac{-\beta(y) \pm \sqrt{\beta(y)^{2}-4 \lambda_{2}}}{2 \lambda_{2}}\right]^{1 / b} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
E_{1}^{>} & =\left\{(x, y) \in\left(x^{-}, x^{+}\right) \times\left(y^{-}, y^{+}\right): r^{-}(x)<y<r^{+}(x)\right\} \\
& =\left\{(x, y) \in\left(x^{-}, x^{+}\right) \times\left(y^{-}, y^{+}\right): s^{-}(y)<x<s^{+}(y)\right\}
\end{aligned}
$$

- If $\lambda_{1}=0$ and $\lambda_{2}>0$ :

$$
\begin{aligned}
x^{ \pm} & :=\left[\frac{1}{\sqrt{\lambda_{2}}}+\frac{1}{2 \lambda_{2}}\left(1+\sqrt{\lambda_{2}}\right)^{2} \sqrt{\rho-1}\left(\sqrt{\rho-1} \pm \sqrt{\rho-\phi\left(\lambda_{2}\right)^{2}}\right)\right]^{1 / b} \\
y^{-} & :=\left(\frac{1}{\rho-1}\right)^{1 / a} \\
r^{-}(x) & :=\left[\frac{\left(1+x^{b}\right)\left(1+\lambda_{2} x^{b}\right)}{-\lambda_{2} x^{2 b}+\left(a b\left(1-\lambda_{2}\right)-\left(1+\lambda_{2}\right)\right) x^{b}-1}\right]^{1 / a} \\
\beta(y) & :=\left(1+\lambda_{2}\right)-\left(1+\sqrt{\lambda_{1}}\right)^{2}\left(1+\sqrt{\lambda_{2}}\right)^{2} \rho \frac{y^{a}}{\left(1+y^{a}\right)\left(1+\lambda_{1} y^{a}\right)} \\
s^{ \pm}(y) & :=\left[\frac{-\beta(y) \pm \sqrt{\beta(y)^{2}-4 \lambda_{2}}}{2 \lambda_{2}}\right]^{1 / b} \\
E_{1}^{>} & =\left\{(x, y) \in\left(x^{-}, x^{+}\right) \times\left(y^{-},+\infty\right): y>r^{-}(x)\right\} \\
& =\left\{(x, y) \in\left(x^{-}, x^{+}\right) \times\left(y^{-},+\infty\right): s^{-}(y)<x<s^{+}(y)\right\} .
\end{aligned}
$$

- If $\lambda_{1}=\lambda_{2}=0$ :

$$
\begin{aligned}
x^{-} & :=\left(\frac{1}{\rho-1}\right)^{1 / b}, \quad y^{-}:=\left(\frac{1}{\rho-1}\right)^{1 / a} \\
r^{-}(x) & :=\left(\frac{1+x^{n_{2}}}{(\rho-1) x^{b}-1}\right)^{1 / a}, \quad s^{-}(y):=\left(\frac{1+y^{a}}{(\rho-1) y^{a}-1}\right)^{1 / b} \\
E_{1}^{>} & =\left\{(x, y) \in\left(x^{-},+\infty\right) \times\left(y^{-},+\infty\right): y>r^{-}(x)\right\} \\
& =\left\{(x, y) \in\left(x^{-},+\infty\right) \times\left(y^{-},+\infty\right): x>s^{-}(y)\right\} .
\end{aligned}
$$

In order to prove this proposition, we will need this very simple lemma.
Lemma 22. Let $P(X):=a X^{2}+b X+c$ be a polynomial of degree two. We assume that $a>0$ and $c>0$. If $P$ has two real roots, then they have the same sign. Moreover, $P$ has two positive roots if and only if $b+2 \sqrt{a c}<0$.
Proof of Proposition 2.5. Let $(x, y) \in \mathbb{R}_{+}^{2}$.

$$
\frac{x g^{\prime}(x)}{g(x)} \frac{y f^{\prime}(y)}{f(y)}=a b\left(1-\lambda_{1}\right)\left(1-\lambda_{2}\right) \frac{x^{b} y^{a}}{\left(1+x^{b}\right)\left(1+\lambda_{2} x^{b}\right)\left(1+y^{a}\right)\left(1+\lambda_{1} y^{a}\right)} .
$$

We denote

$$
\begin{aligned}
\omega & :=x^{b} \\
\delta & :=y^{a} \\
C & :=a b\left(1-\lambda_{1}\right)\left(1-\lambda_{2}\right)=\left(1+\sqrt{\lambda_{1}}\right)^{2}\left(1+\sqrt{\lambda_{2}}\right)^{2} \rho \\
C_{1}(\delta) & :=(1+\delta)\left(1+\lambda_{1} \delta\right) \\
C_{2}(\omega) & :=(1+\omega)\left(1+\lambda_{2} \omega\right) \\
P(\omega, \delta) & :=\lambda_{1} C_{2}(\omega) \delta^{2}+\left(C_{2}(\omega)\left(1+\lambda_{1}\right)-C \omega\right) \delta+C_{2}(\omega) \\
& =\lambda_{2} C_{1}(\delta) \omega^{2}+\left(C_{1}(\delta)\left(1+\lambda_{2}\right)-C \delta\right) \omega+C_{1}(\delta) .
\end{aligned}
$$

Then,

$$
(x, y) \in E_{1}^{>} \Longleftrightarrow \frac{x g^{\prime}(x)}{g(x)} \frac{y f^{\prime}(y)}{f(y)} \Longleftrightarrow P(\omega, \delta)<0
$$

We now assume that $\lambda_{1}>0$ and $\lambda_{2}>0$ : the proof for $\lambda_{1}=0$ or $\lambda_{2}=0$ is similar and simpler, as $P$ becomes a polynomial of degree 1 for the variable $\omega$ or $\gamma$.

According to lemma 22 , there exist $\omega, \delta>0$ such that $P(\omega, \delta)<0$ if and only if

$$
\begin{aligned}
Q_{2}(\omega) & :=C_{2}(\omega)\left(1+\lambda_{1}\right)-C \omega+2 \sqrt{\lambda_{1}} C_{2}(\omega)<0 \\
& \Longleftrightarrow C_{2}(\omega)\left(1+\sqrt{\lambda_{1}}\right)^{2}-C \omega<0 \\
& \Longleftrightarrow \lambda_{2} \omega^{2}+\left(1+\lambda_{2}-\frac{C}{\left(1+\sqrt{\lambda_{1}}\right)^{2}}\right) \omega+1<0 \\
& \Longleftrightarrow \lambda_{2} \omega^{2}+\left(1+\lambda_{2}-\left(1+\sqrt{\lambda_{2}}\right)^{2} \rho\right) \omega+1<0
\end{aligned}
$$

According to lemma 22 , there exists $\omega>0$ such that $Q_{2}(\omega)<0$ if and only if

$$
\left(1+\sqrt{\lambda_{2}}\right)^{2}-\left(1+\sqrt{\lambda_{2}}\right)^{2} \rho<0 \Longleftrightarrow \rho>1
$$

Therefore, $Q_{2}(\omega)<0$ if and only if $\rho>1$ and $\omega \in\left(\omega^{-}, \omega^{+}\right)$, where $\omega^{-}, \omega^{+}$(which depend on $n_{1}, n_{2}, \lambda_{1}$ and $\lambda_{2}$ ), denote the two positive roots of $Q_{2}$.

Lastly, $P(\omega, \delta)<0$ if and only if $\rho>1, \omega \in\left(\omega^{-}, \omega^{+}\right)$, and $\delta \in\left(\tilde{r}^{-}(\omega), \tilde{r}^{+}(\omega)\right)$, where, for all $\omega \in\left(\omega^{-}, \omega^{+}\right), \tilde{r}^{-}(\omega), \tilde{r}^{+}(\omega)$ denote the two positive roots of $\delta \mapsto P(\omega, \delta)$.

With the same reasoning, by denoting $\delta_{-}, \delta_{+}$the two positive roots of $Q_{1}(\delta):=$ $C_{1}(\delta)\left(1+\lambda_{2}\right)-C \delta+\sqrt{\lambda_{2}} C_{1}(\delta)<0$, and, for all $\delta \in\left(\delta^{-}, \delta^{+}\right), \tilde{s}^{-}(\delta)$ and $\tilde{s}^{+}(\delta)$, the two positive roots of $\omega \mapsto P(\omega, \delta), P(\omega, \delta)<0$ if and only if $\rho>1, \delta \in\left(\delta^{-}, \delta^{+}\right)$, and $\omega \in\left(\tilde{s}^{-}(\delta), \tilde{s}^{+}(\delta)\right)$.

We denote

$$
\begin{aligned}
x^{-} & :=\left(\omega^{-}\right)^{1 / b}, x^{+}:=\left(\omega^{+}\right)^{1 / b} \\
y^{-} & :=\left(\delta^{-}\right)^{1 / a}, y^{+}:=\left(\delta^{+}\right)^{1 / a} \\
r^{-}(x) & :=\left(\tilde{r}^{-}(\omega)\right)^{1 / a}, r^{+}(\omega):=\left(\tilde{r}^{+}(\omega)\right)^{1 / a} \\
s^{-}(y) & :=\left(\tilde{s}^{-}(\delta)\right)^{1 / b}, r^{+}(\delta):=\left(\tilde{r}^{+}(\delta)\right)^{1 / b} .
\end{aligned}
$$

The values of $x^{-}, x^{+}, y^{-}, y^{+}, r^{+}, r^{-}, s^{-}$and $s^{+}$are directly computed from the formula of $Q_{1}, Q_{2}$ and $P$.

## B. 2 Complement of Proposition 12

Proposition 35. Let us denote $\lambda_{0}^{-}:=\left(\frac{a-1}{a+1}\right)^{2}$ and $\lambda_{0}^{+}=\left(\frac{a+1}{a-1}\right)^{2}$.

- If $\lambda \in\left(\lambda_{0}^{-}, \lambda_{0}^{+}\right)$, then $E_{s}=\emptyset$. In other words, system (2.4) is monostable, for any value of $g$.
- If $\lambda=0$, we define: $\alpha_{0}^{-}:=z_{0}\left(\frac{1}{a-1}\right)^{1 / a} \frac{a}{a-1}$. Then, $E_{s}^{>}=\left(\alpha_{0}^{-},+\infty\right)$.
- If $\lambda \in\left(0, \lambda_{0}^{-}\right]$, we define:

$$
\begin{aligned}
& \omega_{\lambda}^{-}:=\frac{a-1-(a+1)\left(\lambda+\sqrt{(1-\lambda)\left(\lambda_{0}^{-}-\lambda\right)}\right)}{2 \lambda} \\
& \omega_{\lambda}^{+}:=\frac{a-1-(a+1)\left(\lambda-\sqrt{(1-\lambda)\left(\lambda_{0}^{-}-\lambda\right)}\right)}{2 \lambda} \\
& \alpha_{\lambda}^{-}:=z_{0}\left(\omega_{\lambda}^{-}\right)^{1 / a} \frac{1+\omega_{\lambda}^{-}}{1+\lambda \omega_{\lambda}^{-}}, \quad \alpha_{\lambda}^{+}:=z_{0}\left(\omega_{\lambda}^{+}\right)^{1 / a} \frac{1+\omega_{\lambda}^{+}}{1+\lambda \omega_{\lambda}^{+}} .
\end{aligned}
$$

Then, $G_{s}\left(E_{s}^{>}\right)=\left(\alpha_{\lambda}^{-}, \alpha_{\lambda}^{+}\right)$.

- If $\lambda \geq \lambda_{0}^{+}$, we define:

$$
\begin{aligned}
& \tau_{\lambda}^{-}:=\frac{-(a+1)+(a-1)\left(\lambda-\sqrt{(\lambda-1)\left(\lambda-\lambda_{0}^{+}\right)}\right)}{2 \lambda} \\
& \tau_{\lambda}^{+}:=\frac{-(a+1)+(a-1)\left(\lambda+\sqrt{(\lambda-1)\left(\lambda-\lambda_{0}^{+}\right)}\right)}{2 \lambda} \\
& \beta_{\lambda}^{-}:=z_{0}\left(\tau_{\lambda}^{+}\right)^{1 / a} \frac{1+\tau_{\lambda}^{+}}{1+\lambda \tau_{\lambda}^{+}}, \quad \beta_{\lambda}^{+}:=z_{0}\left(\tau_{\lambda}^{-}\right)^{1 / a} \frac{1+\tau_{\lambda}^{-}}{1+\lambda \tau_{\lambda}^{-}} .
\end{aligned}
$$

Then, $G_{s}\left(E_{s}^{>}\right)=\left(\beta_{\lambda}^{-}, \beta_{\lambda}^{+}\right)$.
Proof. With the same reasoning as for the asymmetric system, we can assume that $z_{0}=1$.
Let $x \in \mathbb{R}_{+}$. We denote: $\omega:=x^{a}$ and

$$
P(\omega):=(1+\lambda \omega)(1+\omega)-n|\lambda-1| \omega=\lambda \omega^{2}+(\lambda+1-a|\lambda-1|) \omega+1 .
$$

Since

$$
\left|\frac{x f^{\prime}(x)}{f(x)}\right|=\frac{a|\lambda-1| x^{a}}{\left(1+\lambda x^{a}\right)\left(1+x^{a}\right)},
$$

we clearly have: $x \in E_{s}^{>} \Longleftrightarrow\left|\frac{x f^{\prime}(x)}{f(x)}\right|>1 \Longleftrightarrow P(\omega)<0$.
If $\lambda=0$, then: $P(\omega)=1-(a-1) \omega$. Thus, $P(\omega)<0 \Longleftrightarrow \omega>\frac{1}{a-1} \Longleftrightarrow x>\left(\frac{1}{a-1}\right)^{1 / a}$.
Since $G_{s}\left(\left(\frac{1}{a-1}\right)^{1 / a}\right)=\left(\frac{1}{a-1}\right)^{1 / a} \frac{a}{a-1}:=a_{0}^{-}$, the result follows.
We now assume that $\lambda>0$. Denoting $\Delta$ the discriminant of P , we get

$$
\Delta=(\lambda+1)^{2}+a^{2}(\lambda-1)^{2}-2 a(\lambda+1)|\lambda-1|-4 \lambda=|\lambda-1|\left(|\lambda-1|\left(1+a^{2}\right)-2 a(\lambda+1)\right) .
$$

We distinguish two cases:

- If $\lambda<1$, recalling that $\lambda_{0}^{-}=\left(\frac{a-1}{a+1}\right)^{2}$, we have

$$
\Delta=(1-\lambda)\left((1-a)^{2}-\lambda(1+a)^{2}\right)=-(1-\lambda)(1+a)^{2}\left(\lambda-\lambda_{0}^{-}\right) .
$$

Hence, if $\lambda>\lambda_{0}$, then $P(\omega)>0$, and thus $x \notin E_{s}^{>}$.
If $\lambda \in\left(0, \lambda_{0}\right]$, then $P$ has two roots, and we have

$$
P(\omega)<0 \Longleftrightarrow \omega \in\left(\omega_{\lambda}^{-}, \omega_{\lambda}^{+}\right) \Longleftrightarrow x \in\left(\left(\omega_{\lambda}^{-}\right)^{1 / a},\left(\omega_{\lambda}^{+}\right)^{1 / a}\right) .
$$

Hence, $E_{s}^{>}=\left(\left(\omega_{\lambda}^{-}\right)^{1 / a},\left(\omega_{\lambda}^{+}\right)^{1 / a}\right)$. Since $G_{s}$ is increasing, we get

$$
G_{s}\left(E_{s}\right)=\left(G_{s}\left(\left(\omega_{\lambda}^{-}\right)^{1 / a}\right), G_{s}\left(\omega_{\lambda}^{+}\right)^{1 / a}\right)=\left(\alpha_{\lambda}^{-}, \alpha_{\lambda}^{+}\right) .
$$

- If $\lambda>0$, the reasoning is exactly the same. In this case

$$
\Delta=(\lambda-1)\left(\lambda(a-1)^{2}-(a+1)^{2}\right)=(\lambda-1)(a-1)^{2}\left(\lambda-\lambda_{0}^{+}\right),
$$

where $\lambda_{0}^{+}=\left(\frac{a+1}{a-1}\right)^{2}$. We get $E_{s}^{>}=\left(\left(\tau_{\lambda}^{-}\right)^{1 / a},\left(\tau_{\lambda}^{+}\right)^{1 / a}\right)$, and, lastly, since $G_{s}$ is decreasing in this case,

$$
G_{s}\left(E_{s}^{>}\right)=\left(G\left(\tau_{\lambda}^{+},\right), G\left(\tau_{\lambda}^{-}\right)\right)=\left(\beta_{\lambda}^{-}, \beta_{\lambda}^{+}\right),
$$

which ends the proof.

## B. 3 Other sigmoid functions which are $\gamma-1 / 2$-convex

The following sigmoid functions are strictly $\gamma^{1 / 2}$-convex:
(i) The logistic function, and more generally, the general logistic functions, i.e., all the functions of the shape

$$
x \mapsto\left(\frac{1}{1+e^{-x}}\right)^{\alpha}, \quad \alpha>0 .
$$

(ii) The hyperbolic tangent:

$$
x \mapsto \frac{e^{x}-e^{-x}}{e^{x}+e^{-x}} .
$$

(iii) The arctan function.
(iv) The Gudermannian function:

$$
x \mapsto \int_{0}^{x} \frac{1}{\cosh (t)} d t
$$

(v) The error function

$$
x \mapsto \frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^{2}} d t .
$$

Proof. (i) We note that the result is immediate if we assume $\alpha \geq 1$, because the function happens to be the composite of $\gamma^{1 / 2}$-convex functions in this case. Surprisingly, the results holds true if $\alpha<1$. This result is equivalent to showing that $f: x \mapsto$ $\frac{-1}{\alpha}\left(1+e^{x}\right)^{-\alpha}$ is strictly $\gamma^{1 / 2}$-convex, for any $\alpha>0$ (the result is in fact true for any $\alpha \neq 1)$. We indeed compute

$$
f^{\prime}(x)=e^{x}\left(1+e^{x}\right)^{-(\alpha+1)}, \quad f^{\prime \prime}(x)=\frac{1-\alpha e^{x}}{1+e^{x}} f^{\prime}(x), \quad f^{(3)}(x)=\frac{\alpha e^{2 x}-(3 \alpha+1) e^{x}+1}{\left(1+e^{x}\right)^{2}} f^{\prime}(x)^{2},
$$

and find

$$
f^{(3)}(x) f^{\prime}(x)-\frac{3}{2} f^{\prime \prime}(x)^{2}=-\frac{f^{\prime}(x)^{2}}{2\left(1+e^{x}\right)}\left(\alpha^{2} e^{2 x}+2 e^{x}+1\right)<0 .
$$

(ii) We rewrite

$$
\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}}=\frac{\left(e^{x}\right)^{2}-1}{\left(e^{x}\right)^{2}+1}
$$

The hyberbolic tangent is thus the composite function of the exponential function, the square function and a homographic function, which proves that it is strictly $\gamma^{1 / 2}$-convex as the composition of $\gamma^{1 / 2}$-convex functions, one of which is strictly $\gamma^{1 / 2}$-convex.
(iii) It is equivalent to proving that the tangent function is strictly $\gamma^{1 / 2}$-concave on $(-\pi / 2, \pi / 2)$. Since $\tan ^{\prime}=\frac{1}{\cos ^{2}}$, the result follows according to the positivity and the concavity of the cosine function on this interval.
(iv) Since this function may be rewritten as

$$
x \mapsto \int_{0}^{x} \frac{1}{\cosh (t)} d t=2 \arctan \left(\tanh \left(\frac{x}{2}\right)\right)
$$

this result is true according to the $\gamma^{1 / 2}$-convexity of arctan and tanh.
(v) The result is obvious.

## Appendix C

## Appendix of Chapter 5

## C. 1 Proof of the results over the characteristics

In order to prove results which involve the use of absolute values, we introduce a smooth re-normalizing sequence of functions. Consider a sequence of smooth positive functions $\beta_{\varepsilon}$ satisfying $\beta_{\varepsilon}(0)=0, \beta_{\varepsilon}(s)>0$ for all $s \neq 0, \beta_{\varepsilon}(s) \leqslant|s|, \beta_{\varepsilon}(s) \rightarrow|s|$ almost everywhere, $\left|\dot{\beta}_{\varepsilon}(s)\right| \leqslant 1$ and $s \dot{\beta}_{\varepsilon}(s) \rightarrow|s|$ almost everywhere. For example we may choose

$$
\beta_{\varepsilon}(s)=\left\{\begin{array}{ccc}
-s-\varepsilon\left(1-\frac{2}{\pi}\right) & \text { if } & s \leqslant-\varepsilon  \tag{C.1}\\
\frac{2 \varepsilon}{\pi}\left(1-\cos \left(\frac{\pi}{2 \varepsilon} s\right)\right) & \text { if } & -\varepsilon<s<\varepsilon \\
s-\varepsilon\left(1-\frac{2}{\pi}\right) & \text { if } & s \geqslant \varepsilon
\end{array}\right.
$$

Proof of Lemma 11. We introduce the notation

$$
\Delta X_{j}(t):=X_{u_{1}}^{j}\left(t, y_{1}\right)-X_{u_{2}}^{j}\left(t, y_{2}\right)
$$

For all $t \in[0, T]$, the function

$$
U_{\varepsilon}(t):=\sum_{j=1}^{d} \beta_{\varepsilon}\left(\Delta X_{j}(t)\right)
$$

satisfies then the relation

$$
\begin{aligned}
\dot{U}_{\varepsilon}(t) & =\sum_{j=1}^{d} \dot{\beta}_{\varepsilon}\left(\Delta X_{j}(t)\right)\left(a_{j}\left(t, X_{u_{1}}\left(t, y_{1}\right),\left(I_{a} u_{1}\right)\left(t, X_{u_{1}}\left(t, y_{1}\right)\right)\right)-a_{j}\left(t, X_{u_{2}}\left(t, y_{2}\right),\left(I_{a} u_{2}\right)\left(t, X_{u_{2}}\left(t, y_{2}\right)\right)\right)\right) \\
& \leqslant \sum_{j=1}^{d}\left(\left\|a_{j}\right\|_{W_{x}^{1, \infty}} \sum_{i=1}^{d}\left|\Delta X_{i}(t)\right|+\left\|a_{j}\right\|_{W_{I}^{1, \infty}}\left|\left(I_{a} u_{1}\right)\left(t, X_{u_{1}}\left(t, y_{1}\right)\right)-\left(I_{a} u_{2}\right)\left(t, X_{u_{2}}\left(t, y_{2}\right)\right)\right|\right) \\
& \leqslant d\|a\|_{W_{x, I}^{1, \infty}}\left(\sum_{i=1}^{d}\left|\Delta X_{i}(t)\right|+\left|\left(I_{a} u_{1}\right)\left(t, X_{u_{1}}\left(t, y_{1}\right)\right)-\left(I_{a} u_{2}\right)\left(t, X_{u_{2}}\left(t, y_{2}\right)\right)\right|\right) \\
& \left.\leqslant d\|a\|_{W_{x, I}^{1, \infty}}\left(\left(1+\left\|\psi_{a}\right\|_{W_{x}^{1, \infty} L_{y}^{\infty}}\left\|u_{1}\right\|\right) \sum_{i=1}^{d}\left|\Delta X_{i}(t)\right|+\left\|\psi_{a}\right\|_{L^{\infty}}\left\|u_{1}-u_{2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right.}\right)\right) .
\end{aligned}
$$

Integrating between 0 and $t$ we get

$$
\begin{aligned}
& U_{\varepsilon}(t, y)-U_{\varepsilon}(0, y) \\
& \leqslant d\|a\|_{L_{t}^{\infty} W_{x, I}^{1, \infty}}\left(\left(1+\left\|\psi_{a}\right\|_{L_{t, y}^{\infty} W_{x}^{1, \infty}}\left\|u_{1}\right\|\right) \int_{0}^{t} \sum_{i=1}^{d}\left|\Delta X_{i}(t)\right| d s+\left\|\psi_{a}\right\|_{L^{\infty}} \int_{0}^{t}\left\|u_{1}-u_{2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} d s\right)
\end{aligned}
$$

Taking the limit when $\varepsilon$ goes to 0 and applying Grönwall's lemma we get the desired result.

Proof of Lemma 12. We explicitly give the proof for $k=1$. The proof for higher values of $k$ follows the same ideas.
Thanks to the hypothesis over $a$, the function $X_{u}$ is one time differentiable with respect to $y$, and directly from (5.20) we get the system of equations

$$
\left\{\begin{array}{l}
\partial_{y_{i}} X_{u}(t, y)=J_{a}\left(t, X_{u}(t, y)\right) \partial_{y_{i}} X_{u}(t, y), \quad t \in[0, T]  \tag{C.2}\\
\partial_{y_{i}} X_{u}(0, y)=e_{i}
\end{array}\right.
$$

for all values of $i \in\{1, \ldots, d\}$, where

$$
\begin{equation*}
\left[J_{a}(t, x)\right]_{i j}:=\partial_{x_{i}} a_{j}\left(t, x,\left(I_{a} u\right)(t, x)\right)+\partial_{I} a_{j}\left(t, x,\left(I_{a} u\right)(t, x)\right) \int_{\mathbb{R}^{d}} \partial_{x_{i}} \psi_{a}(t, x, y) u(t, y) d y, \tag{C.3}
\end{equation*}
$$

is the Jacobian matrix of the function $a\left(t, x,\left(I_{a} u\right)(t, x)\right)$ and the $e_{i}$ represent the canonical basis of $\mathbb{R}^{d}$.
The function

$$
V_{\varepsilon}(t, y):=\sum_{i, j=1}^{n} \beta_{\varepsilon}\left(\partial_{y_{i}} X_{u}^{j}(t, y)\right)
$$

satisfies then

$$
\dot{V}_{\varepsilon}(t, y)=\sum_{i, j=1}^{n} \dot{\beta}_{\varepsilon}\left(\partial_{y_{i}} X_{u}^{j}(t, y)\right) \sum_{k=1}^{d}\left[J_{a}\left(t, X_{u}(t, y)\right)\right]_{k j} \partial_{y_{i}} X_{u}^{k}(t, y)
$$

and consequently

$$
\dot{V}_{\varepsilon}(t, y) \leqslant d\|a\|_{W_{x, 1}^{1, \infty}}\left(1+\left\|\psi_{a}\right\|_{W_{x}^{1, \infty} L_{y}^{\infty}}\|u\|\right) \sum_{i, j=1}^{n}\left|\partial_{y_{i}} X_{u}^{j}(t, y)\right| .
$$

Integrating between 0 and $t$, we obtain the relation

$$
V_{\varepsilon}(t, y)-V_{\varepsilon}(0, y) \leqslant d \tilde{\alpha}_{1} \int_{0}^{t} \sum_{i, j=1}^{n}\left|\partial_{y_{i}} X_{u}^{j}(s, y)\right| d s
$$

with $\tilde{\alpha}_{1}:=\sup _{t \in[0, T]}\|a\|_{W_{x, I}^{1, \infty}}\left(1+\left\|\psi_{a}\right\|_{W_{x}^{1, \infty} L_{y}^{\infty}}\|u\|\right)$, which after taking the limit when $\varepsilon$ goes to 0 leads to

$$
\sum_{i, j=1}^{n}\left|\partial_{y_{i}} X_{u}^{j}(t, y)\right| \leqslant d+d \tilde{\alpha}_{1} \int_{0}^{t} \sum_{i, j=1}^{n}\left|\partial_{y_{i}} X_{u}^{j}(s, y)\right| d s
$$

We obtain (5.21) thanks to Grönwall's lemma.
In order to prove (5.22) we adopt the notation

$$
\Delta \partial_{y_{k}} X^{j}(t):=\partial_{y_{k}} X_{u_{1}}^{j}\left(t, y_{1}\right)-\partial_{y_{k}} X_{u_{2}}^{j}\left(t, y_{2}\right)
$$

and define

$$
\left[J_{X_{u}}(t, y)\right]_{j k}:=\partial_{y_{k}} X_{u}^{j}(t, y),
$$

which satisfies the relation

$$
J_{X_{u}}(t, y)=J_{a}\left(t, X_{u}(t, y)\right) J_{X_{u}}(t, y), J_{X_{u}}(0, y)=I_{d},
$$

with $J_{a}(t, x)$ as defined on (C.3). Consequently, we have that

$$
D_{\varepsilon}(t):=\sum_{j=1}^{d} \sum_{k=1}^{d} \beta_{\varepsilon}\left(\Delta \partial_{y_{k}} X^{j}(t)\right)
$$

satisfies for all $t \in[0, T]$

$$
\begin{aligned}
\dot{D}_{\varepsilon}(t)= & \sum_{j=1}^{d} \sum_{k=1}^{d} \dot{\beta}_{\varepsilon}\left(\Delta \partial_{y_{k}} X^{j}(t)\right) \sum_{i=1}^{d}\left(\left[J_{a}\left(t, X_{u_{1}}\left(t, y_{1}\right)\right)\right]_{i j} \partial_{y_{k}} X_{u_{1}}^{i}\left(t, y_{1}\right)-\left[J_{a}\left(t, X_{u_{2}}\left(t, y_{2}\right)\right)\right]_{i j} \partial_{y_{k}} X_{u_{2}}^{i}\left(t, y_{2}\right)\right) \\
\leqslant & \sum_{j=1}^{d} \sum_{k=1}^{d} \sum_{i=1}^{d}\left|\left[J_{a}\left(t, X_{u_{1}}\left(t, y_{1}\right)\right)\right]_{i j} \partial_{y_{k}} X_{u_{1}}^{i}\left(t, y_{1}\right)-\left[J_{a}\left(t, X_{u_{2}}\left(t, y_{2}\right)\right)\right]_{i j} \partial_{y_{k}} X_{u_{2}}^{i}\left(t, y_{2}\right)\right| \\
\leqslant & \sum_{j=1}^{d} \sum_{k=1}^{d} \sum_{i=1}^{d}\left|\left[J_{a}\left(t, X_{u_{1}}\left(t, y_{1}\right)\right)\right]_{i j}\right|\left|\Delta \partial_{y_{k}} X^{i}(t)\right| \\
& +\sum_{j=1}^{d} \sum_{k=1}^{d} \sum_{i=1}^{d}\left|\left[J_{a}\left(t, X_{u_{1}}\left(t, y_{1}\right)\right)\right]_{i j}-\left[J_{a}\left(t, X_{u_{2}}\left(t, y_{2}\right)\right)\right]_{i j}\right|\left|\partial_{y_{k}} X_{u_{2}}^{i}\left(t, y_{2}\right)\right| .
\end{aligned}
$$

From the hypothesis over $a$ and $\psi_{a}$ we see that

$$
\left|\left[J_{a}\left(t, X_{u_{1}}\left(t, y_{1}\right)\right)\right]_{i j}\right| \leqslant\|a\|_{W_{x, I}^{1, \infty}}\left(1+\left\|\psi_{a}\right\|_{W_{x}^{1, \infty} L_{y}^{\infty}}\left\|u_{1}\right\|\right) .
$$

Furthermore, from the definition of $J_{a}(t, x)$ we conclude that there exists a constant $C$, depending only on $\|a\|_{W_{x, I}^{2, \infty}},\left\|\psi_{a}\right\|_{W_{x}^{2, \infty} L_{y}^{\infty}}$ and $\left\|u_{i}\right\|$ such that

$$
\begin{aligned}
\left|\left[J_{a}\left(t, X_{u_{1}}\left(t, y_{1}\right)\right)\right]_{i j}-\left[J_{a}\left(t, X_{u_{2}}\left(t, y_{2}\right)\right)\right]_{i j}\right| & \leqslant C\left(\sum_{j=1}^{d}\left|X_{u_{1}}^{j}\left(t, y_{1}\right)-X_{u_{2}}^{j}\left(t, y_{2}\right)\right|+\left\|u_{1}-u_{2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right) \\
& \leqslant C\left(\left|y_{1}-y_{2}\right|+\left\|u_{1}-u_{2}\right\|_{1}+\left\|u_{1}-u_{2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right),
\end{aligned}
$$

where we have used the results from Lemma 11 on the second line.
Putting all estimates together, we conclude that there exist constants $C_{1}$ and $C_{2}$ only depending on $\|a\|_{W_{x, I}^{2, \infty}},\left\|\psi_{a}\right\|_{W_{x}^{2, \infty} L_{y}^{\infty}}$ and $\left\|u_{i}\right\|$, such that
$\dot{D}_{\varepsilon}(t) \leqslant C_{1} \sum_{j=1}^{d} \sum_{k=1}^{d}\left|\partial_{y_{k}} X_{u_{1}}^{j}\left(t, y_{1}\right)-\partial_{y_{k}} X_{u_{2}}^{j}\left(t, y_{2}\right)\right|+C_{2}\left(\left|y_{1}-y_{2}\right|+\left\|u_{1}-u_{2}\right\|_{1}+\left\|u_{1}-u_{2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right)$.
Integrating in time, using Grönwall's lemma and taking the limit when $\varepsilon$ goes to zero, we obtain (5.22).

Proof of Lemma 13. We explicitly give the proof for $k=1$. The proof for higher values of $k$ follows the same ideas.
Differentiating once each component of the equality $X_{u}\left(t, X_{u}^{-1}(t, x)\right)=x$ with respect to each of the variables $x_{k}$, we obtain the family of relations

$$
\sum_{i=1}^{d} \partial_{y_{i}} X_{u}^{j}\left(t, X_{u}^{-1}(t, x)\right) \partial_{x_{k}}\left(X_{u}^{-1}\right)^{i}(t, x)=\delta_{j k}, j, k=1, \ldots, d,
$$

where $\delta_{j k}$ represents the Kronecker's delta. Written in matrix form, this equality reads

$$
J_{X_{u}}\left(t, X_{u}^{-1}(t, x)\right) J_{X_{u}^{-1}}(t, x)=I_{d} .
$$

It is known that the matrix $J_{X_{u}}(t, y)$ is invertible for all values of $x$, furthermore, its determinant is given by the expression

$$
\operatorname{det}\left(J_{X_{u}}(t, y)\right)=e^{\int_{0}^{t} \nabla_{x} \cdot a\left(s, y,\left(I_{a} u\right)(s, y)\right)+\partial_{I} a\left(s, y,\left(I_{a} u\right)(s, y)\right) \cdot \int_{\mathbb{R}^{d}} \nabla_{x} \psi_{a}(s, y, z) u(s, z) d z d s} \geqslant c_{T}>0
$$

for all values of $t \in[0, T]$ and $y \in \mathbb{R}^{d}$.
We conclude by writing

$$
J_{X_{u}^{-1}}(t, x)=J_{X_{u}}^{-1}\left(t, X_{u}^{-1}(t, x)\right),
$$

and noticing that all of the components of $J_{X_{u}}^{-1}\left(t, X_{u}^{-1}(t, x)\right)$ are a combination of sums and multiplications of the components of $J_{X_{u}}\left(t, X_{u}^{-1}(t, x)\right)$, divided by $\operatorname{det}\left(J_{X_{u}}(t, y)\right)$. The bound (5.21) from Lemma 12, together with the lower bound for the determinant of $J_{X_{u}}(t, y)$ gives the bound (5.23) over the components of $J_{X_{u}^{-1}}(t, x)$.

Proof of Lemma 14. We explicitly give the proof for $k=1$. The proof for higher values of $k$ follows the same ideas.
Differentiating with respect to $t$ the relation $X_{u_{i}}\left(t, X_{u_{i}}^{-1}(t, x)\right)=x$, for $i=1,2$, we see that

$$
a\left(t, x,\left(I_{a} u_{i}\right)(t, x)\right)+J_{X_{u_{i}}}\left(t, X_{u_{i}}^{-1}(t, x)\right) \dot{X}_{u_{i}}^{-1}(t, x)=0,
$$

which gives

$$
\begin{equation*}
\dot{X}_{u_{i}}^{-1}(t, x)=-J_{X_{u_{i}}}^{-1}\left(t, X_{u_{i}}^{-1}(t, x)\right) a\left(t, x,\left(I_{a} u_{i}\right)(t, x)\right) . \tag{C.4}
\end{equation*}
$$

From now on we adopt the notations

$$
\begin{aligned}
& A^{i}(t, x):=a\left(t, x,\left(I_{a} u_{i}\right)(t, x)\right), \\
& K^{i}(t, x):=-J_{X_{u}}^{-1}\left(t, X_{u_{i}}^{-1}(t, x)\right), \\
& \Delta X_{j}^{-1}(t, x):=\left(X_{u_{1}}^{-1}\right)^{j}(t, x)-\left(X_{u_{2}}^{-1}\right)^{j}(t, x) .
\end{aligned}
$$

The function

$$
W_{\varepsilon}(t, x):=\sum_{j=1}^{d} \beta_{\varepsilon}\left(\Delta X_{j}^{-1}(t, x)\right)
$$

satisfies the relation

$$
\begin{aligned}
\dot{W}_{\varepsilon}(t, x) & =\sum_{j=1}^{d} \sum_{k=1}^{d} \dot{\beta}_{\varepsilon}\left(\Delta X_{j}^{-1}(t, x)\right)\left(K_{j k}^{1}(t, x) A_{k}^{1}(t, x)-K_{j k}^{2}(t, x) A_{k}^{2}(t, x)\right) \\
& \leqslant \sum_{j=1}^{d} \sum_{k=1}^{d}\left|K_{j k}^{1}(t, x) A_{k}^{1}(t, x)-K_{j k}^{2}(t, x) A_{k}^{2}(t, x)\right| .
\end{aligned}
$$

From Lemma 13 we know that all components of $K^{i}$ are uniformly bounded by a constant only depending on $T$ and $\left\|u_{i}\right\|$. We deduce from the hypothesis over $a$ that the components of $A^{i}$ are uniformly bounded by $\tilde{a}:=\|a\|_{L^{\infty}}$. Therefore

$$
\dot{W}_{\varepsilon}(t, x) \leqslant d \tilde{C}\left(T,\left\|u_{1}\right\|\right) \sum_{k=1}^{d}\left|A_{k}^{1}(t, x)-A_{k}^{2}(t, x)\right|+\tilde{a} \sum_{j=1}^{d} \sum_{k=1}^{d}\left|K_{j k}^{1}(t, x)-K_{j k}^{2}(t, x)\right| .
$$

The function $a$ being $L$-Lipschitz with respect to the $I$ variable, we have that, for all values of $k$

$$
\left|A_{k}^{1}(t, x)-A_{k}^{2}(t, x)\right| \leqslant L\left\|\psi_{a}\right\|_{L^{\infty}}\left\|u_{1}-u_{2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} .
$$

On the other hand, from the definition of $K^{i}$ and Lemma 12 we conclude that there exists $C$, depending on $T,\|a\|_{W_{x, I}^{2, \infty}},\left\|\psi_{a}\right\|_{W_{x}^{2, \infty} L_{y}^{\infty}}$ and $\left\|u_{i}\right\|$ such that

$$
\left|K_{j k}^{1}(t, x)-K_{j k}^{2}(t, x)\right| \leqslant\left\{\begin{array}{cc}
0, & \text { if } \quad \partial_{I} a=0 \\
C\left(\sum_{j=1}^{d}\left|\left(X_{u_{1}}^{-1}\right)^{j}(t, x)-\left(X_{u_{2}}^{-1}\right)^{j}(t, x)\right|+\left\|u_{1}-u_{2}\right\|_{1}\right), & \text { if } \quad \partial_{I} a \neq 0
\end{array}\right.
$$

Putting everything together, integrating between 0 and $t$, taking the limit when $\varepsilon$ goes to 0 and applying Grönwall's lemma we get (5.24).

## C. 2 Existence of solution for a system of ODEs with infinitely many unknowns and equations

Proof of Lemma 17. For all $u \in X_{h}^{T}$, there exists a sequence of elements $u^{\delta} \in X_{h}^{T}$ such that:

1) $\mathcal{K}_{h}^{\delta}:=\left\{k \in \mathcal{J}_{h}: u_{k}^{\delta} \neq 0\right\}$ has a finite number of elements.
2) $\lim _{\delta \rightarrow 0}\left\|u-u^{\delta}\right\|_{1, h}=0$.

We denote $K^{\delta}:=\left|\mathcal{K}_{h}^{\delta}\right|$ and notice that the system

$$
\begin{equation*}
\dot{x_{k}^{\delta}}(t)=A_{u^{\delta}, w}\left(t, x_{k}^{\delta}\right), x_{k}^{\delta}(0)=x_{k}^{0} \tag{C.5}
\end{equation*}
$$

is composed of a coupled system of $K^{\delta}$ equations and unknowns (corresponding to those $k \in \mathcal{K}_{h}^{\delta}$ ), and an uncoupled infinite number of equations, corresponding to those $k \notin \mathcal{K}_{h}^{\delta}$. Therefore, thanks to the classic Cauchy-Lipschitz theory, the system (C.5) has a unique solution $x_{k}^{\delta} \in \mathcal{C}^{1}([0, T]), k \in \mathcal{J}_{h}$.
We claim that for all values of $k$, the sequence $x_{k}^{\delta_{1}}-x_{k}^{\delta_{2}}$ is a Cauchy sequence in $\mathcal{C}^{1}([0, T])$, therefore is has a limit that we will call $x_{k}(t)$, which is solution to (5.49).
We first remark that $x^{\delta_{1}}-x^{\delta_{2}} \in Y_{h}^{T}$ due to the fact that $\left|x_{k}^{\delta}(t)-x_{k}^{0}\right| \leqslant\|a\|_{L^{\infty}} T$ for all values of $k$ and $\delta$.
Consider now $\beta_{\varepsilon}$ as defined in (C.1), then

$$
\begin{aligned}
& \dot{\beta}_{\varepsilon}\left(x_{k}^{\delta_{1}}-x_{k}^{\delta_{2}}\right) \leqslant\left|A_{u^{\delta_{1}, w}}\left(t, x_{k}^{\delta_{1}}\right)-A_{u^{\delta_{2}, w}}\left(t, x_{k}^{\delta_{2}}\right)\right| \\
&\|a\|_{W_{x}^{1, \infty}}\left|x_{k}^{\delta_{1}}-x_{k}^{\delta_{2}}\right|+\|a\|_{W_{I}^{1, \infty}}\left|I_{a}\left(t, x_{k}^{\delta_{1}}, u^{\delta_{1}}, w\right)-I_{a}\left(t, x_{k}^{\delta_{1}}, u^{\delta_{2}}, w\right)\right|
\end{aligned}
$$

Noticing that

$$
\begin{aligned}
\left|I_{a}\left(t, x_{k}^{\delta_{1}}, u^{\delta_{1}}, w\right)-I_{a}\left(t, x_{k}^{\delta_{1}}, u^{\delta_{2}}, w\right)\right| & =\left|\sum_{j \in \mathcal{J}_{h}}\left(u_{j}^{\delta_{1}}(t) \psi_{a}\left(t, x_{k}^{\delta_{1}}, x_{j}^{\delta_{1}}(t)\right)-u_{j}^{\delta_{2}}(t) \psi_{a}\left(t, x_{k}^{\delta_{2}}, x_{j}^{\delta_{2}}(t)\right)\right) w_{j}(t)\right| \\
& \leqslant\left(\left\|\psi_{a}\right\|_{L^{\infty}}\left\|u^{\delta_{1}}-u^{\delta_{2}}\right\|_{1, h}\right. \\
& \left.+\left\|u^{\delta_{2}}\right\|_{1, h}\left\|\psi_{a}\right\|_{W_{x, y}^{1, \infty}}^{1, \infty}\left\|x^{\delta_{1}}-x^{\delta_{2}}\right\|_{\infty, h}\right)\|w\|_{\infty, h},
\end{aligned}
$$

we deduce the existence of two constants ${ }^{1}, C_{1}$ and $C_{2}$, only depending on $a, \psi_{a}, u$ and $w$, such that

$$
\dot{\beta}_{\varepsilon}\left(x_{k}^{\delta_{1}}-x_{k}^{\delta_{2}}\right) \leqslant C_{1}\left\|x^{\delta_{1}}-x^{\delta_{2}}\right\|_{\infty, h}+C_{2}\left\|u^{\delta_{1}}-u^{\delta_{2}}\right\|_{1, h} .
$$

[^6]Integrating between 0 and $t$, taking the maximum over $k$ and $t$ and using Grönwall's lemma, we conclude that there exists a constant $C_{T}$, only depending on $T$ and the coefficients of the problem, such that

$$
\left\|x^{\delta_{1}}-x^{\delta_{2}}\right\|_{\infty, h} \leqslant C_{T}\left\|u^{\delta_{1}}-u^{\delta_{2}}\right\|_{1, h} .
$$

Proceeding in a similar way with the absolute value of $\dot{x}^{\delta_{1}}-\dot{x}^{\delta_{2}}$ we obtain that

$$
\left\|\dot{x}^{\delta_{1}}-\dot{x}^{\delta_{2}}\right\|_{\infty, h} \leqslant C_{T}\left\|u^{\delta_{1}}-u^{\delta_{2}}\right\|_{1, h} .
$$

Recalling that $u^{\delta}$ is a Cauchy sequence on $X_{h}^{T}$, then so it is $x_{k}^{\delta}$ on $\mathcal{C}^{1}([0, T])$, for each $k$. Let $x:=\left\{x_{k}\right\}_{k \in \mathcal{J}_{h}}$ be the limit of $x^{\delta}$ when $\delta$ goes to 0 . With a simple continuity argument we conclude that $x$ is a solution of (5.49) over $[0, T]$. The uniqueness can be obtained by assuming the existence of two solutions, deriving the equation satisfied by the difference and using Grönwall's lemma to conclude that they have to be equal.

## C. 3 A result from approximation theory

As mentioned before, Lemma 18 is a direct corollary of Lemma 8 in [115], that we recall here

Lemma 23. Let $k>d$ an integer. Assume that

$$
a \in\left(L^{\infty}\left(0, T ; W^{k+1, \infty}\left(\mathbb{R}^{d}\right)\right)\right)^{d} .
$$

Then, there exists a constant $C>0$ such that for all functions $\varphi \in W^{k, p}\left(\mathbb{R}^{d}\right), 1 \leqslant p \leqslant+\infty$, and $t \in[0, T]$,

$$
\left\|\varphi-\sum_{i \in \mathcal{J}_{h}} w_{i}(t) \varphi\left(x_{i}(t)\right) \delta\left(\cdot-x_{i}(t)\right)\right\|_{W^{-k, p}\left(\mathbb{R}^{d}\right)} \leqslant C h^{k}\|\varphi\|_{W^{k, p}\left(\mathbb{R}^{d}\right)} .
$$

Given that for fixed functions $\nu \in X_{h}^{T}$ and $w \in Y_{h}^{T}$ we have the inclusion

$$
A_{\nu, w}:(t, x) \mapsto a\left(t, x, I_{a}(t, x, \nu, w)\right) \in\left(L^{\infty}\left(0, T ; W^{k+1, \infty}\left(\mathbb{R}^{d}\right)\right)\right)^{d}
$$

then Lemma 23 holds true as well for the values of $x_{i}$ obtained in Section 5.3.

Proof of Lemma 18. We recall that $W^{-k, 1}\left(\mathbb{R}^{d}\right)$ is the dual space of $W^{k, \infty}\left(\mathbb{R}^{d}\right)$. Thus, for any $\psi \in W^{-k, 1}\left(\mathbb{R}^{d}\right)$ we have

$$
\|\psi\|_{-k, 1}=\sup _{f \in W^{k, \infty}\left(\mathbb{R}^{d}\right)} \frac{|\langle\psi, f\rangle|}{\|f\|_{k, \infty}} .
$$

Since the function $f \equiv 1$ belongs to $W^{k, \infty}\left(\mathbb{R}^{d}\right)$, and has norm equal to 1 in this space, we get for all $\varphi \in W^{k, p}\left(\mathbb{R}^{d}\right)$

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{d}} \varphi(x) d x-\sum_{i \in \mathcal{J}_{h}} w_{i}(t) \varphi\left(x_{i}(t)\right)\right| & =\left|\left\langle\varphi-\sum_{i \in \mathcal{J}_{h}} w_{i}(t) \varphi\left(x_{i}(t)\right) \delta\left(\cdot-x_{i}(t)\right), 1\right\rangle\right| \\
& \leqslant\left\|\varphi-\sum_{i \in \mathcal{J}_{h}} w_{i}(t) \varphi\left(x_{i}(t)\right) \delta\left(\cdot-x_{i}(t)\right)\right\|_{-k, 1} .
\end{aligned}
$$

We conclude by applying Lemma 23 with $p=1$.

## C. 4 Proofs of convergence results from ODE theory

This appendix is dedicated to the proofs of lemma 21, used in subsection 5.4.2. In order to prove this lemma, we use the following result:

Lemma 24. Let $\alpha>0$ and $B \in L^{1}\left(\mathbb{R}_{+}\right)$. Then, all the solutions of the $O D E$

$$
\dot{u}(t)=-\alpha u(t)+B(t)
$$

are in $L^{1}\left(\mathbb{R}^{+}\right)$.
Proof of lemma 24. The solution of this ODE is explicitly given by

$$
u(t)=u(0) e^{-\alpha t}+\int_{0}^{t} e^{-\alpha(t-s)} B(s) d s
$$

Hence,

$$
\int_{0}^{+\infty}|u(t)| d t \leqslant|u(0)| \int_{0}^{+\infty} e^{-\alpha t} d t+\iint_{\mathbb{R}_{+}^{2}} e^{-\alpha(t-s)}|B(s)| \mathbb{1}_{\{s \leqslant t\}} d s d t .
$$

With the change of variables $y=s, z=t-s$, we get

$$
\iint_{\mathbb{R}_{+}^{2}} e^{-\alpha(t-s)}|B(s)| \mathbb{1}_{\{s \leqslant t\}} d s d t \leqslant \int_{0}^{+\infty}|B(y)| d y \int_{0}^{+\infty} e^{-\alpha z} d z,
$$

which concludes the proof.

Proof of Lemma 21. First, let us note that if $\dot{u}$ is a BV function, i.e. if $\int_{0}^{+\infty}|\dot{u}(t)| d t<+\infty$, then $u$ is a Cauchy function, and thus converges. Let us denote $v:=\dot{u}$. Since $u$ is assumed to be bounded, and $|v|=v+2 v^{-}$, where $v^{-}$denotes the negative part of $v$, it is enough to prove that $v^{-} \in L^{1}\left(\mathbb{R}^{d}\right)$. By hypothesis,

$$
\dot{v}(t)=-p(t) v(t)+P(t)+B(t),
$$

which implies that

$$
\dot{v^{-}}(t) \leqslant-p_{0} v^{-}(t)+B(t) .
$$

We conclude, according to lemma 24 , that $v^{-} \in L^{1}\left(\mathbb{R}^{d}\right)$, which implies that $u$ converges.
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[^0]:    ${ }^{1}$ There are various definitions of attractors [119]; we opt for this one because it allows to count them, contrarily to other definitions where the union of several attractors is itself an attractor.

[^1]:    ${ }^{2}$ In Chapter 4, we show that the long-time behaviour of this equation can be determined even when this assumption is dropped.

[^2]:    ${ }^{1}$ It is in fact sufficient to assume that these two functions are convex, and that at least one of them is strictly convex.

[^3]:    ${ }^{2}$ In the Appendix of Chapter 2, we show that many other usual sigmoid functions are strictly $\gamma^{1 / 2}$-convex.

[^4]:    ${ }^{1}$ This term is responsible for the possible loss of regularity for $t>0$ : In order to prove that $v_{\varepsilon}$ is a Cauchy sequence in $\mathcal{C}\left([0, T], W^{1,1}\left(\mathbb{R}^{d}\right)\right.$ ), we would need a $W^{2, \infty}\left(\mathbb{R}^{d}\right)$ estimate over $v_{\varepsilon}^{0}$, which we do not have.

[^5]:    ${ }^{2}$ Notice that $h^{d}\left|\mathcal{J}_{h}^{m}\right| \approx\left|\operatorname{supp} m+B_{\|a\|_{L} \infty T}\right|$

[^6]:    ${ }^{1}$ Notice that in order to obtain the estimate over $I_{a}$, we used the hypothesis of differentiability over both variables on $\psi_{a}$

