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Apprentissage profond pour la prédiction des maladies neurologiques

Résumé : La détection des maladies neurologiques est cruciale pour améliorer la qualité de vie des pa-
tients et réduire la charge économique sur les systèmes de santé. De nos jours, l’Intelligence Artificielle
(IA) joue un rôle essentiel dans l’analyse des données médicales, notamment l’Imagerie par Résonance
Magnétique (IRM), qui est couramment utilisée pour diagnostiquer les maladies neurologiques. Ce
type d’image est aujourd’hui produit à grande échelle, rendant l’analyse manuelle impossible. En
conséquence, de nombreuses méthodes basées sur l’Apprentissage Profond (AP), la dernière et la plus
puissante technique d’IA, ont été proposées pour la détection automatisée des maladies neurologiques
à l’aide de données d’IRM. Cependant, les méthodes actuelles basées sur le DL présentent plusieurs
limitations.

Tout d’abord, les performances des méthodes actuelles basées sur l’AP restent limitées par rapport
aux approches traditionnelles d’apprentissage automatique. Deuxièmement, la capacité de générali-
sation des méthodes d’AP sur des données externes reste un défi. Troisièmement, d’un point de vue
clinique, ces méthodes manquent souvent du niveau de compréhension souhaité, ce qui limite leur utilité
pratique dans les applications cliniques. Enfin, ces méthodes se concentrent généralement uniquement
sur le diagnostic des maladies individuelles, limitant ainsi la compréhension des différences entre les
maladies. En conséquence, l’objectif de ce doctorat était de surmonter ces limitations et de développer
une nouvelle génération de méthodes de diagnostic des maladies démontrant une bonne performance,
capacité de généralisation et compréhension dans divers scénarios cliniques, comprenant à la fois le
diagnostic de maladies individuelles et de multiple maladies.

Pour atteindre ces objectifs, un plan de recherche structuré a été conçu. La première étude a
introduit un nouveau biomarqueur - appelé deep grading - pour le diagnostic et le pronostic précis de la
maladie d’Alzheimer (AD). S’appuyant sur ce deep grading, la deuxième étude a étendu le biomarqueur
pour permettre la discrimination entre les individus ayant une cognition normale (CN), l’AD et la
démence frontotemporale (FTD). Dans cette optique, nous avons proposé un deep grading à canaux
multiples capable de gérer la classification de plusieurs maladies. La troisième étude a proposé un
nouveau biomarqueur - appelé brain structure ages - capable de traiter un grand nombre de pathologies
en même temps. De plus, dans cette étude, nous avons abordé les défis liés à l’interprétabilité lors du
traitement d’un plus grand nombre de maladies, en nous concentrant sur le diagnostic différentiel de
la CN, de l’AD, de la FTD, de la sclérose en plaques (MS), de la maladie de Parkinson (PD) et de la
schizophrénie (SZ) en tant qu’application de preuve de concept. Enfin, la quatrième étude a été menée
pour explorer le potentiel des transformers pour le diagnostic de plusieurs maladies, qui ont récemment
montré des résultats prometteurs dans diverses tâches de vision par ordinateur. Une comparaison entre
nos méthodes de réseau de neurones convolutifs et de transformers a ensuite été effectuée selon différents
critères, y compris la capacité de généralisation et la capacité de compréhension du modèle.

Les méthodes développées ont été intégrées dans la plateforme VolBrain. VolBrain est un système

en ligne d’imagerie volumétrique du cerveau par IRM pour mission d’aider les chercheurs du monde

entier à obtenir automatiquement des informations volumétriques sur le cerveau à partir de leurs don-

nées d’IRM sans aucun effort.

Mots-clés : Apprentissage profond, Maladies neurologiques, Diagnostic de maladie
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Deep learning for the detection of neurological diseases

Abstract: The detection of neurological diseases is crucial for improving patients’ quality of life and
reducing the economic burden on healthcare systems. Nowadays, Artificial Intelligence (AI) plays a
vital role in the analysis of medical data, including Magnetic Resonance Imaging (MRI), which is
commonly used for diagnosing neurological diseases. This type of image is today produced at large
scale, making the manual analysis infeasible. Consequently, numerous Deep Learning (DL)-based
methods, the latest and most powerful AI technique, have been proposed for automated detection
of neurological diseases using MRI data. However, the current DL-based methods present several
limitations.

Firstly, the performance of current DL-based methods remains limited compared to traditional
machine learning approaches. Secondly, the generalization capacity of DL methods on external data
is still a challenge. Thirdly, from a clinical perspective, these methods often lack the desired level of
understandability, which limits their practical utility in clinical applications. Lastly, these methods
commonly focus solely on diagnosing single diseases, thereby limiting the comprehension of differences
between diseases. Consequently, the objective of this PhD was to overcome these limitations and
develop a new generation of methods for disease diagnosis that demonstrates high performance, gen-
eralizability and understandability in diverse clinical scenarios encompassing both single-disease and
multi-disease diagnosis.

To achieve these goals, a structured research plan was designed. The first study introduced a novel
biomarker - called deep grading - for the accurate diagnosis and prognosis of Alzheimer’s Disease (AD).
Building upon this deep grading, the second study extended the biomarker to enable the discrimination
of Cognitively Normal (CN), AD and Frontotemporal Dementia (FTD). To this end, we proposed a
multi-channel deep grading able to handle multi-disease classification. The third study proposed a
novel biomarker - called brain structure ages - able to deal with a high number of pathologies at the
same time. Moreover, in this study we addressed the interpretability challenges when dealing with a
larger number of diseases, focusing on the differential diagnosis of CN, AD, FTD, Multiple Sclerosis
(MS), Parkinson’s Disease (PD), and Schizophrenia (SZ) as a proof-of-concept application. Lastly, the
fourth study was conducted to explore the potential of transformers for multi-disease diagnosis, which
have recently shown promising results in various computer vision tasks. A comparison between our
CNN and transformer methods was then carried out based on different criteria, including generalization
capacity and model understanding capacity.

The developed methods have been integrated in the VolBrain platform. VolBrain is an online
open MRI brain volumetry system with the mission of helping researchers all over the world to obtain
automatically volumetric brain information from their MRI data without effort.

Keywords: Deep learning, Neurological diseases, Disease diagnosis

Unité de recherche
Univ. Bordeaux, CNRS, LaBRI, UMR 5800, 34000 Talence, France.
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Résumé en français

La détection précoce des maladies neurologiques est essentielle pour améliorer la
qualité de vie des patients et réduire les coûts de santé. Aujourd’hui, l’Intelligence Ar-
tificielle (IA) joue un rôle central dans l’analyse des données médicales, en particulier
dans le domaine de l’Imagerie par Résonance Magnétique (IRM), qui est largement em-
ployée pour diagnostiquer les maladies neurologiques. Toutefois, la production en grande
quantité de ces images rend l’analyse manuelle quasiment impossible. En conséquence,
de nombreuses méthodes basées sur l’Apprentissage Profond (AP), la dernière avancée
de l’IA, ont été développées pour automatiser la détection des maladies neurologiques à
partir des données IRM.

Cependant, malgré les avancées, les méthodes actuelles basées sur l’AP présentent
plusieurs limitations. Leur performance est souvent inférieure aux approches tradition-
nelles d’apprentissage automatique, leur capacité de généralisation est un défi, et leur com-
préhension clinique est parfois insuffisante. De plus, les méthodes actuelles se concentrent
généralement sur le diagnostic des maladies individuelles, limitant ainsi la compréhension
des différences entre les maladies neurologiques.

Le but de cette thèse était de surmonter ces limitations en développant une nou-
velle génération de méthodes de diagnostic des maladies neurologiques, en particulier les
maladies neurodégénératives, démontrant de bonnes performances, une forte capacité de
généralisation et une meilleure interprétation, tout en couvrant divers scénarios cliniques,
y compris le diagnostic de maladies individuelles et de multiples maladies. Pour atteindre
ces objectifs, un plan de recherche structuré consistant de 4 études a été conçu:

Deep Grading pour le diagnostic et pronostic de la maladie
d’Alzheimer

Dans cette première étude, nous avons abordé le diagnostic et le pronostic de la
maladie d’Alzheimer (AD).

Nous avons conçu une méthode de deux étapes. Dans la première étape, un grand
ensemble de 125 U-Nets a été utilisé pour grader les images IRM structurelle. Ces U-Nets
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ont permis de créer une carte 3D de grade indiquant la sévérité de la maladie au niveau
des voxels, fournissant ainsi une localisation des régions cérébrales affectées par l’AD.
Cette carte pourrait améliorer l’interprétabilité de notre modèle pour aider les cliniciens.
La deuxième étape consistait à modéliser un graphe pour chaque individu en utilisant la
carte de grade générée et d’autres informations pertinentes. Un classifieur de type Graph
Convolutional Network a été utilisé pour effectuer la classification finale.

Les résultats ont montré que notre approche démontrait des performances compara-
bles à celles des méthodes de l’état de l’art, tant pour le diagnostic que pour le pronostic
de la maladie d’Alzheimer.

Multi-channel Deep grading pour le diagnostic différentiel de la
maladie d’Alzheimer et de la Démence Frontotemporale

Dans la deuxième étude, notre objectif était d’étendre le biomarqueur Deep Grad-
ing pour le diagnostic différentiel entre les individus seins, la maladie d’Alzheimer et la
démence frontotemporale (FTD).

Pour y parvenir, nous utilisons deux types de biomarqueurs : la grade et le volume
des structures cérébrales. Tout d’abord, nous proposons d’entraîner un grand ensemble de
125 3D U-Nets pour déterminer localement les caractéristiques anatomiques des individus
seins, des patients atteints de la maladie d’Alzheimer et ceux avec la démence frontotem-
porale à l’aide de l’IRM structurelle en entrée. La sortie de 125 U-Nets est une carte
3D à deux canaux, qui peut être transformée en une carte de grade qui est facilement
interprétable pour les cliniciens. La carte à deux canaux est capable aussi de coupler
à un Multi-Layer Perceptron pour différentes tâches de classification. Deuxièmement,
nous proposons de combiner notre méthode avec une méthode d’apprentissage automa-
tique traditionnelle (i.e., Support Vector Machine) basée sur le volume pour améliorer la
capacité discriminative et la robustesse du modèle.

Après validation croisée et validation externe, nos expériences, basées sur 3319 IRM,
ont démontré que notre méthode produit des résultats compétitifs par rapport aux méth-
odes de l’état de l’art, à la fois pour la détection des maladies individuelles et le diagnostic
différentiel.

Âge des structures cérébrales pour le diagnostic différentiel des
maladies neurodégénératives

Dans la troisième étude, nous nous sommes intéressés à la capacité de l’âge ap-
prent du ceaveau pour décrire son état en fonction du vieillissement normal. L’objectif
était d’estimer l’âge apparent des structures cérébrales en utilisant des données d’IRM

2



structurelle, ce qui pourrait aider à détecter des déviations par rapport à la trajectoire
normative du vieillissement, offrant ainsi des informations sur les maladies neurodégénéra-
tives.

Pour atteindre cet objectif, un ensemble de 125 modèles U-Nets a été utilisé pour
estimer une carte 3D de l’âge apparent du cerveau au niveau des voxels. Ce biomar-
queur peut être utilisé dans plusieurs situations. Tout d’abord, il permet d’estimer avec
précision l’âge chronologique des individus seins. Dans cette situation, notre approche
surpasse plusieurs méthodes de l’état de l’art. Deuxièmement, les âges de la structure
cérébrale peuvent être utilisés pour calculer la déviation par rapport l’âge chronologique
du sujet. Cette caractéristique peut être utilisée dans une tâche de classification multi-
maladies pour un diagnostic différentiel précis. En effet, notre biomarquer a démontré un
bon complément avec les volumes des structures cérébrales pour le diagnostic différentiel
entre les individus seins, les patients avec la maladie d’Alzheimer, ceux avec la Démence
Frontotemporale, ceux avec la Sclérose en Plaque, ceux avec la maladie Parkinson et ceux
avec la Schizophrénie. Enfin, les déviations de l’âge de la structure cérébrale des individus
peuvent être visualisées, fournissant des indications sur les anomalies cérébrales et aidant
les cliniciens dans des contextes médicaux réels.

3D Transformer pour le diagnostic différentiel de la maladie
d’Alzheimer et de la Démence Frontotemporale

Dans la quatrième étude, nous avons exploré l’utilisation de modèles basés sur les
transformers 3D pour addresser le diagnostic différentiel entre la maladie d’Alzheimer
et la démence frontotemporale, deux affections qui partagent des symptômes cliniques
similaires.

Tout d’abord, inpiré par les architectures de Vision Transformer, Swin et deformable
attention, nous proposons une architecture Transformer légère pour assurer une affordable
mémoire requise. Pour surmonter le défi de la rareté des données labélisées 3D en imagerie
médicale, nous avons proposé une combinaison efficace de techniques d’augmentation de
données pour l’entraînement des modèles basés sur les transformers. De plus, notre ap-
proche a été enrichie en combinant le modèle basé sur les transformers avec un modèle
d’apprentissage automatique traditionnel (i.e., Support Vector Machine) utilisant les vol-
umes des structures cérébrales. Cette combinaison a permis d’exploiter au mieux les
données disponibles. Les résultats de cette étude ont démontré l’efficacité de notre ap-
proche, offrant des performances comparables à celles des méthodes de l’état de l’art pour
le diagnostic différentiel de l’AD et de la FTD. De plus, notre méthode permettait de
visualiser les localisation de patch déformables, soulignant les régions cérébrales les plus
pertinentes pour le diagnostic des deux maladies.
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En résumé, cette thèse a apporté des contributions à l’amélioration du diagnostic
des maladies neurodégénératives en utilisant des techniques avancées d’intelligence ar-
tificielle et d’IRM structurelle. Ces quatre études ont ouvert de nouvelles perspectives
pour la communauté médicale en fournissant des outils plus performants, généralisables
et compréhensibles pour la détection précoce des maladies cérébrales, tout en améliorant
le diagnostic différentiel entre différentes affections neurologiques. Ces avancées pour-
raient avoir un impact important sur l’amélioration de la qualité de vie des patients et la
réduction des coûts associés aux maladies neurologiques.

Les méthodes développées au cours de ces études ont été intégrées dans la plateforme
VolBrain. VolBrain est un système en ligne d’imagerie volumétrique du cerveau par IRM
dont la mission est d’aider les chercheurs du monde entier à obtenir automatiquement des
informations volumétriques sur le cerveau à partir de leurs données d’IRM sans aucun
effort.
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Introduction

This thesis was conducted at LaBRI (Laboratoire Bordelais de Recherche en Infor-
matique), specifically in the TAD (Traitement & Analyse de Données) team. Our TAD
team carries out a wide range of research projects, from fundamental tasks such as fil-
tering and reconstruction, to more complex content analysis tasks like object detection
and knowledge extraction. The primary focus of this PhD research is to advance the
field of neurodegenerative disease detection using brain imaging data. This work is an
integral part of the ANR project DeepvolBrain, which aims to provide innovative solu-
tions for various brain imaging analysis tasks, such as brain lesion segmentation, brain
age prediction, and brain disease classification. The volBrain platform can be accessed
at https://volbrain.net/.

The opening chapter of this manuscript serves two purposes: to provide an overview
of the motivation behind this work and to introduce the field of brain disease diagnosis.
Specifically, the chapter will present different neurodegenerative diseases, exploring their
social and economic impacts, as well as their diagnostic strategies. Furthermore, the
challenges associated with detecting these disorders will be discussed. Following this,
a thorough outline of our objectives and contributions to the field will be presented.
Finally, a structured outline of the manuscript will be presented, offering a roadmap to
guide readers through the rest of the thesis.

Overview of neurodegenerative diseases

Neurodegenerative diseases and its impacts

Neurodegenerative diseases refer to a group of disorders characterized by the grad-
ual loss of structure or function of neurons, a process known as neurodegeneration [67].
This damage to neurons can ultimately lead to cell death. Although the causes of neu-
rodegenerative diseases are not yet fully understood, many works have shown that it is
probably the result of a combination of various factors including genetic, environmental,
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and lifestyle factors [100, 140, 165].

Neurodegenerative diseases can affect various brain functions such as movement [71],
behavior [72], and cognition [22]. In the early stage of neurodegenerative disease, patients
can have some minor difficulties in their basic daily activities (e.g., walking, making atten-
tion, communicating) or changes in behavior (e.g., apathy and agitation). Unfortunately,
neurodegenerative disorders are irreversible and they get worse overtime [56]. At a late
stage, individuals can experience significant neurological impairments such as complete
loss of mobility and inability to recognize familiar people. Consequently, such diseases
not only influence individuals’ quality of life but they can also have a significant impact
on their families.

Beside the impact of neurodegenerative diseases on individuals and their families,
these diseases also result to a significant economic impact [252]. These diseases usually
require a long process of treatment and care, leading to a considerable financial burden on
healthcare systems [209]. In 2010, the costs for patients with dementia (i.e., a category of
neurodegenerative disease) were $604 billion worldwide [252]. Those costs were increased
to $818 billion in 2015 [253], $1.3 trillion in 2018 [255] and were expected to reach $2.8
trillion by 2030 as both the number of patients with dementia and healthcare costs increase
according to the World Health Organization [255].

Therefore, an accurate diagnosis of neurodegenerative diseases is crucial for reducing
the social as well as economic impact. On the one hand, such diagnosis can lead to
appropriate interventions which may slow down the progression of diseases and improve
the quality of life for patients. On the other hand, this can help doctors/researchers better
understand these diseases about its causes and associated treatment options.

Neuropsychological assessments and brain imaging

A traditional method for diagnosing and tracking the progression of neurodegenera-
tive diseases is through neuropsychological assessments [103, 200, 86]. These assessments
consist of a battery of tests and questionnaires that evaluates various cognitive abilities,
including memory, language, attention, and executive function [146]. While these as-
sessments appear to be valuable in gaining an understanding about patient’s cognitive
abilities, they have several limitations. One limitation is that they rely heavily on the
specialized expertise of the examiner, which can introduce bias in the results and inter-
rater inconsistency. Additionally, these assessments are often based on qualitative answers
from the subject, which can vary depending on the patient’s feelings at the time taking
the questionnaire. Furthermore, these assessments may require multiple visits over sev-
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eral months to make a decision1, which can result in delays in receiving a diagnosis and
accessing appropriate treatment. Lastly, these assessments may not be sensitive enough
to distinguish between different types of neurodegenerative diseases, which can lead to
misdiagnosis and inappropriate treatment [110, 258].

Brain imaging is also an important tool for diagnosing and tracking the progression of
neurodegenerative diseases [259]. On one hand, brain imaging allows for the visualization
of the brain tissue and can reveal changes in patients with neurodegenerative diseases. On
the other hand, brain imaging can be more objective than neuropsychological assessments,
as it is less dependent on the expertise of the examiner and the mental state of the sub-
ject making the test. Various brain imaging modalities are available, including structural
Magnetic Resonance Imaging (sMRI), functional Magnetic Resonance Imaging (fMRI),
Positron Emission Tomography (PET), Computed Tomography (CT), Electroencephalog-
raphy (EEG), Diffusion Tensor Imaging (DTI), and Single-Photon Emission Computed
Tomography (SPECT). While various modalities may hold interest in different contexts,
this PhD research specifically focuses on sMRI for several compelling reasons.

One of the primary advantages of sMRI is its ability to generate high-resolution
images that can effectively differentiate between different types of brain tissue. This
capability allows researchers and clinicians to carefully examine the size, shape and density
of interesting brain structures such as the cerebral cortex and hippocampus. By comparing
structural differences between individuals with neurodegenerative disorders and healthy
subjects, valuable insights into these conditions can be gained.

Furthermore, sMRI is a non-invasive and safe imaging technique. Unlike modali-
ties that utilize ionizing radiation, sMRI employs powerful magnets and radiofrequency
pulses to capture detailed images without exposing patients to harmful radiation. This
significantly reduces the associated risks, making sMRI preferable in clinical practice.

Additionally, sMRI is widely available in clinical and research settings, making it
easily accessible for both diagnostic purposes and scientific investigations. This availability
ensures efficient and timely diagnoses, as well as facilitating its integration into research
studies, which further advances our understanding of the brain.

Finally, it is important to note that there are different contrasts of sMRI: T1-weighted
(T1w) and T2-weighted (T2w) images. Figure 1 shows examples of T1w and T2w images.
Each sMRI contrast highlights different properties of the brain. While T2w images can
be useful when observing the fluid-filled spaces in the brain, T1w images are usually used
to visualize the gray matter and white matter structures and appear to be more suitable
for detecting neurodegenerative diseases. Thus, the T1w images have been chosen as the
only type of image used during this PhD.

1https://www.nhs.uk/conditions/alzheimers-disease/diagnosis/
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Figure 1: Examples of T1w and T2w images. The T1w image (left) highlights the gray
matter and white matter structures, while the T2w image (right) highlights the fluid-filled
spaces in the brain.

Common neurodegenerative diseases

Before describing the challenges of detecting neurodegenerative diseases, it is benefi-
cial to establish a fundamental knowledge about these pathologies, such as their potential
causes and their effects on the brain. Therefore, in this section, we present a concise intro-
duction to several prevalent neurodegenerative diseases that served as the focal point for
the methods developed throughout this PhD research: Alzheimer’s Disease, Frontotempo-
ral Dementia, Multiple Sclerosis, Parkinson’s Disease and Schizophrenia. This overview
may not be exhaustive, however, it can provide a basic understanding and hopefully help
readers to better follow the rest of this manuscript.

Alzheimer’s Disease

Alzheimer’s Disease (AD) stands as the most prevalent form of neurodegenerative
disease, categorized as a type of dementia which is characterized by memory loss and
cognitive impairment. It is estimated that AD contributes to approximately 60-70% of
dementia cases [100]. According to the Alzheimer’s Association, the majority of individ-
uals with AD are 65 years old or older. The risk of AD doubles every 5 years after 65
years old and the risk reaches nearly one-third at the age of 852. In the early stages of the
disease, patients may experience mild forgetfulness, personality changes, and increased
anxiety. As the disease progresses, communication abilities decline, and patients become
entirely reliant on others for their care, significantly impacting their daily lives and their
families. In 2006, there were 26.6 million AD patients worldwide [35] which increased to

2https://www.alz.org/alzheimers-dementia/what-is-alzheimers/causes-and-risk-factors
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46.8 million in 2015. This number is expected to reach 131.5 million in 2050 [96].

The causes of AD are multifaceted and not yet fully understood, but they are believed
to involve a combination of genetic and environmental factors [154]. The apolipoprotein
E (APOE) gene can play an important role in the development of AD. It manages the
production and clearance of amyloid beta protein. Some APOE gene variants may lead to
the accumulation of amyloid beta which damage brain cells [106]. Furthermore, environ-
mental and lifestyle factors, such as bad diet, lack of exercise, and low level of education,
have also been identified as potential risks for AD [161].

In Alzheimer’s disease, the typical brain structures presenting volume atrophy can in-
clude hippocampus, entorhinal cortex and parahippocampal cortex [115, 187, 198]. These
changes can be observed on MRI scans. Figure 2 shows a visualization of a normal
brain and a brain with AD using sMRI. For simplicity, only the morphological changes
of hippocampus are highlighted. In this specific case, we can observe the atrophy of the
hippocampus in a patient with AD.

Figure 2: Visualization of a normal brain (left) and a brain with AD (right) using sMRI.
Images taken from Alzheimer’s Disease Neuroimaging Initiative dataset. The regions of
hippocampus are highlighted.

Frontotemporal Dementia

Frontotemporal dementia (FTD) is also a common cause of neurodegenerative disease
after Alzheimer’s disease [75]. Compared to AD, FTD is less important, presenting less
than 5% of dementia cases [145]. Patients with FTD also have problems of memory
loss and cognitive impairment. FTD typically occurs earlier than AD, from 45 to 65
years old [122]. Patients with FTD can experience unusual or antisocial behavior as
well as loss of speech or language. At the final stages of FTD, people cannot care for
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themselves [224]. Although FTD and AD have some mentioned differences, they also share
numerous common symptoms, which presents significant challenges in clinical diagnosis.

The analysis of FTD remains an area of ongoing research, and our understand-
ing of its causes is still incomplete. However, as AD, FTD is believed to be influenced
by a combination of genetic and environmental factors. For instance, mutations in the
microtubule-associated protein tau gene can result in the buildup of abnormal tau pro-
tein in the brain, potentially disrupting the function of brain cells [87]. Additionally,
certain environmental factors such as head injuries [207] and exposure to toxins [11] may
be implicated in the development of FTD.

In Frontotemporal dementia, there may be a reduction in volume of structures in
the frontal or temporal lobe [210, 249], which may also be observed using MRI scans.
Figure 3 shows a visualization of a normal brain and a brain with FTD using sMRI. For
simplicity, only the morphological changes of the superior frontal gyrus are highlighted.
In this specific case, we can observe the atrophy of the frontal lobe in a patient with FTD.

Figure 3: Visualization of a normal brain (left) and a brain with FTD (right) using
sMRI. Images taken from the Frontotemporal Lobar Degeneration Neuroimaging Initiative
dataset. The regions of superior frontal gyrus are highlighted.

Multiple Sclerosis

Multiple sclerosis (MS) is a demyelinating and chronic disease that attacks the cen-
tral nervous system. In MS, the insulating covers of nerve cells in the brain and spinal
cord are damaged [176]. This disrupts the ability of the nervous system to transmit sig-
nals [137]. MS can occur at any age, but typically affects individuals between 20 and
40 years old [212]. The symptoms of multiple sclerosis may depend on the location of
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the damaged nerve fibers. In 2023, an estimated 2.8 million people live with MS world-
wide [82].

The primary cause of Multiple Sclerosis (MS) is believed to be related to an autoim-
mune response, wherein the immune system mistakenly attacks the body’s own tissues.
Specifically, this immune response damages the myelin sheath, which covers the nerve
fibers in the brain and spinal cord [89]. Additionally, environmental factors such as viral
infections, cigarette smoke and low levels of vitamin D may also related to the development
of MS [190].

The impact on brain morphology in MS can include lesions in the white matter
and gray matter, as well as brain structure atrophy such as thalamus, putamen, ventral
diencephalon, and brainstem [55]. Figure 4 shows a visualization of a normal brain and a
brain with MS using sMRI. For simplicity, only the morphological changes of the thalamus
are highlighted. In this specific case, we can observe the atrophy of the thalamus in a
patient with MS.

Figure 4: Visualization of a normal brain (left) and a brain with MS (right) using sMRI.
Images respectively taken from the Alzheimer’s Disease Neuroimaging Initiative and the
Observatoire Français de la Sclérose en Plaques dataset. The thalamus is highlighted.

Parkinson’s Disease

Parkinson’s disease (PD) is a neurodegenerative disorder that affects the nervous
system and primarily parts that control the body movement. PD commonly affects indi-
viduals over the age of 50 [74]. Patients with PD usually experience symptoms including
tremors, muscle stiffness and slowness of movement [70]. According to the World Health
Organisation, an estimation of 8.5 million people currently living with PD, which is an
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increase of 81% since 20003.

Similar to the aforementioned diseases, the exact cause of PD is still unclear. How-
ever, genetic factor is thought to play the most important role in the development of PD.
A lot of genes may be related to PD, however, inheritance patterns of these genes are
complex and not fully understood [134].

The impact on brain morphology in PD can include changes in the cortical thickness,
and also regions associated with movement [260] such as substantia nigra and striatum.
Figure 5 shows a visualization of a normal brain and a brain with PD using sMRI. For
simplicity, only the morphological changes of the caudate, a sub-region of striatum are
highlighted. In this specific case, we can observe the atrophy of the striatum in a patient
with PD.

Figure 5: Visualization of a normal brain (left) and a brain with PD (right) using sMRI.
Images taken from the Parkinson’s Progression Markers Initiative dataset. The caudate,
a sub-region of striatum, is highlighted.

Schizophrenia

Schizophrenia (SZ) is a neurodevelopmental disorder with neurodegenerative pro-
cesses that emerge in later stages. The initial symptoms of SZ are commonly observed in
patients aged between 10 and 35 years old [204]. Individuals with SZ may experience ab-
normal interpretations of reality [182]. According to the World Health Organization, SZ
symptoms can include a combination of delusions, hallucinations, passivity, disorganized
thinking, and behavioral changes. It is estimated that approximately 24 million people
were living with SZ in 20224.

3https://www.who.int/news-room/fact-sheets/detail/parkinson-disease
4https://www.who.int/news-room/fact-sheets/detail/schizophrenia
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The precise causes of SZ are not fully understood. However, it is believed that a com-
bination of genetic factors and various environmental influences contribute to SZ [208]. For
example, dopamine and glutamate neurotransmission are strongly implicated in SZ [178].
Several works have states that factors such as prenatal infections [17], maternal stress [130]
can also be related to SZ.

Some of the most common brain morphological changes in schizophrenia include gray
matter reductions in several regions of the brain, such as the frontal cortex, hippocampus,
and temporal lobes [245]. Figure 6 shows a visualization of a normal brain and a brain
with SZ using sMRI. For simplicity, only the morphological changes of the hippocampus
are highlighted.

Figure 6: Visualization of a normal brain (left) and a brain with SZ (right) using sMRI.
Images taken from the Center for Biomedical Research Excellence dataset. The regions
of hippocampus are in the circles.

Scientific challenges

As previously mentioned, sMRI can serve as an effective tool for identifying neurode-
generative diseases. Furthermore, this type of brain imaging is widely used and accessible
in most neurological testing centers. Consequently, the accurate detection of neurodegen-
erative diseases through sMRI is highly valuable in clinical settings. However, the large
volume of sMRI data being generated, along with the 3D nature of the images containing
millions of voxels, presents a challenge for manual analysis. This raises the need for auto-
matic methods for analyzing sMRI data such as machine learning (ML) and deep learning
(DL). Compared to ML, DL requires less feature engineering process and offers greater
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capability for learning complex patterns from data. However, existing DL methods face
several challenges:

Performance challenge

Over the last decade, several DL-based methods have been proposed with the aim of
improving the accuracy and efficiency of diagnosis for various neurodegenerative diseases
using sMRI data. However, despite these efforts, the performance of DL methods still ex-
hibits certain limitations. For instance, when addressing the long-standing problem of AD
diagnosis, DL approaches, particularly CNN-based methods, have not demonstrated su-
perior performance compared to traditional ML methods such as support vector machine
(SVM) [250]. Similarly, Bron et al. found comparable performance between CNN and
SVM models when employing state-of-the-art CNN designs for the same application [34].
In the domain of FTD detection, Termine et al. observed that DL methods showed similar
performance to SVM methods [228]. However, these authors also suggested that improve-
ments in the framework design may yield better performance, indicating the potential for
further advancements in DL-based methods for neurodegenerative disease diagnosis.

Generalization challenge

An important consideration in the field of neurodegenerative disease diagnosis is
the limited knowledge about the generalization of existing methods, as they are often
trained and evaluated on the same datasets. This practice limits our understanding of
the generalization capacity of these models. For instance, in the case of AD diagnosis,
approximately 90% of studies rely on a single dataset (i.e., ADNI dataset, see more about
this cohort in Section 1.1.1) for both training and evaluating their model [68]. Similarly,
in the case of FTD diagnosis, each study tends to employ its own unique dataset for
training and assessing the model performance [229, 58, 65, 33, 263]. This practice raises
concerns about the applicability of these developed models in real-world scenarios where
the data may differ from the training datasets in terms of MRI protocols, age ranges,
country of origin, or inclusion criteria. Indeed, for AD classification, numerous studies
have demonstrated that current deep learning methods perform well when applied to
similar datasets but exhibit poor performance when faced with datasets that possess
differences in these factors [34, 250].
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Interpretability/explainability challenge

Considering the clinical perspective, the practical utility of DL models in clinical
applications is also limited due to their lack of interpretability and explainability, making
it difficult for clinicians to understand the reasons behind the model’s predictions. In this
thesis, we rely on the definitions of [19] where interpretability refers to a model that can
be directly understood by a human, while explainability involves external procedures to
uncover its internal workings. Compared to explainability, interpretability seems to be
more valuable as it provides clinicians with direct insights into the model’s functioning
and predictions, without compromising important information through additional actions.
However, only a few methods consider the model’s interpretability, preventing clinicians
from trusting and comprehending DL models. In this PhD, both interpretability and ex-
plainability are considered in all developed methods, with a preference for interpretability
to enhance the clinical utility of DL models.

Application scope challenge

Another important limitation of current DL methods in clinical applications is their
limited focus on the diagnosis of single diseases, neglecting the discrimination of multiple
diseases. This limitation becomes particularly significant when there are overlapping
symptoms between different conditions, such as the need to distinguish between AD and
FTD. However, only a few methods have been proposed to address this challenge [167,
104]. This lack of approaches that effectively handle multi-disease classification limits our
knowledge about the differences between diseases and can hinder accurate diagnosis and
appropriate treatment planning selection.

Contributions and outline

Based on the challenges discussed, the objective throughout this PhD is to develop a
new generation of methods for disease diagnosis that demonstrates high performance, gen-
eralizability and interpretability/explainability. Furthermore, this research investigates
various clinical scenarios, encompassing both single-disease and multi-disease diagnosis,
with the aim of identifying specific abnormalities associated with individual diseases and
revealing the differences between diseases in terms of their impact on the brain. Follow-
ing the chapter 1, which provides an overview of the data and background knowledge
related to this thesis, the four subsequent chapters will be presented to reach the stated
objectives. These chapters are organized as follows:

15



• Chapter 2: The focus of the first study was to introduce a novel biomarker – called
deep grading – with the mentioned objective for single-disease classification, with
a specific emphasis on AD diagnosis. Additionally, we conducted an evaluation to
assess the robustness of the framework by examining its generalization capacity on
an unseen task (i.e., AD prognosis).

• Chapter 3: Building upon the first study, the second study expanded the scope
by extending our deep grading to multi-disease diagnosis. This study specifically
targeted the differential diagnosis of CN vs. AD vs. FTD. To better understand
these disease, we investigated whether the patterns exhibited by these diseases on
brain structures are distinguishable or if they share similarities. Additionally, we
examine how the different subtypes of FTD impact the brain.

• Chapter 4: Recognizing the need for interpretability when the number of diseases
becomes higher, the third study aimed to overcome the issues of deep grading facing
a large number of classes. To this end, we proposed a novel biomarker called brain
structure ages. Specifically, the focus was on differentiating between several groups,
which is CN vs. AD vs. FTD vs. MS vs. PD vs. SZ.

• Chapter 5: In our previous methods, we introduced two-stage frameworks that pri-
oritized interpretability enhancements. However, in this particular study, our focus
shifted slightly away from interpretability, as we explored the feasibility of an end-
to-end (i.e., one-stage) framework that could deliver comparable performance and
generalizability. While our previous two-stage frameworks generally outperformed
existing end-to-end methods, which predominantly relied on CNN architectures, re-
cent advancements in DL indicated that Transformers could offer competitive or
even superior results compared to CNN methods. Therefore, we conducted here
an investigation into the potential of Transformers for multi-disease diagnosis. The
differential diagnosis of CN vs. AD vs. FTD was chosen as the targeted application.
Finally, the explainability of the proposed method was assessed and compared to
our previous interpreatble methods.

For each of these experimental studies, we further detail in Table 3 the associated
observations, contributions and associated publications, offering a clear understanding of
the research progression throughout this PhD.
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Table 3: Overview of the different studies achieved during the PhD. Color indicators:
■ accuracy, ■ generalization capacity, ■ interpretability or explainability and ■ multi-
disease handling.

Common objectives: providing methods with high accuracy, generalizability

and interpretability (or explainability) for neurodegenerative disease diagnosis.

Chapter 2
CNN for single-disease diagnosis: CN vs. AD

Observations:
In AD diagnosis, a long-standing problem,
current DL methods present several limita-
tions:

• Performance: Limited accuracy
compared to traditional ML methods
(e.g., SVM).

• Generalization: Limited knowledge
about the generalization capacity of DL
methods on external datasets.

• Interpretability: Few interpretable meth-
ods for understanding model decisions in
AD classification.

Contributions:

• Deep Grading biomarker ■: Improves the inter-
pretability of deep model outputs.

• Collective Artificial Intelligence ■: Better gen-
eralizes on external data and unseen tasks.

• Graph-based classification ■: Better captures
AD signature to improve the classification perfor-
mance.

Publications:

• Journal paper: [1].

• Conference paper: [4].

• Software: AssemblyNet-AD [7].

Continued on next page
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Table 3 – Continued from previous page

Chapter 3
CNN for multi-disease diagnosis: CN vs. AD vs. FTD

Observations:
Only a few studies tackled this problem
even though it presents valuable outcomes.
The limitations of current methods are:

• Performance: Limited accuracy in many
studies. This task is challenging due to
overlapping symptoms of the 3 classes.

• Generalization: No study conducted
to assess the generalization on external
datasets.

• Interpretability:

◦ Few methods exists.

◦ Deep Grading biomarker is not
well-suited for multi-disease di-
agnosis.

Contributions:

• Multi-channel Deep Grading biomarker ■ ■:
Extends the deep grading framework to produce
3D grading maps capable of detecting brain regions
with specific disease-related patterns (AD-like or
FTD-like patterns).

• Combination of the structure grading and the
structure atrophy ■ ■: Improves the model classi-
fication performance and its generalization capac-
ity.

Publications:

• Journal paper: [2].

• Conference paper: [5].

• Software: [8] (Under deposit).

Chapter 4
CNN for multi-disease classification: CN vs. AD vs. FTD vs. MS vs. PD vs. SZ

Observations:
Multi-disease differential diagnosis with a
high number of class is rarely studied.

Multi-channel Deep Grading biomarker
may solve this problem but the grading map
is hard to visualize due to the high number
of class, reducing the interpretable ability.

Brain age biomarker shows promising re-
sults in disease diagnosis but seems to only
be useful with binary classification prob-
lems.

Contributions:

• Brain Structure Ages biomarker ■ ■: Extends
the notion of brain age to estimate the brain age at
structural level. This biomarker can be used for:

◦ Age prediction: Accurately estimates of the
chronological age of healthy people.

◦ Interpretation and Explanation: Provides
quantitative visualization of abnormal brain
regions showing the severity between diseases.

• Combination with the structure atrophy ■ ■:
Improves the performance and generalization ca-
pacity.

Publications:

• Journal paper: [3] (Under revision).

• Softwares: [9, 10] (Under deposit).

Continued on next page
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Table 3 – Continued from previous page

Chapter 5
Transformer for multi-disease diagnosis: CN vs. AD vs. FTD

Observations:
Transformer has recently appeared to be a
promising alternative to CNN-based mod-
els in computer vision tasks. Despite their
potential, its application in disease diagno-
sis is still sparse.

In the domain of brain imaging analysis,
there are two key challenges to address
when utilizing transformers:

• High computational requirements, par-
ticularly when dealing with 3D sMRI data.

• Limited availability of labeled data, typi-
cally consisting of a relatively small number
of images per class (e.g., around 100-200 im-
ages).

Contributions:

• Transformer-based model using Deformable
Patch Location module ■ ■ ■ ■:

◦ Novel architecture: Improves model perfor-
mance and generalization capacity.

◦ Interpretation and Explanation: Provides
qualitative visualization of abnormal brain re-
gions related to the model’s decision.

• Novel data augmentation pipeline ■ ■: Provides
a data augmentation pipeline for transformer mod-
els for disease diagnosis using sMRI data, allowing
to boost the model performance and its generaliza-
tion capacity.

Publications:

• Conference paper: [6].

After the presentation of our methods, in Chapter 6, we summarize the main results
and discuss about future research directions.

Lastly, we present supplementary materials A, B and C for Chapter 2, Chapter 3
and Chapter 4 in the appendices, respectively.
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Before going into the details of our proposed methods, this chapter provides an
overview of the data and background related to this thesis. We begin by presenting
general information about the datasets used in this PhD research, along with the image
processing procedures employed. Subsequently, we introduce the fundamentals of classical
machine learning and deep learning as part of the background.

1.1 Materials

In this section, we begin by providing an overview of the datasets used in this PhD
research. To assess the generalizability of our proposed methods, we employ different
datasets for each study, and the differences in image characteristics between these datasets
are highlighted in this section. Following that, we introduce the image preprocessing
procedure employed in our studies, which plays a crucial role in enhancing the data
quality for improved model performance.

1.1.1 Datasets used in this manuscript

To facilitate the comparison with existing methods in the literature, we employ a set
of publicly available datasets for the development and validation of our methods. Detailed
information about these datasets is presented in Table 1.1.

It is important to note that all experiments in our studies are conducted using the
T1w images acquired at the baseline. By focusing on the baseline T1w images, our
purpose is to identify subtle structural changes in the brain and to develop biomarkers at
the earliest possible stage.

It is also noteworthy that some of the datasets mentioned in Table 1.1 consist of mul-
tiple phases. For instance, ADNI encompasses ADNI1, ADNI2, ADNI3, and ADNIGO.
However, for our studies, we specifically utilize ADNI1 (Chapters 2 and 4) and ADNI2
(Chapters 2, 3 and 5). Similarly, ABIDE and PPMI datasets have two distinct phases,
while OFSEP comprises data from multiple data centers. Detailed information regarding
each specific phase or subcategory is presented in the respective studies.

Additionally, in the ADNI1 dataset mentioned in Chapter 2, our focus extends be-
yond individuals classified as CN or AD. We also take a particular interest in patients
with Mild Cognitive Impairment (MCI). This MCI category can be further divided into
two groups based on the selection criteria from 1:

1https://aramislab.paris.inria.fr/clinicadl/tuto/2020/html/Notebooks-AD-DL/clinical
.html
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Table 1.1: Summary of public datasets used in this manuscript.

Dataset Name Male/Female Age (mean ± std) Machine type Labels Related Chapters

ABIDE [61] 811/261 16.1 ± 8.8 3T CN 4

CamCAN [227] 75/85 63.2 ± 18.5 3T CN 4

C-MIND2 107/129 8.4 ± 4.3 3T CN 4

ICBM [177] 112/182 33.7 ± 14.3 1.5T CN 4

IXI3 242/307 48.8 ± 16.5 1.5T, 3T CN 4

NDAR [193] 208/174 12.4 ± 6.0 1.5T, 3T CN 4

UKBioBank [37] 14917/14334 64.2 ± 7.9 3T CN 4

ADNI [115] 628/491 74.9 ± 7.0 1.5T, 3T CN, AD, pMCI, sMCI 2, 3, 4, 5

AIBL [69] 151/159 72.9 ± 7.2 1.5T, 3T CN, AD, pMCI, sMCI 2, 4

OASIS [139] 360/466 70.0 ± 9.2 1.5T CN, AD 2, 4

MIRIAD [169] 31/38 69.4 ± 7.0 1.5T CN, AD 2, 4

NIFD4 151/135 63.7 ± 7.2 3T CN, FTD 3, 4, 5

NACC [24] 939/1765 68.9 ± 10.8 3T CN, AD, FTD 3, 4, 5

OFSEP [246] 746/1936 42.7 ± 11.6 1.5T, 3T MS 4

PPMI [113] 337/202 62.2 ± 9.9 1.5T, 3T CN, PD 4

COBRE5 65/21 39.2 ± 13.3 3T CN, SZ 4

SRPBS [226] 172/118 39.4 ± 13.1 3T CN, SZ 4

BrainGluSchi [36] 132/36 38.0 ± 12.6 3T CN, SZ 4



• Progressive MCI (pMCI): patients who was diagnosed as MCI at baseline, and
progressed to dementia in the following 36 months.

• Stable MCI (sMCI): patients who was diagnosed as MCI at baseline, and the diag-
nosis remains unchanged in the following 36 months.

Lastly, in the NIFD dataset, patients with FTD can be further classified into three
subtypes (more details are provided in Chapter 3):

• Behavioral variant of frontotemporal dementia (bvFTD): Patients presenting changes
in behavior and personality

• Progressive Non Fluent Aphasia variant (PNFA): Patients with difficulties in pro-
ducing or comprehend language.

• Semantic Variant (SV): Patients with difficulties in recognizing objects and faces,
and a loss of vocabulary

1.1.2 Preprocessing steps for structural MRI

In the medical imaging domain, a preprocessing procedure is necessary to improve the
robustness of the classification methods by reducing irrelevant information and minimizing
differences in orientation, size, and resolution between images. Moreover, it could increase
the signal-to-noise ratio and improve the contrast between different tissue types, enhancing
the quality of the data used for classification. The used preprocessing procedure consisted
of 6 steps: denoising, inhomogeneity correction, affine registration into MNI152 space,
intensity standardization, intracranial cavity (ICC) extraction and optional segmentation.
Figure 1.1 shows an overview of the preprocessing pipeline. In the following, we provide
a brief overview of each of these steps.

Denoising

Structure MRI is a 3D image where each voxel has an intensity value obtained from
a MRI machine. However, during the acquisition process, random noise are generated,
reducing the quality of image. Several methods have been proposed for alleviating the
effect of random noise [173, 53]. During this PhD, the denoising technique used refers
to [172]. This technique is based on non-local mean (NLM) filter method which was
initially proposed for denoising natural images. In principle, NLM filter updates the
intensity of each voxel with a weighted average of all other voxels in the image. The
weights are estimated using the similarity between local neighborhood of the considered
voxel and other voxels.

23



Figure 1.1: Overview of the preprocessing pipeline utilized in this PhD. The image of the
step 2 is adapted from [84] for the purpose of better visualization. All images of other
steps are taken from our data.

Inhomogeneity correction

Inhomogeneity correction is a preprocessing step aiming to correct for intensity non-
uniformity (bias field). This phenomenon can be caused by various factors, such as mag-
netic field inhomogeneity in MRI [225] or posture of the subject [73]. The method used
for this preprocessing step is the N4ITK algorithm [239]. This algorithm uses a series
of low-pass filtering, B-spline fitting and an iterative estimation procedure to correct the
bias field in the MRI.

Affine registration into MNI152 space

Affine registration is a preprocessing step used to correct for global differences be-
tween brain MRI images by applying a series of transformations including translation,
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rotation, scaling and shearing6. The MNI152 space is a standard template constructed
in 2001 at the Montreal Neurological Institute using brain MRI images from 152 nor-
mal subjects [170]. This space represents a brain that is considered representative of the
population. The main purpose of this preprocessing step is to transform individual brain
images to a standardized and common coordinate space, allowing for better comparison
between different brains and analysis across multiple studies. Moreover, it may reduce
the bias between different datasets. The method used for this preprocessing step refers
to [16].

Intensity standardization

Due to variations in scanner configurations, the obtained sMRI may not consistently
exhibit the same intensity levels. Furthermore, even when employing the same scanner
and settings, intensity patterns in the captured images may display variability across
different sessions. A correction of this intensity variation is important, particularly for DL
methods where the different data distribution can result in unexpected model behavior.
This preprocessing step refers to [171].

Intracranial cavity extraction

Intracranial cavity extraction or skull stripping is a preprocessing step in MRI that
removes non-brain tissue (e.g., skull, scalp, and meninges) from the MRI images, leaving
only the brain tissue. This step is necessary as it can remove potential sources of noise
and error that could interfere further analysis. The method used for this preprocessing
step refers to [174].

Segmentation

Segmentation, a well-established domain of research with a large community, focuses
on identifying the locations of brain structures at the voxel level. While segmentation is
a challenging task, we simplify the discussion to maintain focus. In our study, segmenta-
tion serves as an optional preprocessing step, employed when specific information about
the location of brain structures is required, such as calculating the volumes of different
brain regions. For this step, we use the AssemblyNet method [50]. By considering the
segmentation as a preprocessing step, we aim to direct the readers’ attention towards
our proposed methods and their contributions, while acknowledging the importance of
segmentation in the medical imaging research landscape.

6https://neuroimaging-data-science.org/content/006-image/003-registration.html
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1.2 Common automatic approaches

In this section, we provide a brief overview of the most common automatic approaches
for neurodegenerative disease diagnosis. We first introduce the classical machine learning
(ML) methods, followed by deep learning (DL) methods with their basic components such
as multi-layer perceptron (MLP), convolutional neural network (CNN), and transformer.

1.2.1 Classical Machine Learning

ML techniques have been used in medical imaging domain for a long time, enabling
the development of various approaches for tasks such as classification, regression, and
segmentation. ML-based methods typically consist of two steps: feature extraction and
mapping of the extracted features to the desired output.

In the feature extraction step, we simplify the learning process by utilizing input fea-
tures that are more relevant to the task, rather than using raw voxel intensities from MRI
scans. These extracted features, often referred to hand-crafted features, are manually
selected by domain experts based on their knowledge and understanding of the underly-
ing data. For neurodegenerative disease diagnosis, some important features can be brain
structure volumes and the cortical thickness as these disorders often cause brain atrophy.
In the context of neurodegenerative disease diagnosis, critical features may include brain
structure volumes and cortical thickness, as these disorders often manifest as brain atro-
phy [221, 196]. Overall, the goal of this step is to transform the raw data into a set of
meaningful features that capture essential information for a specific task.

Once the relevant features are extracted, a chosen ML algorithm proceeds to the
second step, which involves correlating these features with the desired output. This map-
ping is done through a training process. Many ML algorithms have been used for neuro-
denenerative disease diagnosis, such as the bayesian approach [218, 216], support vector
machine [13, 162, 214, 85, 264], logistic regression [205], linear discriminant analysis [265,
102] and K-means clustering [242].

In the context of medical imaging, certain ML methods can be easy to interpret.
However, it is important to acknowledge that ML methods also have certain limitations.
Indeed, ML methods often rely on domain expertise to select relevant input features. This
may prevent the discovery of novel knowledge and hinder the ability to effectively handle
new disorders or conditions where domain expertise is limited.

26



1.2.2 Deep Learning

Deep Learning is a specific subset of ML that is based on deep neural networks. DL
models employ multiple layers of processing to progressively extract higher-level features
from input data. In recent years, DL methods have gained significant popularity, mainly
due to advancements of computing capacity and the availability of large-scale training
datasets. As a data-driven approach, the effectiveness of DL models heavily relies on the
quantity and quality of the training data. With more representative and diverse data, DL
models have the potential to deliver improved performance and generalization capabilities.

In general, a deep neural network is composed of two main components: a feature
extractor and a classification (or regression) head. The feature extractor plays a crucial
role in capturing meaningful representations from the input data, while the classification
head is responsible for making predictions based on these extracted features.

Two of the most commonly used feature extractors in deep neural networks are
the convolutional neural network (CNN) and the transformer. The head of a deep neural
network in most cases is a multi-layer perceptron (MLP). In the following, we will describe
more about how these components work.

Multi-Layer Perceptron: MLPs are the most basic type of neural networks. They
can directly take the hand-crafted features (similar to ML approaches) or the output
representations of the feature extractor to perform classification. They consist of multiple
hidden layers, each comprising a set of neurons with weighted connections. The neurons
in each layer receive inputs from the previous layer and apply an activation function
(i.e., introduce non-linearity) to produce an output. Figure 1.2 shows an illustration of
an MLP.

Figure 1.2: Illustration of MLP. Only the neurons (circle) is shown for simplicity.

Convolutional Neural Networks: CNNs are a type of deep neural networks that have
been widely used in computer vision tasks. The core of CNNs is convolutional layers
that convolve learnable filters or parameters with input data, allowing for the extraction
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of local patterns and features (see Figure 1.3). In the initial convolutional layers, the
model focuses on capturing low-level patterns, including edges, textures, and shapes. As
the CNN progresses deeper into subsequent layers, it gradually learns more abstract and
high-level representations of the input data. This hierarchical learning process enables
the network to capture increasingly complex and meaningful information from the input.

Transformers: Transformers are built upon the concept of self-attention, initially de-
signed for sequential data, but have recently shown impressive results in natural image
applications. In image processing, the input is divided into patches (see Figure 1.3).
Transformers treat these patches as a sequential input and utilize multiple attention layers
for feature extraction. Within each layer, all patches attend to each other to progressively
update the imaging features. By attending to all patches simultaneously, transformers
is capable of capturing long-range dependencies and modeling complex relationships be-
tween different regions of the image.

Figure 1.3: Illustration of CNN and Trandformer (image from [238])

In contrast to classical ML methods, DL minimizes or removes the requirement for
manual feature engineering, as both feature extraction and correlation are learned con-
currently during training. However, a potential drawback of DL methods is their reduced
interpretability, which can hinder understanding the decision-making process. This chal-
lenge of interpretability poses particular difficulties in the integration of AI methods into
clinical practice.
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The method presenting in this chapter is related to the following publications and soft-
wares:

[4] Nguyen, Huy-Dung, Michaël Clément, Boris Mansencal, and Pierrick Coupé.
“Deep Grading Based on Collective Artificial Intelligence for AD Diagnosis and
Prognosis”. In: Interpretability of Machine Intelligence in Medical Image Comput-
ing, and Topological Data Analysis and Its Applications for Medical Data. IMIMIC
2021. 2021. doi: 10.1007/978-3-030-87444-5_3.

[1] Nguyen, Huy-Dung, Michaël Clément, Boris Mansencal, and Pierrick Coupé.
“Towards better interpretable and generalizable AD detection using collective ar-
tificial intelligence”. In: Computerized Medical Imaging and Graphics 104 (2023),
p. 102171. doi: 10.1016/j.compmedimag.2022.102171.

[7] Pierrick Coupé, José Vicente Manjón, Huy-Dung Nguyen, Boris Mansencal and
Michaël Clément. AssemblyNet-AD Automatic Diagnosis of Dementia. IDDN.FR
.001.190026.000.S.C.2022.000.31230.

In this chapter, we will present a new biomarker for single-disease diagnosis problems.
This biomarker is designed to be interpretable and possesses a high discriminative capacity
for the purpose of neurodegenerative disease classification. Alzheimer’s disease has been
chosen for analysis, as it is the most prevalent neurodegenerative disorder and has a large
research community, offering valuable insights and opportunities for a good benchmark
against existing literature.

2.1 Introduction

2.1.1 Context

As previously discussed, AD is the most common form of dementia in individuals over
the age of 65. In addition to the impact on patients’ quality of life, the costs associated for
carrying individuals with AD have been rapidly increasing over the past decade, as more
treatments and services are required over time. Therefore, early and accurate detection
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of AD is crucial for the development of new therapies, slowing disease progression, and
reducing associated costs.

The prodromal stage of AD is Mild Cognitive Impairment or MCI [175]. People may
experience minor changes in cognitive abilities at this stage but there is still no impact
on their daily lives [14]. Statistically, 10 – 17% of people with MCI will progress to AD
over a few years while other MCI patients will remain stable [92]. The first group refers
to pMCI and the second one refers to sMCI (see Section 1.1.1 for more details). Besides
the need of distinguishing AD patients from CN (i.e., AD diagnosis), identifying pMCI
patients from sMCI patients (i.e., AD prognosis) is even more crucial to apply appropriate
therapies and slow down the transition from MCI to AD. Therefore, a fast and accurate
tool for both AD diagnosis and prognosis is expected to help clinician to take care of the
patient as soon as possible.

Brain atrophy is an important biomarker of AD. Many studies state that this mor-
phological change may occur before the first cognitive symptoms of AD [88, 126, 49, 34].
Those anatomical changes can be identified with the help of sMRI [32]. Recently, with
the advances of DL, a large number of methods have been proposed for automatic AD di-
agnosis and prognosis using sMRI [250, 220, 68]. However, the large size of 3D sMRI and
the limited GPU memory has required to adapt DL methods to medical imaging. These
methods can be categorized into: 2D slice-based methods, 3D subject-based methods, 3D
region-of-interest (ROI) methods and 3D patch-based methods.

2.1.2 Related works

2D slice-based methods

The concept behind slice-based approaches is that a minimal number of 2D slices
may accurately depict the disease status. Some methods employ their own strategy to
extract the most appropriate 2D slices from 3D sMRI, while others use standard image
projections (i.e., coronal, sagittal, axial plane) [68]. Valliani et al. considered only the
median axial slice of sMRI and used ResNet for AD diagnosis [241]. Pan et al. trained
123 classifiers for 123 2D slice positions of three projection planes for both AD diagnosis
and prognosis [192]. The 15 models with the highest accuracy on validation set were
chosen to form the final ensemble model. Qiu et al. manually chose three slice positions to
analyze well-known regions associated with Alzheimer’s disease: lateral ventricles, inferior
temporal, and middle temporal cortices [201]. Three CNN models (one per region) were
then trained for the problem of classification CN vs. MCI. The final result was based on
the majority vote. Entropy-based sorting is another method to select slice positions. It is
based on the hypothesis that a slice with higher intensity variation is more informative.
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This strategy was used in [101, 117] to select the most 32 informative slices for various AD
classification tasks. All of these slice-based methods have the advantage of being based
on well-known CNNs architectures dedicated to natural image classification. However,
a comparative study showed that 2D slice-based methods were less efficient than 3D
methods [250]. This study explained that spatial information is not fully exploited by 2D
slice-based methods which limits their performance.

3D subject-based methods

Recently, more methods using the whole 3D MRI have been proposed for AD classi-
fication (3D subject-based methods). In general, these models have fewer layers than 2D
slice-based approaches due to the limited computing capacity. Backström et al. used a 3D
CNN with 8 layers for AD diagnosis [18]. Yee et al. used dilated convolution to increase
the model depth to 11 layers [257]. In doing so, they improved the receptive field while
keeping a reasonable number of parameters. VGG and ResNet are usually employed by
many authors for classification tasks in natural images. In [135], the authors implemented
3D version of these two architectures and showed comparable performance of both models
for different AD classification tasks. Modern architecture like inception module was also
proposed in [191]. Li et al. proposed a multi-model for AD diagnosis [148]. As each model
had a different receptive field, the ensemble model was expected to be able to capture
both global and local features. Overall, 3D subject-based methods have the advantage of
preserving spatial information. However, since the 3D architectures are shallower, with
current memory limitations these models do not yet offer optimal performance.

3D regions-of-interest (ROI) methods

With a limited computing capacity, reducing the input dimension is a good way to
increase the model complexity. Many methods focused on particular parts of the brain
known to be related to AD. Only one or a few small 3D cubic sub-volumes located at
specific brain structures are used as input. Consequently, deeper models can be used and
more complex patterns can be captured. The hippocampal region is a ROI well-known to
be affected by AD [215]. Huang et al. cropped a region centered at the hippocampi from
sMRI. They used a VGG-like architecture for classification [107]. Cui et al. used two cu-
bic sub-volumes surrounding the left and right hippocampus to exploit also their adjacent
regions for accurate AD classification [57]. They suggested that these areas, including the
parahippocampus and amygdala, may be involved in AD. The main drawback of this type
of method is that they only use the information around a priori defined anatomical re-
gions. In contrast, alterations caused by AD can affect other brain areas [247]. Therefore,
relevant information outside of the selected ROIs is not used, limiting model performance.
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3D patch-based methods

Another way to reduce the input dimension is to use 3D patch-based methods. An
MRI is simply divided into multiple smaller patches, all of them are then used for train-
ing. Cheng et al. extracted 27 overlapping patches that were uniformly distributed across
the whole brain. They then trained 27 models (one per patch) and an ensemble model
aggregating patch-level results to make the final decision [40]. Li et al. divided the original
MRI into 27 non-overlapping patches [149]. These patches were grouped into different
clusters and one CNN was trained per cluster for the AD diagnosis problem. The final
decision was made by ensembling these models. In several studies, Liu et al. used a land-
mark detection algorithm to locate the most informative patches in sMRI [158, 157, 156].
In [158], the authors trained 27 different models (one per patch) for the classification
problem. The final decision was obtained by majority voting strategy. In [157], they de-
signed an end-to-end CNN model with multiple branches, each one analyzing one patch.
The learned features were concatenated and forwarded through a final CNN for AD clas-
sification. In [156], they constructed multi-channels input from extracted patches and
used a simple CNN for AD classification. Lian et al. performed a voxelwise anatomical
correspondence across all available images [152]. They then selected 120 voxel locations
and used them as centers for extracting 120 patches. They built a single end-to-end
CNN model in which feature representations learned from patch-level was concatenated
at regional-level, feature representation at regional-level was then concatenated to provide
the decision at subject-level. From a literature review, it appears that a single model is
not enough to capture the diverse patterns of all patch locations [250]. Indeed, methods
using multiple models [40, 149, 158] offer better AD classification accuracy. Compared
to previously detailed strategies, 3D patch-based methods enable to fully exploit the 3D
information, to drastically reduce memory requirement and to analyze the entire MRI.

2.1.3 Current limitations of DL in AD classification

Although many efforts were made to adapt deep learning methods to AD classi-
fication, existing methods still present several limitations. Indeed, current approaches
have limited prognosis performance and usually suffer from a lack of generalization and
interpretability.

Limited Performance

At the time of writing this manuscript, CNN based-models seemed not to perform
better than traditional machine learning methods (e.g., SVM). Bron et al. showed similar
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performance between CNN and SVM models while carefully following the state-of-the-art
CNN designs [34]. In another study, Wen et al. [250] even found that their linear SVM
model was at least as good as the best CNN model for AD diagnosis and better for AD
prognosis. However, they both suggested that a more sophisticated DL architecture may
help for better performance.

Limited Generalization

A recent survey showed that about 90% of studies use the same dataset (i.e., ADNI
dataset) to evaluate their model performance which limits our knowledge of CNN per-
formance on other databases [68]. Moreover, most of the studies mentioned above used
the same dataset for training and testing. Such validation framework is known to over-
estimate method performance. Indeed, in-domain validation is dangerous as methods
showing high performance on a single dataset might just better capture the particular
characteristics of that dataset and might poorly perform in another dataset [231]. As a
consequence, current DL literature offers limited knowledge about the generalization ca-
pability of DL methods on external datasets. This limitation does not only apply to AD
classification application but also to other diseases (e.g., Frontotemporal Dementia [229],
Parkinson’s disease [181], etc.). A general cause leading to a low generalization capacity
is overfitting on the training set [250]. Especially, this often occurs when the size of the
training domain is too small. To alleviate this problem, we applied several data aug-
mentation techniques during the training process (see Section 2.3.5), making the model
more robust to heterogeneity. Furthermore, our use of a large number of models (see Sec-
tion 2.3.3) that can be seen as an ensemble model allows the reduction of generalization
error [136].

Limited Interpretability and Explainability

Besides the need for an accurate and generalizable AD classification model, un-
derstanding the model decision is also vital. Here, we consider two terminologies: inter-
pretability and explainability as in [19]. Interpretability refers to the passive characteristic
of a model that can be directly understood by humans. By contrast, explainability refers
to external procedures applied to a model to discover its internal functionalities. The ma-
jority of current deep learning methods use an external explainable method including Class
Activation Mapping (CAM), Gradient Class Activation Mapping (Grad-CAM), Guided
Backpropagation (GB) to study their model decision. However, some explainable methods
(i.e., Guided Backpropagation and Guided Gradient Class Activation Mapping) produce
visually and quantitatively similar explanations between a model randomly-initialized and
a trained model. This makes analysis based on the produced explanations suspicious [12].
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In [257], two explainable methods were applied to the same model but different results
were obtained. Moreover, in [34], the obtained saliency map showed regions known to be
little affected by AD. Indeed, each explainable method works differently, so the discovery
may not be unique or little informative. For an interpretable model instead, humans
can directly infer its characteristic without losing information due to additional actions.
Thus, this kind of method seems to be more valuable to understand the model decision.
However, to the best of our knowledge, there is currently few interpretable methods for
AD classification, with our definition [21, 20].

2.1.4 Contributions

To address these current major limitations of DL methods, we propose a novel inter-
pretable, generalizable and accurate deep framework for both AD diagnosis and prognosis.
This clinical tool is available at https://volbrain.net.

First, we propose a novel Deep Grading (DG) biomarker to improve the interpretabil-
ity of deep model outputs. Inspired by the patch-based grading frameworks [49, 51, 234,
99, 48, 97], this new biomarker can capture CN, AD patterns from MRI input and pro-
vides a grading map with a score between −1 and 1 at each voxel that reflects the disease
severity. This interpretable biomarker may assist clinicians in localizing brain regions
affected by AD, allowing them to make more informed decisions.

Second, we propose to extend the concept of Collective Artificial Intelligence (AI)
to AD diagnosis and prognosis. The collective AI consists of using a large number of
communicating neural networks, each of them is specializing in a unique brain location.
The global result is then obtained by fusing the local results. For the brain segmentation
application, it has demonstrated a better generalization capacity against domain shift [50,
127]. In this study, we propose a robust fusion strategy in the generation of the global
deep grading map using validation accuracy. Our experiments show an improvement of
model performance using this strategy. Moreover, this could also help to emphasize the
brain locations related to AD, making the global deep grading map more reliable.

Finally, we propose to use graph-based modeling to better capture AD signature.
Concretely, we propose to use graph convolutional network (GCN) model for AD classi-
fication problems. As a result, this shows state-of-the-art in performance for both AD
diagnosis and prognosis.
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Table 2.1: Summary of participants used in our study. Data used for training are in bold

Dataset Statistic CN AD sMCI pMCI

ADNI1 No. subjects 170 170 129 171
Age (Mean ± Std) 75.9 ± 5.2 75.1 ± 7.2 74.6 ± 7.5 74.5 ± 7.0

ADNI2 No. subjects 149 181
Age (Mean ± Std) 74.1 ± 6.6 74.0 ± 7.2

AIBL No. subjects 232 47 12 30
Age (Mean ± Std) 72.3 ± 6.7 72.7 ± 8.6 72.5 ± 6.2 73.9 ± 8.0

OASIS No. subjects 658 98
Age (Mean ± Std) 68.6 ± 8.9 76.8 ± 8.4

MIRIAD No. subjects 23 46
Age (Mean ± Std) 69.6 ± 7.0 69.3 ± 7.0

2.2 Materials

The data used in this study, consisting of 2106 subjects, were obtained from multi-
ple cohorts: ADNI, OASIS, AIBL and MIRIAD. We used the baseline T1-weighted MRI
available in each of these studies. Each dataset contains AD patients and CN subjects.
ADNI1 and AIBL datasets also include pMCI and sMCI patients. Further details about
these datasets and the selection criteria of pMCI and sMCI refers to Section 1.1.1. Ta-
ble 2.1 summarizes the number of participants and their age distribution for each dataset
used in this study. During our experiments, AD and CN subjects from ADNI1 were used
for training and all the other subjects as testing set. To minimize possible bias learned
through training, we selected the same number of AD/CN subjects from ADNI1 for train-
ing without significant differences between the two age distributions (pvalue = 0.27). The
evaluation consisted of two different tasks: Diagnosis (main task) and Prognosis (unseen
task).

2.3 Methods

2.3.1 Method overview

An overview of our proposed pipeline is shown in Figure 2.1. Our pipeline is designed
based on different blocks, each of which serves a distinct purpose. First, the role of the
collective AI block is to simulate a big model that cannot fit into a GPU by a large ensem-
ble of smaller models. This strategy may help to capture more disease-related patterns
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than a single model. Indeed, it shows an improvement in generalization (see Section 2.4.1)
compared to other techniques. Second, the deep grading map provides a quantitative and
interpretable assessment of the progression of AD. This 3D map can show AD-related
regions, providing insight into the model prediction and helping clinicians in making reli-
able decisions. We use a segmentation here for a better visualization of the grading map
and to reduce the data dimensionality in a meaningful way for experts. Finally, we use
GCN to capture the relationship between brain structures. We demonstrate that GCN is
well-adapted with grading features for AD detection (see Section 2.4.1).

Figure 2.1: Overview of our processing pipeline. The MRI image, its segmentation and
the deep grading map illustrated here are from an AD subject.

Concretely, a preprocessed T1-weighted MRI with the size of 181× 217× 181 voxels
was downsampled to 91× 109× 91 voxels to reduce the computational cost. The down-
sampled image was divided into k × k × k (i.e., k = 5) overlapping patches of the same
size (i.e., 32×48×32 voxels). We used m = k×k×k (i.e., m = 125) 3D U-Nets to grade
these patches. The 125 grading patches were fused to reconstruct a global grading map
of 91× 109× 91 voxels. This map was upscaled using interpolation to have the same size
as the original input. After that, the segmentation of the original input (obtained with
AssemblyNet [50]) was used to compute the average grading score for each structure. In
this way, we obtained a vector of s elements where s is the number of segmented structures
(i.e., s = 133). Finally, we created a fully connected graph with s nodes presenting the
characteristic of s structures (e.g., structure grading, structure volume, subject’s age) and
used a graph convolutional neural network for the classification.
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2.3.2 Deep grading

In AD diagnosis and prognosis, most of deep learning models only use CNN as a
binary classification tool. In this study, we use CNN to produce 3D interpretable maps
indicating the structural alterations caused by AD.

To capture these anatomical alterations, we extend the idea of several patch-based
grading frameworks [51, 234, 48, 98]. The main objective is to provide a 3D grading map
with a score between -1 and 1 at each voxel reflecting the disease severity. In [51], the
authors proposed to grade the hippocampus. For each voxel of this structure, they defined
a surrounding patch and used a locally adaptive search algorithm to find the corresponding
patch in all of training images. Similarity scores were then computed between the testing
patch and training patches. These scores were used to estimate the grade (i.e., degree of
similarity to one group or another) for the considered voxel. Then, an average grading
value was computed for the structure. The subject was classified as AD or CN depending
on the sign of the grading value. They found that grading feature is more powerful
than the measure of structure volume in distinguishing AD and CN subjects. Tong et
al. used a sparse coding process to select a small number of discriminative voxels over
the whole brain [234]. They showed that grading feature was efficient for AD prognosis
even when training with AD/CN subjects. Contrary to these previous methods based on
handcrafted feature extraction, here we propose a novel deep grading framework based
on a large ensemble of 3D U-Nets (i.e., 125 U-Nets).

Concretely, each of our 125 U-Nets (with the architecture similar to [50]) takes a 3D
sMRI patch (e.g., 32× 48× 32 voxels in the MNI space) and outputs a grading map with
value in range [−1, 1] for each voxel. Voxels with a higher value are considered closer to
AD, while voxels with a lower value are considered closer to CN. For the ground-truth
used during training, we assign the value 1 (resp. −1) to all voxels inside a patch extracted
from an AD patient (resp. CN subject). All voxels outside of ICC are set to 0.

Once trained, the deep models are used to grade patches. These local outputs are
gathered to reconstruct the final grading map (see Section 2.3.3). Using the structure
segmentation, we represent each brain structure grading by its average grading score
(see Figure 2.1). This anatomically driven aggregation allows better and meaningful
visualization of the disease progression. In this way, during the classification step (see
Section 2.3.4), each subject is encoded by an s-dimensional vector where s is the number
of brain structures (i.e., s = 133).
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2.3.3 Collective AI

In medical analysis, high generalization capacity across domains and unseen tasks
presents potential clinical value as real data is diverse and may come from any source. As
recently shown in [34, 250], current deep learning methods for AD classification can well
generalize to similar datasets but poorly perform on datasets having differences such as
MRI protocols, age ranges, country of origin or inclusion criteria. In our testing datasets,
different age range and MRI protocol were present in OASIS, different country of origin
was present in AIBL and different inclusion criteria was present in MIRIAD. It should be
noted that for OASIS, MCI and AD patients are mixed, so we used the ADNI inclusion
criteria to separate AD patients and be able to assess the diagnosis of AD.

In this study, we propose to use an innovative collective artificial intelligence strategy
to improve the generalization across domains and to unseen tasks. As recently shown for
segmentation problems [50, 127], the use of a large number of compact networks capable
of communicating offers a better capacity for generalization. For brain segmentation, this
strategy showed strong generalization to previously unexplored domains [50] (i.e., trained
on healthy adults and tested on children and AD patients). For the problem of multi-
ple sclerosis lesion segmentation, this strategy also demonstrated the consistency across
different natures of training domains [127]. There are many other advantages of using
the collective AI strategy. First, the use of a large number of compact networks is equiv-
alent to a big neural network with more filters but the computation capacity required
remains affordable. It should be noted that the same model taking the whole image at
full resolution cannot be trained due to the limited memory of current GPUs. Second,
the voting system based on a large number of specialized and diversified models helps the
final grading decision to be more robust against domain shift and different tasks.

Concretely, after preprocessing and downsampling steps, we obtain m = k × k × k

patches X1, . . . , Xm (i.e., m = 125) with about 50% overlapping volume. During training,
for each patch location, a specialized model is trained. Therefore, we train m 3D U-Nets to
cover the whole image (see Figure 2.1). Moreover, each U-Net is initialized using transfer
learning from its nearest neighbor U-Net, except the first one trained from scratch as
proposed in [50]. As adjacent patches share common patterns, this communication allows
grading models to share useful knowledge between them.

To obtain the final grading map, we propose a robust fusion strategy based on an
average between overlapping patches, weighted by the accuracy obtained on the validation
set. This weighted average for grading score fusion is computed as follows:

Gi =

∑
xi∈Xj

aj ∗ gij∑
xi∈Xj

aj
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where Gi is the grading score of the voxel xi in the final grading map, gij is the grading
score of the voxel xi in the local grading patch Xj, and aj is the balanced accuracy on
validation of the patch j. This weighted vote enables to give more weight to the decision
of accurate models during the reconstruction.

2.3.4 Feature classification

Most of current methods globally compared classes (e.g., AD vs. CN) to perform
classification. This kind of approach finds useful information from inter-subject similari-
ties. For Alzheimer’s disease, the anatomical changes may occur in different brain areas
and are different between subjects. These intra-subject variabilities may provide useful
information for accurate AD detection. Consequently, it should be beneficial to combine
these two characteristics for efficient classification. This can be done with the help of
graph-based modeling. Indeed, following the idea of [98], we modeled the intra-subject
variabilities using a graph representation to capture the relationships between brain re-
gions. We defined an undirected graph G = (N,E), where N = n1, . . . , ns is the set of
nodes for the s brain structures and E = s× s is the matrix of edge connections. In our
approach, all nodes were connected with each other in a complete graph, where nodes em-
bed brain features (e.g., our proposed DG feature) and potentially other types of external
features.

Indeed, besides the grading map, the volume of structures obtained from the segmen-
tation could be helpful to distinguish AD patients from CN since AD yields to structure
atrophy [234, 98]. In addition, the subject’s age is also an important factor since anatom-
ical patterns in the brain of young AD patients could be similar to elder CN. Therefore,
the combination of those features is expected to improve our classification performance.
In our graph, each node could embed the structure grading score DG, structure volume
V, and subject’s age A. All possible combinations are studied in Section 2.4.1. Different
types of graph edges are compared in Section 2.4.1. Finally, we used a graph convolutional
neural network (GCN) [133] as the way to pass messages between nodes and perform the
final decision. A comparison between different classifiers is provided in Section 2.4.1 to
explain our choice of GCN.

2.3.5 Implementation details

For each of the 125 patch locations, 80% of the training dataset (i.e., ADNI1) was
used for training a 3D U-Net and the remaining 20% for validation. To avoid bias resulting
from dataset imbalance, the training/validation sets employed the same number of AD
and CN. As the number of images in ADNI1 dataset was small, the training/validation
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data was re-split for each patch location to exploit the maximum information possible.
The model was trained with voxel-wise mean absolute error (MAE) loss and Adam op-
timizer with a learning rate of 0.001. All voxels equally contribute to the loss function
during training. The training process is stopped after 20 epochs without improvement
in validation loss. We employed several data augmentation and sampling strategies to
alleviate the overfitting issue during training. To train a U-Net for the i-th patch, first,
the corresponding cropping position of patch was randomly translated by t ∈ {−1, 0, 1}
voxel in 3 dimensions of the image. Second, we sampled a patch Xi1 (with the label
Yi1) from AD population, another patch Xi2 (with the label Yi2) from CN population
and applied Mixup technique [261] to create a new sample: Xnew = αXi1 + (1 − α)Xi2 ,
Ynew = αYi1 + (1 − α)Yi2 where α ∼ Beta(0.3, 0.3). This sample was used as the only
input during the training.

Once the DG feature was obtained, we represented each subject by a graph of 133
nodes. Each node represented a brain structure and embeds its characteristic (e.g., DG,
V, A). Our classifier was composed of three layers of GCN [133] with 32 channels, followed
by a global mean average pooling layer and a fully connected layer with an output size
of 1. The model was trained using the binary cross-entropy loss, Adam optimizer with a
learning rate of 0.0003. No data augmentation was applied during training. The training
process was stopped after 20 epochs without improvement in validation loss. During
testing, we randomly added noise Xnoise ∼ N (0, 0.01) to the node features and computed
the average of 3 predictions to get the global decision [248]. Experiments showed that it
helps our GCN to be more stable. For training and evaluating steps, we used a NVIDIA
TITAN X with 12GB of memory. The total training time for m = 125 U-Nets and the
GCN model is about 23 hours. The total inference time of our method is about 1.63
seconds per preprocessed image.

2.4 Experimental results

2.4.1 Performance study

In this section, the 125 CNN grading models and the classifier were trained using AD
and CN subjects of the ADNI1 dataset. Then, we assessed their generalization capacity
to domain shift using AD and CN subjects from ADNI2, AIBL, OASIS and MIRIAD.
The generalization capacity for unseen tasks was studied using pMCI, sMCI subjects (AD
prognosis) from ADNI1 (same domain) and AIBL (out of domain). Due to the imbal-
anced nature of testing datasets, we used the balanced accuracy (BACC) and area under
receiver operating characteristic curve (AUC) to measure the performance of different
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classifiers. The global BACC/AUC for diagnosis and prognosis was measured with all
available testing images for each task. Each experiment was repeated ten times (to re-
duce bias related to random nature of DL training) and the average results was provided
as final results. All pair-wise comparisons were made using the Wilcoxon test by compar-
ing the ten BACC/AUC values obtained over the 10 repetitions as recommended in [60].
The one-sided test was applied to confirm a superior performance. A confidence level of
5% is used so that pvalue < 0.05 means the considered result is significantly better than a
chosen baseline.

Features for classification

In this part, we study the different feature types used as input of the final classifier.
The edges connecting the graph nodes are set to 1 in this comparison. The DG feature
is denoted as DGC (resp. DGI) when obtained with the collective (resp. individual) AI
strategy. The individual AI strategy refers to the use of a single U-Net to learn patterns
from all patches of the input image. We also denote DGCnw for the no-weighted version
of DGC . The results of BACC performance are presented in Table 2.2. The result of
AUC are in annexes (Table A.1).

Comparison of Grading vs. Volume

As discussed previously, brain atrophy is an important biomarker of Alzheimer’s dis-
ease. Many studies used structure volume for AD classification and achieved encouraging
results [91, 142, 214]. So, we compare the proposed biomarker (grading, exp. 3) and
the classical one (volume, exp. 4) to assess the efficiency of our new biomarker. The
additional evaluation using the age feature (exp. 5) was performed to confirm that no age
bias was present in the training/testing partitions.

The efficiency of DGC (exp. 3) was clearly better than V (exp. 4). DGC outper-
formed V in global diagnosis, global prognosis and all of the tests on an individual dataset
(all pvalue < 0.05). Thus, the proposed biomarker DGC presents an important interest for
AD classification.

Moreover, we trained a UMAP [179] with AD/CN subjects from ADNI1 and visu-
alized the transformed test set in 2D space (see Figure 2.2). The transformed data was
colored with respect to the diagnosis class. Two types of input were considered: grade
(DGC ) and volume (V). The grading feature was visually better to separate AD and CN
subjects than the volume feature. To confirm this assessment, we applied K-means with
2 clusters (we considered 1 cluster for CN/sMCI and 1 cluster for AD/pMCI) to this 2D
data to assess the separability of the two clusters. The silhouette score [211] was used to
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Table 2.2: Comparison of different types of features for classification for AD diagnosis and prognosis. All the edges are set to 1,
the classifier used is GCN. Red: best result, Blue: second best result. The balanced accuracy (BACC) is used to assess the model
performance. The results are the average accuracy of 10 repetitions and presented in percentage. All the methods were trained on
the AD/CN subjects of the ADNI1 dataset. Value in bold: p of one-sided Wilcoxon test comparing with our baseline (in gray) is
lower than 0.05, meaning a significantly superior performance is found compared to the baseline. A comparison using area under
curve (AUC) is provided in annexes.

No. Features

Diagnosis
(AD/CN)

Prognosis
(p/sMCI)

Global
Diagnosis
(AD/CN)

Global
Prognosis
(p/sMCI)

ADNI2 AIBL OASIS MIRIAD ADNI1 AIBL All All
N = 330 N = 279 N = 756 N = 69 N = 300 N = 32 N = 1434 N = 332

1 DGI 88.6 82.3 88.0 96.2 68.2 71.4 88.4 68.2
2 DGCnw 86.4 88.0 89.1 99.3 70.3 73.0 88.5 70.4
3 DGC 87.2 88.5 88.9 99.8 70.6 75.4 89.0 71.0
4 V 67.4 64.0 72.8 70.6 56.1 61.2 69.8 56.5
5 A 50.5 52.7 46.1 42.2 49.8 50.3 46.5 50.0
6 V,A 63.2 59.8 58.5 54.5 52.9 55.7 57.6 53.0
7 DGC , V 86.3 88.4 88.4 98.7 70.8 75.2 88.3 71.0
8 DGC , A 87.5 92.1 88.8 99.0 73.8 74.5 89.5 73.7
9 DGC , V, A 87.3 91.8 88.2 98.7 73.9 72.7 88.9 73.6



measure this separability. This score ranges from −1 to 1. A higher value means clusters
are more distinguishable. As a result, the silhouette score obtained with DGC was 0.55,
better than 0.41 obtained with V.

Figure 2.2: UMAP visualization of test set for the AD diagnosis and prognosis.

Comparison of Collective AI features vs. Individual AI features

We aimed at assessing the efficiency of the collective AI strategy. To do this, we
compared the efficiency of DGC and DGI features (exp. 1, 3) (see Table 2.2). Experi-
mental results showed that DGC (exp. 3) is significantly better than DGI (exp. 1) for
both global diagnosis (pvalue = 0.007) and global prognosis (pvalue = 0.001). Consequently,
collective AI strategy offered a significant improvement for unseen domain (AD diagnosis)
and unseen task (AD prognosis). In terms of generalization, DGC alleviated the drop in
performance in AIBL dataset for AD diagnosis.

Efficiency of the weighted fusion strategy in Collective AI features

We validate the efficiency of the weighted fusion strategy in Collective AI by compar-
ing this strategy with its no-weighted version (exp. 2, 3) (see Table 2.2). Experimental
results showed that DGC (exp. 3) is significantly better than DGCnw (exp. 2) for global
diagnosis (pvalue = 0.019) and similar for global prognosis (pvalue = 0.188). Consequently,
the weighted fusion strategy can improve the model performance in AD diagnosis while
keeping a good performance in AD prognosis.

Combination of grading and additional features

Several works showed that complementary information about the subject could help
to improve the performance of their classifier [234, 99]. In these studies, different cogni-
tive scores were used such as MMSE, CDR-SB, RAVLT, FAQ, ADAS11, and ADAS13
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cognitive tests. However, this information is not always available. Instead, we employed
brain structure volumes and the subject’s age as additional features here.

Four experiments were made using multiple types of features in graph nodes (exp.
6, 7, 8, 9). The best performance of diagnosis and prognosis was obtained using DGC , A

(exp. 8) and it was significantly better than using only DGC (exp. 3) for both global
scores (all pvalue < 0.05). Overall, using subject’s age in addition to DGC produced the
best results. Consequently, in the rest of the chapter, we use DGC and the age feature as
input for further analysis.

Comparison of different types of graph edges

In this part, we compare different types of graph edges. In general, when construct-
ing a graph from neuroimage data, there are different ways to define the connection
between nodes [26]. Huang et al. defined it by counting fiber tracts in Diffusion Tensor
Imaging [105]. Li et al. computed this as the pairwise correlations of functional mag-
netic resonance imaging time series [150]. With sMRI data, Mahjoub et al. defined the
connection between two ROI as the absolute difference between their averaged cortical
attributes [168]. In this study, we propose different edge types as follows: Fully-one edge
(all edges are set to 1), correlation-based edge (the edge connecting each pair of brain
structures is defined as the Pearson’s correlation based on their grading scores), volume
difference-based edge (the edge connecting each pair of brain structures is the absolute
difference of their volumes). The results of the comparison are presented in Table 2.3.
We observe that the edge based on structure volume difference leads to a better classifi-
cation performance than other tested types of edge in all datasets and all tasks (almost
all pvalue < 0.05). Thus, we use the edge based on structure volume difference in the rest
of the chapter.

Comparison of different classifiers

In this section, we study different solutions for the graph classification. We com-
pare the use of GCN with other classifiers such as SVM, multi-layer perceptron, Trans-
former Graph [219], sample and aggregate graph (SAGE) [93], residual gated graph (Res-
GatedGraph) [31], graph attention network (GAT) [244] and topology adaptive graph
(TAG) [64]. Table 2.4 shows the results of this comparison. We can observe that GCN
achieves the best performance most of the time (all pvalue < 0.05 for global diagnosis and
prognosis). Consequently, we chose GCN as a classifier in our framework.
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Table 2.3: Comparison of different graph edge types for AD diagnosis and prognosis. The classifier used is GCN and the input features
is DGC and A. Red: best result, Blue: second best result. The balanced accuracy (BACC) is used to assess the model performance.
The results are the average accuracy of 10 repetitions and presented in percentage. All the methods were trained on the AD/CN
subjects of the ADNI1 dataset. A comparison using area under curve (AUC) is provided in annexes.

Edge

Diagnosis
(AD/CN)

Prognosis
(p/sMCI)

Global
Diagnosis
(AD/CN)

Global
Prognosis
(p/sMCI)

ADNI2 AIBL OASIS MIRIAD ADNI1 AIBL All All
N = 330 N = 279 N = 756 N = 69 N = 300 N = 32 N = 1434 N = 332

Fully-one 87.5 92.1 88.8 99.0 73.8 74.5 89.5 73.7
Correlation 87.5 91.8 88.4 98.6 73.4 74.1 89.2 73.3

Volume difference 87.6 92.4 89.1 99.6 73.9 75.6 89.6 73.9



Table 2.4: Comparison of different classifiers for AD diagnosis and prognosis. For graph-based approaches (i.e., all the approaches
except SVM and multi-layer perceptron), the edge based on structure volume difference is used and the input features is DGC and
A. Red: best result, Blue: second best result. The balanced accuracy (BACC) is used to assess the model performance. The results
are the average accuracy of 10 repetitions and presented in percentage. All the methods were trained on the AD/CN subjects of the
ADNI1 dataset. A comparison using area under curve (AUC) is provided in annexes.

Classifier

Diagnosis
(AD/CN)

Prognosis
(p/sMCI)

Global
Diagnosis
(AD/CN)

Global
Prognosis
(p/sMCI)

ADNI2 AIBL OASIS MIRIAD ADNI1 AIBL All All
N = 330 N = 279 N = 756 N = 69 N = 300 N = 32 N = 1434 N = 332

SVM 85.7 88.7 87.4 95.6 69.0 69.7 87.6 68.9
Multi-layer perceptron 82.5 87.4 83.4 88.0 66.4 61.7 84.6 65.8

Transformer 87.9 91.3 87.9 98.5 72.8 75.4 89.1 72.9
SAGE 87.2 91.8 88.1 98.3 73.4 73.3 88.9 73.2

ResGatedGraph 84.6 87.6 81.9 92.7 72.5 70.8 84.0 70.3
GAT 87.7 91.6 88.7 98.2 73.4 72.5 89.3 73.1
TAG 87.4 91.3 87.8 97.7 73.3 74.2 88.8 73.2
GCN 87.6 92.4 89.1 99.6 73.9 75.6 89.6 73.9



Comparison with state-of-the-art methods

Tables 2.5 and 2.6 summarize the current performance in BACC of state-of-the-art
methods proposed for AD diagnosis and prognosis classification that have been validated
on external datasets. A comparison of performance in AUC is provided in annexes (Tables
A.4 and A.5). In this comparison we consider five categories of deep methods: patch-based
strategy based on a single model (Patch-based CNN [250]), patch-based strategy based on
multiple models (Landmark-based CNN [157], Hierarchical FCN [152]), ROI-based strat-
egy based on a single model focused on hippocampus (ROI-based CNN [250]), subject-
based considering the whole image based on a single model (Subject-based CNN [250],
Efficient 3D [257] and AD2A [90]) and a classical voxel-based model using a SVM (Voxel-
based SVM [250]). Only methods evaluated across different datasets were selected here.

Comparison with methods under the same condition

For a fair comparison, we retrained and evaluated four methods whose code is avail-
able: Patch-based CNN, ROI-based CNN, Subject-based CNN and Voxel-based SVM [250]
with our training/testing data. The results are reported in Table 2.5.

For AD diagnosis (i.e., AD/CN), as ADNI2 and ADNI1 (training set) are very sim-
ilar, we used the performance on ADNI2 as a reference to assess the capacity of gener-
alization on other datasets (i.e., AIBL, OASIS, MIRIAD). Based on that, we observed a
major drop in performance in Patch-based CNN method for AIBL, OASIS and MIRIAD,
ROI-based CNN method for AIBL (see Table 2.5). For AD prognosis (i.e., pMCI/sMCI),
we also observed a drop in performance between AIBL and ADNI1 (training domain) in
Patch-based CNN method, ROI-based CNN method and Subject-based CNN method.
Overall, our method shows a good generalization capacity against domain shift and to
unseen tasks compared to other methods. Moreover, our method always achieves the
best result in terms of performance for all datasets/tasks and outperforms the traditional
method (i.e., Voxel-based SVM) by a large margin.

Literature comparison

We also detail the results of four other methods without available implementation
performing evaluation across different datasets. In this case, we present the results of
the original papers in Table 2.6. Consequently, there are many different factors between
methods: number of subjects in training/testing sets, selection criteria, etc. However,
this could help to get an idea of the performance of current methods in the application of
AD diagnosis/prognosis.
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Table 2.5: Comparison of our method with state-of-the-art methods with available code
that have been retrained on our training dataset and tested on our dataset. Red: best
result, Blue: second best result. The balanced accuracy (BACC) is used to assess the
model performance. All the methods are trained on the AD/CN subject of the ADNI1
dataset, the same training/testing partition is used for evaluation. A comparison using
area under curve (AUC) is provided in annexes.

Method
Diagnosis
(AD/CN)

Prognosis
(p/sMCI)

ADNI2
N = 330

AIBL
N = 279

OASIS
N = 756

MIRIAD
N = 69

ADNI1
N = 300

AIBL
N = 32

Patch-based CNN [250] 72.4 63.4 67.5 63.0 62.5 47.5
ROI-based CNN [250] 79.7 74.4 79.0 81.5 65.5 62.5
Subject-based CNN [250] 76.1 81.5 86.0 89.1 64.8 55.8
Voxel-based SVM [250] 83.3 88.2 87.4 93.5 67.2 70.0

Our method 87.6 92.4 89.1 99.6 73.9 75.6

Overall, our method has most of the time the best or the second best result. Further-
more, it should be noted that our model is trained using only 340 images (from ADNI1)
without any domain adaptation technique but outperforms Efficient3D (trained on 2843
images) and AD2A (with domain adaptation) in most of datasets/tasks.

2.4.2 Interpretation of deep grading maps

To highlight the interpretability capabilities offered by our DG feature, we computed
the average DG map for each group: AD, pMCI, sMCI and CN (see Figure 2.3). First, we
could note that the average grading increased between each stage of the disease. Second,
we estimated the top 10 structures with highest absolute value of grading score over
all the testing subjects. Nine of these structures were known to be specifically and early
impacted by AD. These structures were: bilateral hippocampus [81], left amygdala and left
inferior lateral ventricle [52], left parahippocampal gyrus [129], left posterior insula [76],
left thalamus [124], left transverse temporal gyrus [159], left ventral diencephalon [141].
These results showed a high correlation with current physiopathological knowledge on
AD [116].

Typical individual grading maps of each population (i.e., CN, sMCI, pMCI, AD)
were selected and are presented in Figure 2.4. First, we observed that older people had
higher grade than younger people as expected. Second, for the same age range, the color
of grading maps changed progressively depending to the disease severity. Third, CN/AD
populations seemed to be more distinguishable from each other than sMCI/pMCI popu-
lations. We observed high similarity between older sMCI patients (80-90 years old) and
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Table 2.6: Comparison of our method with state-of-the-art methods using published re-
sults. Red: best result, Blue: second best result. The balanced accuracy (BACC) is used
to assess the model performance. All the methods are trained on the AD/CN subject
of the ADNI1 dataset. However, there are many different factors: number of subjects in
training/testing sets, selection criteria, etc. A comparison using area under curve (AUC)
is provided in annexes.

Method
Diagnosis
(AD/CN)

Prognosis
(p/sMCI)

ADNI2 AIBL OASIS MIRIAD ADNI1 AIBL

Landmark-based CNN [157] 90.8 - - 92.4 - -
Hierarchical FCN [152] 89.5 - - - 69.0 -
AD2A [90] 88.3 87.8 - - - -
Efficient3D [257] - 90.7 91.9 95.7 70.1 65.2

Our method 87.6 92.4 89.1 99.6 73.9 75.6

Figure 2.3: Average grading map per group of subjects (CN, sMCI, pMCI and AD).

younger pMCI patients (60-70 years old). This might be the reason why the performance
of AD prognosis was lower than AD diagnosis and why the use of age improved the re-
sults of AD prognosis. Finally, we observed that the earliest brain alteration started from
hippocampus and its surrounding regions (sMCI at 70-80 years old in Figure 2.4) and
spanned over time to the whole brain (AD at 80-90 years-old in Figure 2.4). All of these
findings demonstrated the potential capacity of deep grading maps to assist clinicians in
practice.

2.4.3 Consistency study

Thibeau-sutre et al. have recently shown that for the same CNN architecture, dif-
ferent training data or even training runs can lead to different explanations [230]. They
suggested that a good explanation method should not depend on training data or train-
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Figure 2.4: Typical grading maps (from individual subjects) for each state of Alzheimer’s
disease with respect to age.

ing initialization. In this study, we analyzed these two aspects for our grading maps
(dependency to data training and model initialization) by performing two experiments.

First, we trained two grading models (each one consisting of 125 U-Nets) on ADNI1
(model 1) and ADNI2 (model 2) datasets. For each model, we then calculated the DGC

vector from the grading map for all images in testing set (excluding ADNI1 and ADNI2).
Finally, we measured the cosine similarity of two DGC vectors obtained from each image.
We obtained a median of 0.92 as similarity between two DGC vectors from two models
training on different datasets that demonstrate the good robustness to domain shift of
our method.

For the second one, we trained the grading model twice using only ADNI1 as training
set (models 1 & 3). Finally, we obtained a median of 0.95 as similarity between DGC vec-
tors from two retrained models on the same dataset that demonstrate the good robustness
to training initialization of our method.

Figure 2.5 shows examples of individual grading maps for four considered populations
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(i.e., CN, sMCI, pMCI, AD). We can visually see the similarities between grading models
trained on different datasets (i.e., models 1 & 2) and between grading models trained
several times on the same dataset (i.e., models 1 & 3). Overall, the three models identify
AD-related areas in a similar way. These experiments show the consistency of Deep
Grading maps across different training runs and different training sets.

Figure 2.5: Consistency of grading maps between retrained grading models (models 1 &
3), and between grading models trained on different datasets (models 1 & 2).

2.5 Discussion

In this chapter, we proposed a novel deep grading framework dedicated to single-
disease diagnosis, applying to Alzheimer’s disease diagnosis and prognosis. Our frame-
work was designed to overcome three main limitations of current deep learning methods
for AD classification: performance compared to conventional machine learning method
(i.e., SVM), generalization to unseen datasets/tasks and interpretability.

While many studies found that deep learning and SVM methods had a similar per-
formance for AD classification problem [34, 250], the authors also suggested that better
model design could improve the performance of DL methods. Indeed, Jo et al. indicate
that hybrid methods using CNN features and a conventional classifier showed better ac-
curacy than pure deep learning methods [121]. In this study, we combined CNN features
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with a GCN classifier. The use of a GCN also allows to combine additional demographic
information to further improve the model performance. As a result, our model showed
a better performance with a large margin compared to traditional methods (e.g., SVM).
Furthermore, a careful design of edge connectivity in the subject’s graph may also boost
the model performance. In this study, we propose to define the edge connection between
two brain structures as the absolute difference of their volumes. This type of connectivity
allows our model to make more accurate decisions. The analysis of this connectivity is
provided in Appendix A.

This study is one of the few assessing deep model performance on multiple indepen-
dent datasets (i.e., ADNI2, AIBL, OASIS, MIRIAD) and unseen tasks (i.e., AD progno-
sis) [34, 250, 257, 157, 152, 90]. For AD diagnosis, the result on ADNI2 dataset was 87.6%
in BACC which was competitive with the current performance reported in the literature.
On OASIS, we achieved the second place with 89.1% accuracy. On AIBL and MIRIAD,
our model outperformed current state-of-the-art methods with respectively 92.4% and
99.6%. Besides several studies found a drop in performance when evaluating on inde-
pendent datasets [34, 250]. This performance drop could come from differences in MRI
protocols, age ranges, country of origin and inclusion criteria. Our results demonstrated
the high generalization capacity of our method against datasets with such differences. Es-
pecially, the use of collective AI enabled a better generalization to unseen tasks (i.e., AD
prognosis) than other deep learning methods. Finally, the use of the weighted fusion
strategy could improve even more the model performance (in AD diagnosis).

In terms of interpretability, our framework provides 3D grading maps capable of
indicating regions impacted by AD. The most important structures highlighted by our
grading map were correlated with knowledge about the disease in the literature. Fur-
thermore, our experiments showed that grading features were more efficient than volume
features for both AD diagnosis and prognosis which confirmed the finding of [51, 49].
When coupling the grading map with a GCN classifier, it yielded high performance across
datasets. Hence, grading maps are not only an interpretable visualization but provide also
discriminative features for AD classification. However, the use of GCN made our frame-
work become not fully interpretable. The fully-interpretable framework can be done by
replacing the final GCN by an SVM classifier or a simple threshold. Although, this implies
a trade-off between interpretability and performance.

Compared to the explanation maps of explainable methods such as Class Activation
Mapping [266] and Layer-wise relevance propagation [27], our grading map exhibits in-
teresting properties. Indeed, our grading maps provide quantitative value reflecting the
disease severity, while explanation maps give qualitative information about the relative
importance of each feature during the decision-making process. For example, in an expla-
nation map of an AD subject, we do not know if the non-highlighted regions (structures
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unused by the models to take their decision) are healthy or just non-informative (redun-
dant information with other structures, too noisy due to high inter-subject variability,
etc.). Moreover, the explanation maps are generally normalized to the same range of
values [0, 1], making the comparison of two explanation maps only qualitative.

This study is among a few studies proposing an interpretable model for AD clas-
sification problem. Another approach for an interpretable model is to carefully design
the graph neural network classifier and its input. Li et al. define individual graphs using
features extracted from neuroimaging data and a graph neural network with ROI-aware
convolutional layer and an appropriate loss function [150]. Similar to our result, this ap-
proach can provide both salient brain regions at the subject level and the community level.
However, similar to explainable methods discussed above, it cannot provide quantitative
information on the disease severity for a given region.

While the performance of our framework across external datasets and unseen tasks
was quite high, there also exist some limitations. First, the ground truth used for grading
was potentially not optimal due to a lack of consensus on structures relevant to Alzheimer’s
disease. Indeed, there may be some structures that are not impacted by AD and the
ground-truth of these structures should be zero. With our ground-truth annotation,
small structures surrounding another one highly related to AD had a high chance to
appear together in all patches. Thus, those structures would be also predicted as related
to AD. Another direction should focus on an unsupervised learning manner to find only
abnormalities caused by AD to improve the interpretability. Second, this study exploited
only structural MRI while the performance could be improved using multi-modal inputs
such as PET, functional MRI, diffusion MRI or perfusion MRI [33]. Better disease patterns
are expected to be learned with this kind of input. However, a multi-modal input implies
even larger differences between different datasets. Thus, a new generalization study should
be considered to see if the gain in performance from better disease patterns can overcome
the performance drop resulting from differences between different datasets.
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The two methods presenting in this chapter is related to the following publications and
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[2] Nguyen, Huy-Dung, Michaël Clément, Vincent Planche, Boris Mansencal, and
Pierrick Coupé. “Deep grading for MRI-based differential diagnosis of Alzheimer’s
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Michaël Clément. AssemblyNet-AD-FTD. Under deposit.

In this chapter, we will focus on multi-disease differential diagnosis problems, with
the differential diagnosis of CN vs. AD vs. FTD as the chosen targeted application. This
case study is selected because AD and FTD are among the most prevalent forms of de-
mentia and they exhibit overlapping clinical symptoms and morphological changes in the
brain. These similarities pose challenges for clinicians attempting to accurately distinguish
between these diseases and establish appropriate treatment plans for patients.

Although the DG biomarker presented in the previous chapter is effective for single-
disease classification, its inherent design makes it unsuitable for multi-disease problems.
The DG design takes into account only one pathology, with its severity represented by a
single score. In situations involving multiple diseases, it is necessary to jointly determine
both the presence and severity of each disease. Utilizing a single scalar to describe multiple
diseases in this context is not feasible. As a result, it is essential to extend the DG
biomarker to address the challenges associated with multi-disease differential diagnosis. In
this chapter, we will explore how to adapt the DG biomarker for multi-disease classification
problems.
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3.1 Introduction

AD and FTD, both classified as forms of dementia, demonstrate distinct age-related
patterns of occurrence. Specifically, AD is more prevalent among individuals aged 65
and above, whereas FTD exhibits comparable incidence rates to AD within the 45 to
65 age range. They also have other differences such as AD patients have more prob-
lems with visuospatial abilities or praxies while FTD patients have more frequent and
severe behavioral changes1. However, there are also many overlapping symptoms, such
as episodic memory loss, dysexecutive syndrome and/or language impairment [29]. Ac-
curate differential diagnosis is essential for the management of patient’s daily life and
for the implementation of dedicated clinical trials. However, the similar symptoms men-
tioned above make the diagnosis challenging, even though the two diseases have different
clinical diagnostic criteria [206, 180]. Moreover, the prevalence of FTD is lower compared
to AD (about 300-fold smaller) [66], limiting our knowledge of FTD pathology. Indeed,
many studies have demonstrated that isolated cognitive tests cannot reliably distinguish
FTD from AD populations [110, 258]. Furthermore, CN people may also exhibit some
changes in behavior and memory as a result of the natural aging process. Consequently, a
multi-class differential diagnostic tool that could distinguish between AD, FTD and CN
would be extremely helpful in clinical practice. Indeed, such a tool can help clinicians in
reviewing their hypotheses and thus, making more informed decisions.

Several studies have demonstrated that AD and FTD can be individually detected
using structural magnetic resonance imaging (sMRI) [65, 184]. The areas of atrophy
caused by the two diseases may differ [58]. For instance, AD seems to mainly affect
the medial temporal area [114] while FTD affects different regions depending on its sub-
types [164]. The behavioral variant frontotemporal dementia (bvFTD) is often associated
with atrophy in the frontal and anterior temporal region. Patients with Progressive non-
fluent aphasia (PNFA) have motor speech impairments, mainly controlled by the left
inferior frontal lobe. The semantic variant (SV) mainly affects the left anterior temporal
area [199]. Hence, using sMRI for disease classification and differential diagnosis should
be beneficial. Indeed, some approaches have previously been proposed to address these
problems using volumetric and shape measurements extracted from sMRI [65, 202]. How-
ever, most existing methods focus only on binary classification tasks (i.e., AD vs. CN,
FTD vs. CN and AD vs. FTD). While the multi-class diagnosis provides potential value
in clinical practice, only a few studies consider this problem [33, 132, 167, 104]. Ad-
ditionally, current approaches mainly use traditional machine learning techniques with
handcrafted features that might not fully include all disease patterns. As a result, deep

1https://www.alz.org/alzheimers-dementia/what-is-dementia/types-of-dementia/fronto
temporal-dementia
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learning techniques have lately been explored. However, the outcomes of these methods
are usually difficult to understand. This limitation hinders our understanding of these
neurodegenerative diseases.

In this chapter, we propose a biomarker for multi-disease differential diagnosis (i.e., CN
vs. AD vs. FTD). We will further demonstrate its effectiveness for binary classification
tasks (i.e., CN vs. AD, CN vs. FTD, AD vs. FTD). In addition to providing an accurate
diagnostic tool, our goal is to expand our knowledge about different dementia types. Our
contributions in this chapter are two-fold. First, we extend the DG framework to generate
3D grading maps capable of identifying brain regions with specific disease-related patterns
(AD-like or FTD-like patterns). To achieve this, we introduce a novel multi-channel grad-
ing framework designed to differentiate between three classes. As a result, the grading
networks produce a 2-channel disease coordinate (DC) 3D map. This DC map can be
converted into an interpretable grading map, which aids clinicians in obtaining a deeper
comprehension of AD and FTD pathologies. Furthermore, the DC map can be combined
with an MLP for classification. Second, we propose to enhance the MLP decision by incor-
porating an SVM that uses brain structure volumes to improve the model’s classification
performance and generalization capacity. By integrating structural grading and atrophy,
the proposed framework exhibits state-of-the-art performance in both disease detection
and differential diagnosis.

3.2 Materials

The data used in this study includes 3319 MRIs selected at the baseline from multiple
open access databases: ADNI2, NIFD and NACC. As the majority of MRIs with FTD
pathology are acquired with 3 Tesla machines, only 3T MRIs are selected for each class.
The purpose of this is to avoid possible bias due to the acquisition protocol of different
databases [231]. We use ADNI2 (i.e., 180 CN and 149 AD) and NIFD (i.e., 136 CN and
150 FTD) to perform a 10-fold cross-validation. We apply the stratified split strategy to
alleviate the bias due to the imbalanced nature of different available classes. The cross-
validation result is denoted as in-domain performance. We additionally evaluate our
framework on an external dataset (i.e., NACC with visits conducted between September
2005 and November 2021) to assess the generalization capacity of the compared methods
or out-of-domain performance. Table 3.1 summarizes the demographic of the subjects
used in this study. We only use the three sub-types of FTD in NIFD dataset: bvFTD,
PNFA and SV. The reason for this is that the other variant of FTD (i.e., logopenic variant)
is typically associated with AD neuropathological changes [95, 23]. Finally, only subjects
with consistent diagnosis thorough their follow-up sessions are included in this study.
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Table 3.1: Summary of participants used in our study. Data used for training are in
bold, therefore MRIs from ADNI2 and NIFD are in-domain data while MRIs from NACC
dataset are out-of-domain data.

Dataset Statistic CN Dementia

AD FTD

In-domain
ADNI2 No. subjects 180 149

Age (Mean ± Std) 73.4 ± 6.3 74.7 ± 8.1

NIFD No. subjects 136 150
Age (Mean ± Std) 63.5 ± 7.4 63.9 ± 7.1

Out-of-domain NACC No. subjects 2182 485 37
Age (Mean ± Std) 68.2 ± 10.9 72.3 ± 9.6 64.1 ± 6.9

3.3 Method description

3.3.1 Method overview

Figure 3.1 provides an overview of our method. After the preprocessing pipeline,
a T1w MRI is downscaled with a factor of 2 to the size of 91 × 109 × 91 voxels. The
resulting image is then used to extract k3 (i.e., k = 5) overlapping sub-volumes of the
same size 32 × 48 × 32 voxels and evenly distributed along the 3 image dimensions. We
use m = k3 (i.e., m = 125) U-Nets to grade these m sub-volumes. The output of one
U-Net has a size of 2 × 32 × 48 × 32 voxels (as the disease status is presented by a 2D
point, see Section 3.3.2). The m outputs are then used to reconstruct a DC map of size
2× 91× 109× 91 voxels. This 2-channels map is upscaled to the same spatial size as the
original input. After that, we compute the averaged DC for each brain structure with the
help of an AssemblyNet-based brain segmentation [50] (see Section 3.3.2). The structure
DC can be either used as input of a MLP classifier for classification or transformed into
a 3D grading map for visualization (see Figure 3.1). Moreover, the structure volumes are
used as input for an SVM classifier. Finally, we ensemble the results of two classifiers to
get the diagnosis prediction.

3.3.2 Multi-class Deep Grading-based classification

In medical imaging applications, it is more beneficial to provide the regions affected
by diseases rather than just a classification result. To achieve this, in AD detection,
several grading frameworks have been proposed to capture anatomical alterations caused
by the disease [51, 234, 48, 98, 4] (see also Section 2.3.2 for more details about these
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Figure 3.1: An overview of the proposed multi-channel grading method. The T1w image,
its segmentation and the deep grading map are taken from an AD patient.

methods). The objective of such approaches is to compute a 3D grading map reflecting
the disease severity at the voxel level. Here, we propose to extend the DG framework
described in Chapter 2 to the problem of multi-disease diagnosis.

As current grading systems only consider one pathology, its severity may be described
by a single score. When many diseases are taken into account, we need to jointly deter-
mine which disease is present and also its severity. In this case, using a single scalar is
impossible. To this end, we propose to assign each available class to a point in a 2D plan.
Concretely, on a circle with a radius of 1, we assign (−1, 0) to CN, (−

√
3
2
, 0.5) to AD and

(
√
3
2
, 0.5) to FTD (see the color indicator circle in Figure 3.1). All voxels outside of ICC

are set to (0, 0) as they are not related to any pathology. With this definition, a predicted
point depicting the disease status can be every point on that circle. Thus, the grading
map is not only able to show the severity of each disease but also the common patterns of
AD and FTD. We denote this approach as MCDG meaning multi-channel deep grading.

Based on the new definition of ground truth, each of our m = 125 U-Nets takes a
3D sub-volume and outputs a DC map with 2 values for each voxel. For instance, when
AD-like anatomical patterns are detected in a part of the brain, the produced values in
this area should be close to (

√
3
2
, 0.5).

After that, we compute the averaged DC point for each brain structure. The obtained
features are denoted as structure DC. By doing this, the grading map is encoded into a
2D matrix of size 2× s where s is the number of brain structures. Finally, we use a fully
connected classifier to perform classification.
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3.3.3 Atrophy-based classification

Besides the structure DC features, brain atrophy patterns are also important to
identify AD and FTD patients. To exploit the atrophy features, we train an SVM to
perform the same classification task using normalized brain structure volumes. The output
of the SVM model is combined with the MLP model to make the final decision. The detail
of training the SVM and the ensembling process is provided in Section 3.3.4.

3.3.4 Implementation details

In each iteration of 10-fold cross-validation, we used 10 data folds di where i ∈
{1, . . . , 10} as follows. First, d1, . . . , d7 were used for training/validation of the 125 U-
Nets. Then, d1, . . . , d7 were re-used for training the MLP (and SVM) classifier and d8

for its validation. After that, we used d9 for ensembling the MLP and the SVM model.
Finally, the ensemble model was evaluated on d10.

To train each 3D U-Net, the data (d1, . . . , d7) is split into 80%/20% for train-
ing/validation. The data was common for all of m = 125 U-Nets. However, each time
we train a new U-Net, this data was combined and re-shuffled before splitting into train-
ing/validation to exploit the maximum information possible from our limited data. The
loss used during training was voxel-wise mean square error (MSE) with Adam optimizer,
batch size of 16 and a learning rate of 3e-4. The first U-Net was trained from scratch and
was stopped after 400 epochs without improvement in validation loss. The following U-
Nets took advantage of transfer learning from a neighborhood U-Net (see [50] for details)
and thus, converted more quickly, their number of epochs for early stopping was set to
100.

To alleviate the overfitting phenomenon while training, we applied the following data
augmentation schema: First, we randomly translated a sub-volume by t ∈ {−1, 0, 1} voxel
in its 3 axes. Second, we adapted Mixup [261] for MCDG. Concretely, given 2 pairs {in-
put voxel intensity, target DC point}: {Intensity1, (dcx1 , dcy1)}, {Intensity2, (dcx2 , dcy2)}
taken from 2 patches with class DC target (DCx1, DCy1) and (DCx2, DCy2)

2, the mixup

2(DCxi, DCyi) ̸= (dcxi, dcyi) = (0, 0) when the voxel is outside of ICC, see Section 3.3.2
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with a coefficient α ∼ Beta(0.3, 0.3) is calculated as follows:

Intensitymixup = α× Intensity1 + (1− α)× Intensity2

ϕ1 = atan2(DCy1, DCx1)

ϕ2 = atan2(DCy2, DCx2)

ϕmixup = αϕ1 + (1− α)ϕ2

dcxmixup
= cosϕmixup × [α(dc2x1

+ dc2y1) + (1− α)(dc2x2
+ dc2y2)]

dcymixup
= sinϕmixup × [α(dc2x1

+ dc2y1) + (1− α)(dc2x2
+ dc2y2)]

When training the MLP classifier, we used cross-entropy loss with Adam optimizer,
batch size of 8 and learning rate of 0.0003.

For the SVM classifier, we applied a grid search of three kernels (linear, polynomial,
and radial basis function) and 500 values of C in [10−5, 105] on the validation set for tuning
hyper-parameters. During training, due to the class imbalance nature of the dataset,
we used balanced weights (available in scikit-learn library [194]) to compensate for the
problem.

To ensemble the MLP and SVM classifier, we made their prediction on the d9. After
that, we found a coefficient in [0, 1] that maximizes the balanced accuracy of the linear
combination of MLP and SVM probabilities. Finally, the ensemble model was evaluated
on d10.

3.4 Experimental results

In this section, the 125 U-Nets were used as a feature extractor for every classification
task. After the 10-fold cross-validation, we obtained in total 10 models.

To estimate the model performance on in-domain data, we evaluated 10 ensemble
models on their corresponding in-domain test fold. By doing this, each testing sample
was evaluated by one model and has one final prediction. We then concatenated all the
prediction of 10 folds and compute different metrics based on that prediction.

To estimate the model performance on out-of-domain data, we evaluated 10 ensemble
models on the out-of-domain data and averaged the output of these 10 models to boost the
model generalization. By doing this, each testing sample was evaluated by ten models and
had one final prediction. We then computed different metrics based on that prediction.
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3.4.1 Ablation study for binary classification tasks

Table 3.2 describes our ablation study for different binary classification tasks. This is
done by evaluating 4 tasks: dementia diagnosis (i.e., AD and FTD vs. CN), AD diagnosis
(i.e., AD vs CN), FTD diagnosis (i.e., FTD vs CN) and 2-class differential diagnosis
(i.e., AD vs FTD). When training our classifiers, the 10 folds are remaining the same but
all subjects with irrelevant classes are removed for each classification task. The balanced
accuracy is used to assess the model performance, other metrics are also provided in the
Appendix B.

Table 3.2: Ablation study of our method for binary classification tasks. We use the bal-
anced accuracy (BACC) to assess the performance. We perform 10-fold cross validation
on ADNI+NIFD dataset to estimate the in-domain performance (exp. 1, 2, 3). Addi-
tionally, we evaluate on NACC dataset to estimate the out-of-domain performance (exp.
4, 5, 6) by averaging the outputs of 10 trained models. The results are presented in %.
Red: best result, Blue: second result.

No. Evaluation Features
Dementia
diagnosis

Dem. vs. CN

AD
diagnosis

AD vs. CN

FTD
diagnosis

FTD vs. CN

Differential
diagnosis

AD vs. FTD
N = 615 N = 465 N = 466 N = 299

1
In-domain

Volumes 85.3 82.3 86.6 81.3
2 Grades 86.3 87.1 91.0 94.3
3 Ensemble 87.5 87.5 90.7 91.0

N = 1627 N = 1605 N = 1353 N = 296
4

Out-of-domain
Volumes 86.6 86.7 87.0 88.9

5 Grades 86.1 83.2 88.6 84.0
6 Ensemble 86.9 86.8 89.1 87.1

Based on the results, we observe higher balanced accuracy of grade features than
volume features for in-domain evaluation (exp. 1 vs. 2; ADNI+NIFD datasets) in ev-
ery binary classification task. However, when evaluating on out-of-domain data (NACC
dataset), the volume features are better than grade features (exp. 4 vs. 5) in all tasks
except FTD diagnosis. Since the ensembling of two models can improve the performance
in most of the cases compared to a single model, both grade and volume features are cru-
cial for our classifications. However, they might focus on different characteristics of data
(e.g., grade features are more sensitive with FTD and volume features are more sensitive
with CN, see Section 3.4.2), making different rankings for in-domain and out-of-domain
datasets.
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3.4.2 Performance for multi-disease classification

Table 3.3 shows the results obtained for the 3-class differential diagnosis (i.e., AD
vs. CN vs. FTD). Different metrics are used to estimate the model performance: ac-
curacy (ACC), balanced accuracy (BACC), area under curve (AUC) and sensitivity for
each class. We observe that the volume features with the SVM classifier provide high CN
sensitivity compared to grade features with the MLP classifier for both in-domain and
out-of-domain evaluation. Besides, the grade features with MLP classifier provide high
FTD sensitivity compared to volume features with SVM classifier for both in-domain and
out-of-domain evaluation. These properties are important for the multi-class classifica-
tion. Consequently, the combination of grade and volume consistently shows the best or
second results in various metrics for both in-domain and out-of-domain evaluation. In the
following, the results of our ensemble framework is used to compare with state-of-the-art
methods.

Table 3.3: Performance of different models for the multi-disease classification CN vs. AD
vs. FTD. We denote ACC for accuracy, BACC for balanced accuracy, AUC for area under
curve and Sen. for sensitivity. We perform 10-fold cross validation on ADNI+NIFD
dataset to estimate the in-domain performance (exp. 1, 2, 3). Additionally, we evaluate
on NACC dataset to estimate the out-of-domain performance (exp. 4, 5, 6) by averaging
the outputs of 10 trained models. The results are presented in %. The best and second
performances are respectively in red and blue.

No. Evaluation Features ACC BACC AUC CN Sen. AD Sen. FTD Sen.
1

In-domain
Volumes 81.3 77.2 91.5 92.4 68.5 70.7

2 Grades 85.4 84.6 93.4 87.3 84.6 82.0
3 Ensemble 86.0 84.7 93.8 89.6 83.2 81.3
4

Out-of-domain
Volumes 87.9 79.9 91.2 91.6 72.6 75.7

5 Grades 82.7 79.2 88.8 85.2 71.3 81.1
6 Ensemble 87.1 81.6 91.6 89.6 76.9 78.4

Moreover, we trained a UMAP [179] with training data (ADNI + NIFD) and visu-
alized the transformed test set (NACC) in 2D space (see Figure 3.2). The transformed
data was colored with respect to the diagnosis class. Two types of input were considered:
grades (disease coordinate) and volumes (V). Upon observation, we noticed that the blue
points (representing FTD) exhibited better clustering when using the grade feature. Con-
versely, when using the volume feature, the green points (representing CN) demonstrated
improved grouping. This finding may provide an explanation as to why grade features
exhibit higher sensitivity for FTD, while volume features demonstrate greater sensitivity
for identifying CN cases. Finally, the ensemble features seems to better separate the data
into 3 classes. Lastly, the ensemble features appear to exhibit the best separation among
the three classes. Indeed, the silhouette score [211] of the ensemble is 0.66, greater than
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Figure 3.2: UMAP visualization of grades, volumes and the ensemble on out-of-domain
data (NACC). The transformed data was colored with respect to the diagnosis class
(ground truth).

the grade score of 0.54 and the volume score of 0.40.

3.4.3 Comparison with state-of-the-art methods

In this section, we compare our method with two other deep learning based methods.
In the first method, Hu et al. used a ResNet-like architecture for classification based on the
intensities of a whole MR image [104]. They then used a guided backpropagation based
method to visualize the dominant regions of AD and FTD pathologies. In the second
method, Ma et al. firstly extract structure volume and cortical thickness (Cth) features
from an MR image [167]. They then trained a Generative Adversarial Network (GAN)
using these features and added an additional class for the fake data. At the inference
time, the probability of this class is discarded for the final decision.

We retrained the method of Hu et al. with the official publicly available code 3. In
the case of the second method, we re-implement it based on the associated paper. For
a fair comparison, we use the same 10 folds to train 10 models of each method. To
train each model, 7 folds were used for training, 2 folds for validation. The remaining
data fold was used to assess the in-domain performance. Finally, we applied the same
data preprocessing pipeline used in our proposed method for training the state-of-the-art
methods mentioned.

Table 3.4 shows the comparison of our method with state-of-the-art methods for
different problems of binary classification. Balanced accuracy (BACC) is used to assess the
model performance. Other metrics, such as accuracy and area under curve are provided
in the annexes. Our method consistently achieves the best results across all tasks, both
in-domain (exp. 1, 2, 3) and out-of-domain diagnosis (exp. 4, 5, 6). This indicates
the superior performance and effectiveness of our approach. Furthermore, our method

3https://github.com/BigBug-NJU/FTD_AD_transfer
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demonstrates robustness to domain shift, surpassing other methods. On average, the
performance drop between out-of-domain and in-domain evaluations for our method is
only 1.7%. In comparison, [167] exhibits an average drop of 2.1%, while [104] shows a
substantial average drop of 9.3%. Overall, our method demonstrated high performance on
different tasks and datasets and is more robust to external validation than other methods,
highlighting its generalization capacity on unseen data and, thus, in clinical practice.

Table 3.4: Comparison of our method with current state-of-the-art methods for binary
classification tasks. Our reported performances are the average of 10 repetitions and
presented in %. Red: best result, Blue: second best result. The balanced accuracy
(BACC) is used to assess the model performance. We denote Dem. for dementia (AD
and FTD), CNN for convolutional neural network, GAN for generative adversarial network
and Cth for cortical thickness.

No. Evaluation Method
Dementia
diagnosis

Dem. vs. CN

AD
diagnosis

AD vs. CN

FTD
diagnosis

FTD vs. CN

Differential
diagnosis

AD vs. FTD
1

In-domain
Hu et al. [104] 81.8 75.9 83.8 82.3

2 Ma et al. [167] 85.1 85.3 85.7 77.9
3 Our method 87.5 87.5 90.7 91.0
4

Out-of-domain
Hu et al. [104] 81.3 76.1 68.0 61.2

5 Ma et al. [167] 77.9 86.6 80.8 80.5
6 Our method 86.9 86.8 89.1 87.1

Table 3.5 presents the comparison of our method with the state-of-the-art methods
under different metrics: accuracy (ACC), balanced accuracy (BACC), area under curve
(AUC) and the sensitivity for each class (i.e., CN, AD and FTD). Our method presents
higher performance than other methods in global performance metrics (i.e., ACC, BACC
and AUC) for both in-domain and out-of-domain evaluation. Furthermore, our method
presents similar performances in all ACC, BACC, AUC metrics, between in-domain and
out-of-domain evaluations. This property is not observed in other methods [167, 104].
It shows the high generalization capacity of our framework. In terms of sensitivity, our
method achieves most of the time first or second place for all classes (i.e., CN, AD and
FTD).

Overall, our framework exhibits high performance and generalization capacity across
various tasks, including binary and multi-disease diagnosis. However, it is important to
note that there is a trade-off associated. Our framework, consisting of 125 U-Nets and an
MLP classifier, comprises 393 million parameters, requires 25.9 TFLOPs for computation,
takes 110 hours for training and has an inference time of 1.63 seconds (mainly due to the
patch extracting and image reconstructing times). In comparison, the method of [104]
presents 46 million parameters, 1 TFLOPs, 6 hours for training and an inference time of
1.4 ×10−3 seconds, while the method of [167] presents 0.11 million parameters, 6.8 ×10−6

66



Table 3.5: Comparison of our method with current state-of-the-art methods for 3-class
differential diagnosis AD vs. FTD vs. CN. Red: best result, Blue: second best result. We
denote ACC for accuracy, BACC for balanced accuracy, AUC for area under curve, Sen.
for sensitivity, CNN for convolutional neural network, GAN for generative adversarial
network and Cth for cortical thickness.

No. Evaluation Method ACC BACC AUC CN Sen. AD Sen. FTD Sen.
1

In-domain
Hu et al. [104] 76.3 72.5 90.0 58.4 86.4 96.5

2 Ma et al. [167] 77.1 75.9 86.4 80.4 81.2 66.0
3 Our method 86.0 84.7 93.8 89.6 83.2 81.3
4

Out-of-domain
Hu et al. [104] 85.2 68.8 86.5 68.0 94.1 48.6

5 Ma et al. [167] 69.1 74.6 87.5 66.1 82.1 75.7
6 Our method 87.1 81.6 91.6 89.6 76.9 78.4

TFLOPs, 0.4 hours for training and an inference time of 0.4 ×10−3 seconds.

3.4.4 Interpretation of deep grading map

To assess the interpretability provided by the grading map, we compute the averaged
DC points (133 points for 133 brain structures) over subjects from each class. The consid-
ered subjects are taken from in-domain dataset. The averaged DC maps are transformed
into grading maps for visualization. Figure 3.3 shows sagittal and coronal views of these
grading maps.

Figure 3.3: Average grading map per group of subjects in the MNI152 space with neuro-
logical orientation (with the right of the patient at the right).

First, we can observe that our framework produces average grading maps well-
separated for each class. As expected for the group of healthy people (i.e., CN), all
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regions are detected as normal. For AD patients, the regions around the hippocampus
are detected as AD-related patterns (red color). More generally, the temporal lobe is
detected as strongly related to AD-like patterns in this population. The prevalence of AD
in this region is widely documented [215]. For the FTD class, we observe that FTD-like
anatomical patterns are detected in similar areas. These results indicated that our method
found diseases-specific anatomical anomalies (dissimilar patterns between AD and FTD)
in similar locations for AD and FTD. This experiment highlights the need of grading
map based on the multi-channel disease’s coordinates. To further analyze our grading
map, we compute the averaged map for each of its variants (i.e., bvFTD, PNFA, SV) (see
Figure 3.4).

Figure 3.4: Average grading map per variant of FTD in the MNI152 space with neurolog-
ical orientation (with the right of the patient at the right).

We observe that the three sub-types present different FTD-related patterns. In
the bvFTD group, the grading map highlights the frontal and temporal areas which are
shown to be related to this pathology [251]. In the PNFA group, the left frontal region [29]
and especially the left inferior frontal gyrus [123] are highlighted which is typical of this
syndrome. For the SV group, the left temporal pole is the most affected brain region.
Indeed, this area presents typical atrophy in SV patients [123]. We remark with the 3
variants of FTD that the disease severity is asymmetric, which is in line with the finding
of Boeve et al. [29].

Finally, we select typical deep grading maps of each class (i.e., CN, AD and FTD) at
different ages (see Figure 3.5). We observe that in older healthy people, some areas have
similar deep grading patterns with FTD [42] and AD [233]. In AD and FTD patients, both
diseases start at a specific region (around the hippocampus for AD and frontotemporal
lobes for FTD) and tend to expand to the whole brain over time.
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Figure 3.5: Individual grading maps of each group (CN, AD and FTD) of subjects with
respect to age.

3.5 Discussion

In this chapter, we proposed a novel deep grading framework dedicated to multi-
disease classification problems. Moreover, we aimed at expanding our knowledge on AD
and FTD disease-related patterns. So, beyond the predicted class for each individual, we
provided also the color map indicating regions with specific disease patterns. First, we
observed that our method find similar affected areas of the two diseases but dissimilar
patterns. Second, the regions highlighted in each group of people (i.e., CN, AD, bvFTD,
PNFA, SV) as well as the asymmetric characterization provided by our framework are
coherent with current knowledge of these diseases in the literature. Finally, we further
investigate the three variants of FTD to describe the variability of this disease as suggested
by Hu et al. [104]. This is expected to help clinicians to deeper understand FTD and to
make more accurate diagnoses.

In this study, we take advantage of two types of biomarkers: structure grading and
structure atrophy. While structure grading features provided by several U-Nets might
offer information about anatomical patterns similarity with each class (i.e., CN, AD,
FTD), structure atrophy offers information about the abnormality of each brain structure
in terms of size. Table 3.3 demonstrates that the first biomarker can help to better detect
FTD patients and the second one can accurately identify healthy people (i.e., CN). As
a result, our ensemble model improves the model performance not only in multi-disease
tasks but also in many binary classification tasks (see Table 3.2).

This study is one among a few studies addressing the problem of multi-disease clas-
sification using sMRI data [33, 132, 167, 104]. We tried our best effort to make a fair
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comparison with state-of-the-art methods. Compared to these approaches, our method
shows promising performance on different classification tasks (i.e., dementia vs. CN, AD
vs. CN, FTD vs. CN, AD vs. FTD and CN vs. AD vs. FTD). Experimental results demon-
strate that our method is not only good with in-domain dataset but the learned patterns
are generalizable, expressed by the lower drop of performance when evaluating on an
out-of-domain dataset compared to other state-of-the-art methods. This characterization
is shown in both binary classification and multi-disease classification tasks. This is very
important in clinical practice where data are heterogeneous.

It is noteworthy that that we utilized the same (preprocessed) data to train our
method and the state-of-the-art methods we compared to in this study. This choice was
made based on the observation that the performance achieved by these methods using
these preprocessed data was better than that achieved using raw data. Therefore, our
preprocessing pipeline played a crucial role in enhancing the in-domain performance of
both our method and the state-of-the-art methods while also contributing to improved
generalization capacity on out-of-domain data.

Besides, the training data is an important factor leading to a good classification
model. For instance, we used data coming from two different datasets with different
classes: ADNI contains CN and AD patients while NIFD contains CN and FTD patients.
These two datasets are chosen for their popularity and a lack of datasets with sufficient
subjects for each class: CN, AD and FTD. However, it may exist some dataset-side biases.
To alleviate the problem, only 3 Tesla images are selected as in [104]. It is possible that
some people are misdiagnosed in these databases, where biological biomarkers are not
always available, making a noisy ground-truth. Future works should consider the outlier
removal to further improve model reliability. Finally, this study relies only on the sMRI
at the baseline with the goal to detect brain diseases as early as possible. However, the
patient’s condition changes over time, it could be beneficial to use longitudinal data to
make more accurate predictions and further track the progression of the disease.
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The method presenting in this chapter is related to the following publications and soft-
wares:

[3] Nguyen, Huy-Dung, Michaël Clément, Boris Mansencal, and Pierrick Coupé.
“Brain Structure Ages - A new biomarker for multi-disease classification”. In: HAL
preprint (2023). Under revision in Human Brain Mapping. eprint: hal-04080401.

[9] Pierrick Coupé, José Vicente Manjón, Huy-Dung Nguyen, Boris Mansencal and
Michaël Clément. BrainDiseaseDiagnosis. Under deposit.

[10] Pierrick Coupé, José Vicente Manjón, Huy-Dung Nguyen, Boris Mansencal and
Michaël Clément. BrainStructureAges. Under deposit.

In the previous chapter, the MCDG biomarker can effectively tackle the challenges
of multi-disease differential diagnosis while maintaining a high level of interpretability.
However, when dealing with more than two diseases, where the total number of classes,
denoted as n, is three or greater, each class is represented as a vector in an n−1 dimensional
space. Consequently, as n increases, the readability of the visualization decreases. In this
chapter, we will present an alternative approach to the MCDG framework for multi-disease
differential diagnosis, ensuring interpretability even in scenarios involving an arbitrary
number of diseases. To demonstrate the feasibility of this approach, we have chosen the
proof-of-concept differential diagnosis of CN vs. AD vs. FTD vs. MS vs. PD vs. SZ.

4.1 Introduction

In the medical field, chronological age is widely used as an indicator to describe
people. It depicts a reference curve that healthy organs should follow. The deviation
from that reference may be associated with different factors such as the interaction of
genes, environment, lifestyle and diseases [78]. To measure this deviation, the concept
of biological age (BA) has been created. It is an estimation of individual’s age based on
various advanced strategies [38, 203, 188] and is expected to be able to take into account
all the factors mentioned above. Consequently, an accelerated (or delayed) aging process
results in a higher (or lower) value of BA with respect to the chronological age.
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The analysis of BA can be associated with a whole-body system or a specific organ.
On the one hand, the whole-body evaluation approaches typically use non-imaging data
(e.g., DNA methylation patterns [39], protein [112]) and are unable to account for the
variations in aging between individual organs [15]. Such global information might be
difficult to use in clinical practice. On the other hand, imaging studies of BA dedicated
to a particular organ may provide important details about that organ’s condition, and
the brain is one of the most commonly studied organs. Brain structure changes are
demonstrated to be mutually caused by the natural aging process and neurodegenerative
diseases [197, 108, 119, 232, 52, 54]. Cole et al. demonstrated that biological brain age
can enable the development of treatment plans and a better understanding of disease
processes [46]. The authors emphasized that the difference between the predicted brain
age and the chronological age is a valuable bio-marker since it shows a correlation with
aging as well as with diseases. This difference is denoted as BrainAGE for Brain Age Gap
Estimation. Since its introduction, this new bio-marker has been widely used in many
studies to analyze various diseases [78]. Generally, a model is trained with brain images
from a healthy population and then used to estimate the age of patients with diseases.

In BrainAGE, sMRI is the most used modality (about 88% of studies [183]). It
has been shown that reasonable prediction error can be achieved using this modality.
Moreover, sMRI is commonly available in medical environments [183]. Initially, sMRI
was used with some traditional machine learning algorithms such as relevance vector
regression [80], support vector regression [153] and Gaussian process regression [44] to
perform BrainAGE. The prediction error of these methods ranges from 4.29 to 5.02 years
for the mean absolute error (MAE) metric. Since the success of deep learning in many
natural image processing applications, it has also become a useful technique in various
medical imaging studies. Recent studies show the capacity of deep learning algorithms
in the brain age estimation task based on sMRI with an MAE ranging from 1.96 to 4.16
years [15, 28, 43, 125, 25]. These promising results suggest using deep learning to estimate
brain age for further analysis.

These deep learning based methods adapt famous CNN architectures to estimate
the brain age. When employing a VGG-like architecture, Ueda et al. demonstrated that
using 3D CNN can lead to better accuracy than 2D CNN for age prediction [240]. In
another work, Cole et al. also used a VGG-like architecture and found that the grey matter
extracted from 3D sMRI is better than white matter and raw image for age prediction [46].
Using a similar architecture, Bermudez et al. suggested to additionally take advantage of
brain structure volume to improve the model performance [25]. Bintsi et al. employed
ResNet architecture to predict age on several sub-volumes of brain image [28]. The final
prediction was aggregated using a linear regression model. Armanious et al. proposed
to use the inception module with squeeze-and-excitation module to accurately predict
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healthy brain age [15]. Bashyam et al. customized the inception-resnetv2 to build their
model and trained it on 11729 healthy subjects.

After training a brain age prediction model, the next step is to apply it to a popula-
tion of interest to compare healthy and diseased groups (i.e., analysis at population level).
For example, Franke et al. analyzed the brain maturation during childhood and adoles-
cence [79]. By applying a trained model on subjects being born before the 28th and after
the 29th week of gestation, they found that the BrainAGE of the first group was signifi-
cantly lower than the second group, showing a delayed structural brain maturation of the
first group. Applying the same technique, Koutsouleris et al. demonstrated an accelerated
aging of 5.5 years in schizophrenia and 4.0 years in major depression patients compared
to normal aging [138]. In another study dedicated to AD, the BrainAGE was estimated
about +10 years in AD patients, implying accelerated aging of this population [80].

Although the BrainAGE can provide a description of a specific population, its ap-
plication in individual diagnosis is still limited. Only a few works suggested performing
disease detection or differential diagnosis using BrainAGE at subject level. For instance,
the BrainAGE was used as a biomarker to perform differential diagnosis between mild
cognitive impairment and AD in [83] and to diagnose AD (i.e., AD patients vs. healthy
controls) in [77, 243]. More recently, Cheng et al. used deep learning to accurately pre-
dict brain age and they use BrainAGE as the only feature for various binary diagnosis
tasks (i.e., diseased subjects vs. healthy subjects) [41]. Although encouraging results were
obtained, these works performed only binary classification tasks but not multi-class classi-
fication. The reason for this may be due to the coarse description of brain’s state provided
by the global BrainAGE. Indeed, BrainAGE can only describe the aging process of the
whole brain but does not provide any details about brain structures’ state. Therefore, it is
difficult to use BrainAGE for involved tasks such as the differential diagnosis of multiple
pathologies.

In this study, we propose to extend the notion of the global brain age to local brain
structure ages. Our main hypothesis is that the aging process is heterogeneous over the
brain and specifically, different brain structures may present different ages. Consequently,
we first estimate the brain age at the voxel level. This results in a 3D aging map of
voxelwise brain ages. By averaging predicted brain ages by brain structure, we obtain
the Brain Structure Ages, denoted as BSA. This local BSA is expected to provide more
information about the subject’s condition than a global age prediction of a whole subject’s
brain. As shown later, this novel biomarker can be used as input of an MLP to accurately
estimate the subject’s age. During validation, our framework showed competitive results
compared to state-of-the-art methods. Furthermore, the difference between BSA and the
subject’s chronological age, denoted as BSAGE for Brain Structure Age Gap Estimation,
can be also used with an SVM for multi-class classification (i.e., CN vs. AD vs. FTD vs. MS
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vs. PD vs. SZ). In our experiments, we demonstrated the important gain of using BSAGE
compared to BrainAGE for the multi-disease classification task. Finally, by projecting the
BSAGE on a brain atlas, we can visually observe the brain regions affected by different
diseases.

4.2 Materials

The data used in this study comprise 39255 images from various datasets: ABIDE,
ADNI, AIBL, ICBM, IXI, NDAR, OASIS, C-MIND, UKBioBank, SRPBS, COBRE, Cam-
CAN, PPMI, NIFD, OFSEP, NACC, DLBS, MIRIAD and BrainGluSchi (see Section 1.1.1
for more details). All the T1 weighted images at the baseline were used.

4.2.1 Chronological age prediction

Among available data, 32718 images were used to study the accuracy of our chrono-
logical age predictor. First, eight datasets including 2887 images (i.e., ABIDE I, ADNI,
AIBL, ICBM, C-MIND, IXI, NDAR, OASIS1) were used in training/validation. Second,
two external datasets (i.e., out-of-domain) were used for testing. Concretely, CN subjects
of ABIDE II (i.e., 580 images) were used to estimate the model accuracy on a young pop-
ulation and CN from UKBioBank (i.e., 29251 images) were used to estimate the model
accuracy on an older population (see Table 4.1). For ABIDE, we ensured that no subject
in phase I was presented in phase II.

4.2.2 Multiple pathologies classification

Besides, we assessed the classification performance using BSAGE on 6537 images
composed of 6 classes (i.e., CN, AD, FTD, MS, PD and SZ). Eight datasets including
1992 images (ADNI, AIBL, SRPBS, COBRE, CamCAN, PPMI phase 1, NIFD and OF-
SEP centers 1-2) were used to perform a 10-fold cross validation (in-domain validation)
(see Table 4.2). Then, we constructed an out-of-domain dataset including 4545 images
using seven cohorts (i.e., NACC, DLBS, MIRIAD, OASIS3, BrainGluShi, PPMI phase 2
and OFSEP-other-centers) to assess the generalization capacity of such models. For the
OFSEP, we used the acquisition sites to split this global dataset into two non-overlapping
domains. For PPMI, we ensured that no subject in phase I was presented in phase II.
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Table 4.1: On top, summary of participants used for training age predictor. On bottom,
description of the external datasets used for testing.

Usage Dataset Male/Female Age (Mean ± Std)

Age prediction
training

ABIDE I 408/84 17.5 ± 7.8

ADNI 201/203 74.8 ± 5.8

AIBL 112/120 72.3 ± 6.7

ICBM 112/182 33.7 ± 14.3

C-MIND 107/129 8.4 ± 4.3

IXI 242/307 48.8 ± 16.5

NDAR 208/174 12.4 ± 6.0

OASIS1 111/187 45.3 ± 23.8

Young population
testing ABIDE II 403/177 14.8 ± 9.3

Older population
testing UKBioBank 14917/14334 64.2 ± 7.9

Total 16821/15897 14.8 ± 9.3

4.3 Methods

4.3.1 Method overview

Figure 4.1 provides an overview of our method. First, we estimate the brain ages map
at voxel level from a preprocessed T1 image using a large number of U-Nets. Then, this
3D map is used with a segmentation mask to compute the BSA features (Section 4.3.1).
Finally, the BSA features can be employed to estimate the chronological age using a MLP
model or combined with brain structure volumes to perform multi-disease classification
using an SVM classifier (Section 4.3.1).

Brain structure age estimation

In order to produce the 3D aging map, we extracted m = k3 overlapping 3D sub-
volumes of the same size for each T1w MRI. Next, we trained m U-Nets to predict age at
voxel level with these m 3D sub-volumes. The goal of this training strategy is dual. First,
as the size of a sub-volume is relatively small compared to the original image, it can be
trained with a lighter weight model and thus, require only a low computation capacity.
Second, we limit the receptive field of each model to a local brain region in order to force
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Table 4.2: Number of participants (Male/Female) used for multi-class classification.

Usage Dataset CN AD FTD MS PD SZ

ADNI 181/150

AIBL 18/28

10-fold
cross
validation
training

SRPBS 88/60 84/58

COBRE 11/7 54/14

CamCAN 75/85

PPMI
phase 1 35/13 228/131

NIFD 15/15 87/56

OFSEP
centers 1-2 161/338

NACC 47/104 318/419 22/23

DLBS 117/196

Out-of
-domain
testing

MIRIAD 12/11 19/27

OASIS3 270/385 46/46

Brain-
GluSchi 61/25 71/11

PPMI
phase 2 74/58

OFSEP
other

centers
585/1598

Total 731/901 582/670 109/79 746/1936 302/189 209/83
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Figure 4.1: An overview of the proposed chronological age prediction and multi-disease
classification. The T1w image, its segmentation and the age map are taken from a 71
years old healthy person.

it to locally describe the brain age. The outputs were then used to reconstruct a 3D brain
age map. Finally, the BSA was computed with the help of an AssemblyNet-based brain
segmentation [50]. In practice, we estimated the mean value of voxel-wise age estimation
for each structure segmentation.

Application to chronological age prediction and multi-disease classification

To demonstrate different use cases of the BSA, we performed two experiments us-
ing this biomarker: chronological age prediction which can help to briefly describe a
population and multi-disease classification which can guide clinicians to focus on certain
pathologies.

To predict the chronological age of healthy people, we employed a classical MLP
and used the predicted BSA as its input. For the multi-disease classification, we first
computed the BSAGE (i.e., the difference between BSA and the subject’s chronological
age) and then used it as input of an SVM classifier to address the 6-class problem CN
vs. AD vs. FTD vs. MS vs. PD vs. SZ. Moreover, structure volume is used as additional
feature of BSAGE for SVM-based classification.

4.3.2 Implementation details

First, a preprocessed T1w MRI in the MNI space of size 181 × 217 × 181 voxels at
1mm3 was downscaled with a factor of 2 to the size of 91×109×91 voxels. After that, we
extract k3 (i.e., k = 5) overlapping sub-volumes of the same size 32× 48× 32 voxels and
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Figure 4.2: Architecture of an unit U-Net used for voxel-level age prediction. The number
above each block is the number of channel.

evenly distributed along the 3 image’s dimensions from the downscale image. We trained
m = k3 (i.e., m = 125) U-Nets to predict age at voxel level with these m sub-volumes.
Figure 4.2 shows the architecture of our unit U-Net used for voxel-level age prediction.
The m outputs were then used to reconstruct a 3D age map of size 91×109×91 voxels. Of
note, the predicted brain age located at overlapping voxel positions of more than 1 sub-
volume was averaged. The reconstructed image was upscaled using trilinear interpolation
to the same spatial size as the original input. This 3D map was used to compute BSA
and then BSAGE features.

To train the 125 U-Nets, we use the MAE as loss function and SGD optimizer. The
batch size is set to 8 and the training was terminated after 20 epochs without any im-
provement on validation loss. The first U-Net was trained from scratch and other U-Nets
were trained with transfer learning from their adjacent U-Net (see [50] for more details).
The training data is split into training/validation sets with a ratio of 80%/20% (see Table
4.1). In addition, when a new U-Net was trained, the training and validation data were
gathered and re-split to exploit the maximum information from available data. Finally,
we employed different data augmentation techniques to alleviate the overfitting prob-
lem. Concretely, we randomly shifted a patch by t ∈ {−1, 0, 1} voxel in each dimension
(denoted as random shift technique) and then applyed mixup data augmentation [261].

Before using BSA features, we applied an age correction technique for each of their
elements. We followed a simple method of Smith et al. [223] to eliminate bias in each

80



structure brain age. Concretely, we denoted the real age as Ar (an Nsubjects × 1 vector),
the brain age as Ab, a brain structure age as As (an Nsubjects×1 vector) and the bias term
δ. So, we predicted Ab from As: Ab = Ar + δ = Asβ. This is equivalent to Ar = Asβ − δ.
This regression can be solved with β = (AT

s As)
−1AT

s Ar. Finally, Ab = As(A
T
s As)

−1AT
s Ar.

The MLP used to estimate chronological age is composed of 4 layers with respectively
s × 4, s × 2, s and 1 neuron. To train the MLP, we used the MAE as loss function and
Adam optimizer. The batch size is set to 8 and the training was terminated after 50
epochs without any improvement on validation loss.

When training the SVM for multi-disease classification, three kernels were used to
select the best model through our cross-validation: linear, polynomial and radial basis
function. One hundred values of C in the log-space [−1.5; 0.5] were used in the hyper-
parameter search. We performed a grid-search for the kernel and the hyper-parameter
C.

4.3.3 Validation Framework

For the chronological age prediction, we compute the BSA features of U-Nets’ training
subjects. This data is used to train the MLP-based regression (10-fold cross-validation).
This results in 10 MLP models. At testing time, the outputs of the 10 MLP models were
averaged to make the final prediction. We used two separate out-of-domain datasets to
assess our method accuracy (see Table 4.1).

For the multi-disease classification, we also performed a 10-fold cross-validation to
train the SVM classifier (see Table 4.2). We denote the classification performance on this
dataset as in-domain performance. In addition, we assessed the generalization capacity
on an out-of-domain dataset (see Table 4.2). Similar to the chronological age prediction
problem, the outputs of 10 models were averaged to get the final prediction on these
external dataset.

4.4 Experimental results

4.4.1 Chronological age estimation

Ablation study

In this part, we aim at studying different factors influencing the model performance:
Data amount, different augmentation strategies (e.g., random shift, mixup [261]) and an
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age correction technique (see Section 4.3.2). Table 4.3 shows the comparison results.

First, we can observe that increasing the data amount (exp. 1, 2, 3) consistently
improve the model accuracy on both young and old population in all metrics (i.e., MAE
and R2). Second, applying different data augmentation techniques (i.e., random shift,
mixup in exp. 4, 5) is important in the application of age prediction. This is in line
with the finding of [195]. Finally, many studies have shown the advantages of using age
correction techniques. In our case, the implemented technique only slightly improves the
result (exp. 6). However, this technique can enhance the discriminative capacity of BSA
for better disease classification (see Section 4.4.2). Overall, each factor contributes to our
model accuracy. In the rest of the paper, BSA is computed using 100% data, random
shift, mixup and structural age correction techniques unless otherwise specified.

Table 4.3: Ablation study for the chronological age estimation. Red: best result, Blue:
second best result. Text or symbols in black: Changes compared to the previous exper-
iment. Text or symbols in gray: No change compared to the previous experiment. The
model performance is estimated by different metrics: Mean absolute error (MAE) and the
coefficient of determination (R2).
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Young population Old population
MAE R2 MAE R2

1 50% ✗ ✗ ✗ 4.65 0.30 8.32 -0.89
2 75% ✗ ✗ ✗ 3.44 0.64 7.72 -0.62
3 100% ✗ ✗ ✗ 2.38 0.85 4.60 0.45
4 100% ✓ ✗ ✗ 2.11 0.89 3.98 0.58
5 100% ✓ ✓ ✗ 1.92 0.91 3.89 0.60

6 100% ✓ ✓ ✓ 1.91 0.91 3.87 0.61

Comparison with state-of-the-art methods

In this part, we compare our method with different state-of-the-art methods. For
each method below, we used the code available 1 2 and retrained the model using the same
data split as in our training process. The first method by Jonsson et al. uses a ResNet-like
architecture and demonstrated promising results in age prediction [125]. More recently,
Peng et al. presented a lightweight architecture named Simple Fully Convolutional Net-

1https://github.com/ha-ha-ha-han/UKBiobank_deep_pretrain
2https://github.com/benniatli/BrainAgePredictionResNet
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work (SFCN) for this problem [195]. They considered age prediction as a classification
problem. To introduce a relationship between close classes, they used a soft label during
training. The soft label is a probability distribution centered around the ground-truth
age. In another work, Leonardsen et al. reused the SFCN backbone and demonstrated
that the soft label can lead to better accuracy with in-domain data but the regression
version presents a better generalization capacity on out-of-domain data [144]. Table 4.4
shows the results of the comparison. For the young population, we can remark that our
method presents a very low MAE (1.91 years) and very high R2 (0.91) compared to other
state-of-the-art methods. For the older population, all methods present a drop in perfor-
mance. In this case, our method shows MAE = 3.87 years and R2 = 0.61, presenting the
best prediction error over all methods.

Table 4.4: Comparison with state-of-the-art methods for the age estimation task. Red:
best result, Blue: second best result. The model performance is estimated by different
metric: Mean absolute error (MAE) and the coefficient of determination (R2). The results
are the average accuracy of 10-fold cross validation. The age for each population is under
the form: mean ± std.

No. Method
Young population Older population
Age: 14.8 ± 9.3 Age: 64.2 ± 7.9

MAE R2 MAE R2

1 ResNet-like [125] 2.86 0.71 4.14 0.54
2 SFCN soft label [195] 2.78 0.71 5.12 0.32
3 SFCN regression [144] 2.87 0.69 4.88 0.40

4 Our method 1.91 0.91 3.87 0.61

4.4.2 Disease classification

Ablation study for binary classification tasks

In this part, we aim at assessing the BSAGE (i.e., the difference between BSA and
the chronological subject’s age) feature in the context of specific disease detection (binary
classification). To do it, we compare this feature with the brain structure volume feature
(denoted as V ). We denote BSAGEnc as the BSAGE without age correction (see Section
4.3.2). Finally, we propose to take advantage of both BSAGE and structure volume
biomarker to improve the discriminative capacity of our model.

Table 4.5 shows the results of the comparison between different features for different
classification problems. The balanced accuracy (BACC) is presented. Other metrics are
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Table 4.5: Ablation study for binary classification tasks. Red: best result, Blue: second
best result. The balanced accuracy (BACC) is used to assess the model performance. The
results are the average accuracy of 10 repetitions and presented in percentage. We denote
BSAGEnc, BSAGE and V for respectively BSAGE with no age correction, BSAGE with
age correction and structure volume.

No. Features AD vs. CN FTD vs. CN MS vs. CN PD vs. CN SZ vs. CN

In
-d

om
ai

n

N = 781 N = 547 N = 903 N = 763 N = 614
1 BSAGEnc 76.3 71.4 70.2 71.8 63.9
2 BSAGE 88.2 86.3 83.7 73.5 77.3
3 V 89.1 89.4 79.4 64.8 78.2
4 BSAGE + V 91.8 91.3 84.6 65.7 81.0

O
ut

-o
f-
do

m
ai

n

N = 2103 N = 1273 N = 3411 N = 1360 N = 1310
5 BSAGEnc 62.3 63.6 79.3 63.3 73.1
6 BSAGE 78.5 90.6 84.3 52.8 69.0
7 V 86.3 90.1 71.1 58.3 76.6
8 BSAGE + V 86.0 91.0 83.0 59.8 83.2

provided in the appendix. First, we can remark that BSAGE (exp. 2, 6) is better than the
non corrected version BSAGEnc (exp. 1, 5) in most classification problems with a large
margin (i.e., AD, FTD and MS detection). Only in case of PD detection, the version
without age correction is better than the corrected version in both in-domain and out-
of-domain dataset. Second, we observe that BSAGE (exp. 2, 6) is better than structure
volume (exp. 3, 7) in MS detection while the structure volume is better in AD detection
and SZ detection. In other cases (i.e., FTD and PD detection), one feature is better
than the other one on in-domain data and worse on out-of-domain data. From this ob-
servation, both the apparent brain structure ages and the structure volumes demonstrate
discriminative power for different disease detection tasks. Thus, it should be beneficial
to combine them for a better discriminative capacity. As a result, the combination of
BSAGE and structure volume (exp. 4, 8) shows most of the time the best or the second
best performance.

Multi-disease classification

Table 4.6 shows the results for the multi-disease classification problem. We estimated
the balanced accuracy (BACC), accuracy (ACC) and area under curve (AUC) of our
model. We performed classification using the true age (exp. 1, 6) and the predicted
subject’s age (exp. 2, 7) to confirm that estimating brain age at structure level provides
better results than using a global age estimation with real or estimated values. Moreover,
these baseline methods enable to estimate the biases present between populations in terms
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of age. Indeed, there was some bias in age distribution between diseases since for instance
the SZ patients were young while compared to the AD patients. Thanks to this analysis,
we can observe that BSAGE (exp. 3, 8) and V feature (exp. 4, 9) presents a far higher
performance than the true age and the predicted subject’s age. This suggests that the
structure-related information is valuable in classification context. Besides, although the
BSAGE (exp. 3, 8) presents lower performance than the V feature (exp. 4, 9), the two
biomarkers can be mutually used to achieve better classification performance. Indeed,
their combination (exp. 5, 10) shows the best performance for all proposed metrics.

Table 4.6: Multi-disease classification results for CN vs. AD vs. FTD vs. MS vs. PD
vs. SZ. Red: best result, Blue: second best result. The results are the average accuracy of
10 repetitions and presented in percentage. We denote BSAGE and V for BSAGE with
correction and structure volume.

No. Features BACC ACC AUC

In
-d

om
ai

n 1 True age 36.8 46.4 76.8
2 Predicted age 32.8 39.9 74.9
3 BSAGE 58.5 61.7 88.0
4 V 64.5 65.1 90.2
5 BSAGE + V 68.7 69.6 93.2

O
ut

-o
f-d

om
ai

n

6 True age 34.0 51.4 74.3
7 Predicted age 31.8 42.8 72.8
8 BSAGE 44.7 57.0 82.6
9 V 58.7 59.4 86.8
10 BSAGE + V 63.3 66.1 90.6

Moreover, we trained a UMAP [179] with in-domain data and visualized the trans-
formed out-of-domain data in 2D space (see Figure 4.3). The transformed data was
colored with respect to the diagnosis class. Two types of input were considered: BSAGE
and volume (V). Upon observation, we noticed that in case of BSAGE, the MS class
(yellow points) is well separated from AD (red points) and CN (green points) classes.
In case of volume features, the AD (red points) class is well separated from CN (green
points) and MS (yellow points). Moreover, the FTD (blue points) class is better clustered
with this type of features. In the combination of BSAGE and volume features, the CN
(green points), AD (red points), MS (yellow points) and FTD (blue points) classes are
well separated. Furthermore, SZ (pink points) is better clustered with the combination
of features. This suggests that the combination of BSAGE and volume features can take
advantage of the strengths of each feature type to better separate the data into different
classes. However, the PD (brown points) class is not well separated from the other classes.
This may be due to the fact that the PD class is difficult to be detected using T1w sMRI
data.
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Figure 4.3: UMAP visualization of BSAGE, volume and the combination

Finally, the combination of appear to exhibit the best separation among the three
types of features. Indeed, the silhouette score [211] of the combination is 0.66, greater
than the disease coordinate score of 0.54 and the volume score of 0.40.

4.4.3 Predicted brain age of different populations

In this section, we compare the predicted brain age between different populations
(i.e., CN, AD, FTD, MS, PD and SZ). Figure 4.4 summarizes the distribution of predicted
brain age for six considered populations. The median and mean predicted brain ages
of CN, AD, FTD, MS, PD and SZ are respectively (-1.2, -1.1), (3.0, 3.3), (9.7, 10.4),
(10.7, 11.4), (1.5, 1.3) and (5.2, 6.0). First, we observe that the CN class has the mean
and median closest to 0 as expected. Second, the BrainAGE of all patient groups is
significantly higher than the cognitively normal group (p < 0.0001 with T-test). Third,
PD pathology seems to be closest to healthy people. Indeed, although T1 weighted MRI
presents high contrast of grey/white matter, poor contrast may be found in structures
related to PD (e.g., subthalamic nuclei) [185]. This may explain the proximity of this
class with CN class and the poor performance in PD detection (see Table 4.5). Fourth,
the FTD group presents a more advanced aging process than AD group which is in line
with the finding of Lee et al. [143]. Finally, we found the same magnitude of BSAGE
for MS (10.7 years) as Cole et al. (about 10.8 years) [45], for AD (3.0 years) as Sendi et
al. (2.1 years) [217] and for SZ (5.2 years) as Koutsouleris et al. (5.5 years) [138].

4.4.4 Interpretation of brain structure age gap estimation

In this section, we propose to visualize the variation of the age gap between brain
structures. The presented results in Figure 4.5 correspond to the average BSAGE value
for each structure on different populations of our out-of-domain datasets. We use the
same color bar for all populations to compare the impact of each disease to the aging
process.
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Figure 4.4: Predicted brain age of different populations in out-of-domain data. The white
point presents the position of the mean value.

For the AD group, the region surrounding the hippocampus is highlighted as the
most accelerated aging area. This region is well-known to be related to AD [81, 186, 120,
111]. For the FTD group, the accelerated aging pattern is mainly located in the temporal
and frontal lobes which is in line with current literature [251, 29]. For the MS group,
the area with the highest accelerated aging pattern is similar to the finding of Cortese et
al. (i.e., thalamus and global cortical grey matter) [47]. For the PD group, all regions
seem to be close to healthy people as discussed in Section 4.4.3. Finally, for the SZ group,
the prefrontal and medial temporal lobe regions are highlighted which is coherent with
several studies [128, 59].

4.5 Discussion

In this work, we proposed an approach to estimate brain age at structure level. We
showed that this feature can be used for different purposes. First, it can be directly
used to accurately estimate the chronological age. Second, this can be used to compute
the BSAGE (i.e., the difference between brain structure ages and the chronological age).
This biomarker presents discriminative patterns which are useful for the multi-disease
classification problem (i.e., CN vs. AD vs. FTD vs. MS vs. PD vs. SZ).

For the problem of chronological age estimation, we observed that the model ac-
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Figure 4.5: BSAGE of different populations in out-of-domain data.

curacy was heavily influenced by different factors: data amount and data augmentation
techniques. In our experiments, the model accuracy was consistently improved when the
data amount was increased and we did not observe saturation. This suggests that training
our framework on more data could yield higher accuracy. In this study, due to the limited
training data, we instead applied several data augmentation techniques to improve the
generalization capacity of our model. Experimental results showed that the random shift
and mixup techniques have a huge impact on our model performance (see Table 4.3).
Moreover, the resulting BSA can enable a more accurate subject’s age prediction. While
our framework was training over a large range of ages (i.e., 0 to 95 years old), it achieved
higher accuracy when predicting on young population (i.e., ABIDE dataset MAE = 1.91

years) than on older population (i.e., UKBioBank dataset MAE = 3.87 years). Our
approach outperformed other state-of-the-art methods with 1.17 years MAE lower on the
young population and 0.95 year MAE lower on the old population. When evaluating
our approach on different disease populations (i.e., AD, FTD, MS, PD, SZ), our findings
were in line with current knowledge in the literature (see Section 4.4.3 for more details).
Finally, we observed that the predicted age distributions are different between diseases,
suggesting a discriminative power of our BSA feature.

While most papers used the global BrainAGE to show that a disease can present an
accelerated or delayed aging process on a population [79, 138, 80], only a few approaches
have proposed to use it for classification [83, 77, 243, 41]. Moreover, these studies dedi-
cated to classification had a common limitation. Indeed, it might exist a range of global
BrainAGE values that is presented in different populations. In our case, all populations
had global BrainAGE values in range [-5, 10] (see Figure 4.4). When the number of classes
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is increased, this limitation becomes more challenging. This might explain why existing
BrainAGE-based algorithms only address classification problems with a low number of
class (e.g., binary classification). This raises the need for other features better describ-
ing the brain aging process for classification. Thus, we propose to extend the notion of
BrainAGE to BSAGE. This local feature offers a richer representation of the brain aging
process than global BrainAGE estimation. Consequently, this information is important
for improving the multi-disease classification as demonstrated in Section 4.4.2.

In addition to improve classification performance, BSAGE can be projected into a
brain segmentation for visualization purpose. Principal remarks for each population were
discussed in Section 4.4.4. Overall, it gives some insights about the specific structures
impacted by each disease. The main patterns of each disease highlighted by our color
maps are coherent with current literature (as discussed in Section 4.4.4). This presents
an important clinical value of our framework in a real medical context.

Finally, it still exists some limitations in this study. For example, some diseases such
as Parkinson’s Disease cannot be easily detected using T1 weighted MRI. Future works
should focus on the multi-modal input to either accurately estimate brain age or produce
a more discriminative BSAGE feature. In addition, we use the same CNN architecture to
analyze different brain locations. This can be not optimal due to the fact that different
brain locations may have a specific set of patterns. An auto-search algorithm to select an
optimal architecture for each brain region would be beneficial for further analysis.

89



Chapter 5

Transformer for differential diagnosis

The method presenting in this chapter is related to the publication:

[6] Nguyen, Huy-Dung, Michaël Clément, Boris Mansencal, and Pierrick Coupé.
“3D Transformer based on deformable patch location for differential diagnosis be-
tween Alzheimer’s disease and Frontotemporal dementia”. In: The 14th Interna-
tional Workshop on Machine Learning in Medical Imaging. MLMI 2023, Held in
Conjunction with MICCAI 2023. Vol. 14349. 2023, pp. 53–63. doi: 10.1007/978
-3-031-45676-3_6.
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In previous chapters, various biomarkers for single-disease and multi-disease diagnosis
have been presented. These biomarkers were designed as two-stage frameworks. Following
the completion of these frameworks, consideration was given to the possibility of a simpler,
end-to-end framework that could achieve similar capabilities to the two-stage approaches.
Although the two-stage frameworks generally outperformed state-of-the-art end-to-end
methods, which often relied on CNN architectures, recent advancements in deep learning
have highlighted the potential of Transformers to deliver competitive or even superior
results compared to CNN methods. Consequently, this chapter delves into exploring the
potential of Transformers for multi-disease diagnosis.

5.1 Introduction

CNN has been the dominant approach in computer vision for a long time, achieving
state-of-the-art performance in various tasks such as object detection, image segmenta-
tion, and classification. In recent years, transformer-based models appear to be a promis-
ing alternative to CNN-based models in computer vision tasks. Despite the potential of
transformer-based models, their utilization in disease diagnosis, particularly in tasks like
differential diagnosis, remains relatively limited. This limitation arises from the computa-
tional demands and data requirements associated with these models. Medical applications
necessitate the analysis of complex and high-dimensional data, which poses challenges for
transformer-based models due to their heavy computational requirements and the need
for substantial amounts of labeled medical data for effective training. This highlights the
need for further research to optimize these models for medical applications.

To address the computation challenges, one possible approach is to consider clas-
sification as a 2D problem. Lyu et al. and Jang et al. employed 2D features extracted
from MRI using a vision transformer (ViT) for AD classification [166, 118]. However, it
is worth noting that such 2D approaches may not fully exploit the spatial information
available in the data, potentially impacting their performance. Regarding 3D methods,
for AD diagnosis, there have been efforts to adapt transformers for AD diagnosis. Li et
al. downsampled the input image prior to feeding it into their transformer [147], while
Zhang et al. reduced the feature map dimension by using a large patch size for embed-
ding [262]. However, these strategies may result in the loss of fine-grained details in
local regions. For natural image classification, other techniques have been explored to
reduce computation. Local attention [160] and deformable attention [256] are two such
approaches. Both methods aim to decrease the size of the attention matrix by reducing
the number of query, key, and value points. The deformable attention mechanism, in
particular, allows for the visualization of key points, aiding in better interpretation.
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Transformer-based models typically demand a large amount of labeled data to achieve
optimal performance [63]. However, the availability of labeled sMRI data in medical imag-
ing is usually limited, hindering the effective training of transformer-based models. To
address this data scarcity issue, data augmentation techniques have proven to be valu-
able in enhancing model generalization and performance in various tasks, particularly in
natural image classification [237]. However, the specific effectiveness of data augmenta-
tion in the context of medical imaging and its impact on improving the performance of
transformer-based models has not yet extensively investigated. Therefore, exploring and
evaluating the potential benefits of data augmentation for transformer-based models in
medical imaging is important for further research.

In this study, we firstly present a novel approach for the problem of multi-class
differential diagnosis (i.e., AD vs. FTD vs. CN) by proposing a 3D transformer-based
architecture integrated with a deformable patch location (DPL) module. To reduce com-
putation, we employ local attention instead of global attention in the backbone of our
architecture. Our DPL module is inspired from the deformable attention [256], however,
unlike the original model, deformable points in DPL are determined for each sub-volume
of the image rather than being shared across the entire image. Secondly, we employ a
data augmentation scheme during the training of transformer-based models to address
the challenge of limited data availability. Our approach combines various commonly used
data augmentation techniques to enhance the performance of 3D transformer-based clas-
sification models using sMRI data. While the individual techniques we employ are not
novel, the specific combination we utilize, tailored for 3D transformer-based models, has
not been extensively explored in the literature. Moreover, this augmentation scheme en-
ables multi-scale predictions and contributes to improving the overall performance of our
model. Finally, to further leverage the limited training data, we propose the fusion of our
transformer-based method with a support vector machine (SVM) utilizing structural vol-
umes. As a result, our framework shows competitive results compared to state-of-the-art
methods for multi-class differential diagnosis.

5.2 Materials

In this study, we used the same datasets described as in Chapter 3 (see 3.2 for more
details) to facilitate the comparaison between this transformer-based method and the
multi-channel deep grading method. To recap, the number of subjects used in this study
is described in Table 5.1.
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Table 5.1: Summary of participants used in our study. Data used for training are in
bold, therefore MRIs from ADNI2 and NIFD are in-domain data while MRIs from NACC
dataset are out-of-domain data.

Dataset Statistic CN Dementia

AD FTD

In-domain
ADNI2 No. subjects 180 149

Age (Mean ± Std) 73.4 ± 6.3 74.7 ± 8.1

NIFD No. subjects 136 150
Age (Mean ± Std) 63.5 ± 7.4 63.9 ± 7.1

Out-of-domain NACC No. subjects 2182 485 37
Age (Mean ± Std) 68.2 ± 10.9 72.3 ± 9.6 64.1 ± 6.9

5.3 Method description

Figure 5.1: The architecture of our transformer model

5.3.1 Model overview

Figure 5.1 provides an overview of our proposed model. The model consists of four
main components: a volume embedding (VE), N blocks of normal patch multi-head
self-attention (NP-MSA) followed by shifted patch multi-head self-attention (SP-MSA),
a block comprising NP-MSA and a deformable patch location multi-head self-attention
module (DPL-MSA), a local patch averaging layer and a multi-layer perceptron (MLP).

The VE module serves to encode an input MRI into a 3D volume of token vectors.
Subsequently, the tokens are processed by N blocks of NP-MSA and SP-MSA, acting
as feature extractors. Additionally, the block comprising NP-MSA and DPL-MSA pre-
dicts deformable patch locations and applies attention to these patches. Unlike standard
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Figure 5.2: Details of different modules in our transformer model

transformer-based approaches that perform a global average of all patches together [160],
our method incorporates local averaging of patches within the same area or sub-volume.
This involves splitting the brain feature map into 27 sub-volumes, evenly distributed along
the three axes (resulting in a 3 × 3 × 3 sub-volumes). The reason behind this approach
is that different brain regions may be impacted by a disease differently, thus should be
weighted differently in the model decision. Finally, the output is flattened and fed into
an MLP for classification purposes.

Volume embedding

We begin with a preprocessed image of size 144 × 168 × 144 (with a voxel size of
1mm3), as shown in Figure 5.1a. The volume embedding (VE) module utilizes a CNN
architecture (similar to [235]) to convert the input image into token vectors. These token
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vectors have an embedding dimension of 96, resulting in a 3D feature map with 96 channels
and a size of 36× 42× 36.

Feature extractor

The resulting 3D feature map is then passed through three (NP-MSA + SP-MSA)
blocks. The details of each block are presented in 5.1b,c. Our implementation of these
blocks is based on [160]. The local attention size is set to 6 × 7 × 6. The illustrations
of each block can be found in Figure 5.1b and c. Our implementation of these blocks is
based on the approach proposed by [160]. The local attention size is set to 6× 7× 6. The
key difference between the NP-MSA and SP-MSA modules based on how the 3D feature
map of size 36× 42× 36 is divided into multiple local patches, each measuring 6× 7× 6

(see Figure 5.2a and b).

DPL block

Using the output from the feature extractor, we first update the feature map using
an NP-MSA module, resulting in a 96-channel 3D feature map of size 36× 42× 36. This
updated feature map is then passed to the DPL-MSA module (refer to Figure 5.2c for
detailed information on this module).

In the DPL-MSA module, we divide the feature map into 6× 6× 6 reference patches
of size (px, py, pz) = (6 × 7 × 6), with their respective centers denoted as (xi

ct, y
i
ct, z

i
ct).

The coordinates of these centers are normalized within the range of [0, 1]. Each reference
patch serves as the input to an offset network, which predicts the offset logits (δix, δiy, δiz).
The deformable patch center (xi

Dct, y
i
Dct, z

i
Dct) is calculated as follows:

xi
Dct = xi

ct + tanh (δix)/(2× px) (similarly for yiDct and ziDct).

Based on the deformable patch centers, we interpolate the feature map to obtain the
corresponding deformable patches of size px×py ×pz. These deformable patches are then
fed into an NP-MSA module. Finally, a shortcut connection is added from the reference
patches to the output of the NP-MSA module (see Figure 5.2c).

Local patch averaging

The 96-channel 3D brain feature map obtained, with dimensions of 36× 42× 36, is
treated as a set of 3× 3× 3 areas, each of size 12× 14× 12 voxels. These areas are evenly
distributed along the three dimensions. We compute the average of each area, resulting
in a 96-channel mean token of size 1 × 1 × 1. Then, the resulting tokens from each area
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are concatenated and the concatenated representation is fed into a multi-layer perceptron
(MLP) for the purpose of classification.

5.3.2 Data augmentation

In this part, we describe our combination of data augmentation techniques. First,
we used mixup which had been known to reduce the over-fitting phenomenon in several
applications [261]. Second, we applied some affine transformations to the image including
rotation and scale. This technique is commonly used in medical imaging applications [109,
189]. Finally, we randomly (with a probability p) cropped the image at a random position
(see Section 5.3.4) and resized it to the input resolution. The last technique was similar
to the "Random resized crop" data augmentation in 2D imaging applications [236]. In
natural image classification, this technique allowed to train a network at lower resolution
and then efficiently finetune it to a higher input resolution [236]. In our case, this helped to
prevent over-fitting and also enabled to evaluate images at different scales. Consequently,
during inference, we performed multi-scale prediction to improve model accuracy.

5.3.3 Validation framework and ensembling

When evaluating our models, we made two predictions for each image: one for the
whole image and one for a crop of that image. The cropping position was one of the
nine cropping positions: a center crop and eight crops at corners. The crop position
that produced the lowest loss on the validation set was selected for a model. Finally, we
averaged the two obtained results.

To further exploit the limited amount of training data, we combined (i.e., average)
the transformer prediction with SVM prediction based on brain structures volumes (see
Section 5.3.4).

5.3.4 Implementation details

The offset network consisted of 3 layers: 3D convolution with 24 channels, kernel =
(6, 7, 6), GELU activation [94] and another 3D convolution with 3 channels, kernel = 1.
For data augmentation, rotation range was ±0.05rad and scale range was [0.9, 1.1], the
crop size was (132, 154, 132), the probability p = 0.7. The model was trained for 300
epochs using AdamW optimizer [163], cosine learning rate scheduler (start at 3e-4 and end
at 5e-5). To train the SVM models, we used a grid search of three kernels (linear, polyno-
mial, and gaussian) and 50 values of the hyper-parameter C in [10−2, 102] on the valida-
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tion for tuning hyper-parameters. The SVM models used the same train/validation/test
(70%/20%/10%) splits of in-domain data during cross-validation than our deep learning
models.

5.4 Experimental results

In this study, we first performed a 10-fold cross-validation on in-domain dataset.
This resulted in 20 models (10 Transformers and 10 SVM models). We concatenated
the prediction of 10 test folds to compute the global in-domain performance. For out-of-
domain validation, we averaged all the predictions to estimate the model performance on
the external dataset. We used 3 metrics to assess the model performance: ACC, BACC
and AUC.

5.4.1 Ablation study

Performance study First, we studied the impact of each contribution on our model
performance for the differential diagnosis CN vs. AD vs. FTD. These factors could be
organized into 4 groups: Input type (2D/3D), architecture (local patch averaging, non
linear volume embedding), validation framework (multi-scale prediction) and ensemble
(combination with SVM). The used data augmentation schema was described in 5.3.2.
Table 5.2 showed the results of the comparison.

First, we implemented a basic 2D transformer-based architecture (exp. 1) and its
3D version (exp. 2) to see if the spatial information from 3D input is valuable. We
observed that the 3D version was better than the 2D version in all metrics. Second,
using local patch averaging (exp. 3) improved our model performance, confirming the
effectiveness of assigning different weights to different brain areas. Third, the nonlinear
volume embedding (exp. 4) could also improve the performance of transformer, which was
inline with [235]. Then, the DPL module demonstrated an improvement in performance
across almost all metrics (exp. 5). Finally, the multi-scale prediction (exp. 6) and
ensembling (exp. 7) increased even more our model performance in both in-domain and
out-of-domain data.

Data augmentation study Table 5.3 shows the contribution of each data augmentation
technique to our model performance for the differential diagnosis CN vs. AD vs. FTD.
The ensembling with SVM was removed for analysis and the multi-scale evaluation was
applied only when multi-crop was used. First, without any data augmentation, the ob-
tained result (exp. 1) was lower than in other experiments. Second, combining different
augmentations (exp. 2, 3, 4) progressively improved the model’s generalization. This
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Table 5.2: Ablation study of the model performance for the differential diagnosis CN
vs. AD vs. FTD. Results obtained using the data augmentation described in 5.3.2. Gray
text, symbols: that option is the same as in the previous experiment. Red, Blue: best,
second result.
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In-domain Out-of-domain
ACC BACC AUC ACC BACC AUC

1 2D ✗ ✗ ✗ ✗ ✗ 68.8 64.1 81.1 77.4 63.3 78.4
2 3D ✗ ✗ ✗ ✗ ✗ 78.4 74.7 90.1 81.5 75.2 87.8
3 3D ✓ ✗ ✗ ✗ ✗ 82.9 79.5 92.7 85.4 78.2 89.3
4 3D ✓ ✓ ✗ ✗ ✗ 83.6 80.3 92.5 86.6 79.7 89.9
5 3D ✓ ✓ ✓ ✗ ✗ 83.4 80.7 93.4 87.1 80.1 90.5
6 3D ✓ ✓ ✓ ✓ ✗ 85.2 82.5 94.1 87.7 80.7 91.0

7 3D ✓ ✓ ✓ ✓ ✓ 86.2 83.4 94.5 89.3 82.8 91.6

showed the effectiveness of our data augmentation for medical imaging applications.

5.4.2 Comparison with state-of-the-art methods

In this section, we compare our results with current state-of-the-art methods for the
multi-class diagnosis AD vs. FTD vs. CN. Hu et al. proposed an CNN-based architecture
inspired by Resnet which processes the whole 3D MRI for classification [104]. Ma et
al. used a MLP with cortical thickness (Cth) and brain structure volumes extracted from
a 3D MRI [167]. They also used a generative adversarial network to generate new data to
prevent over-fitting. For a fair comparison, we reimplemented these methods and trained
them under the same training setting as our method and on the same data. Table 5.4
shows the results of the comparison.

Overall, our method presented all the time the best performance in all metrics
(i.e., ACC, BACC and AUC) and for both in-domain and out-of-domain data. Moreover,
our method was the only method based on the transformer mechanism. This suggested
that transformer-based methods can obtain competitive results compared to CNN-based
networks even with a limited amount of data.
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Table 5.3: Ablation study of the data augmentation on our model performance for the
differential diagnosis CN vs. AD vs. FTD. Gray symbols: that option is the same as in
the previous experiment. Red, Blue: best, second result.
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In-domain Out-of-domain
ACC BACC AUC ACC BACC AUC

1 ✗ ✗ ✗ 74.6 69.0 87.8 84.3 73.3 87.3
2 ✓ ✗ ✗ 77.6 72.0 88.4 84.8 76.0 87.4
3 ✓ ✓ ✗ 82.1 78.9 91.5 86.2 78.6 90.0

4 ✓ ✓ ✓ 85.2 82.5 94.1 87.7 80.7 91.0

Table 5.4: Comparison with state-of-the-art methods for the differential diagnosis CN
vs. AD vs. FTD. Red, Blue: best, second result.

Method In-domain Out-of-domain
ACC BACC AUC ACC BACC AUC

CNN on intensities [104] 76.3 72.5 90.0 85.2 68.8 86.5
MLP on Cth and volumes [167] 77.1 75.9 86.4 69.1 74.6 87.5

Our method 86.2 83.4 94.5 89.3 82.8 91.6

5.4.3 Visualization of deformable patch location

Figure 5.3 shows the deformable patch locations of our models for AD and FTD
patients. For each group of patients, the positions of patches were the averaged positions
of our ten models. For better visualization, we applied a GradCAM to estimate an impor-
tance score (in range [0, 1]) for each patch. Only patches with an importance score higher
than 0.3 were displayed. The obtained results were coherent with the current knowledge
about these diseases. Indeed, for AD patients, the structures that obtained higher score
were the left hippocampus [215], bilateral entorhinal cortex, bilateral ventricle [52] and
parietal lobe [222]. In FTD patients, the frontal pole[29], superior frontal gyrus [30] and
left temporal cortex [251] were highlighted.
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Figure 5.3: Visualization of deformable patch locations. The importance of each patch
was estimated with GradCAM. Warmer color, larger radius mean higher importance score.

5.5 Comparison between the proposed Transformer and
CNNs

In this section, in addition to the comparison between the proposed Transformer and
CNNs for the differential diagnosis CN vs. AD vs. FTD, we also perform the comparison on
AD diagnosis, prognosis, chronological age prediction, and for the problem of classification
CN vs. AD vs. FTD vs. MS vs. PD vs. SZ to have an overview about our CNNs and
Transformer approaches. In each comparison, the same datasets with same data split
settings were used for both CNNs and Transformer models.

5.5.1 Performance comparison

Differential diagnosis CN vs. AD vs. FTD
Table 5.5 presents the performance comparison between our proposed CNN (multi-channel
deep grading approach, see Chapter 3) and Transformer models on both in-domain and
out-of-domain datasets. The information about the used data for this comparaison is
described in Section 3.2. The results indicate that the CNN and Transformer models
demonstrate similar performance, with a slightly superior performance observed for the
Transformer model. Thus, the Transformer model is the better choice in terms of gener-
alization for the differential diagnosis of CN vs. AD vs. FTD.

AD diagnosis and prognosis
Table 5.6 shows the performance of the CNN model (deep grading approach, see Chap-
ter 2) and the Transformer model on external datasets and various tasks, including AD
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Table 5.5: Performance comparison between our proposed transformer and CNN (Multi-
channel deep grading approach, see Chapter 3) for the classification CN vs. AD vs. FTD.
The used datasets and data split setting is the same. The information about the used
data for this comparaison is described in Section 3.2. Red, Blue: best, second result.

Method In-domain Out-of-domain
ACC BACC AUC ACC BACC AUC

Multi-channel deep grading 86.0 84.7 93.8 87.1 81.6 91.6
Transformer 86.2 83.4 94.5 89.3 82.8 91.6

diagnosis and prognosis. The information about the used data for this comparaison is
described in Section 2.2. Upon examining the results, we can see that the CNN and
Transformer models have similar performance for global AD diagnosis, indicating compa-
rable generalization capacity on external datasets. However, the CNN model outperforms
the Transformer model in global AD prognosis, with a margin of 73.9% versus 67.0%. As
a result, the CNN method demonstrates superior generalization capacity on tasks that
have not been seen before.
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Table 5.6: Comparison of the CNN (Deep grading approach, see Chapter 2) and the Transformer method for AD diagnosis and
prognosis. The used datasets and data split setting is the same. The information about the used data for this comparaison is
described in Section 2.2. Red: best result, Blue: second best result. The BACC is used to assess the model performance.

Method

Diagnosis
(AD/CN)

Prognosis
(p/sMCI)

Global
Diagnosis
(AD/CN)

Global
Prognosis
(p/sMCI)

ADNI2 AIBL OASIS MIRIAD ADNI1 AIBL All All
N = 330 N = 279 N = 756 N = 69 N = 300 N = 32 N = 1434 N = 332

Deep grading 87.6 92.4 89.1 99.6 73.9 75.6 89.6 73.9
Transformer 89.3 90.9 90.6 97.8 66.6 68.6 89.5 67.0

Differential diagnosis CN vs. AD vs. FTD vs. MS vs. PD vs. SZ
Table 5.7 presents the classification results for our CNN-based model using BSAGE features (see Chapter 4) and Transformer approach
in the context of multi-disease diagnosis, including CN, AD, FTD, MS, PD, and SZ. The information about the used data for this
comparaison is described in Section 4.2. The results show that Transformer features outperform BSAGE features, with a 25.9%
improvement in in-domain data and a 10.9% improvement in out-of-domain data. However, it is noteworthy that the performance of
the Transformer model drops significantly by 28.9% when transitioning from in-domain to out-of-domain data, suggesting a potential
bias learned during the training process. One possible explanation could be the use of training data comprising two cohorts with
different label lists, leading to the learned bias. Contrarily, the BSAGE features exhibit a smaller performance drop of 13.8% between
out-of-domain and in-domain data, possibly due to a more diverse training data associated with this model and the different training
objective. Finally, when combined with volume features, the BSAGE features demonstrate superior performance. Consequently, for
this multi-disease diagnosis task, the recommended choice is the combination of BSAGE and volume features (referred to as BSAGE
+ V features).

Overall, our transformer method demonstrate better performance than the deep grading methods on in-domain data. However,
on out-of-domain data or unseen task, the better performance depends on the specific application.



Table 5.7: Comparision of our BSAGE (brain structure ages gap estimation, see Chap-
ter 4) and Transformer features for multi-disease classification CN vs. AD vs. FTD vs. MS
vs. PD vs. SZ. The used datasets and data split setting is the same. The information about
the used data for this comparaison is described in Section 4.2. Red: best result, Blue:
second best result. The results are presented in percentage. We denote V for structure
volume.

No. Features BACC ACC AUC
In

-d
om

ai
n 1 V 64.5 65.1 90.2

2 BSAGE 58.5 61.7 88.0
3 Transformer 84.4 85.2 97.5
4 BSAGE + V 68.7 69.6 93.2
5 Transformer + V 84.9 86.0 97.2

O
ut

-o
f-d

om
ai

n

6 V 58.7 59.4 86.8
7 BSAGE 44.7 57.0 82.6
8 Transformer 55.5 62.0 86.8
9 BSAGE + V 63.3 66.1 90.6
10 Transformer + V 59.8 65.7 89.2

5.5.2 Comparison of Interpretability and Explainability

Differential diagnosis CN vs. AD vs. FTD
Firstly, we compare the interpretable map generated by our multi-channel deep grad-
ing method with the explainable map produced by our transformer method (Figure 5.4).
Upon observation, we find that both methods generally highlight the same brain struc-
tures. In AD patients, the left hippocampus and bilateral entorhinal cortex are con-
sistently emphasized. In FTD patients, the frontal pole and left temporal cortex are
prominently featured. Although, there are some minor differences between the two visu-
alizations, such as the transformer method showing more attention to the superior frontal
gyrus compared to the multi-channel deep grading method. Thus, both methods provide
similar interpretations and explanations about AD and FTD.

Secondly, we computed the explainable map for three subtypes of FTD and compared
them with the interpretable map generated by the multi-channel deep grading method
(Figure 5.5). While the interpretable map generated by the multi-channel deep grading
method successfully highlights the differences between FTD subtypes and is coherent with
existing literature, the transformer method tends to produce similar explanation maps for
all three subtypes. In this regard, the multi-channel deep grading method outperforms
the transformer method.

AD diagnosis and prognosis
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Figure 5.4: Visualization of deformable patch locations for different AD and FTD (top)
and interpretable map using deep grading features (bottom).

Firstly, we examine the explainable map generated by the transformer method for AD
patients. Comparing it to the deep grading map produced by our CNN method (Figure
5.6), we observe that both methods highlight the region around the bilateral hippocampus,
which aligns with existing literature. However, once again, the transformer method tends
to focus more on the upper regions of the brain, while the CNN method does not exhibit
the same level of emphasis in those areas.

Secondly, we examine the explainable maps for sMCI and pMCI patients (Figure
5.7). We can observe that the explanation map for the pMCI group is indeed closer to
the AD group, as expected. This finding indicates that the transformer method, similar
to our grading map, is capable of effectively distinguishing different stages of disease
progression. However, it is important to note that the progression of the disease is only
visually observed in the grading map, whereas the transformer method can only show
important regions leading to its decision.

Differential diagnosis CN vs. AD vs. FTD vs. MS vs. PD vs. SZ
We compare the explainable map generated by the transformer method for AD, FTD, MS,
PD and SZ patients with the interpretable map using our BSAGE features (Figure 5.8).
We can observe that both methods can effectively show the important regions for each
disease. For example, hippocampus, entorhinal cortex are highlighted for patients with
AD, FTD in both methods. However, there are some differences between the two methods.
For example, the transformer method tends to show more emphasis on the hippocampus
than other brain structure for MS and SZ patients, while our BSAGE method highlights
the upper regions of the brain for MS patients and the frontal pole for SZ patients. In
terms of differences between diseases, as an explainable methods, the transformer can
only show the important regions leading to its decision, while our BSAGE method can
show the age-related impact on brain.

Overall, both transformer and deep grading-based methods offer valuable insights
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Figure 5.5: Visualization of deformable patch locations for different subtypes of FTD
(top) and interpretable map using deep grading features (bottom).

of the disease, with the deep grading method demonstrating better distinction between
disease’s subtypes compared to the transformer method.

5.6 Discussion

In this study, we have introduced a novel approach for multi-class differential di-
agnosis, specifically targeting the distinction between AD, FTD, and CN patients. Our
proposed method combines a 3D transformer-based architecture with a deformable patch
location (DPL) module. The experimental results demonstrate the effectiveness of our
approach, indicating that an appropriate architecture, coupled with an effective data
augmentation scheme, can enable transformer-based models to achieve competitive per-
formance comparable to CNN models even with a limited amount of data. Notably, the
performance of our transformer method surpasses existing state-of-the-art methods and
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Figure 5.6: Explainable map generated for AD patients by our transformer method (top)
and interpretable map using deep grading features (bottom).

slightly outperforms our deep grading method discussed in Chapter 2.

To address the challenge of limited data availability, we have designed a tailored
data augmentation scheme for 3D transformer-based models. While the individual data
augmentation techniques we employ are not novel, their specific combination within the
context of 3D transformers remains unexplored in the literature. Leveraging techniques
such as mixup, random affine transformations, and multi-crops, our augmentation scheme
enhances the generalization and robustness of the model. Moreover, it enables multi-scale
predictions, which significantly contributes to the overall performance improvement.

Furthermore, we propose a fusion strategy that combines our transformer-based
method with a support vector machine (SVM) utilizing structural volumes. This fu-
sion approach yields competitive results when compared to state-of-the-art methods for
multi-class differential diagnosis. The combination of the transformer-based architecture
and the SVM framework effectively leverages the limited training data, enhancing the
discriminative capacity of our model.

One limitation of our approach is the computational complexity and resource require-
ments associated with the 3D transformer-based architecture. While we have employed
local attention to reduce the computational problem compared to global attention, the
large size of the attention matrix can still pose challenges, particularly in terms of GPU
memory usage. For instance, in our experiments, a batch size of 2 requires at least one
24GB of VRAM to accommodate the attention matrix. This can limit the practical-
ity of the model, especially in resource-constrained settings or when working with larger
datasets.

Another limitation of our approach is the challenge of long-range attention when us-
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Figure 5.7: Explainable map generated for sMCI, pMCI and AD patients by our trans-
former method (top) and interpretable map using deep grading features (bottom).

ing local attention. Local attention is implemented to reduce computational requirements
by focusing attention on a smaller region. However, this can lead to limited capturing
of long-range dependencies between distant regions in the brain. While techniques such
as reducing the feature map size at certain layers have been proposed to address this
issue [160], implementing them significantly impacts the performance of our approach.
This limitation may limit the model’s ability to capture complex long-range relationships.
Future research could explore alternative strategies to effectively incorporate both local
and long-range dependencies in the attention mechanism.
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Figure 5.8: Explainable map generated for AD, FTD, MS, PD and SZ patients by our
transformer method (top) and interpretable map using BSAGE features (bottom).
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Chapter 6

Conclusion and perspectives

6.1 Conclusion

In this PhD, we aimed to advance the field of neurodegenerative disease diagnosis to
facilitate early detection and improve the quality of life of patients. To achieve this goal,
we focused on a novel generation of methods characterized by four key aspects: perfor-
mance, generalization, interpretability, and applicability. The designed biomarkers had to
exhibit robust performance to accurately identify neurodegenerative diseases. Moreover,
these biomarkers had to demonstrate a high generalization capacity, enabling their effec-
tive application on unseen data. This ability is crucial to ensure the reliability and prac-
ticality of our diagnostic methods across diverse patient populations and data sources.
Additionally, we prioritize creating biomarkers with high interpretability/explainability
to gain insights to disease-related regions and severity levels, thus aiding clinicians and
researchers in understanding the underlying pathology. Finally, the biomarkers had to
present a broad clinical applicability, including single-disease diagnosis, multi-disease diag-
nosis. To address these challenges, we proposed a series of deep learning-based biomarkers
for different clinical senarios in the context of neurodegenerative disease diagnosis.

In the first study, we introduced the deep grading approach as a solution to ad-
dress the challenges associated with single-disease diagnosis, with a particular focus on
Alzheimer’s disease. The proposed deep grading approach proved to be highly effective
in accurately diagnosing AD based on medical imaging data (i.e., sMRI). One of the
key strengths of the deep grading approach is its generalization capacity. We evaluated
the approach on external datasets and observed that it demonstrated good generalization
capacity, even when applied to unseen tasks such as AD prognosis. This highlights the
robustness of the proposed approach. Another advantage of the deep grading approach is
its interpretability. The proposed biomarker can offer insights into the underlying disease-
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related regions and severity levels. By visualizing and quantifying the grading map, the
deep grading approach allows clinicians to gain a deeper understanding of the disease
and make informed decisions. As a result of this work, we have produced a conference
paper [4], a journal article [1], and a software [7].

In the second study, we extended the deep grading biomarker to a multi-channel deep
grading approach for the challenging task of multi-disease differential diagnosis (i.e., CN
vs. AD vs. FTD). Our approach yielded superior performance compared to state-of-the-art
methods, demonstrating its effectiveness in both in-domain and out-of-domain data. Im-
portantly, our method exhibited a smaller performance drop between out-of-domain and
in-domain results, indicating its high generalization capacity. In terms of interpretability,
the proposed biomarker revealed distinct patterns for each disease. Furthermore, our ap-
proach successfully differentiated between subtypes of FTD, providing valuable insights
that contribute to a better understanding of the complexity of FTD. This work has led to
the development of a conference paper [5], a journal article [2], and a software solution [8].

In the third study, we aimed to address the challenge of reduced readability in the
grading map when dealing with a larger number of diseases. To tackle this issue, we
proposed a novel approach based on structural brain age estimation. On one hand, the
proposed biomarker demonstrated remarkable performance in estimating the chronolog-
ical age of healthy subjects, surpassing current state-of-the-art methods. On the other
hand, our biomarker can be used with traditional structure volume biomarkers to im-
prove the classification performance in multi-disease differential diagnosis. Importantly,
our biomarker provided a high level of interpretability thanks to the visualization of brain
age gap estimation. This revealed distinct brain regions with abnormalities, which can
be used to aid in the diagnosis process. Finally, this interpretability capability remains
consistent regardless of the number of diseases considered. The outcomes of this research
effort include a journal paper in revision [3], and two softwares [9, 10].

In the fourth study, our aim was to explore the potential of the recent transformer
architecture in the field of medical imaging, specifically in the context of multi-disease di-
agnosis. We focused on evaluating the performance, generalization, and explainability of
transformer-based models in comparison to our proposed CNN approaches. Through our
investigation, we discovered that a carefully designed transformer architecture, combined
with effective data augmentation techniques, can achieve competitive results comparable
to our CNN models even with a limited amount of data. The transformer-based mod-
els demonstrated advantages such as compactness and faster inference times thanks to
their end-to-end design. However, it is important to note that we observed a limitation
in the explainability aspect of the transformer-based models. The generated explainable
maps seemed to be less informative compared to the interpretable maps produced by
our CNN methods. Furthermore, the transformer-based methods presented a bigger drop
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in performance between in-domain and out-of-domain data compared to our CNN ap-
proaches, which may be considered as a lower generalization capacity. Nevertheless, the
transformer architecture is a relatively novel approach in the field of medical imaging and
requires further research to fully optimize its capacity. The contribution related to this
work is a conference paper [6].

In summary, we have proposed and evaluated a series of deep learning-based biomark-
ers to address various clinical scenarios related to neurodegenerative disease diagnosis. On
one hand, our biomarkers have demonstrated superior performance and generalization
capacity compared to existing state-of-the-art methods. On the other hand, our biomark-
ers have shown a high level of interpretability/explainability. This aspect is crucial for
the future integration of AI assistants in clinical practice. Finally, our biomarkers have
demonstrated the potential to be used in a wide range of clinical applications, presenting
a valuable toolkit to aid clinicians in different diagnostic senarios.

6.2 Future works and perspectives

Although our proposed approaches demonstrated superior performance compared to
existing state-of-the-art methods, there also exist some limitations. Notably, for multi-
disease diagnosis, we observed a limitation in the generalization capacity of our methods
on out-of-domain data, particularly when compared to the traditional structure volume
biomarker. To alleviate this limitation, we decided to combine both biomarkers, aiming to
enhance the model’s generalization ability. There are several potential reasons for this ob-
servation. One possibility is that the quantity of available data for multi-disease diagnosis
is insufficient for effectively training deep learning models. To address this, conducting
an extensive data augmentation study, such as leveraging a novel data augmentation
pipeline utilizing generative adversarial networks (GAN), could be a promising approach.
Another potential reason for the limited generalization of our deep learning biomarker in
multi-disease diagnosis is the heterogeneity of the training data, which is derived from the
combination of several distinct datasets with different list of labels. This may introduce
dataset biases that decrease the generalization of the framework. To overcome this issue,
it is important to explore techniques for removing dataset-side effects, such as some meth-
ods proposed in the literature [151, 131], or consider data harmonization approaches [62]
to improve the generalization capacity of our approaches.

In all the proposed methods, we solely focused on utilizing the image acquired at the
baseline. Our objective was to develop diagnostic methods capable of accurately identify-
ing diseases at the earliest possible stage. By exclusively considering the baseline image,
we aimed to capture the initial disease patterns and facilitate early detection. However,
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it is important to note that longitudinal data can help to better validate the presence
of neurodegenerative diseases [250] and their development [213]. This understanding is
crucial for selecting appropriate treatment planning and intervention strategies. Future
research may explore the integration of longitudinal data to further enhance the accuracy
and provide a more comprehensive understanding of disease progression.

In addition to longitudinal data, the integration of multi-modal information presents
potential for enhancing diagnostic accuracy. In our study, we focused solely on using the
T1w constrat due to its widespread availability and usage. However, it is worth noting
that certain diseases, such as Parkinson’s disease, may exhibit better recognition using
T2w constrat. Furthermore, the combination of imaging data with other types of data can
be a promising direction for further improving the classification performance. In this PhD,
we demonstrated that incorporating the subject’s age can enhance the performance of our
biomarkers, as seen in the case of our deep grading biomarker. Beyond age, various other
types of data, such as genetic information, clinical results, or cognitive scores, can also
be valuable in the context of disease diagnosis. One challenge of using multi-modalities
input is how to effectively combine different types of input such as imaging data with
tabular data. However, successfully addressing this challenge can lead to an improvement
of generalization capacity [254]. Another challenge when dealing with multi-modal input
is that not all modalities may be available for each subject. Effectively handling missing
modalities, for example, through synthesizing missing data [155], is important and holds
significant value in clinical practice. Finally, when working with multi-modal input, the
interpretability of the framework may be reduced. Therefore, further research should
focus on enhancing the interpretability of such frameworks, as it is a vital aspect for the
future integration of AI assistants in disease diagnosis.
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Appendix A

Appendix for Deep Grading

A.1 Performance measures using the AUC metric

This section presents the various performance measures of the paper using the AUC
metric.
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Table A.1: Comparison of different types of features for classification. All the edges are set to 1, the classifier used is GCN. Red: best
result, Blue: second best result. The Area Under the ROC Curve (AUC) is used to assess the model performance. The results are the
average accuracy of 10 repetitions and presented in percentage. All the methods were trained on the AD/CN subjects of the ADNI1
dataset. Value in bold: p of one-sided Wilcoxon test comparing with baseline (in gray) is lower than 0.05, meaning a significantly
superior performance is found compared to the baseline.

No. Features

Diagnosis
(AD/CN)

Prognosis
(p/sMCI)

Global
Diagnosis
(AD/CN)

Global
Prognosis
(p/sMCI)

ADNI2 AIBL OASIS MIRIAD ADNI1 AIBL All All
N = 330 N = 279 N = 756 N = 69 N = 300 N = 32 N = 1434 N = 332

1 DGI 97.3 94.8 93.1 99.5 74.8 74.6 95.6 74.3
2 DGCnw 96.8 96.5 95.3 100.0 76.7 77.1 96.2 76.6
3 DGC 96.5 96.4 95.3 100.0 76.6 77.1 96.2 76.6
4 V 71.2 75.7 79.7 78.3 58.1 62.1 76.3 58.7
5 A 54.2 55.1 38.3 48.8 49.9 44.7 44.7 49.5
6 V,A 68.0 68.5 57.7 64.9 53.6 56.4 60.9 53.8
7 DGC , V 95.8 96.9 94.5 99.9 76.5 77.6 95.7 76.5
8 DGC , A 96.6 97.5 93.3 100.0 77.4 76.5 95.2 77.0
9 DGC , V, A 95.9 97.5 92.8 99.9 77.4 76.9 94.8 77.0



Table A.2: Comparison of different graph edge types. The classifier used is GCN and the input features is DGC and A. Red: best
result, Blue: second best result. The Area Under the ROC Curve (AUC) is used to assess the model performance. The results are the
average accuracy of 10 repetitions and presented in percentage. All the methods were trained on the AD/CN subjects of the ADNI1
dataset.

Edge

Diagnosis
(AD/CN)

Prognosis
(p/sMCI)

Global
Diagnosis
(AD/CN)

Global
Prognosis
(p/sMCI)

ADNI2 AIBL OASIS MIRIAD ADNI1 AIBL All All
N = 330 N = 279 N = 756 N = 69 N = 300 N = 32 N = 1434 N = 332

Fully-one 96.6 97.5 93.3 100.0 77.4 76.5 95.2 77.0
Correlation 96.8 97.4 93.0 100.0 77.3 76.9 94.1 76.8

Volume difference 96.8 97.5 93.4 100.0 77.3 76.6 94.4 76.9
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Table A.3: Comparison of different classifiers. For graph-based approaches (i.e., all the approaches except SVM and multi-layer
perceptron), the edge based on structure volume difference is used and the input features is DGC and A. Red: best result, Blue:
second best result. The Area Under the ROC Curve (AUC) is used to assess the model performance. The results are the average
accuracy of 10 repetitions and presented in percentage. All the methods were trained on the AD/CN subjects of the ADNI1 dataset.

Classifier

Diagnosis
(AD/CN)

Prognosis
(p/sMCI)

Global
Diagnosis
(AD/CN)

Global
Prognosis
(p/sMCI)

ADNI2 AIBL OASIS MIRIAD ADNI1 AIBL All All
N = 330 N = 279 N = 756 N = 69 N = 300 N = 32 N = 1434 N = 332

SVM 94.9 95.5 93.8 99.9 76.1 77.1 93.7 76.1
Multi-layer perceptron 90.4 92.8 91.0 99.9 73.0 74.9 89.7 72.8

Transformer 96.4 96.6 93.6 99.9 77.1 75.3 94.6 76.6
SAGE 96.7 97.4 93.0 99.9 77.1 76.0 94.1 76.6

ResGatedGraph 84.6 87.6 81.9 92.7 70.5 71.0 84.0 70.4
GAT 96.6 97.2 92.7 100.0 77.5 76.9 93.6 77.0
TAG 96.6 97.0 92.9 99.9 77.1 76.8 94.0 76.7
GCN 96.8 97.5 93.4 100.0 77.3 76.6 94.4 76.9
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Table A.4: Comparison of our method with state-of-the-art methods that have been
retrained on our training dataset using the available code and tested on our dataset. Red:
best result, Blue: second best result. The Area Under the ROC Curve (AUC) is used to
assess the model performance. All the methods are trained on the AD/CN subject of the
ADNI1 dataset, the same training/testing partition is used for evaluation.

Method
Diagnosis
(AD/CN)

Prognosis
(p/sMCI)

ADNI2
N = 330

AIBL
N = 279

OASIS
N = 756

MIRIAD
N = 69

ADNI1
N = 300

AIBL
N = 32

Patch-based CNN [250] 79.3 86.8 87.8 88.6 65.5 52.5
ROI-based CNN [250] 90.8 90.8 92.7 97.4 69.6 75.0
Subject-based CNN [250] 85.4 90.4 92.4 98.8 70.0 59.6
Voxel-based SVM [250] 93.8 93.6 93.6 99.4 74.3 75.0

Our method 96.6 97.5 93.3 100.0 77.4 76.5

Table A.5: Comparison of our method with state-of-the-art methods using published
results. Red: best result, Blue: second best result. The Area Under the ROC Curve
(AUC) is used to assess the model performance. All the methods are trained on the
AD/CN subject of the ADNI1 dataset. However, there are many different factors: number
of subjects in training/testing sets, selection criteria, etc.

Method
Diagnosis
(AD/CN)

Prognosis
(p/sMCI)

ADNI2 AIBL OASIS MIRIAD ADNI1 AIBL

Landmark-based CNN [157] 95.9 - - 97.2 - -
Hierarchical FCN [152] 95.1 - - - 78.1 -
AD2A [90] 93.4 92.5 - - - -
Efficient3D [257] - - - - - -

Our method 96.6 97.5 93.3 100.0 77.4 76.5

A.2 Cross-brain regions connectivity analysis

To analyze the cross-brain regions connectivity, we compute two averaged adjacency ma-
trices (i.e., edge weights) respectively for all AD patients and all CN subjects using the
absolute difference of volumes. After that, we compute the absolute difference of these
two matrices (see Figure A.1). This results in a matrix of size 133 × 133, we then se-
lect 25 highest values (top 0.14% highest values). These values correspond to 25 pairs of
structures. Among these pairs of structures, we observe some structures that have been
presented in Section 2.4.2, such as bilateral hippocampus, left amygdala, left parahip-
pocampal gyrus and left ventral diencephalon. These structures have been shown to be
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related to AD [52, 81, 129, 159]. In AD patients, these structures may present more atro-
phy volumes than other structures. In CN people, the atrophy volumes of these structures
(due to the normal aging process) may be close to other structures. Thus, the absolute
difference volumes should be a discriminative feature for AD classification. And in our
case, using the absolute difference volumes as the edge weights allows an improvement in
performance.

Figure A.1: Averaged adjacency matrices of AD population (left) and CN population
(right). All the values are normalized to [0, 1] for visualization.
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Appendix B

Appendix for multi-channel deep
grading

Our data splitting procedure

For each cross-validation iteration, we used seven folds as training/validation data
for our 125 U-Nets in the first stage. In the second stage, we reused this data as training
data for our MLP and SVM classifiers. We took one more data fold as validation data for
these classifiers. Once the MLP and the SVM were trained, one more data fold was used
to find the coefficient to ensemble the two classifiers. Finally, we obtained an ensemble
model of MLP and SVM and one remaining unused test fold.

Figure B.1: Our data split procedure

119



Ablation study using different metrics

Table B.1: Ablation study of our method for binary classification tasks. We use the
accuracy (ACC) to assess the performance. We perform 10-fold cross validation on
ADNI+NIFD dataset to estimate the in-domain performance (exp. 1, 2, 3). Additionally,
we evaluate on NACC dataset to estimate the out-of-domain performance (exp. 4, 5, 6)
by averaging the outputs of 10 trained models. The results are presented in %. Red: best
result, Blue: second best result.

No. Evaluation Features
Dementia
diagnosis

Dem. vs. CN

AD
diagnosis

AD vs. CN

FTD
diagnosis

FTD vs. CN

Differential
diagnosis

AD vs. FTD
N = 615 N = 465 N = 466 N = 299

1
In-domain

Volumes 85.4 84.7 90.1 80.6
2 Grades 86.3 87.5 93.1 94.6
3 Ensemble 87.6 89.9 93.7 93.3

N = 1627 N = 1605 N = 1353 N = 296
4

Out-of-domain
Volumes 89.7 92.2 96.6 86.1

5 Grades 87.4 88.0 96.5 80.7
6 Ensemble 89.5 91.2 98.2 85.1
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Table B.2: Ablation study of our method for binary classification tasks. We use the area
under curve (AUC) to assess the performance. We perform 10-fold cross validation on
ADNI+NIFD dataset to estimate the in-domain performance (exp. 1, 2, 3). Additionally,
we evaluate on NACC dataset to estimate the out-of-domain performance (exp. 4, 5, 6)
by averaging the outputs of 10 trained models. The results are presented in %. Red: best
result, Blue: second best result.

No. Evaluation Features
Dementia
diagnosis

Dem. vs. CN

AD
diagnosis

AD vs. CN

FTD
diagnosis

FTD vs. CN

Differential
diagnosis

AD vs. FTD
N = 615 N = 465 N = 466 N = 299

1
In-domain

Volumes 92.3 91.3 93.7 87.6
2 Grades 92.1 93.1 96.2 99.2
3 Ensemble 93.5 93.9 95.3 96.6

N = 1627 N = 1605 N = 1353 N = 296
4

Out-of-domain
Volumes 95.6 95.5 98.6 94.1

5 Grades 94.2 93.4 92.3 87.3
6 Ensemble 96.0 95.9 99.2 92.7
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Comparison with current state-of-the-art methods using
different metrics

Table B.3: Comparison of our method with current state-of-the-art methods for binary
classification tasks. Our reported performances are the average of 10 repetitions and
presented in %. Red: best result, Blue: second best result. The accuracy (ACC) is used
to assess the model performance.

No. Evaluation Method
Dementia
diagnosis

Dem. vs. CN

AD
diagnosis

AD vs. CN

FTD
diagnosis

FTD vs. CN

Differential
diagnosis

AD vs. FTD
1

In-domain
Hu et al. [104] 82.0 81.7 87.3 82.3

2 Ma et al. [167] 90.2 91.3 93.5 90.0
3 Our method 87.5 89.0 93.3 91.0
4

Out-of-domain
Hu et al. [104] 86.8 86.8 97.3 85.8

5 Ma et al. [167] 73.0 83.9 74.8 74.9
6 Our method 87.5 90.0 96.8 80.7

Table B.4: Comparison of our method with current state-of-the-art methods for binary
classification tasks. Our reported performances are the average of 10 repetitions and
presented in %. Red: best result, Blue: second best result. The area under curve (AUC)
is used to assess the model performance.

No. Evaluation Method
Dementia
diagnosis

Dem. vs. CN

AD
diagnosis

AD vs. CN

FTD
diagnosis

FTD vs. CN

Differential
diagnosis

AD vs. FTD
1

In-domain
Hu et al. [104] 88.5 86.1 89.3 90.2

2 Ma et al. [167] 84.3 94.8 96.6 85.3
3 Our method 93.5 93.7 95.0 95.0
4

Out-of-domain
Hu et al. [104] 88.4 88.9 86.2 75.3

5 Ma et al. [167] 90.6 89.7 85.7 85.4
6 Our method 93.8 94.4 90.3 95.7
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Appendix C

Appendix for brain structure ages

Table C.1: Ablation study for binary classification tasks. Red: best result, Blue: second
best result. The ACC is used to assess the model performance. The results are the average
accuracy of 10 repetitions and presented in percentage. We denote BSAGEnc, BSAGE
and V for BSAGE with no age correction, BSAGE with age correction and structure
volume.

No. Features AD vs. CN FTD vs. CN MS vs. CN PD vs. CN SZ vs. CN

In
-d

om
ai

n

N = 781 N = 547 N = 903 N = 763 N = 614
1 BSAGEnc 75.8 76.4 70.9 71.3 68.9
2 BSAGE 77.1 89.8 83.5 73.8 81.3
3 V 89.1 93.1 79.8 65.0 81.8
4 BSAGE + V 91.8 93.8 84.6 66.1 83.9

O
ut

-o
f-
do

m
ai

n

N = 2103 N = 1273 N = 3411 N = 1360 N = 1310
5 BSAGEnc 59.4 69.0 78.3 42.9 90.1
6 BSAGE 57.6 94.3 83.1 58.2 93.1
7 V 86.2 95.4 73.4 51.6 91.3
8 BSAGE + V 86.3 95.0 83.5 54.9 94.0
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Table C.2: Ablation study for binary classification tasks. Red: best result, Blue: second
best result. The area under curve (AUC) is used to assess the model performance. The
results are the average accuracy of 10 repetitions and presented in percentage. We denote
BSAGEnc, BSAGE and V for BSAGE with no age correction, BSAGE with age correction
and structure volume.

No. Features AD vs. CN FTD vs. CN MS vs. CN PD vs. CN SZ vs. CN

In
-d

om
ai

n

N = 781 N = 547 N = 903 N = 763 N = 614
1 BSAGEnc 80.8 82.3 78.0 75.7 78.8
2 BSAGE 94.8 94.6 91.5 79.0 88.0
3 V 95.6 95.2 87.1 71.6 88.3
4 BSAGE + V 96.6 97.2 93.0 72.2 91.4

O
ut

-o
f-
do

m
ai

n

N = 2103 N = 1273 N = 3411 N = 1360 N = 1310
5 BSAGEnc 70.1 69.5 87.3 64.9 89.8
6 BSAGE 85.2 94.0 91.0 53.2 84.7
7 V 94.0 93.9 78.9 61.8 88.9
8 BSAGE + V 93.5 94.6 91.2 63.3 94.2
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