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## Chapter 1

## Introduction

In a world where Internet is omnipresent, the security of communications is a fundamental stake. The rise of quantum computers has shaken the modern public-key cryptography, which is based on the integer factorization problem [147] or discrete logarithm problem [149]. These problems will be solved with Shor's algorithm [152] when quantum computers are powerful enough. As a consequence, the Transport Layer Security ( TLS) cryptographic protocol will become insecure. TLS is widely used nowadays, via the HTTPSprotocol. To prevent this danger, National Institute of Standards and Technology (NIST) started a Post-Quantum Cryptography (PQC) standardization process. This is the first public-key cryptography standardization process for more than thirty years. In December 2016, NIST called for proposals [127]. It resulted that eighty-two proposals were submitted to the PQC standardization process on November 30, 2017. Among these proposals, sixty-nine candidates met the minimum acceptance criteria considered by NIST. These candidates were published on the NIST webpage on December 20, 2017 [128]. This was the beginning of the first round of the NIST PQC standardization process. Candidates were divided into two groups: forty-nine public-key encryption schemes and twenty digital signature schemes. With my PhD advisors, we have submitted two digital signature schemes to the PQC standardization process: GeM S S a Great Multivariate Short Signature [48] (Chapter 7), and DuaM odeM,S a Dual Mode for Multivariate-B ased Signature [83] (Chapter 8). The GeM S steam includes other members: A. Casanova, G. M acario-Rat and J. Patarin. Gem Ssis a multivariate-based signature scheme (Chapter 2). The public-key is a boolean multivariate quadratic system, following the hash-and-sign paradigm. The verification of a signed document consists in evaluating this system in the signature, and verifying if this signature is equal to the hash value (or digest) of the signed document. The signing process consists in signing the hash value of the document. Gem ssis a HFEv-based signature scheme (Section 2.4.1). This means that the signature is obtained as the root of a secret univariate polynomial in an extension field $\left(\mathbb{F}_{2^{d} \mathrm{ext}}\right)$. A nother HFEv-based signature scheme, Gui[62], was proposed to the PQC standardization process. Both schemes are similar and vary according to the selected security parameters. NIST selected GeM SSto move to the second round. Other multivariate-based signature schemes were also proposed. LUOV(Lifted Unbalanced Oil and Vinegar) [26] (Section 2.4.2) and $R$ ainbow [63] (Section 2.4.3) are schemes rather similar to GeM SS The fundamental diffence is in the signing process, which consists in solving a secret linear system. The LUO vignature scheme was broken during the second round [66], because of the lifted character of this scheme, and so did not move to the third round. These four schemes share a
classical property of multivariate-based schemes. The public-key is rather large, because the latter is a multivariate quadratic system, whereas signatures are the shortest of the NIST PQC standardization process. In DuaM odeM, sthe dual mode of GeM $S$ s we propose to invert this trade-off The dual mode [157, 25] is a compression technique of public-key (Chapter 3). It is based on a proven secure dual transformation, which allows to decrease the public-key size. On the other hand, the signature size is large, but the sum of both sizes is smaller than the original. The technique used in DuaM odeM Swas very recent (July 2017 for a submission end of November). So, we proposed the first practical implementation, based on HFEv-based signature schemes. The latter was very challenging. The keypair generation was very long, with a time of seven hundred seconds, whereas the signing process takes at least several seconds. M oreover, the secret-key size is about eighteen megabytes. All these drawbacks explain that DuaM odem slid not move to the second round of the NIST PQC standardization process. We propose drastic improvements of the dual mode in the thesis (Chapter 8), with in particular the dual mode of $\quad R$ ainbow, so-called D ualR ainbow. The latter has a very interesting trade-ofbetween memory and practical performance. Finally, we mention a last kind of cryptography multivariate: these which are based on the Fiat-Shamir transform [85]. M Q D S BM Q Digital Signature Scheme) [54] is a scheme of this kind. This signature size is larger than traditional multivariate schemes, but the public-key is much shorter. NIST chose to move M Q DS the second round, but not to the third round. The latter knew new attacks, implying to increase security parameters. This decreased performance, and made it uncompetitive.

A mong the sixty-nine candidates, five were withdrawn during the first round. On J anuary 30, 2019, twenty-six candidates moved to the second round of the NIST PQC standardization process [129]. A mong these candidates, nine are digital signature schemes, and four are multivariate-based ( GeM S S LU O VR ainbow, M Q DS)SNIST proposed to submit improvements and tweaks of parameters, until A pril $1^{\text {st }}$, 2019. To respond to the comments of NIST [2], we proposed the creation of Red©M SS and B lueGem SS[49]. These are faster variants of GeM SS The $R$ ainbow team proposed the creation of cyclic $R$ ainbow and com pressed $R$ ainbow[64]. In cyclic $R$ ainbow, a part of the public-key is generated from a seed. This implies a smaller public-key size. Then, the compressed version allows to generate a part of the secret-key from a seed. Instead of storing the secret-key, the seed is used to generate the secret-key again during each signature generation. We have been using this idea since A pril 15, 2020, last deadline to submit improvements before the selection for the third round. With this change, GeM SSis the candidate with the smallest secret-key and signature. In return, GeM S salso has the largest public-key.

On July 22, 2020, NIST announced candidates which moved to the third round [130]. Here, two kinds of candidates were considered. Seven candidates moved as finalist candidates, including among them $R$ ainbow [65]. They will be considered for standardization at the end of the third round. Then, eight candidates moved as alternate candidates, including among them GeM Ss[50]. Alternate candidates have a potential for standardization. They are still considered for standardization, but will probably not be standardized at the end of the third round. Some of these candidates will be selected for the fourth round, to keep studying them. Both, third and fourth rounds, should be achieved in twelve or eighteen months.

On October $1^{\text {st }}, 2020$, improvements and tweaks of parameters were submitted to the third round of the NIST PQC standardization process. For GeM Ssour goal was to improve performance, in particular on low-end devices.

### 1.1 Previous Work

GeM SS[48], Gui[62], R ainbow [63] and LU O V[26] are M Fbased signature schemes [119] (Chapter 2). The public-key is a multivariate quadratic system $\quad \mathbf{p} \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m^{\prime}}$ having the following form:

$$
\mathbf{p}=\mathcal{T} \mathcal{F} \mathscr{S}
$$

with $\mathcal{S}, \mathcal{T} \in \mathrm{Aff}_{\mathrm{n}_{\text {var }}}^{-1} \mathbb{F}_{\mathrm{q}} \times \mathrm{Aff}_{\mathrm{m}}^{-1}, \mathbb{F}_{\mathrm{q}}$ being two invertible affie transformations, and $\mathcal{F} \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots\right.$, $\left.\mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{\mathrm{m}^{\prime}}$ being a multivariate quadratic system easily invertible thanks to a special shape. The security of these schemes rely on the hardness of the PoSS oproblem.

Problem 1. Polynomial System Solving (PoSS $\left.6 q, m, n_{\text {var }}, D\right)$ ). Let $q, m, n_{\text {var }}$ and $D$ be integers. Given $\mathbf{p}$ a system of $m$ degree- $D$ multivariate polynomials in $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$, the problem is to find, if any, a vector $\mathbf{x}_{\mathrm{s}}$ in $\mathbb{F}_{\mathrm{q}}^{n_{\text {var }}}$ such that $\mathbf{p}\left(\mathbf{x}_{\mathrm{s}}\right)=(0, \ldots, 0)=\mathbf{0}_{\mathrm{m}}$.

In this thesis, we focus on H Febased signature schemes [133] (Section 2.4.1). The central map $\mathcal{F}$ is generated from a univariate polynomial $F$ defined in a degree- $d_{\text {ext }}$ extension field of $\mathbb{F}_{\mathrm{q}}$. The signing process requires inverting $\mathcal{S}$ and $\mathcal{T}$, as well as inverting $\mathcal{F}$. This implies finding roots of $F$. The verifying process requires evaluating the public-key $\quad \mathbf{p} \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\mathrm{var}}}\right]^{m^{\prime}}$, a multivariate quadratic system.

Q UARTZ134], G ui[144] and GeM SS[48] are H FEbased signature schemes. The signatures require only several hundred bits, whereas the public-key is large (several hundred kilobytes (kB)). The verifying process is very fast (several hundred nanoseconds), unlike the signing process which can take up to several seconds. The root finding step is the core of the signing process. We use Berlekamp's algorithm [161, Algorithm 14.15], which is divided into three steps.

1. Computation of the Frobenius map, i.e. $R_{2}=X q^{d e x t}-X \bmod F \in \mathbb{F}_{q^{d}{ }^{d} t}[X]$.
2. Computation of $G \in \mathbb{F}_{q^{d} \text { ext }}[X]$ the $G C D$ of $R_{2}$ and $F . G$ is split and squarefree, and contains exclusively the roots of $F$.
3. Computation of the roots of $G$ with a split root finding algorithm.

In [157], the authors introduced a technique to invert the trade-offbetween public-key size and signature size, so-called SBP transformation (Chapter 3). This technique applies to M Ebased schemes such as HFE[133] and $R$ ainbow [69]. D uaM odeM \$83] is the direct application of the SBP transformation to GeM SS and was submitted to the first round of the NIST PQC standardization process [128]. We also submitted the first implementation of the SBP transformation, which was rather challenging to make. For example, the keypair generation of $\quad \mathrm{D}$ uaM odeM $\$ \mathbf{S}$ achieved in 708 seconds for a 128-bit security level. No method is presented in [157] to implement effiently the SBP transformation. In this thesis, we introduce methods to make an effient dual mode, and we study the SBP transformation of H FEbased schemes and $R$ ainbow-based schemes.

M oreover, the SBP transformation relies on the hardness of solving a new problem: A pproximate M Q [157].

Problem 3. Approximate $M Q \quad(A M Q q, \sigma m, n \quad$ var, $r))$.
Input. A set of quadratic polynomials $\mathbf{p}=\left(p_{1}, \ldots, p_{m}\right) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$, $\sigma$ vectors $\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma} \in \mathbb{F}_{q}^{m}$ and $r \in \mathbb{N}$ such that $r<\min (m, \sigma)$.
Question. Find $\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{n}_{\text {var }}}$ such that

$$
\operatorname{dim} \operatorname{Vec} \mathbf{p}\left(\mathbf{x}_{1}\right)-\mathbf{y}_{1}, \ldots, \mathbf{p}\left(\mathbf{x}_{\sigma}\right)-\mathbf{y}_{\sigma} \leqslant \mathrm{r},
$$

where Vec stands for the vector space generated by $\mathbf{p}\left(\mathbf{x}_{1}\right)-\mathbf{y}_{1}, \ldots, \mathbf{p}\left(\mathbf{x}_{\sigma}\right)-\mathbf{y}_{\sigma}$.

When $r=0$, the AM Qproblem is an instance of $\operatorname{PoSS}$ oand so is hard to solve. When $r>0$, the authors of [157] proposed several attacks supporting that solving AM Qshould be exponential in $m-r$. In particular, an instance of AM Qwith $m$ equations can be solved as an instance of PoSSo with $m-r$ equations. However, the question of the hardness of AM Qis an open question. We will demonstrate in Chapter 10 that AM Qis hard to solve (i.e. NP-complete).

### 1.2 Organization of the Document

The structure of this thesis is depicted in Figure 1.1. We introduce the m Ebased cryptography, as well as HFE in Chapter 2. In Chapter 3, we present the SBP transformation applied to M Fbased signature schemes. Then, the attacks against the HFEbased schemes and the SBP transformation are studied in Chapter 4. In Chapter 5, we describe arithmetic in polynomial rings, whereas supplemental techniques are deferred to A ppendix B. This is followed by a description of important considerations about software implementations and hardware operations (Chapter 6). In Chapters 7 and 8, we present respectively the NIST submissions GeM S.sand DuaM odeM.SThese schemes are implemented effiently thanks to M Q soft a fast multivariate cryptography library (Chapter 9). Finally, we study the hardness of the APoSS oproblem, on which the security of DuaM odeM Sis based (Chapter 10).


Figure 1.1: Dependencies between the chapters. The dotted arrows represent partial dependencies.

### 1.3 Contributions

Design and cryptanalysis. The design of secure cryptosystems such as Gem S Sand D uaM odem S requires studying attacks. The security of GeM S sis based on a vast state-of-the-art of twenty years of cryptanalysis on HFE (Chapter 4), including exhaustive search, direct attack and key recovery. In Section 7.7, we show how to select security parameters of GeM SS In particular, a fundamental point is the choice of modifiers of HFE i.e. in the case of GeM SS the minus and vinegar modifiers. We study the impact of such modifiers on the security of H FEagainst Gröbner basis attacks, then we deduce an experimental rule to select them. We use the Gröbner basis solver from Magm \{34] to perform these experiments. The security of DuaM odem \$s based on the am qproblem (Problem 3), that we generalize as APoSS problem (Chapter 10). We introduce several new reductions. On the one hand, the APoSS problem can be reduced to the G eneralized M inR ank and PoSSoproblems. This allows to attack APoSS by using known attacks against Generalized MinRank and PoSSo i.e. Gröbner basis attacks. We also obtain the dimension of APoSS \$Corollary 2), which we permit to know the number of variables to fix to solve APoSSoin dimension zero. The Gröbner basis algorithms are more effient in dimension zero.

Corollary 2. Let $q, m, n_{\text {var }}, D, \sigma$ and $r<\min (o m)$ be integers, $p \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$ be a system of $m$ degree- $D$ polynomials in $n_{\text {var }}$ variables, and $\mathbf{p}^{*} \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$ be $\boldsymbol{p}$ without its constant terms. If the polynomials of $\mathbf{p}^{*}$ are $\mathbb{F}_{q}$-linearly independent, and if $\sigma \cdot n_{\text {var }} \geqslant(\sigma-r)(m-r)$, then the dimension of APoSS(aq, om, $n$ var, $D, r)$ instantiated with $p$ is $\sigma \cdot n_{\text {var }}-(\sigma-r)(m-r)$.

On the other hand, we reduce PoSS oto APoSS dn polynomial time, implying an important result: APoSS is NP-complete. The question of the hardness of APoSS was an open question. Finally, the double reduction between PoSS and APoSS dighlights an interesting link between these two problems. The hardness of PoSS ohaving $m$ equations is similar to the hardness of APoSS instantiated with a system of $m-r$ equations, where $r$ is the target rank of APoSSdTheorem 15).

Theorem 15. Let $q, m, n_{\text {var }}, D, \sigma$ and $r<\min (o m)$ be integers, $p \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$ be a system of $m$ degree- $D$ polynomials in $n_{\text {var }}$ variables, $\mathbf{c} \in \mathbb{F}_{q}^{m}$ be the vector of constant terms of $\mathbf{p}$, and $\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma} \in \mathbb{F}_{q}^{m}$. If $\mathbf{c}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{r}$ are linearly independent, then $\operatorname{APoSS}(\mathrm{q}, \mathrm{om}, \mathrm{n}$ var, $\mathrm{D}, \mathrm{r}) \equiv$ PoSS $\left.q q, m-r, n_{\text {var }}, D\right)$.

The APoSS problem can be solved as the minus variant of PoSSo These results are confirmed by experiments using Gröbner basis.

Effient algorithms. In Chapter 5, we present a large number of state-of-the-art algorithms useful for arithmetic in $\mathbb{F}_{q^{d} \text { ext }}$ and univariate root finding over $\mathbb{F}_{q^{d}{ }^{d} t}$. In Chapter 9 , we propose improved al gorithms for the public-key generation of HFEv - as well as for the Frobenius map which is the core of the root finding algorithm. Then, we improve the constant-time algorithm for GCD, and we propose a constant-time root finding of split polynomials.

- In Section 7.4, we propose to accelerate the public-key generation of HFEpolynomials. We study two methods. The evaluation-interpolation strategy seems the most effient on modern computers. Its effiency is based on a fast evaluation of quadratic forms. Moreover, we improve the state-of-the-art by taking advantage of the structure of evaluation points, which have their Hamming weight less or equal to two. Then, we also improve the direct computation
of the public-key, i.e. to directly compute:

$$
\mathbf{p}(\mathbf{x})=\left(\begin{array}{ll}
\pi \mathcal{T} \mathcal{F} \mathcal{S} & )(\mathbf{x}) \in \mathbb{F}_{\mathrm{q}}[\mathbf{x}]^{m} .
\end{array}\right.
$$

In particular, we note that for HFEv ; it is faster to compute firstly $\pi \circ \mathcal{T} \stackrel{\mathcal{F}}{ }$, because the minus variant decreases the number of equations of the system. This computation requires the knowledge of $\mathcal{F}$, which is the multivariate representation of a HFE vpolynomial. We improve this step with a smart use of matrix representations of quadratic forms.

- In Section 9.3.3, we study diffent methods to improve the modular reduction of polynomials over $\mathbb{F}_{q^{d} \text { ext }}$. We start by highlighting that modular reduction by HFE polynomials requires only $O D \log _{q}(D)^{2}$ field operations, due to the HFEstructure. Then, we introduce a method to modify HFEpolynomials which accelerates the modular reduction when the dividend is a square. We improve it by a factor at most two. We also make some experiments to show that this change is secure against direct attack. This technique directly improves the Frobenius map based on repeated squaring.
- In Section 7.4.12, we propose a constant-time implementation of root finding algorithm over $\mathbb{F}_{2^{d} \text { ext }}$, when the operand is a split polynomial of degree one, two or three. To do it, we study the existing solvers of degree-two and degree-three polynomials. For degree-two split polynomials, the so-called half trace can be used if $d_{\text {ext }}$ is odd. Else, we compute the roots with just one vector-matrix product over $\quad \mathbb{F}_{2}$. For degree-three split polynomials, we build a matrix whose kernel is a basis of solutions.

Design of a M Fbased library. During this thesis, we have elaborated then improved M Q soft[84] (Chapter 9). M Q softis an effient C library using vector instruction sets via intrinsics. This library outperforms the state-of-the-art, $\quad$ i.e. $\operatorname{NTL}[153]$ and $M$ agm for arithmetic in $\mathbb{F}_{2^{\text {dext }}}$ and $\mathbb{F}_{2^{d} \text { ext }}[\mathrm{X}]$, and the G uiimplementation [62] submitted to the first round of the NIST PQC standardization process for HFEv -based signature schemes.

- $\mathrm{M} Q$ soft is based on an effient arithmetic in $\mathbb{F}_{2^{\text {dext }}}$ (Section 9.2). We present our implementation choices about squaring, multiplication, field modular reduction and inversion. The arithmetic is state-of-the-art, and is on average four times faster than NTL For the square and the multiplication, the selected method depends on the processor. For the modular reduction, we study a large number of ways to improve the modular reduction by the field polynomial. We use irreducible trinomials or pentanomials.
- B ased on the previous arithmetic, $M Q$ softproposes an effient algorithm of root finding over $\mathbb{F}_{2^{\text {deext }}}$ (Section 9.3). Our implementation of the root finding of HFEv -polynomials is very effient: between six to thirteen times faster than NTL The core of the root finding is the Frobenius map. On the one hand, the use of sparse Euclidean division improves the Frobenius map. On the other hand, the modular composition based on an effient implementation of K aratsuba's multiplication al gorithm allows more speed-ups.
- In Section 9.5, we implement effiently the multipoint evaluation of univariate polynomials over a small extension of $\mathbb{F}_{2}$. This operation is important because used in all operations of the dual mode. In function of the instances of the multipoint evaluation, we adapt our way to implement it.
- In Section 9.4, we study effient evaluations of multivariate quadratic systems. Over $\mathbb{F}_{2}$, our variable-time evaluation is state-of-the-art, whereas we generate speed-ups of $10 \%$ for the constant-time evaluation, on Skylake processors. In practice, evaluations are more effient when data are 8 -bit aligned. This is not always possible, in particular when the data is packed. So, we study the hybrid representation of the public-key. We store a large number of equations from the public-key with an optimal format for evaluation, without loosing one bit. Then, we study the optimal way to store the remaining equations. We take into account the time to unpack these equations, plus the time to perform nb _ite evaluations for each equation. When $q \& 16,256\}$, we propose an effient implementation of the multipoint evaluation of a multivariate polynomial over $\mathbb{F}_{\mathrm{q}}$ (Section 9.4.5). To do it, we use a monomial representation of the points.
- In Section 9.6, we conclude by the performance of M Q soft We study the obtained performance of Gem S Sand G uị with a detailed cost of the main steps of the keypair generation. Since the beginning of this thesis, we have obtained large speed-ups on Gem SS We also have large speed-ups on the first round implementation of Gui, which seems to be the best effient implementation of HFEv -based signature schemes in C language. The keypair generation of MQ soft is between thirty and ninety times faster than the round 1 implementation. For the signing and verifying processes, we obtain respectively factors 2.5 and 1.8 . Then, we study the performance of DuaM odeM sind DualRanbow. The performance of DuaM odeM S becomes reasonable (some seconds for the keypair generation and signature generation). Our implementation of DualR anbow is very competitive with NIST digital signature proposals.

The structure of $\mathrm{M} Q$ softis depicted in Figure 1.2, and summarizes the main tasks required for each cryptographic operation. The critical part of an operation is represented by a plain arrow, whereas less important operations are represented by dotted arrows.


Figure 1.2: Dependencies between the diffrent operations performed in $\quad \mathrm{MQ}$ soft

We show in Table 1.1 (respectively Table 1.2 and 1.3 ) the evolution of the performance of Gem SS 12 \&respectively RedeM SS 12 and BlueGem SS 25 ( The slow-downs between NIST round 2 and NIST round $2(\mathrm{~V} 2)$ are due to an improvement of the implementation about the size of the public-key, as well as the compression of a secret-key in a seed. For the signing process of Gem SS 12,8 the round 3 implementation of the signing process is slightly slower, due to an enhancement of the security of the implementation.

| operation | NIST round 1 | NIST round 2 | NIST round 2 (V2) | NIST round 3 |
| :---: | :---: | :---: | :---: | :---: |
| keypair generation | 118 M C | $\times 3.07$ | $\times 3.05$ | $\times 6.03$ |
| signing process | 1270 M C | $\times 1.69$ | $\times 2.39$ | $\times 2.09$ |
| verifying process | 0.166 Mc | $\times 2.03$ | $\times 1.57$ | $\times 1.57$ |

Table 1.1: Performance of GeM SS 129tt the first round of the NIST PQC standardization process, followed by the speed-up between the other rounds and the first round. For each round, we use the corresponding M Q soft version with a Skylake processor (LaptopS). Mc stands for megacycles. The results have three significant digits. For example, $\times 3.05$ means a performance of $118 / 3.05=38.7$ $M c$ with the NIST round 2 (V2) implementation of $M Q$ soft for the keypair generation.

| operation | NIST round 2 | NIST round 2 (V2) | NIST round 3 |
| :---: | :---: | :---: | :---: |
| keypair generation | 39.2 Mc | $\times 0.992$ | $\times 2.41$ |
| signing process | 2.79 Mc | $\times 1.20$ | $\times 1.36$ |
| verifying process | 0.109 Mc | $\times 0.772$ | $\times 0.774$ |

Table 1.2: Performance of RedeM SS 12at the second round of the NIST PQC standardization process, followed by the speed-up between the other rounds and the second round. For each round, we use the corresponding MQ soft version with a Skylake processor (LaptopS). MC stands for megacycles. The results have three significant digits. For example, $\times 2.41$ means a performance of $39.2 / 2.41=16.3 \mathrm{Mc}$ with the NIST round 3 implementation of MQ soft for the keypair generation.

| operation | NIST round 2 | NIST round 2 (V2) | NIST round 3 |
| :---: | :---: | :---: | :---: |
| keypair generation | 529 Mc | $\times 0.998$ | $\times 3.47$ |
| signing process | 545 Mc | $\times 1.37$ | $\times 2.20$ |
| verifying process | 0.583 Mc | $\times 0.852$ | $\times 0.857$ |

Table 1.3: Performance of BlueGeM SS25 at the second round of the NIST PQC standardization process, followed by the speed-up between the other rounds and the second round. For each round, we use the corresponding MQ soft version with a Skylake processor (LaptopS). Mc stands for megacycles. The results have three significant digits. For example, $\times 3.47$ means a performance of 529/3.47 = 152 Mc with the NIST round 3 implementation of $M Q$ soft for the keypair generation.

In Table 1.4, we show the evolution of the performance of GeM S sand G uisince the first round of the NIST PQC standardization process. The speed-ups are obtained with the final version of M Q soft For Gem Sis the scheme has evolved during the NIST PQC standardization process. The obtained factors are larger in the conditions of the original scheme, but we decrease the performance to minimize the keys size.

| scheme | key gen. |  | sign |  | verify |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GeM S S 128 | 19.6 | $\times 6.03$ | 608 | $\times 2.09$ | 0.106 | $\times 1.57$ |
| GeM S S 192 | 69.4 | $\times 7.9$ | 1760 | $\times 1.83$ | 0.304 | $\times 1.47$ |
| GeM S S 256 | 158 | $\times 9.32$ | 2490 | $\times 2.16$ | 0.665 | $\times 1.76$ |
| FœM S \$266) | 53.7 | $\times 8.22$ | 44 | $\times 2.9$ | 0.0365 | $\times 2.64$ |
| G ui-184 | 23.5 | $\times 31.7$ | 28.5 | $\times 2.6$ | 0.0712 | $\times 1.89$ |
| G ui-312 | 116 | $\times 41.9$ | 308 | $\times 2.53$ | 0.161 | $\times 1.85$ |
| G ui-448 | 356 | $\times 91.7$ | 5710 | $\times 3.44$ | 0.562 | $\times 1.62$ |

Table 1.4: Number of megacycles (Mc) for each cryptographic operation with our library for a Skylake processor (LaptopS), followed by the speed-up between the best implementation provided for the NIST submissions (Table 7.37) versus our implementation. For example, $19.6 \times 6.03$ means a performance of 19.6 Mc with $\mathrm{M} \mathrm{Q} \mathrm{soft} \mathrm{and} \mathrm{a} \mathrm{performance} \mathrm{of} 19.6 \times 6.03=,118 \mathrm{Mc}$ for the NIST implementations.

Finally, we present the evolution on D uaM odeM since [84] (Table 1.5). We obtain large speedups thanks to M Q soft

| scheme | key gen. |  | sign |  | verify |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DuaM odeM S12\$ | 3710 | $\times 512$ | 2800 | $\times 1.97$ | $0.643 \times 15.6$ |  |
| DuaM odeM S 192 | 6770 | $\times 1010$ | 8470 | $\times 2.23$ | $1.73 \times 10.5$ |  |
| DuaM odeM S 25 | 12700 | $\times 1360$ | 38000 | $\times 2.53$ | 3.95 | $\times 7.69$ |

Table 1.5: Number of megacycles (Mc) for each cryptographic operation of D uaM odeM \$with our implementation, for a Skylake processor (L aptopS), followed by the speed-up between the Skylake implementation from [84] versus our implementation. For example, $3710 \times 512$ means a performance of 3710 Mc with our implementation, and a performance of $3710 \times 512=1900000 \mathrm{Mc}$ for [84]. N ote that [84] is similar to the first round implementation of D uaM odeM,sexcept for the signing process which is faster.

## Part I

## Preliminaries

## Chapter 2

## M ultivariate Cryptography

In this chapter, we introduce basic concepts on the public-key cryptography and its security (Section 2.1), then we introduce the public-key multivariate cryptography based on $M$ atsumoto and Imai [119] (Section 2.2). In Section 2.3, we describe the M Fbased digital signature schemes. Finally, we present the most important $\quad \mathrm{M}$ Fbased signature schemes in Section 2.4.

### 2.1 Public-Key Cryptography and NP-Completeness

In public-key cryptography, we distinguish two important kinds of algorithms: the public-key encryption and the digital signature. The encryption of a plaintext and the verification of the signature of a document are public operations, which require the knowledge of a public-key. The decryption of a ciphertext and the generation of the signature of a document are secret operations, which require the knowledge of a secret-key. The security of a cryptosystem is based on the hardness of performing the secret operation without the knowledge of the secret-key. In general, this is equivalent to solving a specific problem. On the one hand, solving this problem has to be infeasible in practice. On the other hand, we need to perform effiently the cryptographic operations for concrete uses. The class of NP-complete problems [94] satisfies both properties.

## Definition 1 (NP-completeness). A problem of decision $\Pi$ is NP-complete if:

- $\Pi$ is in NP, i.e. a candidate solution of $\Pi$ can be verified in polynomial time,
- $\Pi$ is NP-hard: all problems in NP can be reduced into $\Pi$ in polynomial time.

On the one hand, NP-complete problem is in NP. We can verify a solution quickly ( i.e. in polynomial time). On the other hand, the problem is NP-hard. This implies that the problem is hard to solve. Indeed, if we can solve it in polynomial time, then we will be able to solve all problems in NP in polynomial time. For the moment, the best algorithms solve NP-complete problems in exponential time.

The modern cryptography is based on the integer factorization problem [147] or discrete logarithm problem [149]. Nowadays, no algorithm is known to solve them in polynomial time on classical computers, but we do not know if these problems are NP-complete. In contrast, these
problems can be solved in polynomial time on quantum computers [152], making them insecure. In this thesis, we consider cryptosystems based on NP-complete problems, which are in particular more secure against quantum computers.

### 2.2 Introduction to M ultivariate C ryptography

Introduced by T. Matsumoto and H. Imai in 1988 [119], M Fbased multivariate cryptography is based on the hardness of solving a system of $m$ non-linear polynomials in $n_{\text {var }}$ variables. This problem is called $\mathrm{PoSSo}($ Problem 1).

Problem 1. Polynomial System Solving (PoSS $\left.\phi q, m, n_{\text {var }}, D\right)$ ). Let $q, m, n_{\text {var }}$ and $D$ be integers. Given $\boldsymbol{p}$ a system of $m$ degree- $D$ multivariate polynomials in $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$, the problem is to find, if any, a vector $\mathbf{x}_{\mathrm{s}}$ in $\mathbb{F}_{q}^{n \text { var }}$ such that $\mathfrak{p}\left(\mathbf{x}_{\mathrm{s}}\right)=(0, \ldots, 0)=\mathbf{0}_{\mathrm{m}}$.

The PoSS oproblem was demonstrated NP-complete [135] when solved over a finite field with $D \geqslant 2$. The NP-completeness implies that PoSS dis hard to solve for worst-case instances (Section 2.1). However, this does not necessarily make secure a cryptosystem, because easy-to-solve instances of PoSS ocould be used. So, we need a careful study of best attacks against concrete instances of PoSSo We study them in Sections 4.3 and 4.4.

Based on the PoSS problem, the public-key of M Fbased cryptography is a system $\mathbf{p} \in \mathbb{F}_{q}\left[\mathrm{x}_{1}, \ldots\right.$, $\left.\mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{m}$ of m equations in $\mathrm{n}_{\text {var }}$ variables. When $\mathrm{q}=2$, the public operation (encryption or signature verification) is the evaluation of $\mathbf{p}$ in the bits of a plaintext or a signature. Then, the secret operation (decryption or signature generation) cannot be performed effiently ( i.e. in polynomial time) because this is equivalent to solving an instance of PoSSo Therefore, we need to introduce a secret which will allow to invert effiently p.

For the moment, let $m^{\prime}=m$. The idea of $T$. $M$ atsumoto and $H$. Imai [119] is to generate $\mathbf{p} \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{\mathrm{m}}$ with the following structure:

$$
\begin{equation*}
\mathbf{p}=\mathcal{T} \stackrel{\mathcal{F} \mathcal{S}}{ }, \tag{2.1}
\end{equation*}
$$

with $\mathcal{S}, \mathcal{T} \in \mathrm{Aff}_{n_{\text {var }}}^{-1} \mathbb{F}_{\mathrm{q}} \times \mathrm{Aff} \mathrm{m}^{-1}, \mathbb{F}_{\mathrm{q}}$ being two invertible affé transformations, and $\quad \mathcal{F} \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots\right.$, $\left.\mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{\mathrm{m}^{\prime}}$ being a multivariate system easily invertible thanks to a special shape. $\mathcal{F}$ is called the central map of $\mathbf{p}$. The affe transformations are used to hide the structure of the central map. $\mathcal{S}$ corresponds to a change of variables, whereas $\mathcal{T}$ mixes equations. There exist few choices in the literature for constructing $\mathcal{F}$. For example, $\mathcal{F}$ can be generated from a univariate polynomial $F \in \mathbb{F}_{q^{m}},[X]$ (Section 2.4.1), or $\mathcal{F}$ can be a multivariate system with an oil and vinegar structure (Section 2.4.2), which can be coupled to a triangular structure (Section 2.4.3).

The structure of $\mathbf{p}$ induces another category of attacks. Given the public-key $\mathbf{p}$, an adversary can try to recover its secret structure. This problem is called Extended Isomorphism of Polynomials [133], and is NP-complete [133].

Problem 2. Extended Isomorphism of Polynomials (E PP). Let $q, m^{\prime}, n_{v a r}$ and $D$ be integers. Given $p$ a system of $m^{\prime}$ degree- $D$ multivariate polynomials in $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}} m^{\prime \prime}\right.$, and a target shape, the problem is to find $\mathcal{S}, \mathcal{T} \in \mathrm{Aff}_{n_{\text {var }}}^{-1} \mathbb{F}_{\mathrm{q}} \times \mathrm{Aff}_{\mathrm{m}}^{-1}, \mathbb{F}_{\mathrm{q}}$ and $\mathcal{F} \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}} \mathrm{m}^{\prime \prime}\right.$ having the target shape, such that $\mathbf{p}=\mathcal{T} \circ \mathcal{F} \mathcal{S}$.

As for PoSS othe hardness of this problem depends on the target shape. We evaluate the complexity of solving it for specific shapes in Section 4.6.

In this thesis, we often consider $\mathcal{S}$ and $\mathcal{T}$ in $G L_{n_{\text {var }}} \mathbb{F}_{\mathrm{q}} \times G \mathrm{~m}_{\mathrm{m}}, \mathbb{F}_{\mathrm{q}}$ as being secret linear transformations, instead of affe transformations. The concept of equivalent keys (Section 4.6.1) allows this change without any impact on the security. We represent $\mathcal{S}$ and $\mathcal{T}$ respectively by invertible matrices $\mathbf{S}$ and $\mathbf{T}$ in $G L_{n_{v a r}} \mathbb{F}_{\mathrm{q}} \times G L_{m}, \mathbb{F}_{\mathrm{q}}$. Thus, we can write Equation (2.1) as:

$$
\mathbf{p}(\mathbf{x})=\mathcal{F}(\mathbf{x} \cdot \mathbf{S}) \cdot \mathbf{T} .
$$

$M$ oreover, we consider the possibility to use the minus variant [151]. Let $m^{\prime} \geqslant m$. This consists in discarding the last $\Delta=m^{\prime}-m \geqslant 0$ equations from $\mathcal{T} \propto \mathcal{F} \mathcal{S}$. So, $\mathbf{p} \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{\mathrm{m}}$ has the following form:

$$
\begin{equation*}
\mathbf{p}=\pi \mathcal{O} \mathcal{T} \mathcal{F} \mathcal{S} \tag{2.2}
\end{equation*}
$$

where $\pi: \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{\mathrm{m}^{\prime}} \rightarrow \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{\mathrm{m}}$ is the projection map keeping the first m equations. The name of schemes using the minus variant ( i.e. $\Delta>0$ ) are followed by the - symbol (e.g. HFE $\dagger$.

We start by presenting the M Fbased digital signature in Section 2.3, then we present some trapdoors for $\mathcal{F}$ in Section 2.4.

### 2.3 M FB ased Public-K ey Cryptography

Here, we present the digital signature based on M atsumoto-Imai. The digital signature schemes are divided into three operations: keypair generation (Section 2.3.1), signing process (Section 2.3.2) and verifying process (Section 2.3.3).

### 2.3.1 Keypair Generation

We summarize the public-key/secret-key generation in Algorithm 1. This algorithm takes the unary representation of $\lambda$, i.e. $\quad \lambda$, and returns a couple secret-key public-key of $M$ Fbased schemes. This unary representation is only used in theory, to explain that cryptography attacks have to be exponential in $\lambda$. The linear transformations $\mathcal{S} \in G L_{n_{\text {var }}} \mathbb{F}_{\mathrm{q}}$ and $\mathcal{T} \in G L_{m}, \mathbb{F}_{\mathrm{q}}$ are respectively represented as invertible matrices $\mathbf{S}$ and $\mathbf{T}$ in $G L_{n_{\text {var }}} \mathbb{F}_{q} \times G L_{m}, \mathbb{F}_{q}$. Their generation is explained in Section 7.4.3. Then, let $\mathcal{H}$ be the set of elements allowing to generate $\mathcal{F} \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{m^{\prime}}$ and to easily invert it. The nature of $\mathcal{H}$ depends on the trapdoor of $\mathcal{F}$ (Section 2.4). We randomly sample $F$ in $\mathcal{H}$, and the final secret-key corresponds to $F, \mathbf{S}^{-1}, \mathbf{T}^{-1} \mathcal{H} \times G L_{n_{\text {var }}} \mathbb{F}_{q} \times G L_{m}, \mathbb{F}_{q}$. Here, the matrices $\mathbf{S}$ and $\mathbf{T}$ are only used during the generation of the public-key. A fter, we are only using the inverse of these matrices, it is why we store them instead of $\mathbf{S}$ and $\mathbf{T}$. Several strategies are possible to generate $\mathbf{p}=\left(p_{1}, \ldots, p_{m}\right) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$ and are described in Sections 7.4.6 and 7.4.7. In particular, Steps 5 and 6 can be merged by removing the last $\Delta$ columns of $\mathbf{T}$ during the vector-matrix product.

```
Algorithm 1 K eypair generation of M Ebased schemes.
    function origin.K eyGen \(\lambda\)
        Randomly sample \((\mathbf{S}, \mathbf{T}) \in G L_{n_{\text {var }}} \mathbb{F}_{\mathrm{q}} \times G \mathrm{~L}_{\mathrm{m}}, \mathbb{F}_{\mathrm{q}}\).
        Randomly sample \(\mathrm{F} \in \mathcal{H}\) in function of the shape of \(\mathcal{F}\).
        \(\mathrm{sk} \leftarrow \mathrm{F}, \mathbf{S}^{-1}, \mathbf{T}^{-1} \mathcal{H} \times \mathrm{GL}_{\mathrm{n}_{\text {var }}} \mathbb{F}_{\mathrm{q}} \times \mathrm{GL}_{\mathrm{m}}, \mathbb{F}_{\mathrm{q}} \quad\). Sections 7.4.3 and 7.4.4.
        \(\left(p_{1}, \ldots, p_{m^{\prime}}\right) \nleftarrow \mathcal{T} \mathcal{F} \mathcal{S} \in \quad \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m^{\prime}} \quad\). Sections 7.4.6, 7.4.7 and 9.4.1.
        \(\mathrm{pk} \leftarrow \mathbf{p}=\left(\mathrm{p}_{1}, \ldots, \mathrm{p}_{\mathrm{m}}\right) \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{m}\). Take the first \(m=m^{\prime}-\Delta\) polynomials
    computed in Step 5.
        return ( \(\mathrm{sk}, \mathrm{pk}\) )
    end function
```

The secret-key size is given by the size of invertible matrices, $\quad n_{\text {var }}^{2}+m^{\prime 2} \cdot \log _{2}(q)$ bits, plus the size of F . The latter depends on the trapdoor (Section 2.4). Then, the public-key size is $\mathrm{mN} \log _{2}(\mathrm{q})$ bits, where N is the number of monomials of a quadratic multivariate polynomial in $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right] /\left\langle x_{i}^{q}-x_{i}\right\rangle_{1 \leqslant i \leqslant n_{\text {var }}}$. When $q>2, N$ is given by the classical formula:

$$
\begin{equation*}
N=X_{i=0}^{X^{d}} \quad n_{\text {var }}+i-1=n_{v a r}+d \tag{2.3}
\end{equation*}
$$

where ${ }^{n_{\text {var }}+i-1}$ corresponds to the number of monomials of degree exactly $\quad i$, and $d$ corresponds to the degree of the multivariate polynomial (which is two here). When $q=2$ and $d \geqslant 2$, the terms $x_{i}^{2}$ have to be removed. We obtain:

$$
N=\begin{gather*}
\mathrm{n}_{\mathrm{var}}+\mathrm{d}  \tag{2.4}\\
\mathrm{~d}
\end{gather*}-\mathrm{n}_{\mathrm{var}}
$$

### 2.3.2 Signing Process

The main step of the signing process requires inverting the public-key polynomials

$$
\mathbf{p}=\left(p_{1}, \ldots, p_{m}\right)
$$ in $\mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{\mathrm{m}}$, i.e. solving:

$$
p_{1}\left(x_{1}, \ldots, x_{n_{\text {var }}}\right)-d_{1}=0, \ldots, p_{m}\left(x_{1}, \ldots, x_{n_{\text {var }}}\right)-d_{m}=0
$$

for $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{F}_{q}^{m}$.
To do so, we take advantage of the structure of $\mathbf{p}$. We randomly sample $\mathbf{r}=\left(r_{1}, \ldots, r_{\Delta}\right) \in \mathbb{F}_{q}^{\Delta}$ and append it to $\mathbf{d}$. This gives $\mathbf{d}^{\prime}=(\mathbf{d}, \mathbf{r}) \in \mathbb{F}_{\mathrm{q}}{ }^{\prime}$. Thus, we can compute $\mathbf{y}=\mathcal{T}^{-1}\left(\mathbf{d}^{\prime}\right) \in \mathbb{F}_{\mathrm{q}}{ }^{\prime}$. Then, we randomly sample $\mathbf{v}=\left(v_{1}, \ldots, v_{n_{\text {var }}-m^{\prime}}\right) \in \mathbb{F}_{q^{n}}^{n_{\text {var }}-m^{\prime}}$, and if $\mathcal{F}\left(x_{1}, \ldots, x_{m^{\prime}}, \mathbf{v}\right)=\mathbf{y}$ has at least one solution, we randomly choose $\quad \mathbf{z} \in \mathbb{F}_{q}^{m^{\prime}}$ one of the solutions and we return $\mathcal{S}^{-1}(\mathbf{z}, \mathbf{v}) \in \mathbb{F}_{q}^{n_{\text {var }}}$. Else, we can choose to try again to solve $\mathcal{F}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{m}}, \mathbf{v}\right)=\mathbf{y}$ with a new random $\mathbf{v}$, or we can choose to randomly sample another $\mathbf{r}$ by keeping the same $\mathbf{v}$. We can also randomly sample both $\mathbf{r}$ and $\mathbf{v}$. In Algorithm 2, we choose the latter possibility.

```
Algorithm 2 Inverse map of the public-key.
    function \(\operatorname{lnv}_{\mathrm{p}} \mathbf{d} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{m}}, \mathrm{sk}=\mathrm{F}, \mathbf{S}^{-1}, \mathbf{T}^{-1} \mathcal{H} \times \quad \mathrm{GL}_{\mathrm{n}_{\text {var }}} \mathbb{F}_{\mathrm{q}} \times G \mathrm{~L}_{\mathrm{m}}, \mathbb{F}_{\mathrm{q}}\)
        repeat
            \(\mathbf{r} \in_{R} \mathbb{F}_{\mathrm{a}}^{\Delta} \quad\). The notation \(\epsilon_{\mathrm{R}}\) stands for randomly sampling.
            \(\mathbf{d}^{\prime} \leftarrow(\mathbf{d}, \mathbf{r}) \in \mathbb{F}_{\mathrm{q}}^{\mathrm{m}^{\prime}}\)
            \(\mathbf{y} \leftarrow \mathbf{d}^{\prime} \cdot \mathbf{T}^{-1} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{m}^{\prime}}\)
            \(\mathbf{v} \in_{\mathrm{R}} \mathbb{F}_{\mathrm{q}}^{\mathrm{n}}\) var \(-\mathrm{m}^{\prime}\)
            \(\mathrm{L}_{\text {sol }} \leftarrow \operatorname{Solve}\left(\mathcal{F}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{m}^{\prime}}, \mathbf{v}\right)=\mathbf{y}\right)\). Use the special shape of \(\mathcal{F}\) with the knowledge of
    F to solve effiently this system. The result is the list of solutions.
        until \(\mathrm{L}_{\text {sol }} \neq \emptyset\)
        \(\mathbf{z} \in_{\mathrm{R}} \mathrm{L}\) Sol
        return \((\mathbf{z}, \mathbf{v}) \cdot \mathbf{S}^{-1} \in \mathbb{F}_{\mathrm{q}}^{\text {var }}\)
    end function
```

We can now present a way to define the signature algorithm (Algorithm 3), leading to a signature of size $\mathrm{n}_{\text {var }} \log _{2}(\mathrm{q})$ bits. The signature is obtained by signing the hash value of a document, $H_{1}:\{0,1\}^{*} \rightarrow \mathbb{F}_{\mathrm{a}}^{m}$ being the used hash function. In Section 4.2, we present the Feistel-Patarin construction which generalizes A Igorithm 3 with an iterative process.

```
Algorithm 3 Signing process of M Ibased schemes.
    function origin.Sign1 \(\mathbf{M} \in 0,1\}^{*}\), sk \(\mathcal{H} \times \mathrm{GL}_{n_{\text {var }}} \mathbb{F}_{\mathrm{q}} \times \mathrm{GL}_{\mathrm{m}}, \mathbb{F}_{q}, \operatorname{Inv}_{\mathrm{p}}\)
        \(\mathbf{D}_{1} \leftarrow \mathrm{H}_{1}(\mathbf{M})\)
        \(\left(\mathbf{S}_{1}, \mathbf{X}_{1}\right) \leftarrow \operatorname{Inv}_{\mathbf{p}}\left(\mathbf{D}_{1}, \mathbf{s k}\right) \quad . \mathbf{S}_{1} \in \mathbb{F}_{\mathrm{q}}^{m}\) and \(\mathbf{X}_{1} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{n}_{\text {var }}-\mathrm{m}}\).
        return \(\quad \mathrm{sm}=\left(\mathbf{S}_{1}, \mathbf{X}_{1}\right) \in \mathbb{F}_{\mathrm{q}}^{\text {var }}\)
    end function
```


### 2.3.3 Verifying Process

The corresponding verification process is described in Algorithm 4.

```
Algorithm 4 Verifying process of M Ibased schemes.
    function origin.Verify1 \(\mathbf{M} \in 0,1\}^{*}, s m \in \mathbb{F}_{q}^{n_{\text {var }}}, \mathrm{pk}=\mathbf{p} \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{\mathrm{m}}\)
        \(\left(\mathbf{S}_{1}, \mathbf{X}_{1}\right) \leftarrow \mathrm{sm}\)
        \(\mathbf{D}_{1} \leftarrow \mathrm{H}_{1}(\mathbf{M})\)
        \(\mathbf{D}_{1} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{m}}\).
        return VALID if \(\mathbf{p}\left(\mathbf{S}_{1}, \mathbf{X}_{1}\right)=\mathbf{D}_{1}\) and INVALID otherwise . Sections 9.4.2, 9.4.3 and 9.4.4.
    end function
```


### 2.4 Families of Trapdoor

Here, we study the main classes of trapdoors. For each of them, the size of the secret $\mathrm{F} \in \mathcal{H}$ is computed in A ppendix A.

### 2.4.1 Big Field Family

In this part, we consider $m^{\prime}=d_{\text {ext }}$, where $d_{\text {ext }}$ is the degree of an extension field of $\mathbb{F}_{q}$. We start by assuming that $\mathrm{n}_{\text {var }}=\mathrm{d}_{\text {ext }}$. The idea of the big field family is to build $\mathcal{F}$ from a map $\mathcal{F}^{*} \in \mathbb{F}_{\mathrm{q}^{d e x t}}[\mathrm{X}]$. Let $\boldsymbol{\theta}=\theta_{1}, \ldots, \theta_{d_{\text {ext }}} \in \mathbb{F}_{q^{d} \text { ext }}{ }^{d_{\text {ext }}}$ be a basis of $\mathbb{F}_{q^{d} \text { ext }}$ over $\mathbb{F}_{q}$. We set
an isomorphism between $\mathbb{F}_{q^{d} \text { ext }}$ and $\mathbb{F}_{q^{d^{e x t}}}$. Then, we can write $\mathcal{F}=\phi \circ \mathcal{F}^{*} \circ \phi^{-1}$. For such a family, $\mathcal{F}^{*}$ is represented by a degree- D univariate polynomial over the extension field $\mathbb{F}_{q^{d} \mathrm{ext}}$. It inversion is the problem of finding the roots of a degree- $D$ univariate polynomial, which can be solved in quasi-linear time in D (Section 5.4.8).

The C * scheme. The first scheme using a univariate polynomial, C *, was introduced by T. M atsumoto and H. Imai [119]. They considered the univariate polynomial $X q^{9}+1 \quad(0 \leqslant \vartheta<d$ ext $)$. The integer $\vartheta$ is chosen such that $G C D q^{9}+1, q^{d_{\text {ext }}}-1=1$. Thus, $q^{9}+1$ is invertible modulo $q^{d_{\text {ext }}}-1$, allowing to compute a $\left(q^{9}+1\right)$-th root in $\mathbb{F}_{q^{d} \text { ext }}$ by raising an element to the power of $\left(q^{\theta}+1\right)^{-1} \bmod q^{d_{\text {ext }}}-1$. As a consequence, we can effiently invert $\quad \mathcal{F}$ (i.e. in polynomial time in $\vartheta$ ) with this special choice of univariate polynomial, and in particular when $\quad \vartheta$ is close to $d_{\text {ext }}$. However, C * was broken by J. Patarin [132], who introduced its generalization: Hidden Field Equations ( H FI [133].

Hidden Field Equations. In the HFEscheme, the univariate polynomial has the following form:
with $A_{i, j}, B_{i}, C \in \mathbb{F}_{q^{d} \text { ext }}$, and $A_{i, i}=0$ when $q=2$. The choice of non-zero terms directly impacts the degree of $\mathcal{F}$. Since $\mathcal{F}=\phi \odot \mathcal{F}^{*} \circ \phi^{-1}$, we replace X by $\phi^{-1}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{d}_{\text {ext }}}\right)$ in F and we obtain a multivariate polynomial. In particular, we have that
is linear. Thus,

$$
\begin{align*}
& x^{q^{i}+q^{j}}=\underbrace{\text { Xext }}_{k=1} \theta_{k} \cdot x_{k}^{!q^{i}} \cdot{ }_{k=1}^{\text {Xext }} \theta_{k} \cdot x_{k} \\
& ={ }^{X} \theta_{k}^{q^{i}} \theta_{k^{\prime}}^{q^{j}} \cdot x_{k} x_{k^{\prime}} \bmod \left\langle x_{1}^{q}-x_{1}, \ldots, x_{n_{\text {var }}}^{q}-x_{n_{\text {var }}}\right\rangle \text { for } i, j \in \mathbb{N} \text {, }  \tag{2.8}\\
& 1 \leqslant k \leqslant d_{\text {ext }} \\
& 1 \leqslant k^{\prime} \leqslant d_{\text {ext }}
\end{align*}
$$

is quadratic (or linear if $q=2$ and $i=j$ ). By using (2.8), we know that a HFEpolynomial has a multivariate quadratic representation if $D \geqslant 2$ when $q \neq 2$, or if $D \geqslant 3$ otherwise. In the $H F E$
scheme, the inversion of $\mathcal{F}$ is equivalent to finding a root of a HFEpolynomial. This can be computed effiently with a root finding algorithm (Section 5.4.8) when the degree is small enough. We will see in Chapter 7 how to select D.

Vinegar variant. Now, we assume $\mathrm{n}_{\text {var }} \geqslant \mathrm{d}_{\text {ext }}$. In [110], the authors proposed the HFE wariant of hFe based on the idea of UOV (Section 2.4.2). In this variant, we consider a hFEvpolynomial defined by

$$
\begin{equation*}
\underset{\substack{0 \leqslant j \leqslant i<d \\ A_{i, j} \\ q^{i}+q^{j} \leqslant D}}{ } \times q^{q^{i}+q^{j}}+\underset{\substack{0 \leqslant i<d \\ q_{i x t}}}{\beta_{i}\left(v_{1}, \ldots, v_{v}\right) X q^{i}+\gamma\left(v_{1}, \ldots, v_{v}\right) \in \mathbb{F}_{q^{d} \text { ext }}\left[X, v_{1}, \ldots, v_{v}\right],} \tag{2.9}
\end{equation*}
$$

where $A_{i, j} \in \mathbb{F}_{q^{d} \text { ext }}$, with $A_{i, i}=0$ when $q=2$, each $\beta_{i}: \mathbb{F}_{q}^{v} \rightarrow \mathbb{F}_{q^{d}{ }^{\text {dext }}}$ is linear and $\gamma: \mathbb{F}_{q}^{V} \rightarrow \mathbb{F}_{q^{d} \text { ext }}$ is quadratic modulo $v_{i}^{q}-v_{i}$. The variables $v_{1}, \ldots, v_{v}$ are called vinegar variables. We shall say that a polynomial $F \in \mathbb{F}_{q^{d} \text { ext }}\left[X, v_{1}, \ldots, v_{v}\right]$ with the form of (2.9) has a HFE wshape. The particularity of a polynomial $F\left(X, v_{1}, \ldots, v_{v}\right)$ with HFE wShape is that for any specialization of the vinegar variables, the polynomial F becomes a HFEpolynomial (Equation (2.6)). By abuse of notation, we will refer to $D$ as the degree of the HFEvpolynomial. We also make the correspondence between $\left(x_{d_{\text {ext }}+1}, \ldots, x_{n_{v a r}}\right)$ and ( $\left.v_{1}, \ldots, v_{v}\right)$.

The special structure of (2.9) is chosen such that its multivariate representation over the base field $\mathbb{F}_{\mathrm{q}}$ is composed of quadratic polynomials in $\mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]$. When the exponents chosen in $X$ have a decomposition in base $q$ of Hamming weight equal to two, its multivariate representation is quadratic in $x_{1}, \ldots, x_{d_{\text {ext }}}$. When the Hamming weight is equal to one, the monomials are multiplied by linear terms in $v_{1}, \ldots, v_{v}$, thus its multivariate representation is quadratic in $x_{1}, \ldots, x_{n_{\text {var }}}$. Finally, when the exponent is zero, the monomial is multiplied by quadratic terms in $v_{1}, \ldots, v_{v}$, implying its multivariate representation is quadratic in $\quad v_{1}, \ldots, v_{v}$.

Security and modifiers. The original HFEscheme is broken [96]. A fundamental element in the design of secure HFEbased schemes is the introduction of perturbations. Here, we give some of them. More perturbations can be found in [164].

- The vinegar modifier [110] consists in using a HFE vpolynomial (Equation (2.9)) with v vinegar variables. The obtained scheme is HFEv
- The minus modifier $[151,133]$ consists in removing $\Delta=d_{\text {ext }}-m$ equations from the publickey. This change corresponds to the projection map $\pi$ in Equation (2.2). The obtained scheme is HFE , and the $\Delta$ removed equations are called minus equations. Here, $d_{\text {ext }}>m$.
- The plus modifier $\left[133,162\right.$ ] consists in adding $a=m-d_{\text {ext }}$ random quadratic equations in $\mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]$ to $\mathcal{F} \mathscr{S}$, then mixing equations with $\mathcal{T} \in \mathrm{GL}_{\mathrm{m}} \mathbb{F}_{\mathrm{q}}$. The obtained scheme is $\mathrm{HFE}+$ Here, $\mathrm{m}>\mathrm{d}$ ext .

The minus and vinegar variants of HFE i.e. HFE - HFE vand HFEv - are still secure. Their security has been extensively studied for more than twenty years. Currently, the HFEv-based signature scheme GeM SS(Chapter 7) is an alternate candidate of the third round of the NIST PQC standardization process [130].

A bout the probability of finding S roots from a HFEpolynomial. The cost of the inversion of the public-key (Algorithm 2) depends on the distribution of the number of roots of a univariate polynomial. A hFEpolynomial has a hFEshape (Equation (2.6)). As a consequence, its roots correspond to the zeros of a system of $d_{\text {ext }}$ equations in $d_{\text {ext }}$ variables. In [88], the authors studied the distribution of the number of zeros of algebraic systems. In particular, a random system of $d_{\text {ext }}$ degree-d equations in $d_{\text {ext }}$ variables in $\mathbb{F}_{q}$ has exactly $s$ solutions with probability $\exp (-1) \cdot \frac{1}{s_{1}}$, when q is prime and $\mathrm{d} \geqslant 2$ [88, Corollary 2]. Although $\mathcal{F}$ is not random, experiments for $\mathrm{d}=2$, $D=4097, d_{\text {ext }}=13$ and $q=2$ (Table 2.1) show that the probability of finding $s$ roots seems to coincide with $\exp (-1) \cdot \frac{1}{s!}$. We also obtain this result for dense polynomials.

| S | 0 | 1 | 2 | 3 | 4 | 5 | 34 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\exp (-1) \cdot \frac{1}{5!}$ | $36.79 \%$ | $36.79 \%$ | $18.39 \%$ | $6.13 \%$ | $1.53 \%$ | $0.31 \%$ | $2^{-129.2}$ |
| dense polynomial | $37.04 \%$ | $37.09 \%$ | $18.10 \%$ | $6.09 \%$ | $1.27 \%$ | $0.35 \%$ | 0 |
| HFEpolynomial | $36.47 \%$ | $36.71 \%$ | $18.69 \%$ | $6.28 \%$ | $1.51 \%$ | $0.28 \%$ | 0 |

Table 2.1: Theoretical probability of finding $s$ distinct roots for a random HFEpolynomial in an extension field ( $s \leqslant D$ ), followed by experimental tests. We study the distribution of the number of roots of 10000 random polynomials generated with $\quad \mathrm{M}$ agm $\ddagger$ Section 6.2.1).

### 2.4.2 Unbalanced Oil and Vinegar (U U

The $u 0$ vscheme [110] is based on the use of two types of variables: oil and vinegar. The secret map $\mathcal{F}$ corresponds to a multivariate system of $\quad m^{\prime}$ equations in the $n_{\text {var }}=m^{\prime}+v$ variables $0_{1}, \ldots, 0_{m}, v_{1}, \ldots, v_{v}=x_{1}, \ldots, x_{n_{v a r}}$. This system is quadratic in the $v$ vinegar variables but linear in the $\mathrm{m}^{\prime}$ oil variables. Each equation is as follows:

$$
\begin{equation*}
\underset{\substack{1 \leqslant j \leqslant i \leqslant v}}{X} V_{i, j} v_{i} v_{j}+\underset{\substack{1 \leqslant i \leqslant v \\ 1 \leqslant j \leqslant m^{\prime}}}{X} \underset{\beta_{i, j}}{ } v_{i} o_{j}+\underset{1 \leqslant i \leqslant v}{X} \mu_{i} v_{i}+{\underset{i}{1 \leqslant i \leqslant m^{\prime}}}_{X}^{B_{i} o_{i}}+C \text {, } \tag{2.10}
\end{equation*}
$$

with $\gamma_{i, j}, \beta_{i, j}, \mu_{i}, B_{i}$ and $C$ in $\mathbb{F}_{q}$, and $\gamma_{i, i}=0$ when $q=2$. Then, the structure of $\mathcal{F}$ is hidden with the use of $\mathcal{S} \in G L_{n_{\text {var }}} \mathbb{F}_{q}$ (Section 2.2). The latter mixes the oil variables with the vinegar variables. The security of the $\cup 0$ vscheme is based on the assumption that in $\quad \mathbf{p}$ (Equation (2.1)), the oil variables are indistinguishable from the vinegar variables. For this reason, $\mathcal{T} \in G L_{m}, \mathbb{F}_{q}$ is set to the identity map and we have $\mathbf{p}=\mathcal{F} \mathcal{S}$.

The map $\mathcal{F}$ is quadratic. The strategy of u 0 vis to randomly sample the vinegar variables. Thus, the new (square) system becomes linear, and the oil variables can be effiently computed with a Gaussian elimination. However, all linear systems do not necessarily admit a solution. When the set of solutions is empty, the vinegar variables have to be changed (similarly to Algorithm 2).

Lifted Unbalanced Oil and Vinegar (LUOy. In [24], the authors proposed LU 0 va variant of the UO Vscheme. That is also a NIST candidate [26]. The public and secret maps are generated in $\mathbb{F}_{q}$, but are used as maps in a degree- $r$ extension of $\mathbb{F}_{q}$. Compared to a classical UO vscheme in $\mathbb{F}_{q^{r}}$, this transformation allows to divide by $\quad r$ the size of the public and secret maps. However, this scheme was broken in [66], and was not selected to the third round. The authors were able to take advantage of the structure to speed up known attacks.

### 2.4.3 Rainbow

The R ainbow scheme [69] is a generalization of the UO Vscheme, based on the use of several UOV layers. In the UO Vscheme, we have one quadratic system, which once specified in the vinegar variables, becomes linear and so the oil variables can be found. In the $R$ ainbow scheme, we have a lower triangular system by block. Each of the $u$ blocks is a U O Vsystem. They share the same vinegar variables $x_{1}, \ldots, x_{v_{1}}$. Then, the oil variables are divided into $u$ groups of variables. Let $o_{k}$ be the size of the $k$-th group of variables, and let $v_{k+1}=v_{k}+0_{k}$ be the number of variables of the $k$-th block. The $k$-th block is a system of $0_{k}$ equations in $v_{k}+0_{k}$ variables, which has the first $k$ groups of oil variables. We consider that the first $\quad v_{k}$ variables are vinegar, whereas the last $0_{k}$ variables are oil. Each equation of the $k$-th block is given by:
with $\gamma_{i, j}, \beta_{i, j}, \mu_{i}, B_{i}$ and $C$ in $\mathbb{F}_{q}$, and $\gamma_{i, i}=0$ when $q=2$. The coeffients $\gamma_{i, j}$ and $\mu_{i}$ correspond to the vinegar variables, whereas $\beta_{i, j}$ is a mix between oil and vinegar variables, and $B_{i}$ corresponds to the oil variables.

The public map of $R$ ainbow is a multivariate quadratic system of $m^{\prime}=v_{u+1}-v_{1}$ equations in $n_{\text {var }}=v_{u+1}$ variables. Here, we consider $\mathcal{F}\left(x_{v_{1}+1}, \ldots, x_{n_{\text {var }}}, x_{1}, \ldots, x_{v_{1}}\right)$ to be consistent with Algorithm 2 which randomly samples the last $\quad v_{1}$ variables. When $u=1$, we obtain the $U 0$ vscheme, but unlike UOV the affe transformation $\mathcal{T} \in \mathrm{Aff}_{\mathrm{m}}^{-1}, \mathbb{F}_{\mathrm{q}}$ in R anbow is not set to the identity transformation. When $u=2$, we obtain the $R$ ainbow signature scheme [69, 65], which is a finalist candidate of the third round of the NIST PQC standardization process [130].

We will use $R$ ainbow in Chapter 8, as inner layer of the so-called $D$ ual $R$ ainbow signature scheme.

## Chapter 3

## Public-Key Compression of Signature Schemes

In Chapter 2, we presented M Ibased signature schemes. For typical parameters (Chapter 7), the public-key of such schemes is large whereas the signatures are very short. In this chapter, we study a transformation which provides a dual trade-offeading to a small public-key but a large signature size. This transformation is composed of two distinct layers. The first one (inner layer) is a classical m Flike multivariate scheme (Chapter 2). The second part (outer layer) is the core of the method proposed by A. Szepieniec, W. Beullens and B. Preneel (SBP) in [157].

The Szepieniec, B eullens and Preneel (SBP) technique [157] allows to transform the public-key origin. $\mathrm{pk}=\mathbf{p} \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{\mathrm{m}}$ of the inner layer into a new public-key pk that is going to be the root of one (or several) binary tree (Section 3.1). The new secret-key sk will include the original secret-key and public-key of the inner layer. The new signature process (Section 3.2) will require generating $\sigma \geqslant 1$ signatures from the inner layer. A (new) signature from the outer layer will also include a set of $\alpha$ random linear combinations $\quad \mathbf{h} \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{\alpha}$ from $\mathbf{p}$, together with a set of nodes allowing to check that $\mathbf{h}$ has been correctly derived from $\mathbf{p}$ (Section 3.4).

The security of the SBP transformation is based on the security of the inner layer, as well as on the hardness of a new problem: A pproximate MQ ( AM 中 (Section 3.5).

### 3.1 Dual Keypair Generation

We describe the generation of the secret-key and public-key in the SBP transformation. This process uses the function origin. K eyGen (Algorithm 1) that returns the secret-key and public-key of the inner M Ibased scheme. That is (origin.sk, origin.pk) $\leftarrow$ origin.K eyGen $\lambda$ with:

$$
\begin{aligned}
& \text { origin.sk } \leftarrow \mathrm{F}, \mathbf{S}^{-1}, \mathbf{T}^{-1} \Theta \mathcal{H} \times G L_{n_{\mathrm{var}}} \mathbb{F}_{\mathrm{q}} \times \mathrm{GL}_{\mathrm{m}}, \mathbb{F}_{\mathrm{q}}, \\
& \text { origin.pk } \leftarrow \mathbf{p}=\left(\mathrm{p}_{1}, \ldots, \mathrm{p}_{\mathrm{m}}\right) \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\mathrm{var}}}\right]^{\mathrm{m}}
\end{aligned}
$$

The signature process in the outer layer requires generating $\quad \sigma$ signatures from origin.Sign1 (Algorithm 3). In addition, a signature will also include a set of random linear combinations

$$
\mathbf{h}=\left(h_{1}, \ldots, h_{\alpha}\right) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{\alpha}, 1 \leqslant \alpha \leqslant m
$$

of origin.pk. A key point in the construction of [157] is a mechanism allowing to check that $\mathbf{h} \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{\alpha}$ has been indeed correctly derived from origin.pk. To do so, SBP introduced the concept of MAdM essage A uthentication Code) polynomial. The MA polynomial is a univariate polynomial obtained from a multivariate polynomial by taking its $\quad \mathrm{N}$ coeffients (Equation (2.3)) by block of K elements to build $\frac{N}{\mathrm{~K}}$ elements in $\mathbb{F}_{\mathrm{q}^{k}}$. This yields a polynomial in $\mathbb{F}_{\mathrm{q}^{\mathrm{k}}}[\mathrm{y}]$ of degree $D_{M A G}$ with $D_{M A C}=\frac{N}{k}-1$. This process is described in Algorithm 5.

```
Algorithm 5 Construction of a M A Cpolynomial.
    function \(M\) acPoly \(f \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]\)
        \(\mathrm{L}_{\text {coefs }} \leftarrow\) list of all coeffients of f , sorted according to a fixed monomial order
        \(\mathrm{D}_{\mathrm{MAC}} \leftarrow \frac{\mathrm{N}}{\mathrm{K}}-1\)
        for \(i\) from 0 to \(D_{M A C} d o\)
            \(\mathrm{c}_{\mathrm{i}} \leftarrow\) cast \(\mathrm{L}_{\text {coefs }}[\mathrm{i} \cdot \mathrm{K}+1, \ldots,(\mathrm{i}+1) \cdot \mathrm{K}]\) to \(\mathbb{F}_{\mathrm{q}^{k}}\)
        end for
        \(\hat{f} \leftarrow{\underset{i=0}{D_{M A C}} c_{i} \cdot y^{i} \in \mathbb{F}_{q^{k}}[y]}_{x}\)
        return \(f\)
    end function
```

The m a qpolynomials have an important property. The transformation is invariant under linear combinations:

$$
\mathbf{h}=\mathbf{p} \cdot \mathbf{t} \Rightarrow \hat{\mathbf{h}}=\hat{\mathbf{p}} \cdot \mathbf{t}, \text { for all } \mathbf{t} \in \mathcal{M} \underset{m, \alpha}{ } \mathbb{F}_{\mathrm{q}}
$$

where $\hat{\mathbf{p}} \in \mathbb{F}_{\mathrm{q}^{k}}[y]^{m}$ and $\hat{\mathbf{h}} \in \mathbb{F}_{\mathbf{q}^{k}}[y]^{\alpha}$ are respectively the M ACpolynomials of $\mathbf{p}$ and $\mathbf{h}$. So, if $\mathbf{h}$ is derived from $\mathbf{p}$, then $\hat{\mathbf{p}}$ and $\hat{\mathbf{h}}$ have to coincide. This is verified by evaluating the macpolynomials on a random subset $0 \subseteq Z$, where $Z \subseteq \mathbb{F}_{q^{k}}$ is a set of $\tau$ points whose evaluations in the polynomial system $\hat{\mathbf{p}}$ are publicly known. The evaluations of $\hat{\mathbf{p}}$ on $Z$ could be the public-key, but its size would be larger than the inner public-key. Thus, this set of points is compressed in a Merkle tree [122]. Let $\delta \in \mathbb{N}$ be a parameter. When $\delta=0$, the function $M$ erkle.generate _tree (Algorithm 8, Section 3.3) takes a set of $\tau$ elements in $\mathbb{F}_{\mathrm{q}^{k}}^{m}$ and constructs the corresponding M erkle tree. Else, the function $M$ erkle.generate _tree returns $2^{\delta} M$ erkle subtrees, each corresponding to a M erkle tree of $t 2^{\delta}$ elements. These trees can be considered as an incomplete $M$ erkle tree, or truncated $M$ erkle tree. The leaves of the truncated $M$ erkle tree are elements in $\quad \mathbb{F}_{\mathrm{q}^{k}}^{m}$ whilst the inner nodes are digests. The root of the $2^{\delta} \mathrm{M}$ erkle trees is published instead of the $\tau$ evaluations of the MA polynomials of $\mathbf{p}$, whereas the other nodes are stored in the secret-key.

We now have all the tools to describe the public-key/secret-key generation process in the dual mode (Algorithm 6). The public-key is the root of $2^{\delta} \mathrm{M}$ erkle trees, which implies storing $2^{\delta}$ digests for a small $\delta \geqslant 0$. On the other hand, the secret is large since it will include - in particular the truncated M erkle tree containing $2 \tau-2^{\delta+1}$ digests (typically, $\tau \geqslant 2^{18}$ ), but also the inner public-key.

### 3.2 Dual Signing Process

The signature process of the dual mode is derived from origin.Sign1 (Algorithm 3, Chapter 2), which returns the signature of the inner layer. The novelty in new.Sign (Algorithm 7) is the use of a M erkle tree that provides an authentication tag . In particular, the function M erkle.path takes a
truncated M erkle tree and a leaf of this tree, and returns a list of nodes allowing to compute the corresponding node of the public-key from its leaf (Algorithm 9, Section 3.3).

```
Algorithm 6 K eypair generation in the dual mode.
    function new.KeyGen \({ }^{\lambda}\)
        (origin.sk, origin.pk ) \(\leftarrow\) origin.K eyGen \(\quad \lambda\)
        \(\mathbf{p} \leftarrow\) origin.pk \(=\left(p_{1}, \ldots, p_{m}\right) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}\)
        for i from 1 to m do
            \(\hat{p}_{i} \leftarrow M\) acPoly \(\left(p_{i}\right)\)
                Algorithm 5.
        end for
        \(\hat{\mathbf{p}} \leftarrow\left(\hat{\mathrm{p}}_{1}, \ldots, \hat{\mathrm{p}}_{\mathrm{m}}\right)\)
        \(\mathrm{Z} \leftarrow\) choose a set of \(\tau\) distinct points \(\mathrm{z}_{1}, \ldots, \mathrm{z}_{\tau} \in \mathbb{F}_{\mathrm{q}^{\mathrm{k}}}\)
        \(\mathrm{mt} \leftarrow \mathrm{M}\) erkle.generate _tree \(\left\{\hat{\boldsymbol{p}}(\mathrm{z})_{z \in Z}\right\} \quad\). Algorithm 8.
        \(\mathrm{pk} \leftarrow \mathrm{M}\) erkle.roots (mt) . The (new) public-key is the root of \(\quad 2^{6} \mathrm{M}\) erkle trees.
        \(\mathrm{sk} \leftarrow\) (origin.sk , origin.pk, mt) . The truncated M erkle tree is stored without its \(2^{6}\) roots.
        return ( \(\mathrm{sk}, \mathrm{pk}\) )
    end function
```

The signature process is described in Algorithm 7. $\sigma$ inner signatures are computed from the digest of small variations of a message $\mathbf{M} \in 0,1\}^{*}$. Then, the derived system $\mathbf{h} \in \mathbb{F}_{q}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\mathrm{var}}}\right]^{\alpha}$ is obtained by linear combinations of the polynomials of $\quad \mathbf{p} \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$. The corresponding map is represented by a full-rank matrix $\quad \mathbf{t} \in \mathcal{M}$ m, $\mathbb{F}_{q}$, which can be generated from a deterministic random bytes generator such as SHAK $\mathbb{E} 126$ ]. This generator is also used to create a random set 0 of $v$ points from Z. Finally, the evaluations of $\hat{\mathbf{p}}$ in the points of O are computed and stored in the signature, as well as the corresponding authentication paths.

```
Algorithm 7 Signing process in the dual mode.
    function new.Sign \(\mathbf{M} \in 0,1\}^{*}, \mathrm{sk}=(\) origin.sk, origin. \(\mathrm{pk}, \mathrm{mt}\) )
        \(\mathbf{p} \leftarrow\) origin. pk \(=\left(p_{1}, \ldots, p_{m}\right) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}\)
        for i from 0 to \(\sigma-1\) do
            \(\mathrm{s}_{\mathrm{i}} \leftarrow\) origin.Sign1 M \|i, origin.sk, Inv \(\boldsymbol{p}_{\boldsymbol{p}} \quad\). Get \(\sigma\) signatures from the inner layer.
        end for
        \(\mathbf{t} \leftarrow\) cast m \(\alpha \log _{2}(\mathrm{q})\) bits of \(\mathrm{SHAK}\left(\mathbb{M}\left\|\mathrm{s}_{0}\right\| \cdot \cdot \| \mathrm{s}_{\mathrm{o}_{-1}}\right)\) into a full-rank matrix in \(\mathcal{M}_{\mathrm{m}, \alpha} \mathbb{F}_{\mathrm{q}}\)
        \(\mathbf{h}=\left(h_{1}, \ldots, h_{\alpha}\right) \leftarrow \mathbf{p} \cdot \mathbf{t} \in \mathbb{F}_{\mathbf{q}}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{\alpha}\)
        \(\mathrm{i}_{1}, \ldots, \mathrm{i}_{\nu} \leftarrow\) cast \(v \log _{2}(\tau)\) bits of \(\operatorname{SHAK}\left(\mathbb{M}\left\|\mathrm{S}_{0}\right\| \cdot \cdot\left\|\mathrm{S}_{\mathrm{o}_{-1}}\right\| \mathbf{h}\right)\) into a set of \(v\) integers, each in
    [0, \(\tau-1 \rrbracket\), not necessarily distinct
        \(\left.0 \leftrightarrow \mathrm{z}_{\mathrm{i}_{1}}, \ldots, \mathrm{z}_{\mathrm{i}_{v}}\right\} \subseteq \mathrm{Z} \quad\). A random subset of \(\mathrm{Z} \subseteq \mathbb{F}_{\mathrm{q}^{k}}\) of size v .
        \(\hat{\mathbf{p}} \leftarrow \mathrm{MacPoly}\left(p_{1}\right), \ldots, M\) acPoly \(\left(p_{m}\right)\)
        for \(j\) from 1 to \(v\) do . Get the list of digests allowing to generate a \(M\) erkle path from
    each of the \(v\) leaves.
            \(\mathrm{L}_{\mathrm{mp}}[\mathrm{j}] \leftarrow\) Merkle.path \(\mathrm{mt}, \hat{\mathbf{p}}\left(\mathrm{z}_{\mathrm{ij}}\right)\)
                                    Algorithm 9.
        end for
        return \(\mathrm{sm}=\mathrm{s}_{0}, \ldots, \mathrm{~s}_{\sigma-1}, \mathbf{h}, \hat{\mathbf{p}}\left(\mathrm{z}_{\mathrm{i}_{1}}\right), \ldots, \hat{\mathbf{p}}\left(\mathrm{z}_{\mathrm{i}_{v}}\right), \mathrm{L}_{\mathrm{mp}}\)
    end function
```

The size of a signature is then:

$$
\begin{equation*}
\sigma \cdot \mid \text { origin } .5 m \mid+(\alpha \cdot N+v \cdot m \cdot k) \cdot \log _{2}(q)+v \cdot\left(\log _{2}(\tau)-\delta\right) \cdot 2 \lambda \text { bits, } \tag{3.1}
\end{equation*}
$$

where |origin.sm| corresponds to the size in bits of an inner signature. In general, |origin.sm| is equal to $\mathrm{n}_{\text {var }} \log _{2}(\mathrm{q})$ bits, or $\mathrm{n}_{\text {var }} \log _{2}(\mathrm{q})+128$ bits when a 128 -bit salt is added (Section 7.6.2).

### 3.3 M erkle Tree

As mentioned above, the SBP transformation requires the use of M erkle trees [122] to guarantee the validity of MA Cpolynomials. Merkle trees are compression trees. Given $d_{0}, \ldots, d_{\tau-1}$ in $\{0,1\}^{*}$ and $\tau$ a power of two, the corresponding $M$ erkle tree is built by setting the i-th leaf to the hash value of $d_{i}$ (Figure 3.1). Then, each parent node is the hash of the concatenation of these two child nodes. The root of the M erkle tree is a single digest which contains information about all digests.


Figure 3.1: Merkle tree. $H_{1}$ is a hash function.
To check if a bit sequence $\mathrm{d}_{\mathrm{i}}^{\prime}$ for $0 \leqslant \mathrm{i}<\tau$ corresponds to $\mathrm{d}_{\mathrm{i}}$, the M erkle tree can be used as follows. We compute the $i$-th leaf of the $M$ erkle tree with $d_{i}^{\prime}$ instead of $d_{i}$. Then, we build a path in the tree until the root node. This requires the knowledge of all sibling nodes. Finally, we check that the computed root corresponds to the public-key.

We present this principle in Figure 3.1 for $i=1$. The receiver needs to receive $d_{1}$, as well as the authentication path composed of $\mathrm{H}_{1}\left(\mathrm{~d}_{0}\right)$ and $\mathrm{H}_{1}\left(\mathrm{H}_{1}\left(\mathrm{~d}_{2}\right) \| \mathrm{H}_{1}\left(\mathrm{~d}_{3}\right)\right)$. Then, he can compute $\mathrm{H}_{1}\left(\mathrm{~d}_{1}\right), \mathrm{H}_{1}\left(\mathrm{H}_{1}\left(\mathrm{~d}_{0}\right) \| \mathrm{H}_{1}\left(\mathrm{~d}_{1}\right)\right)$ and $\mathrm{H}_{1}\left(\mathrm{H}_{1}\left(\mathrm{H}_{1}\left(\mathrm{~d}_{0}\right) \| \mathrm{H}_{1}\left(\mathrm{~d}_{1}\right)\right) \| \mathrm{H}_{1}\left(\mathrm{H}_{1}\left(\mathrm{~d}_{2}\right) \| \mathrm{H}_{1}\left(\mathrm{~d}_{3}\right)\right)\right.$ ). Finally, he verifies that $H_{1}\left(\mathrm{H}_{1}\left(\mathrm{H}_{1}\left(\mathrm{~d}_{0}\right) \| \mathrm{H}_{1}\left(\mathrm{~d}_{1}\right)\right) \| \mathrm{H}_{1}\left(\mathrm{H}_{1}\left(\mathrm{~d}_{2}\right) \| \mathrm{H}_{1}\left(\mathrm{~d}_{3}\right)\right)\right.$ ) is the public-key.

We can also truncate the Merkle tree, and publish the floor containing $\quad 2^{6}$ nodes instead of the root, for $\delta \in \mathbb{N}$. For example, the public-key corresponding to Figure 3.1 and $\delta=1$ is the floor having $2^{1}$ nodes, i.e. $H_{1} H_{1}\left(d_{0}\right)\left\|H_{1}\left(d_{1}\right), H_{1} H_{1}\left(d_{2}\right)\right\| H_{1}\left(d_{3}\right)$. This increases the size of the public-key, but decreases the size of paths in the truncated M erkle tree. We present the process of generation of a truncated $M$ erkle tree in Algorithm 8. The truncated $M$ erkle tree is a tree of $2 \tau-2^{\delta}$ digests of size $2 \lambda$ bits.

```
Algorithm 8 Generation of \(2^{6} \mathrm{M}\) erkle trees as a truncated M erkle tree.
    function Merkle.generate _tree \(\left\{d_{0}, \ldots, d_{\tau-1}\right\}\)
        for i from 0 to \(\tau-1\) do
            \(\mathrm{mt}[\mathrm{i}] \leftarrow \mathrm{H}_{1}\left(\mathrm{~d}_{\mathrm{i}}\right)\)
        end for
        \(\mathrm{j} \leftarrow 0\)
        for \(i\) from \(\tau\) to \(2 \tau-1-2^{\delta}\) do. Each node is the hash of the concatenation of these leaves.
            \(\mathrm{mt}[\mathrm{i}] \leftarrow \mathrm{H}_{1} \mathrm{mt}[\mathrm{j}] \mathrm{mt}[\mathrm{j}+1]\)
            \(j \leftarrow j+2\)
        end for
        return mt . Return a truncated \(M\) erkle tree with \(\tau\) leaves and \(2^{6}\) roots.
    end function
```

In Algorithm 9, we generate an authentication path. From a leaf of the Merkle tree, the user has to be able to generate a branch until the $2^{8}$-node floor. To do it, at each floor of the tree, the user has to know the couple of digests allowing to generate the digest of the next floor. At the end, he will be able to verify if the obtained digest at the $2^{6}$-node floor corresponds to the public-key. This process is described in Algorithm 10.

```
Algorithm 9 Generation of an authentication path.
    function Merkle.path( mt, leaf)
        ind \(\leftarrow\) index of leaf in mt
        \(` \leftarrow 0 \quad\). Index of the beginning of the \(i\)-th floor.
        for i from 0 to \(\log _{2}(\tau)-\delta-1\) do. For each floor of the truncated \(M\) erkle tree (without
    the \(2^{6}\) roots).
                \(\mathrm{mp}[\mathrm{i}] \leftarrow \mathrm{mt}\left[{ }^{`}+(\right.\) ind XOR1)] . Sibling node of the current node.
                \(` \leftarrow{ }^{`}+\frac{\tau}{2^{\top}}\). Add the size of the current floor.
            ind \(t\) ind/2」
        end for
        return mp
    end function
```


### 3.4 Dual Verifying Process

The verification process in the outer layer is described in A Igorithm 11. We need to verify the validity of signatures from the inner layer, the validity of $\quad \mathbf{h} \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{nvar}}\right]^{\alpha}$, as well as the validity of evaluations of $\hat{\mathbf{p}} \in \mathbb{F}_{q^{k}}[y]^{m}$. To do so, we verify each point step by step. We start by verifying the inner signatures by assuming that $\boldsymbol{h}$ is derived from linear combinations of $\mathbf{p} \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$. In a similar way, we verify $\mathbf{h}$ by evaluating $\hat{\mathbf{h}} \in \mathbb{F}_{\mathrm{q}^{\kappa}}[y]^{\alpha}$ in random points, then by comparing the result to the evaluations of $\hat{\mathbf{p}}$. Finally, we verify the previous evaluations by using the function M erkle.verify (A Igorithm 10), that takes the root of $2^{\delta} \mathrm{M}$ erkle trees and a set of nodes, and checks that the root can be indeed generated from the nodes.

```
Algorithm 10 Verification of a leaf via its authentication path and the roots.
    function Merkle.verify(pk, mp, \(\mathrm{d}_{\text {ind }}\) )
        \(\mathrm{h}_{-1} \leftarrow \mathrm{H}_{1}\left(\mathrm{~d}_{\text {ind }}\right)\)
        ind \(\leftarrow\) index of \(\mathrm{h}_{-1}\) in mt
        for i from 0 to \(\log _{2}(\tau)-\delta-1\) do. For each floor of the truncated Merkle tree (without
    the \(2^{8}\) roots).
            if ind \(\bmod 2=0\) then
                    \(h_{i} \leftarrow H_{1} h_{i-1} \| m p[i]\)
            else
                    \(h_{i} \leftarrow H_{1} m p[i]| | h_{i-1}\)
            end if
            ind \(t\) ind/2」
        end for
        if \(h_{\log _{2}(\tau)-\delta-1}=p k[i n d]\) then
            return VALID
        else
            return INVALID
        end if
    end function
```

```
Algorithm 11 Verifying process in the dual mode.
    function new.Verify \(\left.\mathbf{M} \in 0,1\}^{*}, \mathrm{sm}, \mathrm{pk} \in 0,1\right\}^{2 \lambda \cdot 2^{6}}\)
        \(\mathrm{s}_{0}, \ldots, \mathrm{~s}_{\sigma-1}, \mathbf{h}, \hat{\mathbf{p}}\left(\mathrm{z}_{\mathrm{i}_{1}}\right), \ldots, \hat{\mathbf{p}}\left(\mathrm{z}_{\mathrm{i}_{v}}\right), \mathrm{L}_{\mathrm{mp}} \leftarrow \mathrm{sm}\)
        \(\mathbf{t} \leftarrow\) cast \(\boldsymbol{m} \alpha \log _{2}(\mathrm{q})\) bits of \(\mathrm{SHAK}\left(\mathbb{M}\left\|\mathrm{s}_{0}\right\| \cdot \cdots \mathrm{s}_{\sigma_{-1}}\right)\) into a full-rank matrix in \(\mathcal{M}_{\mathrm{m}, \alpha} \mathbb{F}_{\mathrm{q}}\)
        for i from 0 to \(\sigma-1\) do
            \(\mathbf{D}_{\mathrm{i}} \leftarrow \mathrm{H}_{1}(\mathbf{M} \| \mathrm{i}) \in \mathbb{F}_{\mathrm{q}}^{\mathrm{m}} \quad\). The field element has to be generated according the method
    used in origin.Sign1.
        if \(\boldsymbol{h}\left(\mathrm{s}_{\mathrm{i}}\right) \neq \boldsymbol{D}_{\mathrm{i}} \cdot \mathbf{t}\) then
                return INVALID
            end if . We use the verification process of the inner mode with \(\mathbf{h}\) as a public-key.
        end for
        \(\hat{\mathbf{h}} \leftarrow \mathrm{MacPoly}\left(\mathrm{h}_{1}\right), \ldots, \mathrm{M}\) acPoly \(\left(\mathrm{h}_{\alpha}\right) \quad\). Algorithm 5.
        \(\mathrm{i}_{1}, \ldots, \mathrm{i}_{\nu} \leftarrow\) cast \(v \log _{2}(\tau)\) bits of \(\mathrm{SHAK}\left(\mathbf{~}\left\|\mathrm{s}_{0}\right\| \cdot \cdot\left\|\mathrm{s}_{\sigma_{-1}}\right\| \mathbf{h}\right)\) into a set of \(v\) integers, each in
    \(\llbracket 0, \tau-1 \rrbracket\), not necessarily distinct
        \(\left.0 \mathcal{H} \mathrm{z}_{\mathrm{i}_{1}}, \ldots, \mathrm{z}_{\mathrm{i}_{v}}\right\} \subseteq \mathrm{Z}\)
        for \(j\) from 1 to \(v\) do
            \(\mathrm{mp} \leftarrow \mathrm{L}_{\mathrm{mp}}[\mathrm{j}]\)
            if Merkle.verify \(\mathrm{pk}, \mathrm{mp}, \hat{\mathbf{p}}\left(\mathrm{z}_{\mathrm{i}_{\mathrm{j}}}\right)=\operatorname{INVALID}\) or \(\hat{\mathbf{h}}\left(\mathrm{z}_{\mathrm{i}_{\mathrm{j}}}\right) \neq \hat{\mathbf{p}}\left(\mathrm{z}_{\mathrm{ij}}\right) \cdot \mathbf{t}\) then. Algorithm 10 .
                    return INVALID
            end if
        end for
        return VALID
    end function
```


### 3.5 Security

The SBP transformation is proven secure, and has the Existential UnForgeability against Chosen Message Attack (EUF-CMA) property (Chapter 4). This property is given by Theorem 1 [157], when the number of inner signatures $\sigma=1$. The authors of [157] considered $\delta=0$.

Theorem 1. Let $\sigma=1$ be the number of inner signatures included in a signature of the outer layer. If there is an adversary A against the EUF-CMA property of the outer layer of the SBP transformation in time T with Q random oracle queries and with success probability , then there exists an adversary $B^{A}$ against the EUF-CM A property of the inner layer in time $O(T)$ with success probability at least

$$
-(Q+1) \cdot q^{-\alpha}-(Q+1) \cdot \frac{\frac{N}{k}-1}{\tau}^{!v}-(Q+1) \cdot \frac{2 \tau-1}{2^{2 \lambda}} .
$$

When 0 1, the security of the SBP transformation relies then on a new hard problem, so-called Approximate MQ (AM 中 problem, which is defined below.

Problem 3. Approximate MQ (AM Qq, om, $n$ var, r)).
Input. A set of quadratic polynomials $\boldsymbol{p}=\left(p_{1}, \ldots, p_{m}\right) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$, $\sigma$ vectors $\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma} \in \mathbb{F}_{q}^{m}$ and $r \in \mathbb{N}$ such that $r<\min (m, \sigma)$.
Question. Find $\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma} \in \mathbb{F}_{q}^{n_{\text {var }}}$ such that

$$
\operatorname{dim} \operatorname{Vec} \mathbf{p}\left(\mathbf{x}_{1}\right)-\mathbf{y}_{1}, \ldots, \mathbf{p}\left(\mathbf{x}_{\sigma}\right)-\mathbf{y}_{\sigma} \leqslant r,
$$

where Vec stands for the vector space generated by $\mathbf{p}\left(\mathbf{x}_{1}\right)-\mathbf{y}_{1}, \ldots, \mathbf{p}\left(\mathbf{x}_{\sigma}\right)-\mathbf{y}_{\sigma}$.
Under the assumption that AM qis hard for a fixed $\sigma$ and $r$, we obtain Theorem 2 [157].
Theorem 2. If there is an adversary A against the EUF-CM A property of the outer layer of the SBP transformation in time T with Q random oracle queries and with success probability , and if AM $Q q, \mathrm{om}, \mathrm{n}_{\text {var, }}, \mathrm{r}$ ) is hard, then there exists an adversary $B^{A}$ against the EUF-CMA property of the inner layer in time $O(T)$ with success probability at least

$$
-(Q+1) \cdot q^{-\alpha \cdot(r+1)}-(Q+1) \cdot \frac{\frac{N}{\kappa}-1}{\tau}^{!}-(Q+1) \cdot \frac{2 \tau-1}{2^{2 \lambda}} .
$$

In Figure 3.2, we propose a simplified vision of the security model of the SBP transformation (Theorem 2). We do not consider the EUF-CMA property, but we provide more details than in [157, 25] about why the transformation is secure. In particular, we explain how an adversary can perform a signature forgery in practice. In the security model of SBP, we assume that an adversary does not know the inner secret-key, but knows the inner public-key and so the M erkle tree. This implies that he can always provide a correct $\quad\left(\mathbf{h}^{\prime}, \mathrm{pz}_{\mathrm{i}_{1}}, \ldots, \mathrm{pz}_{\mathrm{i}_{\mathrm{v}}}, \mathrm{L}^{\prime}\right)$. This assumption is important, because each valid signature reveals information about the inner public-key. In particular, an adversary can recover $\mathbf{p}$ by multivariate interpolation with at least $\frac{\mathrm{N}}{\sigma}$ distinct valid signatures, thanks to the inner signatures. He can also recover $\hat{\mathbf{p}}$ (and so $\mathbf{p}$ ) by univariate interpolation with at least $\frac{D_{n} a+1}{v}$ distinct valid signatures, thanks to the evaluations of $\hat{\mathbf{p}}$.


Figure 3.2: Security model of the dual mode. We verify $\mathrm{sm}=\left(\mathrm{s}_{0}^{\prime}, \ldots, \mathrm{s}_{\sigma-1}^{\prime}, \mathbf{h}^{\prime}, \mathrm{pz}_{\mathrm{i}_{1}}, \ldots, \mathrm{pz}_{\mathrm{i}_{v}}, \mathrm{~L}^{\prime}\right)$ provided by an adversary. PIT means Polynomial Identity Testing (Equations (3.2) and (3.3)).

Now, we present possible attacks with this assumption.

- The adversary forges correct inner signatures, and provides a correct ( $\left.\mathbf{h}^{\prime}, \mathrm{pz}_{\mathrm{i}_{1}}, \ldots, \mathrm{pz}_{\mathrm{i}_{\mathrm{v}}}, \mathrm{L}^{\prime}\right)$. This forgery requires attacking the inner mode, which should have a $\lambda$-bit security level. Automatically, the three tests of the verifying process (Algorithm 11) are passed with success.
- The adversary provides incorrect random inner signatures and a correct ( $\left.\mathbf{h}^{\prime}, \mathrm{pz}_{\mathrm{i}_{1}}, \ldots, \mathrm{pz}_{\mathrm{i}_{\mathrm{v}}}, \mathrm{L}^{\prime}\right)$. In this case, the probability of passing the test $\quad \mathbf{h}^{\prime}\left(s_{i}^{\prime}\right) \stackrel{?}{=} H_{1}(M \| i) \cdot \mathbf{t}$ is $q^{-a}$. The adversary can also choose a non-negative integer $\quad \mathrm{r}<\min (\mathrm{om})$ and forge $s_{0}^{\prime}, \ldots, s_{\sigma-1}^{\prime}$ by solving the instance of AM Qq, om, $n$ var, $r+1$ ) associated to $\mathbf{p}$ and $\mathbf{y}=H_{1}(M \| i) \cdot \mathbf{t}$. This implies that each forged inner signature can be generated from a basis of $r+1$ signatures. As a consequence, if these $r+1$ signatures pass the test, then the $\sigma$ signatures pass the test. This occurs with probability $q^{-(r+1) a}$.
- The adversary provides incorrect inner signatures, forges $\mathbf{h}^{\prime}$ by multivariate interpolation to pass the first test, provides random values $\mathrm{pz}_{\mathrm{i}_{1}}, \ldots, \mathrm{pz}_{\mathrm{i}_{v}}$ and a correct $\mathrm{L}^{\prime}$. In this case, $\mathbf{h}^{\prime} \neq \mathbf{p} \cdot \mathbf{t}$ implies that at least one univariate polynomial of $\quad \hat{\mathbf{h}}^{\prime}-\hat{\mathbf{p}} \cdot \mathbf{t}$ is diffrent from zero. Its maximum number of roots is bounded by its degree. So, the maximum probability that $\hat{\mathbf{h}}^{\prime}-\hat{\mathbf{p}} \cdot \mathbf{t}$ vanishes on $v$ distinct random points is

$$
\begin{equation*}
Y_{i=1}^{\nu} \frac{\frac{N}{k}-i}{\tau+1-i}, \tag{3.2}
\end{equation*}
$$

which is bounded by the maximum probability that $\quad \hat{\mathbf{h}}^{\prime}-\hat{\mathbf{p}} \cdot \mathbf{t}$ vanishes on $v$ random points (not necessarily distinct), i.e.

$$
\begin{equation*}
\frac{\frac{N}{k}-1}{\tau}^{!} . \tag{3.3}
\end{equation*}
$$

Since $L^{\prime}$ is correct, the last test is always passed with success.

- The adversary provides incorrect inner signatures, and forges $\quad\left(\mathbf{h}^{\prime}, \mathrm{pz}_{\mathrm{i}_{1}}, \ldots, \mathrm{pz} \mathrm{i}_{\mathrm{v}}, \mathrm{L}^{\prime}\right)$. As previously, a multivariate interpolation gives $\mathbf{h}^{\prime}$. Then, he can forge $\mathrm{pz}_{i_{1}}, \ldots, \mathrm{pz} \mathrm{i}_{v}$ as a solution of the classical linear algebra problem $\hat{\mathbf{h}}^{\prime}\left(\mathrm{z}_{\mathrm{i}_{\mathrm{j}}}\right)=\mathrm{p} \mathrm{z}_{\mathrm{i}} \cdot \mathbf{t}$ for $1 \leqslant \mathrm{j} \leqslant \nu$. Finally, the authentication paths have to be forged to lead to a root equal to the public-key. This implies attacking the M erkle tree (Section 3.3) and so the underlying hash function. The latter should have a $2 \lambda$-bit security level against the second preimage search.

We deduce from the previous attacks ( i.e. Theorem 2) a method to choose the parameters. Firstly, $K, v$ and $\tau$ have to be chosen such that Equation (3.3) is lower bounded by $2^{-\lambda}$. Secondly, $\alpha$ and $\sigma$ have to be chosen such that $q^{-\alpha}$ is lower bounded by $2^{-\lambda}$, assuming the instance of AMQ is hard to solve for $r<\min (\mathrm{mm})$ (Section 4.5). Naturally, this assumption is true for $\sigma=1$ since AM qwith $r=0$ becomes an instance of PoSSo(Problem 1).

### 3.6 SBP Transformation of M FB ased Signature Schemes

In Table 3.1, we summarize the practical sizes of the SBP transformation [157, 25] on M Fbased schemes.

Dual mode of HFEve Gui[144] is a HFEv-based signature scheme (Section 2.4.1). Its dual transformation allows to obtain a dual signature nine or ten times smaller than the inner publickey. However, this result relies on stronger assumptions since os 1 (Theorem 2). The security of G uiis based on a new parameter, nb _ite, that we will study in Section 4.2. However, we note that the designers of G uiset this parameter to four, whereas SBP [157] set this parameter to one (this parameter is not mentioned in [157], but we can deduce its value). This makes insecure the inner layer.

Public-key compression from a seed.
Here, we present the method to compress a part of the public-key from a seed, for $\cup \circ \vee \mathrm{V}$ (Section 2.4.2) and Ranbow (Section 2.4.3). This method is used by SBP [157, 25].

In [141, 142], the authors proposed cyclic U0 v which is based on a compression trick to reduce the public-key size of the U 0 bbased schemes. The main idea ${ }^{1}$ is to generate a part of the publickey from a public seed. Then, we can deduce $\mathcal{F}$ by evaluation-interpolation principle (Equation (2.1)), and finally compute the remaining part of the public-key. By using this method on the quadratic terms of $\mathbf{p}$, up to $\frac{v_{1}\left(v_{1}+1\right)}{2}+v_{1} 0_{1}$ monomials can be saved. This bound is exactly the number of quadratic terms of $\mathcal{F}$ : the evaluation-interpolation principle implies that each fixed term in $\mathbf{p}=\mathcal{F} \mathcal{S}$ implies fixing a term in $\mathcal{F}$.

Then, this principle was extended for $u=2$ with cyclic $R$ anbow [143]. Based on the previous compression trick, this method saves about $\frac{v_{1}\left(v_{1}+1\right)}{2}+v_{1} 0_{1}$ elements of $\mathbb{F}_{q}^{m}$ (similarly to cyclic $\mathrm{U} O \boldsymbol{y}$ and $\frac{0_{1}\left(0_{1}+1\right)}{2}$ elements of $\mathbb{F}_{q}^{0_{2}}$. The authors noted that this compression trick can be generalized for $u>2$.

[^1]Dual U 0 vand dual $R$ aninbow. In [157], the authors noted an interesting fact: the SBP transformation is perfectly compatible with the cyclic version of $U 0 v$ We can use it to generate $\frac{v_{1}\left(v_{1}+1\right)}{2}+v_{1} 0_{1}$ monomials from a public seed, whereas the remaining part of the public-key can be compressed with the SBP transformation. In this case, we can apply Equations (3.1), (3.2) and (3.3) with $N-\frac{v_{1}\left(v_{1}+1\right)}{2}-v_{1} 0_{1}$ instead of $N$, which generates smaller parameters and signature sizes. As mentioned in [25], this is also true for $R$ a mbow. The only diffrence is that the SBP transformation is (partially) compatible with cyclic $R$ aninbow. The compression trick allows to compress more than $\frac{v_{1}\left(v_{1}+1\right)}{2}+v_{1} 0_{1}$ monomials, but this would not be compatible with the SBP transformation. This is due to the dual verifying process (Algorithm 11). The monomials which are not present in $\mathbf{h}$ have to be generated from the public seed. We need to know the monomials from each equation, in order to complete $\boldsymbol{h}$. In the case of $R$ anbow, the public seed allows to generate the $\frac{0_{1}\left(0_{1}+1\right)}{2}$ monomials of the last $\mathrm{O}_{2}$ equations. This is not enough to generate the corresponding monomials in $\mathbf{h}$.

In Table 3.1, the dual transformation is applied to uo vand [139], which is cyclic. The dual transformation of UO vand allows to obtain a dual signature two times smaller than the inner public-key. Unlike dual G ui this transformation is proven secure without assumptions relied on the hardness of AM Q(Theorem 1). For dual $R$ anbow - Ill $^{\prime}$, we have the same result. We note that the compression trick was not used in the original $R$ a inbow -IIC scheme [63] from the first round of the NIST PQC standardization process. Finally, another version of dual $R$ anbow-IIC is proposed, based on stronger security assumptions. Here, the factor between the inner public-key size and the dual signature size is eleven, which is similar to dual Gui

## Public-key compression of constrained linear signature schemes.

In [25], the authors generalize the SBP transformation for constrained linear signature schemes. The SBP transformation can be applied to other categories of signature schemes such as code-based schemes and latticesbased schemes, under the assumption that the public-key can be represented as an affe system. Of course, this assumption is true for the M Ibased schemes since the public-key is the sum of N monomials. In [25], the SBP transformation is applied to $R$ a inbow. The proposed parameters target a 128 -bit quantum security level (we refer to Section 8.5 .1 about quantum EUF-CM A). The inner scheme used is R a ninbow -亚c , which targets at least a 192-bit classical security level, and at least a 128 -bit quantum security level. However, the authors did not have an effient implementation permitting to adapt the parameters to a practical application. So, we propose an implementation of the dual mode of Ra anbow in M Q soft (Chapter 9) to have practical running times, and we use them to set the parameters.

Smaller signatures. In Section 8.5.5, we show that by removing redundant digests in the authentication paths, we can slightly decrease the signature size. By applying this idea on Table 3.1, we obtain the following signature sizes (via Equation (8.8)):

- 5.48 kB and 11.6 kB respectively for dual Gui-94 and dual Gui-127,
- $24.1 \mathrm{kB}, 76.6 \mathrm{kB}$ and 179.3 kB for dual u 0 vand,
- 179.2 kB and 29.0 kB for dual R anbow-IIC .

| scheme | security parameters | sec. Ivl. $\lambda$ | \|pk | | \|sign| |
| :---: | :---: | :---: | :---: | :---: |
| Gui-94 (HFEvt | $\begin{aligned} & \mathrm{q}=2, \mathrm{~d}_{\mathrm{ext}}=94, \mathrm{D}=17 \\ & \Delta=4, \mathrm{v}=4, \mathrm{nb} \text { _ite }=1^{(1)} \end{aligned}$ | 80 | 54.6 kB ${ }^{(2)}$ | 98 bits |
| dual Guig4 | $\sigma=80, \alpha=1, k=21, v=7$ | 80? | 160 bits | $6.04 \mathrm{kB}^{(3)}$ |
| $\begin{aligned} & \text { Gui-127 } \\ & \text { (HFEvt } \end{aligned}$ | $\begin{aligned} & \mathrm{q}=2, \mathrm{~d}_{\mathrm{ext}}=127, \mathrm{D}=9 \\ & \Delta=4, \mathrm{v}=6, \mathrm{nb} \text { _ite }=1^{(1)} \end{aligned}$ | 120 | 137.0 kB ${ }^{(2)}$ | 133 bits ${ }^{(4)}$ |
| dual Gui-127 | $\sigma=120, \alpha=1, k=21, v=11$ | 120? | 240 bits | 13.3 kB ${ }^{(3)}$ |
| U O Vand | $q=256, v_{1}=90, o_{1}=45$ | 128 | 46.6 kB | 1080 bits |
| dual UO vand | $\sigma=1, \alpha=16, k=3, v=12$ | 128 | 384 bits | 26.0 kB ${ }^{(3)}$ |
| U O Vand | $q=256, v_{1}=140,0_{1}=70$ | 192 | 174.0 kB | 1680 bits |
| dual UO vand | $\sigma=1, \alpha=24, k=3, v=19$ | 192 | 576 bits | $82.1 \mathrm{kB}^{(3)}$ |
| U O Vand | $\mathrm{q}=256, \mathrm{v}_{1}=190, \mathrm{o}_{1}=95$ | 256 | 433.2 kB | 2280 bits |
| dual UO Vand | $\sigma=1, \alpha=32, k=3, v=28$ | 256 | 768 bits | 190.0 kB ${ }^{(3)}$ |
| R ainbow-IIIC | $\mathrm{q}=256, \mathrm{v}_{1}=68, \mathrm{o}_{1}=0_{2}=36$ | 128 | 365.5 kB | 1120 bits ${ }^{(5)}$ |
| dual R ainbow-IIc | $\sigma=1, \alpha=32, k=3, v=25$ | 128 | 512 bits | 184.0 kB |
| dual R ainbow-IIC | $\sigma=16, \alpha=2, \mathrm{k}=3, v=25$ | 128? | 512 bits | 33.8 kB |

${ }^{(1)}$ The original scheme [144] considers $\mathrm{nb} \quad$ _ite $=4$, but the signature size from [157] indicates that the authors consider nb _ite $=1$.
${ }^{(2)}$ The public-key sizes of [144, Table 9] are wrong. We have corrected them.
${ }^{(3)}$ The formula of signature size in [157] is wrong, and was corrected in [25]. We have updated the signature sizes accordingly ( cf. Equation (3.1)).
${ }^{(4)}$ We have corrected the signature size from [157], which was 123 bits.
${ }^{(5)}$ The 128 -bit salt is not considered here.
Table 3.1: Comparison of the inner and outer layers of m Ibased schemes, as proposed in [157, 25]. For all parameter sets, $\tau=2^{20}$ and $\delta=0$. We note that for $u 0$ vand [139] and $R$ anbow - IIC [63], the authors of $[157,25$ ] only considered the quadratic terms of the inner public-key, unlike original schemes. R ainbow - - IIC targets a 192 -bit classical security level and a 128 -bit quantum security level. It is used by compressing $\frac{v_{1}\left(v_{1}+1\right)}{2}+v_{1} 0_{1}$ monomials from a public seed of 32 bytes, and without the 128 -bit salt in the signature. We have also corrected some errors from [157]. In particular, we have replaced the digest size by $2 \lambda$ bits instead of $\lambda$ bits.

## Chapter 4

## Cryptanalysis Techniques

This chapter provides a summary of the main attacks against the HFEbased signature schemes (Section 2.3), as well as the known attacks against the SBP transformation (Chapter 3). In cryptography, attacks against signature schemes are traditionally divided into four categories. An adversary who can perform one of them can perform all the previous ones.

- Existential forgery. An adversary can generate a valid couple message-signature.
- Selective forgery. An adversary can select a message prior to the attack, then forge its signature.
- Universal forgery. A $n$ adversary can sign any message.
- Total break. An adversary recovers the secret-key for a given public-key, allowing to sign any message.

In Section 4.1, we present several metrics to evaluate the cost of attacks. Then, we consider existential forgery for signature schemes having a very short signature (Section 4.2). In Sections 4.3, 4.4 and 4.5, we study selective forgery and universal forgery by inverting the public-key for a fixed message. This includes, in particular, the analysis of known quantum attacks (Sections 4.3.1 and 4.4.2) and Gröbner basis attacks (Section 4.4). In Section 4.6, we consider the total break with key-recovery attacks, including solving the $M$ inR ank problem (Problem 5). Finally, the physical information leakages of an implementation can lead to side-channel attacks (Section 4.7), going to the total break.

The attacks against the HFEbased signature schemes (Section 2.4.1) that we here present will allow to evaluate the security and set precisely the parameters of our NIST submissions: Gem SS (Chapter 7) and DuaM odeM \$Chapter 8).

### 4.1 M etrics and NIST Security Strength C ategories

The security of a cryptosystem is evaluated by counting the number of operations required to forge a valid signature. These operations can be for example evaluations of a certain map, arithmetic operations or binary operations. In general, the security of a cryptosystem is quantified by the
number of bit operations, or logical gates, required to forge a valid signature. A cryptosystem reaches a $\lambda$-bit security level if the best attack requires at least $2^{\lambda}$ bit operations. The cost of an attack is also quantified by the maximal quantity of memory used to perform it, and by the number of calls to an oracle of signature in the case of existential forgery under chosen message attack.

The security against quantum computers is slightly diffent from classical (binary) computers. The cost of quantum algorithms is measured by counting the number of quantum logical gates (similarly to classical gates on binary architectures). It can also be important to count the qubits (quantum bits) required by these algorithms. The number of available qubits on quantum architectures is so far limited, due to questions about instabilities and quantum entanglement.

In the NIST PQC standardization process [127], six categories of security strength are introduced. NIST defines these categories with respect to existing NIST standards in symmetric cryptography (Table 4.1).

| security strength | security description |  |  |
| :---: | :--- | :--- | :---: |
| I | At least as hard to break as | AES 128(exhaustive key search) |  |
| II | At least as hard to break as | SH A 3-256(collision search) |  |
| III | At least as hard to break as | AES 192)exhaustive key search) |  |
| IV | At least as hard to break as | SH A 3-384(collision search) |  |
| V | At least as hard to break as | AES 256(exhaustive key search) |  |
| VI | At least as hard to break as | SH A 3-512(collision search) |  |

Table 4.1: NIST security strength categories.

The definition of these levels requires specifying the security level of AESand SHA-3 We summarize in Table 4.2 the estimations given by NIST [127], for both classical security and quantum security.

| security strength | underlying standard | classical attack | quantum attack |
| :---: | :---: | :---: | :---: |
| I | AES 128 | $2^{143}$ gates | $2^{270} /$ M A X D EP Tgates |
| II | S H A 3-256 | $2^{146}$ gates |  |
| III | AES 192 | $2^{207}$ gates | $2^{233} /$ M A X D EP Tgates |
| IV | S H A 3-384 | $2^{210}$ gates |  |
| V | AES 256 | $2^{272}$ gates | $2^{298} /$ M A X D EP Tgates |
| VI | S H A 3-512 | $2^{274}$ gates |  |

Table 4.2: Estimation of NIST security strength categories. M A XDEP Tis the circuit depth.

For the classical security, exhaustive key search (respectively collision search) requires $\quad 2^{128}$ calls to AES 128 (respectively SHA3-25 for the level I (respectively II). Then, the number of gates is obtained by multiplying $2^{128}$ by the cost of evaluating AES 12\&respectively SHA3-25 $\$$. The method is similar for other levels. The cost of evaluating is estimated to $2^{15}$ (classical) gates for AES 128 and AES $1922^{16}$ gates for AES 256 and $2^{18}$ gates for SHA-3

For the quantum security, the cost of exhaustive search against AESis given in [98]. In Table 4.2 , the number of quantum gates is multiplied by the circuit depth (both from [98, Table 5]), then
 be usable in practice, due to quantum instabilities. Instead, several smaller circuits can be run in parallel. The parameter MAXDEPTiн introduced to quantify a fixed circuit depth, or running time. NIST considers that this value can be chosen between $\quad 2^{40}$ and $2^{96}$, in function of certain assumptions on the running time.

### 4.2 Generic Attack and Feistel-Patarin C onstruction

The M Fbased signature schemes presented in Section 2.3 follow the hash-and-sign paradigm. Let $G: \mathbb{F}_{\mathrm{q}}^{\mathrm{n} \text { var }} \rightarrow \mathbb{F}_{\mathrm{q}}^{\mathrm{m}}$ be a trapdoor function and $\mathrm{H}_{1}:\{0,1\}^{*} \rightarrow \mathbb{F}_{\mathrm{q}}^{m}$ be a hash function. Roughly, the signature $s m \in \mathbb{F}_{\mathrm{q}}^{\mathrm{n}}{ }^{\text {var }}$ of a message $d \in\{, 1\}^{*}$ is obtained as

$$
\mathrm{sm}=\mathrm{G}^{-1} \mathrm{H}_{1}(\mathrm{~d})
$$

When $m \log _{2}(q)$ is strictly less than $2 \lambda$, these schemes are vulnerable to collision attacks on the hash function. A s proposed in [58], the attack requires generating from random inputs, a first hash table of $q^{\frac{1}{2} m}$ hash values and a second hash table of $q^{\frac{1}{2} m}$ evaluations of $G$. Thanks to the birthday paradox, the intersection of these tables should be non-empty, creating an existential forgery since we obtain $(x, y) \in \mathbb{F}_{q}^{n_{\text {var }}} \times\{0,1\}^{*}$ such that $G(x)=H_{1}(y)$. This method requires computing $q^{\frac{1}{2} m}$ evaluations of $G$ and $H_{1}$. The memory cost has the same order of magnitude (note that only one hash table really needs to be stored). To circumvent this issue, we can choose to fix $m \log _{2}(q) \geqslant 2 \lambda$, but this choice implies lower bounding the public-key sizes which are large, as well as the signature sizes which could be even smaller.

In order to avoid both the attack and such a countermeasure, J. Patarin introduced an iterative construction [133]. The latter was extended by [58] and called Feistel-Patarin construction. Based on the Feistel scheme, the inversion process is repeated nb _ite times as explained in Algorithm 12. The signature size is $m+n b \_i t e \cdot\left(n_{\text {var }}-m\right) \cdot \log _{2}(q)$ bits.

```
Algorithm 12 M Fbased signature process using the Feistel-Patarin construction.
    function sign_Feistel_Patarin \(\mathbf{M} \in 0,1\}^{*}, G^{-1}: \mathbb{F}_{\mathrm{q}}^{\mathrm{m}} \rightarrow \mathbb{F}_{\mathrm{q}}^{\mathrm{n}_{\text {var }}}\)
        \(\mathbf{S}_{0} \leftarrow \mathbf{0}_{\mathrm{m}}\)
        for i from 0 to nb_ite - 1 do . Iterations with the Feistel-Patarin scheme.
            \(\mathbf{D}_{\mathrm{i}+1} \leftarrow \mathrm{H}_{1}(\mathbf{M} \| \mathrm{i}) \quad . \mathbf{D}_{\mathrm{i}+1} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{m}}\).
            \(\mathbf{S}_{i+1}, \mathbf{X}_{\mathrm{i}+1} \leftarrow \mathrm{G}^{-1} \mathbf{S}_{\mathrm{i}}-\mathbf{D}_{\mathrm{i}+1} \quad . \mathbf{S}_{\mathrm{i}+1} \in \mathbb{F}_{\mathrm{q}}^{m}, \mathbf{X}_{\mathrm{i}+1} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{n}_{\text {var }}-\mathrm{m}}\).
        end for
        return sm = \(\mathbf{S}_{\text {nb_ite }}, \mathbf{X}_{\text {nb_ite }}, \mathbf{X}_{\text {nb_ite }-1}, \ldots, \mathbf{X}_{1}\)
    end function
```

The corresponding verification process is given in Algorithm 13.

```
Algorithm 13 M Fbased verification process using the Feistel-Patarin construction.
    function verify_Feistel_Patarin \(\mathbf{M} \in 0,1\}^{*}, s m \in \mathbb{F}_{q}^{m+n b}\) _ite. \(\left(n_{\text {var }}-m\right), G: \mathbb{F}_{q}^{n_{\text {var }}} \rightarrow \mathbb{F}_{q}^{m}\)
        \(\mathbf{S}_{\text {nb } \_ \text {ite }}, \mathbf{X}_{\text {nb } \_ \text {ite }}, \mathbf{X}_{\text {nb } \_ \text {ite }-1}, \ldots, \mathbf{X}_{1} \leftarrow \mathrm{sm}\)
        for i from nb_ite -1 to 0 by -1 do
            \(\mathbf{D}_{\mathrm{i}+1} \leftarrow \mathrm{H}_{1}(\mathbf{M} \| \mathrm{i}) \quad . \mathbf{D}_{\mathrm{i}+1} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{m}}\).
            \(\mathbf{S}_{\mathbf{i}} \leftarrow \mathbf{G} \mathbf{S}_{\mathrm{i}+1}, \mathbf{X}_{\mathrm{i}+1}+\mathbf{D}_{\mathrm{i}+1}\)
        end for
        return VALID if \(\mathbf{S}_{0}=\mathbf{0}_{\mathrm{m}}\) and INVALID otherwise
    end function
```

In [58], the author proved that an attack can be mounted in
with a memory cost of

This generic attack was firstly proposed by J. Patarin for nb _ite $=2$ [133, Remark 2]. He also noted the possibility to increase the number of iterations [133, Remark 3], and its impact on the generic attack.

In HFEv-based signature schemes such as QUARTZGuiand GeM SS(Chapter 2), the FeistelPatarin construction is used because the signature size is very short. In Section 7.7.2, we propose a more accurate study of the generic attack, slightly decreasing its cost. Our results allow to improve the performance of GeM SS

### 4.3 Direct Signature Forgery Attacks

The public-key of M Ibased signature schemes is given by a set of non-linear equations $\mathbf{p}=$ $\left(p_{1}, \ldots, p_{m}\right) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$ (Chapter 2). Given a digest $\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{F}_{q}^{m}$, the problem of forging a signature (Section 2.3.2) is equivalent to solving the following system of non-linear equations:

$$
\begin{align*}
& \left(p_{1}\left(x_{1}, \ldots, x_{n_{\text {var }}}\right)-d_{1}=0, \ldots, p_{m}\left(x_{1}, \ldots, x_{n_{\text {var }}}\right)-d_{m}=0,\right. \\
& x_{1}^{q}-x_{1}=0, \ldots, x_{n_{\text {var }}}^{q}-x_{n_{\text {var }}}=0, \tag{4.1}
\end{align*}
$$

where $x_{i}^{q}-x_{i}=0$ for $1 \leqslant i \leqslant n_{\text {var }}$ are called field equations, because it is equivalent to $x_{i} \in \mathbb{F}_{q}$. Stated diffrently, the task is to invert the public map without the knowledge of the secret-key.

For h Febased schemes (Section 2.4.1) and $R$ ainbow (Section 2.4.3), the system is under-defined, i.e. $\mathrm{n}_{\text {var }}>\mathrm{m}$. As a consequence, we can randomly fix $\mathrm{n}_{\mathrm{var}}-\mathrm{m}$ variables in (4.1) (let $\mathbf{r}=$ $\left(r_{1}, \ldots, r_{n_{\text {var }}-m}\right) \in \mathbb{F}_{q}^{n_{\text {var }}-m}$ be these random values) and try to solve for the remaining variables. Note that this is similar to the (legitimate) signature process which requires randomly fixing variables.

Thus, the problem of forging a signature is reduced to solving a system of m quadratic equations in $m$ variables over $\mathbb{F}_{q}$ :

$$
\begin{align*}
& \left(p_{1}\left(x_{1}, \ldots, x_{m}, r\right)-d_{1}=0, \ldots, p_{m}\left(x_{1}, \ldots, x_{m}, r\right)-d_{m}=0,\right. \\
& x_{1}^{q}-x_{1}=0, \ldots, x_{m}^{q}-x_{m}=0 . \tag{4.2}
\end{align*}
$$

### 4.3.1 Exhaustive Search

Classical Exhaustive Search. Equation (4.2) can be solved by evaluating the system in the $q^{m}$ possible inputs, then by verifying if each evaluation is equal to the digest. This requires $O\left(q^{m}\right)$ operations in $\mathbb{F}_{q}$.

In [38], the authors describe a faster exhaustive search for solving systems of boolean quadratic equations. They also provide a detailed cost analysis of their approach. To recover a solution of (4.2), the approach from [38, Theorem 2] requires:

$$
\begin{equation*}
4 \log _{2}(\mathrm{~m}) \cdot 2^{m} \text { binary operations } \tag{4.3}
\end{equation*}
$$

Quantum Exhaustive Search. Exhaustive search can be improved with quantum computers. Grover's algorithm [102] is a quantum algorithm which, given a function having a domain of size k, and a target output, returns an input producing this output with only $\quad \Theta \sqrt{k}$ evaluations of this function. Grover's algorithm requires $\quad \theta \mathrm{q}^{\frac{m}{2}}$ ) evaluations of the public polynomials $\quad \mathbf{p}$ to solve (4.2).
[150] demonstrated that we can solve a system of $m-1$ binary quadratic equations in $n_{\text {var }}-1$ binary variables using $m+n_{\text {var }}+2$ qubits and evaluating a circuit of:

$$
\begin{equation*}
2^{\frac{n_{\text {var }}^{2}}{2}} \cdot 2 m \cdot n_{\text {var }}^{2}+2 n_{\text {var }}+1 \quad \text { quantum gates. } \tag{4.4}
\end{equation*}
$$

They also describe a variant using less qubits, i.e. $3+\mathrm{n}_{\text {var }}+\left\lceil\log _{2}(\mathrm{~m})\right\rceil$ qubits, but requiring to evaluate a larger circuit, i.e. with:

$$
\begin{equation*}
\approx 2 \times 2^{\frac{n_{\text {var }}^{2}}{2}} \cdot 2 m \cdot n_{\text {var }}^{2}+2 n_{\text {var }}+1 \quad \text { quantum gates. } \tag{4.5}
\end{equation*}
$$

### 4.3.2 A pproximation Algorithm

The authors of [117] proposed an algorithm for solving systems of non-linear equations that is faster than a direct exhaustive search. The technique from [117] uses an approximation of a non-linear system, such as (4.2), by a single high-degree multivariate polynomial $\quad \mathrm{P} \in \mathbb{F}_{q}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{m}_{0}}\right]$ with $m_{0}<m$. The polynomial $P$ is constructed such that it vanishes on the same zeros as the original non-linear system with high probability. We then perform an exhaustive search on $P$ to recover, with high probability, the zeros of the non-linear system. This leads to an algorithm for solving (4.2) whose asymptotic complexity is

$$
\begin{equation*}
0^{*} 2^{0.8765} \mathrm{~m} \tag{4.6}
\end{equation*}
$$

when $\mathrm{q}=2$ [117, Theorem 1.1]. The 0 * notation omits polynomial factors.

### 4.4 Gröbner Bases

To date, the best methods for solving non-linear equations, including the signature forgery (System (4.1)), utilize Gröbner bases [45, 46]. The historical method for computing such bases - known as Buchberger's algorithm - has been introduced by B. Buchberger in his PhD thesis [45, 46]. Many improvements on Buchberger's algorithm have been done leading - in particular - to more effient algorithms such as the F4 and F5 algorithms of J.-C. Faugère [76, 77]. The F4 algorithm, for example, is the default algorithm for computing Gröbner bases in the computer algebra software Magm d34]. The F5 algorithm, which is available through the FG b[79] software ${ }^{1}$, provides today the state-of-the-art method for computing Gröbner bases.

Besides F4 and F5, there is a large literature of algorithms computing Gröbner bases. We mention for instance PolyBory [43] which is a general framework to compute Gröbner basis in $\mathbb{F}_{2}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right] /\left\langle x_{i}^{2}-x_{i}\right\rangle_{1 \leqslant i \leqslant n_{\text {var }}}$. It uses a specific data structure - dedicated to the B oolean ring - for computing Gröbner basis on top of a tweaked Buchberger's algorithm ${ }^{2}$. A nother technique proposed in cryptography is the X L algorithm [60]. It is now clearly established that XL is a special case of Gröbner basis algorithm [7]. M ore recently, a zoo of algorithms such as G 2v[91], G Vw[92], ... flourished building on the core ideas of F4 and F5. This literature is vast and we refer to [75] for a recent survey of these algorithms.

Despite this important algorithmic literature, it is fair to say that $\quad \mathrm{M}$ agm and $F G$ bremain the reference softwares for polynomial system solving over finite fields. We have chosen $M$ agm ato perform practical experiments requiring $G$ röbner basis computations.

### 4.4.1 Practically Fast A Igorithms

The direct attack described in [78,82] provides reference tools for evaluating the security of HFE and HFEv -against a direct message-recovery attack. This attack uses the F5 algorithm [77, 12] and has the following complexity:

$$
\begin{equation*}
0 \text { poly }\left(m, n_{\text {var }}\right)^{\omega \cdot D_{\text {reg }}}, \tag{4.7}
\end{equation*}
$$

with $2 \leqslant \omega_{*} 3$ being the so-called linear algebra constant [161], i.e. the smallest constant $w$ such that two matrices of size $\mathrm{N} \times \mathrm{N}$ over a field $\mathbb{F}$ can be multiplied in $\mathrm{O}\left(\mathrm{N}^{\omega}\right)$ arithmetic operations over $\mathbb{F}$. The best current bound is $\omega<2.3728639$ [90]. The poly ( $\mathrm{m}, \mathrm{n}$ var ) notation means the complexity is polynomial in $m$ and $n_{\text {var }}$.

Complexity (4.7) is exponential in the degree of regularity $\mathrm{D}_{\text {reg }}[9,14,11]$. However, this degree of regularity can be diffillt to predict in general; as diffillt as computing a Gröbner basis. Fortunately, there is a particular class of systems for which this degree can be computed effiently and explicitly: semi-regular sequences $[9,14,11]$. This notion is supposed to capture the behavior of a random system of non-linear equations. In order to set the parameters for hFEand variants as well as for performing meaningful experiments on the degree of regularity, we can assume that no algebraic system has a degree of regularity higher than a semi-regular sequence.

In $\mathbb{F}_{2}$, the degree of regularity of a semi-regular system of $m$ quadratic boolean equations in $\mathrm{n}_{\mathrm{var}}$ variables is the smallest index i such that the term $z^{i}$ of the Hilbert series $G$ (Equation (4.8)) is non-positive ( i.e. negative or null) [14, Proposition 10].

$$
\begin{equation*}
G(z)=\frac{(1+z)^{n_{\mathrm{nar}}}}{\left(1+z^{2}\right)^{m}} . \tag{4.8}
\end{equation*}
$$

[^2]In Table 4.3, we provide these degrees of regularity when $n_{\text {var }}=m$, for various values of $m$.

| $m$ | $D_{\text {reg }}$ |
| :---: | :---: |
| $4 \leqslant m \leqslant 8$ | 3 |
| $9 \leqslant m \leqslant 15$ | 4 |
| $16 \leqslant m \leqslant 23$ | 5 |
| $24 \leqslant m \leqslant 31$ | 6 |
| $32 \leqslant m \leqslant 40$ | 7 |
| $41 \leqslant m \leqslant 48$ | 8 |
| $49 \leqslant m \leqslant 57$ | 9 |
| $58 \leqslant m \leqslant 66$ | 10 |
| $154 \leqslant m \leqslant 163$ | 20 |
| $234 \leqslant m \leqslant 243$ | 28 |
| $316 \leqslant m \leqslant 325$ | 36 |

Table 4.3: Degree of regularity of m semi-regular quadratic boolean equations in m variables. The field equations are used.

In the case of HFE when $\mathrm{q}=2$, the degree of regularity for solving (4.2) has been experimentally shown to be smaller than $\log _{2}(\mathrm{D})[78,82]$. This behavior has been further demonstrated in $[96,74]$. In particular, [96, Theorem 1] claims that the degree of regularity reached in HFEis asymptotically upper bounded by:

$$
\begin{equation*}
2+\cdot 1-\mathrm{p} \overline{3 / 4} \cdot \min m, \log _{2}(\mathrm{D}), \text { for all }>0 \tag{4.9}
\end{equation*}
$$

This bound is obtained by estimating the degree of regularity of a semi-regular system of $\quad 3\left\lceil\log _{2}(\mathrm{D}) 7\right.$ quadratic equations in $2\left\lceil\log _{2}(\mathrm{D})\right\rceil$ variables. We emphasize that an asymptotic bound such as (4.9) is not necessarily tight for specified values of the parameters. Thus, (4.9) cannot be directly used to derive actual parameters but still provides a meaningful asymptotic trend.

Indeed, the behavior of H FEalgebraic systems is then much diffrent from a semi-regular system of $m$ quadratic boolean equations in $m$ variables where the degree of regularity increases linearly with m . Roughly, $\mathrm{D}_{\text {reg }}$ grows like $\mathrm{m} / 11.11$ in the semi-regular case $[9,14,11]$.

We report below the degree of regularity $D_{\text {ree }}^{\operatorname{Exp}}$ observed in practice for HFE These bounds are only meaningful for a suffiently large $m$ which is given in the first column. Indeed, as we already explained, we can assume that the values from Table 4.3 are upper bounds on the degree of regularity of any algebraic system of boolean equations.

| m | H FEdegree D | $\mathrm{D}_{\text {毕eg }}^{\text {Exp }}$ |
| :---: | :---: | :---: |
| $\geqslant 4$ | $3 \leqslant \mathrm{D} \leqslant 16$ | 3 |
| $\geqslant 9$ | $17 \leqslant \mathrm{D} \leqslant 128$ | 4 |
| $\geqslant 16$ | $129 \leqslant \mathrm{D} \leqslant 512$ | 5 |
| $\geqslant 24$ | $513 \leqslant \mathrm{D} \leqslant 4096$ | 6 |
| $\geqslant 32$ | $4097 \leqslant \mathrm{D}$ | $\geqslant 7$ |

Table 4.4: Degree of regularity in the case of H FEalgebraic systems.

Following [82], we lower bound the complexity of F5 against HFE, i.e. for solving System (4.2). The principle [14] is to only consider the cost of performing a row-echelon computation on a fullrank sub-matrix of the biggest matrix occurring in F5. At the degree of regularity, this sub-matrix has $\underset{D_{\text {reg }}}{m}$ columns and (at least) ${\underset{D}{\text { reg }}}_{m}^{\text {rews. Thus, we can bound the complexity of a Gröbner }}$ basis computation against H FEby:

$$
\begin{equation*}
0 \quad m_{D_{\text {reg }}}^{\omega} \text { operations in } \mathbb{F}_{2} \tag{4.10}
\end{equation*}
$$

This is a conservative estimate on the cost of solving (4.2). This represents the minimum computation that has to be done in F5. We can also assume that the linear algebra constant $\omega$ is 2 ; the smallest possible value.

From Table 4.4, we can see that no H FEhas a degree of regularity suffiently large to be used in practical applications. For $D_{\text {reg }}=7$, more than $2^{20}$ equations and variables are required to reach a 128-bit level of security, implying a public-key size of $2^{59}$ bits. So, we need to use modifiers of HFE (Section 2.4.1) for increasing the degree of regularity.

In particular, the practical effct of the minus and vinegar modifiers have been considered in [78, 82]. This has been further investigated in [67,71] who presented a theoretical upper bound on the degree of regularity arising in $H F E v$ - Let $\Delta$ be the number of minus equations, $v$ the number of vinegar variables and $R_{q}=\left\lfloor\log _{q}(D-1)\right\rfloor+1$. Then, the degree of regularity for $H F E v$-is bounded from above by

$$
\begin{align*}
& \frac{(q-1)\left(R_{q}+\Delta+v-1\right)}{2}+2,  \tag{4.11}\\
& \frac{(q-1)\left(R_{q}+\Delta+v\right)}{2}+2, \\
& \text { otherwise. }
\end{align*}
$$

We observe that the degree of regularity seems to increase linearly with $n_{\text {var }}-m$. This is the sum of the modifiers: number of minus equations plus number of vinegar variables.
[140] derived an experimental lower bound on the degree of regularity in HFEv- The authors [140] obtained that the degree of regularity for HFEv-when $q=2$ should be at least:

$$
\begin{equation*}
\frac{R_{2}+\Delta+v+1}{3}+2 \tag{4.12}
\end{equation*}
$$

### 4.4.2 A symptotically Fast A Igorithms

BooleanSolve [13] is the fastest asymptotic algorithm for solving systems of non-linear boolean equations. B ooleanS olve is a hybrid approach that combines exhaustive search and Gröbner bases techniques. For a system with the same number of equations and variables $m$, the deterministic variant of BooleanSolve has complexity bounded by $02^{0.841} \mathrm{~m}$, while a Las Vegas variant has expected complexity

$$
\begin{equation*}
0 \quad 2^{0.792 \mathrm{~m}} \tag{4.13}
\end{equation*}
$$

It is mentioned in [13] that BooleanS olve is better than exhaustive search when $m \geqslant 200$. This is due to the fact that large constants are hidden in the big Oh notation. As a conservative choice, we lower bound the cost of this attack by $\quad 2^{0.792 \mathrm{~m}}$ in GeM SS(Section 7.7.1).

Q uantum BooleanSolve In [81], the authors present a quantum version of BooleanSolve that takes advantages of Grover's quantum algorithm [102]. Quantum BooleanSolve is a Las Vegas quantum algorithm allowing to solve a system of $m$ boolean equations in $m$ variables. It uses $O(m)$ qubits and requires the evaluation of, on average,

$$
\begin{equation*}
0 \quad 2^{0.462 \mathrm{~m}} \text { quantum gates. } \tag{4.14}
\end{equation*}
$$

This complexity is obtained under certain al gebraic assumptions. Note that [18] also proposed a new (Gröbner-based) quantum algorithm for solving quadratic equations with a complexity comparable to $Q$ uantum Booleans olve(we refer to [81] for further details).

### 4.5 Direct Attack against A pproximate

## PoSSo

The security of the SBP transformation (Chapter 3) depends on the AM Qproblem (Problem 3). Here, we generalize AM doy considering degree- D equations instead of quadratic equations. We call APoSS dhis new problem.

Problem 4. Approximate PoSSo(APoSS $6 q, 0 m, n$ var $, D, r)$ ). Let $q, m, n_{v a r}, D, \sigma$ and $r$ be nonnegative integers such that $r<\min (\sigma m)$. Given $\mathbf{p}$ a degree- $D$ multivariate polynomial system in $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$ and $\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma}$ in $\mathbb{F}_{q}^{m}$, the problem is to find vectors $\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}$ in $\mathbb{F}_{q}^{n_{\text {var }}}$ such that the dimension of the vector space generated by $\mathbf{p}\left(\mathbf{x}_{1}\right)-\mathbf{y}_{1}, \ldots, \mathbf{p}\left(\mathbf{x}_{\sigma}\right)-\mathbf{y}_{\sigma}$ is less or equal to $r$.

When $r=0$, it is clear that APoSS œorresponds to $\sigma$ independent instances of PoSSo(Problem 1), and so can be solved as such. When $r>0$, the authors of [157] present three attacks against AM Q that we generalize for APoSS.o

1. Exhaustive search. Randomly choose the values of $\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}$ in $\mathbb{F}_{\mathrm{q}}^{\mathrm{n} \text { var }}$. Then, for $\mathrm{r}<i \leqslant \sigma$, randomly sample $\mathbf{x}_{i} \in \mathbb{F}_{q}^{n_{\text {var }}}$ until $\mathbf{p}\left(\mathbf{x}_{\mathrm{i}}\right)-\mathbf{y}_{\mathrm{i}}$ is a linear combination of $\mathbf{p}\left(\mathbf{x}_{j}\right)-\mathbf{y}_{j}$ for $1 \leqslant \mathrm{j} \leqslant \mathrm{r}$. A correct value $\mathbf{x}_{i}$ is found with probability $q^{-(m-r)}$. Therefore, this strategy requires roughly $r+(\sigma-r) q^{m-r}$ evaluations of $p$ and $c \cdot(\sigma-r) q^{m-r}+0 r^{2} \cdot\left(n_{\text {var }}-r\right)$ operations in $\mathbb{F}_{q}$, for $c=0 r \cdot\left(n_{\text {var }}-r\right)$.
2. Quantum exhaustive search. As in Section 4.3.1, the exhaustive search can be accelerated with Grover's algorithm. This strategy requires roughly $\quad \theta \sqrt{\sigma-r} \cdot q^{\frac{1}{2}(m-r)}$ evaluations of p.
3. Algebraic attack. Here, we write the rank condition for each variable $\mathbf{x}_{i}$ for $r<i \leqslant \sigma$. For any $i$, we introduce $r$ new variables $z_{1}, \ldots, z_{r}$. Then, we have that $p\left(\mathbf{x}_{i}\right)-\mathbf{y}_{i}$ is a linear combination of $\mathbf{p}\left(\mathbf{x}_{\mathrm{j}}\right)-\mathbf{y}_{\mathrm{j}}$ means

$$
X_{j=1}^{X_{j}}\left(p\left(x_{j}\right)-\mathbf{y}_{j}\right)+p\left(x_{i}\right)-\mathbf{y}_{i}=\mathbf{0}_{m} .
$$

The authors proposed two strategies. We can directly solve the system generated by Equation (4.15) for $r<i \leqslant \sigma$. This system is an instance of PoSS $\phi q,(\sigma-r) m, a \operatorname{var}+(\sigma-r) r, D+1)$ (Problem 1). We can also randomly fix the values of $\mathbf{x}_{1}, \ldots, \mathbf{x}_{\mathrm{r}}$. A fter applying a linear transformation, we obtain values of $z_{1}, \ldots, z_{r}$ such that $r$ elements of Equation (4.15) vanish
on them. In this case, Equation (4.15) becomes a system of $m-r$ equations in only $n_{\text {var }}$ variables. A pplying this strategy for each variable $\quad \mathbf{x}_{i}$ for $r<i \leqslant \sigma$, we obtain $\sigma-r$ independent instances of PoSS $\left.6 q, m-r, n_{\text {var }}, D\right)$.

These attacks show that solving APoSS oshould be exponential in $m-r$. In Chapter 10, we study this problem more accurately.

### 4.6 Key-Recovery Attacks against HFE

We conclude attacks against H FEby covering key-recovery attacks. This part discusses the so-called Kipnis-Shamir attack [111] (Section 4.6.3) based on the MinRank problem (Section 4.6.2). The Section 4.6.1 deals with equivalent keys. The existence of equivalent keys does not make dangerous an exhaustive search, but this concept is a practical tool to simplify attacks and implementations via the use of normal forms of the secret-key.

### 4.6.1 Exhaustive Search and Equivalent Keys

The secret-key of any M Ibased scheme can be attacked with an exhaustive search. At first glance, this attack is very ineffient because the size of the key space is very large. Just by considering the affé transformations $\quad \mathcal{S} \in \mathrm{Aff}_{\mathrm{n} \text { var }}^{-1}, \mathbb{F}_{\mathrm{q}}$ and $\mathcal{T} \in \mathrm{Aff}_{\mathrm{m}}^{-1}, \mathbb{F}_{\mathrm{q}}$, and by using that the number of invertible matrices in $\mathcal{M}_{\mathrm{n}} \mathbb{F}_{\mathrm{q}}$ [116] is

$$
q^{n^{n^{2}}}{ }_{j=1}^{n} 1-q^{-j},
$$

we obtain a lower bound on the number of secret-keys, which is slightly less than $\quad q^{n_{v a r}^{2}+n_{v a r}+m^{\prime 2}+m^{\prime}}$. However, the authors of [165] introduced the notion of equival ent keys. Indeed, we can remark that several distinct secret-keys can lead to the same public-key. In this case, these secret-keys are called equivalent keys.
Definition 2 (Equivalent keys). Two secret-keys $\mathcal{S}, \mathcal{F}, \mathcal{T}$ and $\mathcal{S}^{\prime}, \mathcal{F}^{\prime}, \mathcal{T}^{\prime}$ in Aff $_{n_{\text {var }}}^{-1} \mathbb{F}_{\mathrm{q}}^{\mathrm{n}_{\text {var }}} \times$ $\mathbb{F}_{\mathrm{q}}^{n_{\text {var }}} \rightarrow \mathbb{F}_{\mathrm{q}}^{m^{\prime}} \times \mathrm{Aff} \mathrm{m}^{-1} \mathbb{F}_{\mathrm{q}}^{m^{\prime}}$ are equivalent if

$$
\mathbf{p}=\mathcal{T} \circ \mathcal{F} \mathcal{S}=\mathcal{T}^{\prime} \mathscr{F}^{\prime} \mathscr{S} \mathcal{S}^{\prime} .
$$

By using this concept, the authors of [165] demonstrated that for H FE v-based schemes, each secretkey has at least

$$
d_{\text {ext }} \cdot q^{\Delta+2} d_{\text {ext }}+v d_{\text {ext }} \cdot q^{d_{e x t}}-1{ }^{2} \cdot{ }_{i=0}^{\chi-1} q^{v}-q^{i}{ }_{i=m-1}^{d_{\neq t}-1} q^{d_{e x t}}-q^{i} \text { equivalent keys. }
$$

The size of the key space without these equival ent keys is too large to make dangerous an exhaustive search. However, the use of equivalent keys allows to restrict attacks to a specific type of keys. In particular, for each couple of affe transformations $\quad \mathcal{S}^{\prime}$ and $\mathcal{T}^{\prime}$, there exists an equivalent secret-key where $\mathcal{S}$ and $\mathcal{T}$ are linear transformations ( cf. the additive sustainer in [165]). For this reason, the affie part of $\quad \mathcal{S}^{\prime}$ and $\mathcal{T}^{\prime}$ are not considered in both implementation and attack. M oreover, we can use the concept of equivalent keys to choose a monic HFE vpolynomial, as explained in Section 7.4.2.

### 4.6.2 MinRank

The $M$ inR ankproblem was firstly studied in [47] where authors demonstrated its $N P$-completeness in $\mathbb{F}_{\mathrm{q}}$. The problem is as follows: given integers $\mathrm{q}, \mathrm{n}, \mathrm{k}, \mathrm{r}$ and a matrix M in $\left.\mathcal{M}_{\mathrm{n}} \mathbb{F}_{\mathrm{q}} \notin \mathrm{t}_{1}, \ldots, \mathrm{t}_{\mathrm{k}}\right\}$, find, if any, $\tilde{t}_{1}, \ldots, \tilde{t}_{k} \in \mathbb{F}_{q}$ such that

$$
\text { rank } M \tilde{t}_{1}, \ldots, \tilde{t}_{k} \leqslant r
$$

Then, $M$ inR ankwas re-stated in [57], as follows.
Problem 5. $\quad M \dot{n} R \operatorname{ank}(M \operatorname{in} R$ anl $q, m, n, k, r))$. Let $q, m, n, k$ and $r$ be integers. Let $M_{0}, M_{1}, \ldots, M_{k}$ be matrices in $\mathcal{M}_{m, n} \mathbb{F}_{q}$. Find, if any, elements $\tilde{t}_{1}, \ldots, \tilde{t}_{k} \in \mathbb{F}_{q}$ such that the rank of

$$
M=x_{i=1}^{X^{k}} \tilde{t}_{i} M_{i}-M_{0}
$$

is at most $r$.
The MinR ankproblem is crucial for key-recovery attacks against HFE We present in the next section the best known attacks when $r$ is very small compared to $\min (m, n)$.

### 4.6.3 Kipnis-Shamir Attack

In [111], A. K ipnis and A. Shamir demonstrated that the key-recovery in H FEis essentially equivalent to the problem of finding a low-rank linear combination of a set of $m$ matrices of size $n_{v a r} \times n_{v a r}$ in $\mathbb{F}_{\mathrm{q}}$. This is a particular instance of the $\quad M \operatorname{m} R$ ankproblem (Problem 5).

We briefly review the principle of this attack for HFE In the context of this attack, we can assume, without loss of generality, that the H FEpolynomial has a simpler form:

$$
\quad X \underset{\substack{0 \leqslant j \leqslant i<d \\ q^{i}+q^{j} \leqslant D}}{A_{i, j}} X^{q^{i}+q^{j}} \in \mathbb{F}_{q^{d} \text { ext }}[X] .
$$

Let $\underline{X}=X, X^{q}, X^{q^{2}}, \ldots, X^{q^{d e x t}-1}$. We can then write (4.16) in matrix form, which is:

$$
\underline{X} \cdot F \cdot \underline{X}^{\top}
$$

where $\underline{X}^{\top}$ stands for transpose of $\underline{X}$ and $\mathbf{F} \in \mathcal{M} d_{d_{\text {ext }}} \mathbb{F}_{q^{d} \text { ext }}$ is a symmetric matrix if $q$ is odd, and is triangular otherwise. Since the degree of $F$ is bounded by $D$, it is easy to see that $F$ has rank at most $\left\lceil\log _{q}(D)\right\rceil$. This implies that there exists a linear combinations of rank $\quad\left\lceil\log _{q}(D)\right\rceil$ of the public matrices representing the public quadratic forms [22]. Then, the secret-key can be easily recovered from a solution of $M \operatorname{in} R$ ankq, $\left.d_{\text {ext }}, d_{\text {ext }}, d_{\text {ext }},\left\lceil\log _{q}(D)\right\rceil\right)$ [111, 22].

In [22], the authors evaluated the cost of the Kipnis-Shamir key-recovery attack with the best known tools [76, 77] for solving the instance of $M$ inR anł $\left.q, d_{e x t}, d_{e x t}, d_{e x t},\left\lceil\log _{q}(D)\right\rceil\right)$ that occurs in HFE Following [22], the cost of the Kipnis-Shamir attack against HFEcan be estimated to:

$$
0 \quad \begin{gathered}
\mathrm{d}_{\mathrm{ext}}+\left\lceil\log _{\mathrm{q}}(D)\right\rceil+1 \\
\left\lceil\log _{\mathrm{q}}(\mathrm{D})\right\rceil+1
\end{gathered} \quad \simeq 0 \quad \mathrm{~d}_{\mathrm{ext}}^{\omega\left(\left\lceil\log _{\mathrm{q}}(D)\right\rceil+1\right)}
$$

where $\omega$ is the linear algebra constant and $D$ is the degree of the secret univariate polynomial.
When one equation is removed from the public-key, there is a method of reconstructing the removed equation during the Kipnis-Shamir key-recovery attack [160]. Until recently, it was not clear how to apply the key-recovery attack from [111, 22] to HFE-when at least two equations are removed. In [160], the authors explained how to extend $M$ inR ankbased key-recovery for all parameters of HFE-Their results can be summarized as follows. From key-recovery point of view, HFE-with $d_{\text {ext }}$ variables based on a secret univariate polynomial of degree $D$ is equivalent to a $H F E$ with m variables based on a secret univariate polynomial of degree D.2 ${ }^{\Delta}$. Combining with [22], we obtain a $M \min$ an $\left.\nmid q, d_{\text {ext }}, d_{\text {ext }}, m, \Delta+\left\lceil\log _{q}(D)\right\rceil\right)$-based key-recovery attack against $H F E-w h o s e$ cost is then:

$$
\begin{gathered}
\quad \mathrm{m}+\Delta+\left\lceil\log _{q}(D)\right\rceil+1 \\
\Delta+\left\lceil\log _{q}(D)\right\rceil+1
\end{gathered}{ }^{\omega!} \simeq 0 \mathrm{~m}^{\omega\left(\Delta+\left\lceil\log _{q}(D)\right\rceil+1\right)} .
$$

For $\mathrm{M} \mathbf{n R}$ ankbased key-recovery, the minus modifier has then a strong impact on the security.
In the case of HFEv one can see that the rank of the corresponding matrix (see, for example [144]) will be increased by the number of vinegar variables. Combining with the previous result, the cost of solving $M \min$ ankin the case of HFEv -is then:

$$
\begin{array}{cc}
m+v+\Delta+\left\lceil\log _{q}(D)\right\rceil+1  \tag{4.17}\\
& \omega^{\omega} \\
v+\Delta+\left\lceil\log _{q}(D)\right\rceil+1
\end{array} \simeq \mathrm{~m}^{\omega\left(v+\Delta+\left\lceil\log _{q}(D)\right\rceil+1\right)}
$$

where $D$ is the degree of the secret univariate polynomial. Here, we consider an instance of $M \dot{n} R$ an $\left.\nmid q, d_{\text {ext }}+v, d_{\text {ext }}+v, m, v+\Delta+\left\lceil\log _{q}(D)\right\rceil\right)$.

### 4.7 Side-C hannel Attacks

In the previous sections, we study the hardness of solving mathematical problems. This is not enough to guarantee security because hardware and software implementations can have physical information leakages. Side-channel attacks are based on these leakages. They can be leaded, for example, by exploiting power consumption measurements, or by generating fault injections [32, 8]. A famous side-channel attack [113] breaks the implementation of the square-and-multiply exponentiation algorithm (A Igorithm 14) used in the RS Acryptosystem. Let K be a secret exponent. At each step of Algorithm 14, a square is computed. But if the $i$-th bit of $K$ is one, an extra multiplication is performed. Thus, the number of operations depends on the secret-key. We can then try to exploit time measurements or power consumption to recover the secret-key. For the power consumption attack, the adversary requires a physical access to obtain measurements. For a timing attack, these measurements can be obtained remotely, for example by measuring the response time of a server. This attack can seem unrealistic because of diffrent instabilities ( e.g. fluctuation of the Internet connection, swap of the current process). In 2005, D. Brumley and D. Boneh [44] succeed to remotely attack the RS Aimplementation of the famous 0 penSS Library.

In A Igorithm 14, a timing attack is based on the fact that a conditional statement depends on a secret integer, generating a diffrence in the time used to perform one step. A nother famous type of timing attack is the cache-timing attack. Here, the timing leakage is due to the delay of a memory access (Section 6.1.2), which can be used e.g. to recover the index of a lookup table. If the memory access depends on secret data, then the secret can be compromise. This type of attacks was used to break the 0 penS S Library in 2005 [16].

```
Algorithm \(14 \quad\) Left-to-right square-and-multiply exponentiation. \(\mathcal{R}\) is a ring.
    function \(\operatorname{Exp}\left(A \notin R, K \in \mathbb{N}^{*}\right)\)
        \(A_{K} \leftarrow A\)
        for i from \(\left\lfloor\log _{2}(K)\right\rfloor-1\) to 0 by -1 do
            \(A_{k} \leftarrow A_{K}^{2}\)
            if \(\frac{K}{2^{1}} \bmod 2=1\) then . Extraction of the \(i\)-th bit of \(K\).
                \(A_{K} \leftarrow A_{K} \times A \quad\). And multiply.
            end if
        end for
        return \(A_{K} \quad\). A \({ }^{K}\).
    end function
```

Nowadays, the timing attacks are considered as very dangerous, and are still present. In 2019, the authors of [3] broke the keypair generation of the R S Aimplementation from the 0 penSS Library. To do it, they used the fact that the operations performed during the binary GCD algorithm depend on the binary representation of the inputs. They motivated the danger of their attack by a typical application: the generation of certificates for the websites using the TLS protocol. On well-known and widely deployed services, the keys are often generated on shared cloud environments. M alicious adversaries could be present and measure the time of keypair generation to recover the secret-key. All in all, it is mandatory that all operations involving secret data are performed in constant-time (Section 6.3). This can generate an additional cost, as in Algorithm 15 where we replace the conditional statement of Algorithm 14 by a mathematical formula. Our library $\quad \mathrm{M} Q \operatorname{soft}(C$ hapter 9 ) takes into consideration these criteria about security and performance evaluation. We minimize the penalty generated by the protection of secret data.

```
Algorithm 15 Constant-time left-to-right square-and-multiply exponentiation. \(\mathcal{R}\) is a ring.
    function \(\operatorname{CstExp}\left(A \in R, K \in \mathbb{N}^{*}\right)\)
        \(A^{\prime} \leftarrow A-1\)
        \(A_{K} \leftarrow A\)
        for i from \(\left\lfloor\log _{2}(\mathrm{~K})\right\rfloor-1\) to 0 by -1 do
            \(A_{K} \leftarrow A_{K}^{2}\)
            \(\mathrm{b} \leftarrow \frac{\mathrm{K}}{2^{\top}} \bmod 2 \quad\). Extraction of the i-th bit of K .
            \(A_{K} \leftarrow A_{K} \times\left(A^{\prime} \times b+1\right) \quad\). Conditional multiplication by \(A\).
        end for
        return \(A_{K}\).A \({ }^{K}\).
    end function
```

We conclude by noting that other attacks, and in particular fault attacks [8], can really be dangerous in some contexts. With a simple laser, fault attacks can be generated and used to break the use of cryptography on smart cards. The first fault attacks were introduced by the authors of [32], demonstrating the major impact of fault attacks. The authors presented several attacks on RSA

- on a typical implementation of the RSAbased signature schemes, the complete secret-key can be recovered with only a correct signature and a faulty signature, both from the same document,
- with a fairly large number of faulty encryptions, the secret exponent of R S Aimplementations using Algorithm 14 can be recovered.

No fault attacks were reported against our implementations submitted to the NIST PQC standardization process [128].

## Chapter 5

## A rithmetic

In this chapter, we present arithmetic in polynomial rings, as well as the representation of finite field extensions. A rithmetic is crucial for the performance of $M$ Fbased schemes (Chapter 2) and their dual mode (Chapter 3). In particular, the HFEbased schemes (Section 2.4.1) require arithmetic operations in $\mathbb{F}_{q^{d} \text { ext }}$ and a root finding algorithm in $\mathbb{F}_{q^{d}{ }^{d} t}[x]$. In Section 5.1, we present arithmetic operations in $\mathbb{F}_{\mathrm{q}}[\mathrm{x}]$. Then, we study diffrent representations of extension fields in Section 5.2 . We use the polynomial basis in M Q soft (Chapter 9), whose operations are these described in Section 5.1. W hen the finite field is $\mathbb{F}_{2^{d e x t}}$ (Section 5.3), we present some classical optimizations to improve arithmetic from Section 5.1. This field is used in GeM SS(Chapter 7) and DuaM odeM \$Chapter 8), and we will study an effient implementation of field operations in Chapter 9. Once arithmetic in $\mathbb{F}_{q^{d} \text { ext }}$ is defined, we can define basic operations in $\mathbb{F}_{q^{d}{ }^{\text {ext }}}[x]$ as in Section 5.1 (by replacing $q$ by $\left.q^{d_{\text {ext }}}\right)$. In Section 5.4, we define advanced operations in $\quad \mathbb{F}_{q^{d e x t}}[x]$. These operations are parts of the root finding algorithm (Section 5.4.8), except for the polynomial evaluations which are used in the dual mode.

Let $p$ be a prime number, the prime field $\mathbb{F}_{p}$ is defined as:

$$
\mathbb{F}_{p}=\mathbb{Z} /(p \mathbb{Z})
$$

$\mathbb{F}_{p}$ is obtained from the integer ring by adding the relationship $p=0$. Then, we can define $a$ degree- $k$ extension field of $\mathbb{F}_{p}$ by adding $\alpha$ a root of an irreducible polynomial $f$ of degree $k$ in $\mathbb{F}_{p}[x]$, i.e. we add the relationship $f(\alpha)=0$. We obtain:

$$
\mathbb{F}_{p^{k}}=\mathbb{F}_{p}[\alpha] /(f(\alpha)), k>1
$$

In this chapter, we present arithmetic in $\quad \mathbb{F}_{q}[x]$ for $q=p^{\prime},{ }^{\prime} \geqslant 1$, or in $\mathbb{F}_{q^{d}}{ }^{\text {ext }}[x]$ when the extension degree has a major role in the studied operation ( e.g. the Frobenius map, Section 5.4.5). The prime p corresponds to the characteristic of this field. The dependencies between the diffrent arithmetic operations are depicted in Figure 5.1. Then, we summarize the complexity of main polynomial operations in $\mathbb{F}_{q^{d}{ }^{\text {ext }}}[x]$ (Table 5.1).


Figure 5.1: Dependencies between the diffrent arithmetic operations in characteristic two.

| operation | Section | method | complexity |
| :---: | :---: | :---: | :---: |
| addition | 5.1.1 | classical | $\mathrm{d}+1$ (field additions) |
| multiplication | 5.1.2 | classical | $\mathrm{M}(\mathrm{d})=0\left(\mathrm{~d}^{2}\right)$ |
|  |  | K aratsuba's | $M(d)=0\left(d^{1.585}\right)$ |
|  |  | fast | $M(d)=0(d \log (\mathrm{~d})$ ) |
| square | 5.1.3 | classical | 0 ( $\mathrm{d}^{2}$ ) |
|  |  | q is even | d +1 (field squarings) |
| Euclidean division | 5.1.4 | classical | $0\left(d^{2}\right)$ |
|  |  | fast | 0 (M ( d) ) |
| GCD | 5.4.1 | classical | $0\left(d^{2}\right)$ |
|  |  | fast | $0(\mathrm{M}(\mathrm{d}) \log (\mathrm{d})$ ) |
| modular composition | 5.4.3 | Horner | $\mathcal{C}_{C}(\mathrm{~d})=0(\mathrm{M}(\mathrm{d}) \cdot \mathrm{d})$ |
|  |  | Brent-K ung | $\mathcal{C}_{C}(\mathrm{~d})=0\left(d^{0.5} \mathrm{M}(\mathrm{d})+\mathrm{d}^{\frac{\omega+1}{2}}\right)$ |
| Frobenius map | 5.4.5 | classical | $\mathcal{C}_{F}=0\left(\left(d_{\text {ext }}-\left\lceil\log _{q}(\mathrm{~d})\right\rceil\right) \log _{2}(\mathrm{q}) \mathrm{M}(\mathrm{d})\right)$ |
|  |  | mod. comp. | $\mathcal{C}_{F}=0\left(\log _{2}\left(\mathrm{~d}_{\text {ext }}\right) \mathcal{C}_{C}(\mathrm{~d})+\mathrm{d}_{\text {ext }} \log _{2}(\mathrm{q}) \cdot \mathrm{d}\right)$ |
|  |  | multi-squaring | $\mathcal{C}_{F}=0\left(q^{k^{\prime}} \cdot d^{2}+\frac{d_{\text {ext }}}{k^{\prime}} \cdot d \cdot\left(d+k^{\prime} \log _{2}(q)\right)\right.$ ) |
| root finding | 5.4.8 | classical | $0\left(\mathcal{C}_{F}+d^{2}\right)$ (on average) |
|  |  | fast | $0\left(\mathrm{M}(\mathrm{d})\left(\mathrm{d}_{\text {ext }} \log _{2}(\mathrm{q})+\log (\mathrm{d})\right)\right.$ ) (on average) |

Table 5.1: Complexity of main operations on degree- $d$ elements of $\mathbb{F}_{q^{d} \text { ext }}[x]$, in number of operations in $\mathbb{F}_{q^{d} \text { ext }}$. The integer $k^{\prime}$ is a parameter such that $1 \leqslant k^{\prime} \leqslant d_{\text {ext }}$.

### 5.1 Basic Arithmetic in the Polynomial Ring

In this section, we present elementary operations in $\quad \mathbb{F}_{q}[x]$, for $q$ a prime number or a power of a prime number. We note that arithmetic in $\quad \mathbb{F}_{q}$ for $q=p^{k}$, with $p$ a prime number and $k>1$, can be built recursively thanks to arithmetic in $\mathbb{F}_{p}[x]$ (Section 5.2).
Let $A$ and $B$ be polynomials in $\mathbb{F}_{q}[x]$, with $n_{a} \geqslant n_{b} \geqslant 1$, such that:

$$
A={ }_{i=0}^{n X X^{-1}} a_{i} x^{i}, B={ }_{i=0}^{n X-1} b_{i} x^{i} .
$$

In the next parts, we study operations between $A$ and $B$. For convenience, let $d_{a}=n_{a}-1$ and $d_{b}=n_{b}-1$ be respectively the degree of $A$ and $B$. We introduce the same notations for the quotient $Q$ and the remainder $R$ of the Euclidean division (Section 5.1.4):

$$
Q=\prod_{i=0}^{n} X^{-1} q_{i} x^{i}, R=\prod_{i=0}^{n X^{-1}} r_{i} x^{i} .
$$

### 5.1.1 Addition and Subtraction

The polynomial addition [161, A lgorithm 2.2] of $A$ and $B$ is the termwise addition of the coeffients, which has a cost of $n_{b}$ field additions.

$$
A+B={ }_{i=0}^{n X^{-1}}\left(a_{i}+b_{i}\right) x^{i}+{ }_{i=n_{b}}^{n} X_{i}^{-1} x^{i}
$$

The principle is similar for the subtraction, which costs $n_{b}$ field subtractions, with $n_{a}-n_{b}$ extra negations for the computation of $B-A$.

### 5.1.2 Multiplication

With the addition, the polynomial multiplication is the most crucial operation. The complexity of all algorithms used after, such as the fast Euclidean division algorithm, the fast GCD algorithms and the polynomial modular composition (respectively Sections 5.1.4, 5.4.1 and 5.4.3), relies on it. We denote by $M(d)$ the number of field operations to multiply two degree- $d$ polynomials in $\mathbb{F}_{\mathrm{q}}[\mathrm{x}]$.

Classical multiplication. The classical multiplication [161, Algorithm 2.3] of $A$ by $B$ consists in computing the sum of all $a_{i} b_{j} x^{i+j}$ for $0 \leqslant i<n a$ and $0 \leqslant j<n_{b}$. Here, we propose a formulation which allows to compute all terms of the result from $x^{0}$ to $x^{n_{a}+n_{b}-2}$.

$$
\begin{equation*}
A \times B={ }_{i=0}^{n X_{j=0}^{-1} X^{i}} a_{i-j} b_{j} X^{i}+{ }_{i=n_{b} j=0}^{n X^{-1 n} X^{-1}} a_{i-j} b_{j} X^{i}+{ }_{i=1}^{n X^{-1} n_{b} X^{i-1}}{ }_{j=1} a_{n_{a}-1-j} b_{i+j} X^{n_{a}-1+i} \tag{5.1}
\end{equation*}
$$

The cost of the classical multiplication is quadratic: exactly $\quad n_{a} n_{b}$ field multiplications and ( $n_{a}-$ $1)\left(n_{b}-1\right)$ field additions are required. When $\mathbb{F}_{q}$ is a degree- ` extension field represented in polynomial basis (Section 5.2.1), we can accumulate the products, then only perform $n_{a}+n_{b}-1$ modular reductions by the irreducible field polynomial. Therefore, the number of modular reductions is linear. We apply the same idea on K aratsuba's algorithm and the Euclidean division (Section 5.1.4). In this way, the modular reduction is completely negligible compared to the multiplication.

K aratsuba's multiplication algorithm.
The cost of the classical multiplication is quadratic. Historically, K aratsuba's multiplication algorithm [161, Algorithm 8.1] is the first algorithm subquadratic in the degree. The idea is the following. Let:

$$
A=A \cdot+A_{h} X^{\left\lfloor\frac{n_{a}}{2}\right\rfloor}, B=B \cdot+B_{n} X^{\left\lfloor\frac{n_{a}}{2}\right\rfloor},
$$

with $A, B, ~ \frac{n_{a}}{2}$-coeffient polynomials in $\quad \mathbb{F}_{q}[x]$ and $A_{h}, B_{h} \quad \frac{n_{a}}{2}$-coeffient polynomials in $\quad \mathbb{F}_{q}[x]$. A classical approach would be to compute $A \times B$ with four products:

$$
A \times B=A \cdot B \cdot+\left(A \cdot B_{h}+A_{h} B \cdot\right) x^{\left\lfloor\frac{n_{a}}{2}\right\rfloor}+A_{h} B X^{2}\left\lfloor\frac{n_{a}}{2}\right\rfloor .
$$

K aratsuba computes it with only three multiplications, which are:

$$
P_{1}=A \cdot \times B \cdot, P_{2}=A_{h} \times B_{h} \text { and } P_{3}=\left(A \cdot+A_{h}\right) \times\left(B \cdot+B_{h}\right)
$$

In particular, he remarks that $P_{3}=P_{1}+P_{2}+\left(A \cdot B_{h}+A_{h} B \cdot\right)$. The latter product is exactly the middle term of $A \times B$. So, we obtain that $A \times B$ can be written with $P_{1}, P_{2}, P_{3}$ and some additions:

$$
A \times B=P_{1}+P_{3}-\left(P_{1}+P_{2}\right) \times\left\lfloor\frac{n_{a}}{2}\right\rfloor+P_{2} x^{2\left\lfloor\frac{n_{a}}{2}\right\rfloor} .
$$

In one step of $K$ aratsuba, three half-degree multiplications are required to multiply A by B. Now, this process can be applied recursively to compute $P_{1}, P_{2}$ and $P_{3}$. At each step, the degree of each operand is divided by two. When the degree is small enough ( i.e. strictly smaller than a fixed threshold $t>0$ ), we can choose to stop the recursive calls and use the classical multiplication to multiply the operands. This case is commonly called base case. W hen $t=1$, this approach requires $0 \mathrm{n}_{\mathrm{a}}^{\log _{2}(3)} \simeq 0 \mathrm{n}_{\mathrm{a}}^{1.585}$ field operations [161, Theorem 8.3].

K aratsuba-like formulae. When the number of coeffients is not a power of two, the number of multiplications is not minimal. For a power of three, we can use the three-term K aratsubalike formulae [124] (Section B.1), which allows to multiply two degree-two polynomials with only six multiplications (instead of seven with the previous method). This method allows to improve multiplications in $\mathbb{F}_{2}[x]$ on certain processors (Section 9.2.2).

Faster multiplications. Other methods, such as the Toom-Cook multiplication [112], allow to decrease the exponent of the complexity of the multiplication. With Toom-Cook algorithm, we can multiply two degree-two polynomials with five multiplications instead of six for a threeterm K aratsuba-like formula. Nowadays, the best multiplication algorithm is the fast convolution algorithm [161, Algorithm 8.16] that uses Fast Fourier Transform (FFT). The complexity is quasilinear in the number of coeffients. However, this method is based on the existence of a primitive $2^{k}$-th root of unity. In binary fields, such roots do not exist. A variant based on a primitive root of unity can be used [161, A lgorithm 8.30], but is considerably slower than the standard FFT. For this reason, we do not consider the FFT-based multiplications in our implementation.

### 5.1.3 Squaring

The computation of a square is a particular case of the multiplication. The symmetry of the operands allows to divide by two (approximately) the number of field multiplications. From Equation (5.1) with $A=B$, we obtain

$$
\begin{equation*}
A^{2}={ }_{i=0}^{n X^{-1}} a_{i}^{2} x^{2 i}+2^{n}{ }_{i=1}^{\left.n-1 X^{i}\right\rfloor} a_{i-j} a_{j} x^{i}+2^{n X^{-2}\left\lfloor\frac{n_{a}-1-i}{X^{2}}\right\rfloor} a_{j=1} a_{n_{a}-1-j} a_{i+j} x^{n_{a}-1+i} . \tag{5.2}
\end{equation*}
$$

In characteristic two, the computation of the square is linear, costing only $n_{a}$ field squarings (cf. Equation (5.2) by specifying $2=0$ ). This property is due to the linearity of the Frobenius endomorphism:

$$
\begin{equation*}
(a+b)^{q}=a^{q}+b^{q}, \text { with } a, b \in \mathbb{F}_{q^{d} \text { ext }}, d_{\text {ext }} \geqslant 1 . \tag{5.3}
\end{equation*}
$$

### 5.1.4 Euclidean Division

Euclidean division of $A$ by $B$ [161, Algorithm 2.5] consists in finding $Q, R$ in $\mathbb{F}_{q}[x]$ such that $A=B Q+R$ with $\operatorname{deg}(R)<\operatorname{deg}(B)$. The polynomial $Q$ corresponds to the quotient of the Euclidean division, whereas $R$ corresponds to the remainder. Euclidean division is crucial to compute the GCD and perform the extended Euclidean algorithm (Section 5.4.1). In particular, the computation of the remainder is crucial to perform the modular multiplication in the extension fields represented with the polynomial basis (Section 5.2.1), as well as to compute the modular composition (Section 5.4.3), and the Frobenius map and trace (Sections 5.4.5 and 5.4.6) during the root finding algorithm (Section 5.4.8).

We present in Algorithm 16 the Euclidean division with remainder. We repeat the process of adding to A a multiple of B such that the current leading term of A will vanish. Since this term vanishes, we do not compute it ( i.e. we replace $B$ by $B-b_{d_{b}} x^{d_{b}}$ in Algorithm 16), but we directly set it to zero. Algorithm 16 is strictly equivalent to computing $R=A-B Q$, by taking into account that Q is computed as $\mathrm{b}_{\mathrm{d}_{\mathrm{b}}}^{-1} \times \mathrm{Q}^{\prime}$, for any $\mathrm{Q}^{\prime} \in \mathbb{F}_{\mathrm{q}}[x]$. In the worst case, Algorithm 16 requires computing one inverse in $\mathbb{F}_{q}^{\times},\left(d_{a}-d_{b}+1\right)\left(d_{b}+1\right)$ field multiplications and $\left(d_{a}-d_{b}+1\right) d_{b}$ field subtractions.

```
Algorithm 16 Polynomial Euclidean division with remainder.
    function EuclideanDivRem \(A \in \mathbb{F}_{q}[x], B \in \mathbb{F}_{q}[x]^{*}\)
        \(c \leftarrow b_{d_{b}}^{-1}\)
        \(\mathrm{Q} \leftarrow 0\)
        \(R \leftarrow A\)
        for \(i\) from \(d_{a}\) to \(d_{b}\) by -1 do
            \(\mathrm{q}_{\mathrm{i}-\mathrm{d}_{\mathrm{b}}} \leftarrow \mathrm{r}_{\mathrm{i}} \times \mathrm{C}\). Update of the quotient.
            \(R \leftarrow R-q_{i-d_{b}} \times B-b_{d_{b}} x^{d_{b}} x^{i-d_{b}}\)
            \(r_{i} \leftarrow 0\)
        end for
        return ( \(Q, R\) )
    end function
```

Naturally, the computation of the quotient can be separated from the computation of the remainder, because the quotient depends only on the higher degree terms of A. We can firstly compute the quotient without updating the $d_{b}$ smallest degree terms of $A$, then secondly compute the remainder as $(A-B \times Q)$ mod $x^{d_{b}}$. The remainder can be computed with $\quad M\left(d_{b}\right)$ field operations and accelerated by using a fast multiplication (Section 5.1.2). The computation of the quotient can be performed without the computation of the remainder (Section B.2). However, Algorithm 16 does not allow to use fast multiplications. Thus, we present the principle of the fast Euclidean division [161, A Igorithm 9.5].

Let $\operatorname{Rec}_{i}(A)=x^{i} \cdot A(1 / x)$ be the reciprocal polynomial of $A$. The fast Euclidean division (Algorithm 17) of $A$ by $B$ consists in writing $A=B Q+R$ with $Q, R \in \mathbb{F}_{q}[x]$, and remarking that:

$$
\begin{equation*}
\operatorname{Rec}_{d_{\mathrm{a}}}(A)=\operatorname{Rec}_{d_{b}}(B) \operatorname{Rec}_{d_{a}-d_{b}}(Q)+x^{d_{a}-d_{b}+1} \operatorname{Rec}_{d_{b}-1}(R) . \tag{5.4}
\end{equation*}
$$

Because the degree of $Q$ is at most $d_{a}-d_{b}$, we can compute Equation (5.4) modulo $x^{d_{a}-d_{b}+1}$. So, we obtain the following formula for Q :

$$
\begin{equation*}
\operatorname{Rec}_{d_{a}-d_{b}}(Q)=\operatorname{ReC}_{d_{a}}(A) \operatorname{ReC}_{d_{b}}(B)^{-1} \bmod x^{d_{a}-d_{b}+1} . \tag{5.5}
\end{equation*}
$$

Equation (5.5) requires computing $\operatorname{Rec}_{\mathrm{d}_{\mathrm{b}}}(B)^{-1}$ modulo a power of x . This can be performed effiently with Newton iteration (Section B.3), requiring at most $\quad 3 M\left(d_{a}-d_{b}\right)+0\left(d_{a}-d_{b}\right)$ field operations [161, Exercise 9.6]. Note that $\operatorname{Rec}_{d_{b}}(B)^{-1}$ can be precomputed one time for several Euclidean division by B . Then, Q is obtained with one polynomial multiplication and by reversing the order of coeffients, costing $M\left(d_{a}-d_{b}\right)$ field operations. Finally, the fast Euclidean division with remainder can be computed with $4 M\left(d_{a}-d_{b}\right)+M\left(d_{b}\right)+O\left(d_{a}-d_{b}\right)$ field operations.

```
Algorithm 17 Fast Euclidean division with remainder.
    function FastEuclideanDivRem \(A \in \mathbb{F}_{q}[x], B \in \mathbb{F}_{q}[x]^{*}\)
        recB_inv \(\leftarrow \operatorname{Rec}_{d_{b}}(B)^{-1} \bmod x^{d_{a}-d_{b}+1} \quad\). Newton iteration [161, Algorithm 9.3].
        \(\operatorname{rec} Q \leftarrow \operatorname{Rec}_{d_{\mathrm{a}}}(A) \cdot\) recB_inv mod \(x^{d_{a}-d_{b}+1} \quad . \operatorname{Rec}_{d_{a}-d_{b}}(Q)\).
        \(\mathrm{Q} \leftarrow \operatorname{Rec}_{\mathrm{d}_{\mathrm{a}}-\mathrm{d}_{\mathrm{b}}}(\mathrm{rec} \mathrm{Q})\)
        \(R \leftarrow A-B \cdot Q \bmod x^{d_{b}} \quad\). The modular reduction saves computations.
        return \((Q, R)\)
    end function
```


### 5.2 Representation of Finite Field Extensions

Each element $\mathcal{C}$ of $\mathbb{F}_{\text {d }_{\text {dext }}}$ can be represented by using a basis $\mathcal{B}=\theta_{0}, \ldots, \theta_{d_{\text {ext }}-1}$ of $\mathbb{F}_{q^{d} \text { ext }}$ over $\mathbb{F}_{q}$. We can write:

$$
\begin{equation*}
C={ }_{i=0}^{d x_{i}-1} c_{i} \theta_{i}, \tag{5.6}
\end{equation*}
$$

and $v_{C}=\left(c_{0}, c_{1}, \ldots, c_{d_{\text {ext }}-1}\right) \in \mathbb{F}_{\text {dext }}$ is a representation of $C$ over $\mathcal{B}$. Here, we present the common representations of $\mathbb{F}_{q^{d} \text { ext }}=\mathbb{F}_{q}[\alpha] /(f(\alpha))$ with $f \in \mathbb{F}_{q}[x]$. When $q=2$, the polynomial representation (Section 5.2.1) seems optimal on Haswell processors and later. The normal representation (Section 5.2.2) may be faster when the available vector instructions are limited (Section 6.1.3).

### 5.2.1 Polynomial Representation

Let $\alpha \in \mathbb{F}_{q^{d} \text { ext }}$ be a root of $f$. Then, $1, \alpha \alpha^{2}, \alpha^{3}, \ldots, \alpha^{d_{\text {ext }}-1}$ are linearly independent over $\mathbb{F}_{q^{d} \text { ext }}$ and $\mathcal{B}=\theta_{0}, \ldots, \theta_{\theta_{d_{\text {ext }}-1}}$ with $\theta_{i}=\alpha^{i}$ is the canonical basis. The representation of any $\quad C \in \mathbb{F}_{q^{d}{ }^{d} \text { ext }}$ over $\mathcal{B}$ is called polynomial representation because $\quad \mathrm{C}$ is a degree- $\left(\mathrm{d}_{\text {ext }}-1\right)$ polynomial in $\mathbb{F}_{\mathrm{q}}[\alpha]$.

With such a representation, the operations in $\quad \mathbb{F}_{q^{d_{e x t}}}$ can be naturally performed with the operations in $\mathbb{F}_{q}[x]$ presented in Section $5.1, M$ oreover, when a product in $\mathbb{F}_{q^{d} \text { ext }}$ is computed, the result $C$ can be represented as $\left(c_{0}, c_{1}, \ldots, c_{2 d_{\text {ext }}-2}\right)$. Then, an unlimited number of products can be accumulated with this representation, before performing the modular reduction by $f$ to obtain a $d_{\text {ext }}$-coeffient representation. The accumulation of coeffients allows to perform the main operations in $\mathbb{F}_{q^{d}{ }^{\text {ext }}}[x]$ with a complexity linear in the number of field modular reductions in $\quad \mathbb{F}_{q^{d} \text { ext }}$.

### 5.2.2 Representation using Normal Bases

Let $\beta \in \mathbb{F}_{q^{d}{ }^{d} \text { ext }}$. When $\beta \beta \quad q, \ldots, \beta q^{q^{d_{\text {ext }}-1}}$ are linearly independent over $\mathbb{F}_{q^{d}{ }^{\text {ext }}}, \mathcal{B}=\theta_{0}, \ldots, \theta_{\theta_{d_{\text {ext }}-1}}$ with $\theta_{i}=\beta^{q^{i}}$ is a normal basis of $\mathbb{F}_{q^{d} \text { ext }}$ over $\mathbb{F}_{q}$. Let $C, D \in \mathbb{F}_{q^{d} \text { ext }}$, and $v_{C}, v_{D} \in \mathbb{F}_{q}^{d_{\text {ext }}}$ be respectively their normal representation over $\mathcal{B}$. The operations in $\mathbb{F}_{q^{d} \text { ext }}$ can be performed as follows:

- $C+D$ is represented by $v_{C}+v_{D}$,
- $C \times D$ is represented by $v_{C} \cdot M \cdot v_{D}^{\top}$ for a specific matrix $M \in \mathcal{M} d_{\text {ext }} \mathbb{F}_{q}$,
- $C q^{k}=P_{i=0}^{d_{\text {ext }}-1} c_{i-k \bmod d_{\text {ext }}} \cdot \theta_{i}$ is represented by the right circular shift by $k$ positions of $v_{C}$.

The q-exponentiation is effient in the normal basis, because it corresponds to a circular shift of the coeffients. The multiplication can be performed as a vector-matrix-vector product, once $\quad M$ is known. The matrix $M$ depends only on $f$ and can be precomputed [106]. In fact, the computation of $v_{C} \cdot M \cdot v_{D}^{\top}$ is the evaluation of a $M Q$ polynomial $p_{M} \in \mathbb{F}_{q}\left[c_{0}, \ldots, c_{d_{\text {ext }}-1}, d_{0}, \ldots, d_{d_{\text {ext }}-1}\right]$. It is well-known that for $q=2$, the number of ones in $M$, which is also the number of non-zero terms of $p_{M}$, is greater or equal to $2 d_{\text {ext }}-1$ [125]. W hen this bound is reached, $\mathcal{B}$ is called optimal normal basis [125], since it minimizes the cost of the sparse evaluation of $\mathrm{p}_{\mathrm{M}}$.

### 5.3 A rithmetic in Binary Fields

In this section, we study how to perform effiently arithmetic in $\quad \mathbb{F}_{2^{d e x t}}$ when the polynomial representation is used (Section 5.2.1). The elements are represented as coeffient vectors in $\mathbb{F}_{2}$ and can be easily added in parallel (Section 5.3.1). Once elements are multiplied as degree- $\quad\left(\mathrm{d}_{\text {ext }}-1\right)$ binary polynomials (via Sections 5.1.2 or 5.1.3), the modular reduction can be performed effiently by using sparse field polynomials (Section 5.3.3) or cyclotomic field polynomials (Section 5.3.4). For an effient arithmetic in small binary fields, we refer to Sections 7.4 .9 and 9.5.1. For a complete arithmetic in $\mathbb{F}_{2^{\text {dext }}}$ with implementation techniques and timings, we refer to Section 9.2.

### 5.3.1 Boolean A rithmetic

We summarize the main operations in $\mathbb{F}_{2}$ in Table 5.2. The addition corresponds to the X 0 Rb oolean operator, whereas the multiplication corresponds to the an Dboolean operator. The squaring does not require any computation. These boolean operations are computed effiently in parallel on all classical architectures (Section 6.1.3).

| a | b | $\mathrm{a} \oplus \mathrm{b}$ | $\mathrm{a} \times \mathrm{b}$ | $\mathrm{a}^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 0 |
| 1 | 0 | 1 | 0 | 1 |
| 1 | 1 | 0 | 1 | 1 |

Table 5.2: $M$ ain operations in $\mathbb{F}_{2}$.

### 5.3.2 Irreducibility Conditions of Binary Polynomials

The choice of the irreducible polynomial $f$ of degree $d_{\text {ext }}$ defining $\mathbb{F}_{2^{d}{ }_{\text {ext }}}$ is important for the performance of the modular reduction, when the polynomial representation is used (Section 5.2.1). It is well-known that sparse polynomials are more effient (Section 5.3.3). In this section, we study properties on these irreducible polynomials.

Let $f=P \quad{ }_{i=0} x^{k_{i}} \in \mathbb{F}_{2}[x]$ for $0 \leqslant k_{0}<k_{1}<\ldots<k .=d_{\text {ext }}$. For $d_{\text {ext }}>1$, we know that $f$ is irreducible only if $k_{0}=0$ and ' is even (respectively because zero and one are not roots of $f$ ). This implies that the most sparse irreducible polynomials over $\quad \mathbb{F}_{2}$ are trinomials. When it exits, we can choose $k_{1} \leqslant \frac{d_{\text {ext }}}{2}$ (since $\operatorname{Rec}_{d_{\text {ext }}}(f)$ is irreducible). Else, we can choose an irreducible pentanomial. For $d_{\text {ext }} \geqslant 4$, it is conjectured that an irreducible pentanomial of degree $d_{\text {ext }}$ exists. Therefore, the use of irreducible trinomials and pentanomials is enough to represent $\quad \mathbb{F}_{2^{\text {dext }}}$ for all $\mathrm{d}_{\text {ext }}>1$.

In cryptography, when a cryptosystem is being designed, the designer can choose $d_{\text {ext }}$ which optimizes the performances. In particular, he can choose $d_{\text {ext }}$ such that an irreducible trinomial $f$ of degree $d_{\text {ext }}$ exists. But between diffrent trinomials, some values of $d_{\text {ext }}$ and $k_{1}$ are more effient in practice. Therefore, we propose to study what are the possible values. If a trinomial is irreducible over $\mathbb{F}_{2}$, then the following properties are verified:

1. $\mathrm{d}_{\mathrm{ext}} \neq 0 \bmod 8$.
2. If $k_{1}=0 \bmod 2$, then $d_{\text {ext }}=1 \bmod 2$.
3. If $k_{1}=0 \bmod 4$, then $d_{e x t}= \pm 1 \bmod 8$.
4. If $d_{\text {ext }}-k_{1}=0 \bmod 4$, then $d_{\text {ext }}= \pm 1 \bmod 8$.
5. If $d_{e x t}-2 k_{1}=0 \bmod 8$, then $k_{1}=1 \bmod 8$ or $k_{1}=3 \bmod 8$.

These properties are obtained from a reformulation of [156, Corollary 5]. The latter enumerates all cases where $f$ has an even number of factors (and hence is reducible) over $\mathbb{F}_{2}$. We will show in Section 9.2.3 that the modular reduction can be accelerated when $\quad d_{\text {ext }}, k_{1}, d_{\text {ext }}-k_{1}$ or $d_{\text {ext }}-2 k_{1}$ are multiple of eight.

### 5.3.3 M odular Reduction by Sparse Polynomials over

$\mathbb{F}_{2}$
In this section, we want to reduce $\quad R=P_{i=0}^{2 d_{\text {ext }}-2} r_{i} x^{i}$ the result of a multiplication/squaring in $\quad \mathbb{F}_{2^{d} \text { ext }}$, when the polynomial representation is used (Section 5.2.1). The choice of the irreducible polynomial $f$ defining $\mathbb{F}_{2^{d_{\text {ext }}}}$ (Section 5.3.2) is important for the modular reduction: it is faster when $f$ is a trinomial or pentanomial [101, 6, 5]. The classical method to perform the sparse modular reduction is to specify the classical Euclidean division (Algorithm 16) for a sparse polynomial. Naturally, the computation of the remainder is equivalent to computing $\quad R-f Q$ for any $Q \in \mathbb{F}_{2}[x]$ with a classical polynomial multiplication (Section 5.1.4). The multiplication of $f$ by $Q$ is a multiplication by a sparse polynomial, which requires only $0 d_{\text {ext }}$ ' operations in $\mathbb{F}_{2}$ instead of $0 d_{\text {ext }}^{2}$ for a dense polynomial. Then, we remark that when $2\left(k_{-1}-1\right)<d_{\text {ext }}$, the order of operations can be easily changed to optimize the computation with the polynomial representation (Section 5.2.1). This is due to the fact that $\operatorname{Rec}_{d_{\text {ext }}}(f)^{-1} \bmod x^{d_{\text {ext }}-1}$ is very sparse (Section 5.1.4), since $\operatorname{Rec}_{d_{\text {ext }}}(f)^{-1}=$ $\operatorname{Rec}_{d_{\text {ext }}}(f)=1 \bmod x^{d_{\text {ext }}-k^{*}-1}$. We specify this behavior for trinomials.

Modular reduction by a trinomial.
Here, we explain the principle of modplar reduction by $\beta$ trinomial. Let $f_{3}=x^{d_{\text {ext }}}+x_{P}^{k_{1}}+1$ such that $0<k_{1} \leqslant \frac{d_{\text {ext }}}{2}$. Let $R_{0}={\underset{i=0}{d_{\text {ext }}-1} r_{i} x^{i}, R_{k_{1}}=, ~=~}_{i}$ $\underset{i=d_{\text {ext }}}{2 d_{\text {ext }}-k_{1}-1} r_{i} x^{i-d_{\text {ext }}}$ and $S_{k_{1}}=P \underset{i=2 d_{\text {ext }}-k_{1}}{2 d_{\text {ext }}-2} r_{i} x^{i-2 d_{\text {ext }}+k_{1}}$, we have:

$$
\begin{equation*}
R=R_{0}+R_{k_{1}}+S_{k_{1}} x^{d_{e x t}-k_{1}} x^{d_{e x t}} . \tag{5.7}
\end{equation*}
$$

We perform a first step of reduction by $f_{3}$ by replacing $x^{d_{\text {ext }}}$ by $f_{3}-x^{d_{\text {ext }}}$ in (5.7). We obtain:

$$
R=R_{0}+R_{k_{1}}+S_{k_{1}} x^{d_{e x t}-k_{1}}+R_{k_{1}} x^{k_{1}}+S_{k_{1}} x^{d_{e x t}} \bmod f_{3}
$$

We iterate a new step of reduction:

$$
\begin{equation*}
R=R_{0}+R_{k_{1}}+S_{k_{1}} x^{d_{e x t}-k_{1}}+R_{k_{1}} x^{k_{1}}+S_{k_{1}} f_{3}-x^{d_{e x t}} \bmod f_{3} \tag{5.8}
\end{equation*}
$$

In Equation (5.8), the degree of $R$ is max $d_{\text {ext }}-1,2\left(k_{1}-1\right)$. So, $R$ is reduced modulo $f_{3}$ if and only if $2\left(k_{1}-1\right)<d_{\text {ext }}$. In two steps of reduction, we have then a method to compute the modular reduction for all trinomial such that $k_{1} \leqslant \frac{d_{\text {ext }}}{2}$.
Remark 1. When $\mathrm{k}_{1}=1, \mathrm{~S}_{\mathrm{k}_{1}}=0$ and R is reduced in only one step.
Modular reduction by a sparse polynomial. Similarly to trinomials, we explain the prin-



$$
\begin{equation*}
R=R_{0}+R_{k_{j}}+S_{k_{j}} x^{d_{e x t}-k_{j}} x^{d_{e x t}} \tag{5.9}
\end{equation*}
$$

We perform a first step of reduction by $f$ by replacing $x^{d_{\text {ext }}}$ by $f-x^{d_{e x t}}$ in Equation (5.9). We compute $R_{k_{j}}+S_{k_{j}} x^{d_{\text {ext }}-k_{j}} \times 1+{ }_{j=1}^{-1} x^{k_{j}}$ by multiplying the left operand by $\quad x^{k_{j}}$ for $j \in \llbracket 1,{ }^{`}-1 \rrbracket$, and we choose $j=1$ when we multiply the left operand by 1 . We obtain:

$$
R=R_{0}+R_{k_{1}}+S_{k_{1}} x^{d_{e x t}-k_{1}}+\dot{X}^{-1} R_{k_{j}} x^{k_{j}}+S_{k_{j}} x^{d_{e x t}} \bmod f .
$$

We iterate a new step of reduction:

$$
\begin{equation*}
R=R_{0}+R_{k_{1}}+S_{k_{1}} x^{d_{e x t}-k_{1}}+{ }_{j=1}^{\dot{X}^{-1}} R_{k_{j}} x^{k_{j}}+f-x^{d_{e x t}}{\underset{j=1}{X^{-1}} S_{k_{j}} \bmod f . ~ . ~ . ~}_{\text {. }} \tag{5.10}
\end{equation*}
$$

In Equation (5.10), the degree of $R$ is max $d_{\text {ext }}-1,2\left(k_{-1}-1\right)$. So, $R$ is reduced modulo $f$ if and only if $2\left(k_{-1}-1\right)<d_{\text {ext }}$. In two steps of reduction, we have then a method to compute the modular reduction for all polynomial such that $\quad \mathrm{k}_{-1} \leqslant \frac{\mathrm{~d}_{\text {oxt }}}{2}$.
Remark 2. When $\mathrm{k}_{1}=1, \mathrm{~S}_{\mathrm{k}_{1}}=0$ and Equation (5.10) can be simplified accordingly.

### 5.3.4 Modular Reduction by Cyclotomic Polynomials over $\mathbb{F}_{2}$

In the previous section, we study how to take advantage of the sparse polynomials to improve the field modular reductions. But we can also take advantage of structured polynomials. In this section, we deal with irreducible cyclotomic polynomial, also called All One Polynomial (AOP) [109, 154], and $s$-Equally Spaced Polynomial ( $s$-ESP) [109] its generalization ( $s \in \mathbb{N}^{*}$ ). An AOP is a one-ESP. In polynomial basis, the cyclotomic polynomials allow to perform modular reductions faster than by using trinomials. However, the conditions on $d_{\text {ext }}$ for that the degree- $d_{\text {ext }}$ cyclotomic polynomial is irreducible are strong.

Straightforward modular reduction. The s-ESP of degree $d_{\text {ext }}$ is:

$$
f=\sum_{i=0}^{d_{s}^{d_{\text {xt }}}} x^{s \cdot i}=\frac{x^{d_{\text {ext }}+s}-1}{x^{s}-1} .
$$

Thus, we obtain that:

$$
x^{d_{\mathrm{ext}}+\mathrm{s}}-1=x^{s}-1 \cdot f=0 \bmod f .
$$

So, the modular reduction is straightforward in polynomial basis. All terms greater or equal to $x^{d_{\text {ext }}+s}$ can be reduced with a right shift by $d_{\text {ext }}+s$ of the coeffients. Finally, the terms greater or equal to $x^{d_{\text {ert }}}$ are just the product of a $s$-coeffient polynomial by the $\left(d_{\text {ext }}-s\right)$-degree $s$-ESP.

Irreducibility condition. Wah and Wang introduced the following lemma [109, Lemma 1] to know if an AOP is irreducible, then a theorem [109, Theorem 3] for the irreducibility of s-ESP.
Lemma 1. An AOP of degree $d_{\text {ext }}$ is irreducible over $\mathbb{F}_{2}$ if and only if $\left(d_{\text {ext }}+1\right)$ is a prime and 2 is the generator of $\mathbb{F}_{d_{\text {ext }}+1}^{\times}$, where $\mathbb{F}_{d_{\text {ext }}+1}^{\times}$is the multiplicative group in $\mathbb{F}_{\mathrm{d}_{\text {ext }}+1}$.

Theorem 3. A $s$-ESP of degree $d_{\text {ext }}=s n$ is irreducible over $\mathbb{F}_{2}$ if and only if the $n$-degree AOP is irreducible over $\mathbb{F}_{2}$ and for some integer $t, s=(n+1)^{t-1}$ and $2^{n(n+1)^{t-2}} \neq 1 \bmod (n+1)^{t}$.

So, we obtain that the degree- $d_{\text {ext }} A O P$ is reducible when $d_{\text {ext }}>1$ is odd. M oreover, the quadratic reciprocity theorem [156] implies that 2 is a square modulo $d_{\text {ext }}+1$ if and only if $d_{\text {ext }}+1= \pm 1 \bmod 8$. In this case, 2 is not a generator of $\mathbb{F}_{d_{\text {exit }}+1}$. We deduce that if the degree- $d_{\text {ext }} A O P$ is irreducible, then $d_{\text {ext }}=2 \bmod 8$ or $d_{\text {ext }}=4 \bmod 8$. This condition is clearly stronger than for irreducible trinomials. For $d_{\text {ext }}$ from 2 to 576 , only 44 AOPs and 55 s-ESPs are irreducible (with 52 distinct degrees), whereas there exist irreducible trinomials for 320 values of $d_{\text {ext }}$ (cf. Section B.9).

### 5.4 Advanced A rithmetic in $\quad \mathbb{F}_{\mathrm{q}}[x]$

In this section, we study arithmetic operations which will allow to introduce a root finding algorithm in $\mathbb{F}_{q^{d}}[x]$ (Section 5.4.8), as for example the Euclidean algorithm (Section 5.4.1), the modular composition (Section 5.4.3) and the Frobenius map (Section 5.4.5). We also study the evaluation of univariate polynomials in one or several points (Sections 5.4.3 and 5.4.4), which are crucial for the performance of the dual mode (Chapter 3). For each operation, we present diffrent strategies to perform them, and we study the number of field operations.

Similarly to Section 5.1, let $F, G$ and $H$ be respectively degree- $d_{f}$, degree- $d_{g}$ and degree- $d_{h}$ polynomials in $\mathbb{F}_{\mathrm{q}}[\mathrm{x}]$, such that:

$$
F=x_{i=0}^{d_{f}} f_{i} x^{i}, G=x_{i=0}^{d_{g}} g_{i} x^{i}, H=x_{i=0}^{x_{n}} h_{i} x^{i} .
$$

In Sections 5.4.5, 5.4.6, 5.4.7 and 5.4.8, we study the impact of the extension degree on the current operation. Therefore, we consider $F, G$ and $H$ in $\mathbb{F}_{q^{d} \text { ext }}[x]$ instead of $\mathbb{F}_{q}[x]$ for these sections.

### 5.4.1 Extended Euclidean Algorithm

The computation of the Greatest Common Divisor (GCD) of F and H in $\mathbb{F}_{\mathrm{q}}[\mathrm{x}]$, via Euclidean algorithm [161, Section 3], is a central operation in $\mathbb{F}_{\mathrm{q}}[\mathrm{x}]$. This is particularly useful for root finding (Section 5.4.8) and split root finding algorithms (Section 5.4.7). M oreover, the extended version of the Euclidean algorithm allows to build a Bezout relationship between $F$ and $H$, i.e. finding $U$ and $V$ in $\mathbb{F}_{\mathrm{q}}[\mathrm{x}]$ such that:

$$
F U+H V=G C D(F, H)
$$

The Bezout relationship permits to compute the inverse of F modulo H when the latter exists (Section 5.4.2). We present in this section Euclidean algorithm and its extended version. In particular, we remark that less popular methods are effient for small degree inputs.

Euclidean algorithm. Euclidean algorithm [161, Algorithm 3.5] is based on the following relationship:

$$
G C D(F, H)=G C D(H, F \bmod H) .
$$

By repeating this process (Algorithm 18), we compute the remainders of the successive Euclidean divisions of $F$ by $H$, until $G C D(G, 0)=G$. The last non-null remainder is $G C D(F, H)$.

```
Algorithm 18 Traditional Euclidean algorithm.
    function \(E A F \in \mathbb{F}_{q}[x], H \in \mathbb{F}_{q}[x]\)
        \(\mathrm{R}_{0}, \mathrm{R}_{1} \leftarrow \mathrm{~F}, \mathrm{H}\)
        \(\mathrm{i} \leftarrow 1\)
        while \(R_{i} \neq 0\) do
            \(\mathrm{R}_{\mathrm{i}+1} \leftarrow \mathrm{R}_{\mathrm{i}-1} \bmod \mathrm{R}_{\mathrm{i}}\)
            \(\mathrm{i} \leftarrow \mathrm{i}+1\)
        end while
        return \(R_{i-1} \quad . G C D(F, H)=G C D\left(R_{i-1}, 0\right)=R_{i-1}\).
    end function
```

The core of Algorithm 18 is the computation of $R_{i-1} \bmod R_{i}$. This step can be optimized or modified by using properties on GCD. Assume we want to compute F mod H . We can consider the following methods:

1. directly compute the Euclidean division of F by H ,
2. use $G C D(F, H)=G C D \quad F, h_{d_{h}}^{-1} H$ to obtain a monic divisor,
3. use the Euclid-Stevin strategy $[155,19]$. Given $F$ and $H$ such that $d_{f} \geqslant d_{h}$, we compute $F=h_{d_{h}} F-f_{d_{f}} H x^{d_{f}-d_{h}}$ until $d_{f}<d_{h}$. Let $F_{1}$ be the last computed value of $F$. We have:

$$
G C D(F, H)=G C D\left(H, F_{1}\right) .
$$

By using the classical Euclidean algorithm (Algorithm 16), M ethods 1 and 2 require one inversion in $\mathbb{F}_{q}^{\times}$, then $M$ ethod 1 multiplies the quotient by the inverse, whereas $M$ ethod 2 multiplies the divisor by the inverse. So, $M$ ethod 1 requires $\left(d_{f}-d_{h}+1\right)\left(d_{h}+1\right)$ field multiplications whereas $M$ ethod 2 requires $\left(d_{f}-d_{h}+2\right) d_{h}$ field multiplications. M ethod 2 is strictly better when $2 d_{h}-1>d_{f}$, which is rare in practice. M ethod 3 requires at most $\quad\left(d_{f}-d_{h}+1\right)\left(d_{f}+d_{h}-1\right)-\frac{\left(d_{f}-d_{h}-1\right)\left(d_{f}-d_{h}\right)}{2}$ field multiplications, but no inversion in $\mathbb{F}_{q}^{\times}$. This method is the best when the inversion in $\mathbb{F}_{q}^{\times}$is expensive compared to the field multiplication.

Extended Euclidean algorithm. It is well-known that Euclidean algorithm can be extended to compute Bezout coeffients [161, Algorithm 3.6]. We present it in Algorithm 19.

```
Algorithm 19 Traditional extended Euclidean algorithm.
    function \(E E A F \in \mathbb{F}_{q}[x], H \in \mathbb{F}_{q}[x]\)
        \(\mathrm{R}_{0}, \mathrm{R}_{1} \leftarrow \mathrm{~F}, \mathrm{H}\)
        \(\mathrm{U}_{0}, \mathrm{U}_{1} \leftarrow 1,0\)
        \(\mathrm{V}_{0}, \mathrm{~V}_{1} \leftarrow 0,1\)
        \(\mathrm{i} \leftarrow 1\)
        while \(R_{i} \neq 0\) do
            \(\mathrm{Q}_{\mathrm{i}} \leftarrow \mathrm{R}_{\mathrm{i}-1} / \mathrm{R}_{\mathrm{i}} \quad\). Quotient of the Euclidean division.
            \(\mathrm{R}_{\mathrm{i}+1} \leftarrow \mathrm{R}_{\mathrm{i}-1}-\mathrm{Q}_{i} \mathrm{R}_{\mathrm{i}} \quad\). Remainder of the Euclidean division.
            \(\mathrm{U}_{\mathrm{i}+1} \leftarrow \mathrm{U}_{\mathrm{i}-1}-\mathrm{Q}_{\mathrm{i}} \mathrm{U}_{\mathrm{i}}\)
            \(\mathrm{V}_{\mathrm{i}+1} \leftarrow \mathrm{~V}_{\mathrm{i}-1}-\mathrm{Q}_{\mathrm{i}} \mathrm{V}_{\mathrm{i}}\)
            \(\mathrm{i} \leftarrow \mathrm{i}+1\)
        end while
        return \(\left(R_{i-1}, U_{i-1}, V_{i-1}\right) \quad . F U{ }_{i-1}+H V_{i-1}=R_{i-1}=G C D(F, H)\).
    end function
```

Fast extended Euclidean algorithm.
The extended Euclidean algorithm can be performed by doing giant steps in the list of successive remainders, by using the so-called half-GCD algorithm ([161, Algorithm 11.6], [36, Algorithm 6.9]). Coupled to a divide-and-conquer approach, we obtain a fast extended Euclidean algorithm ([161, Algorithm 11.8], [36, Algorithm 6.8]). Its complexity is $O\left(M\left(d_{f}\right) \log \left(d_{f}\right)\right)$ field multiplications and additions plus at most $d_{f}+2$ inversions in $\mathbb{F}_{q}^{\times}$[161,

Corollary 11.9]. In 2019, the authors of [19] introduced a fast constant-time GCD. Its complexity is $\left.\Theta M\left(d_{f}\right) \log \left(d_{f}\right)\right)$ field multiplications and additions. Unlike the previous fast GCD which is based on polynomial multiplications and Euclidean divisions, the method of [19] is only based on the polynomial multiplication.

### 5.4.2 M odular Inversion

The inversion of $F$ mod $H$ is the problem of finding, if any, a polynomial $G$ such that $F \times G=$ $1 \bmod H$, i.e. $G=F^{-1} \bmod H$. This operation is critical to compute the inverse in the extension fields. There are mainly two strategies to compute it: the extended Euclidean algorithm [161, Theorem 4.1] and the modular exponentiation via Fermat [161, Section 4.4]. These methods can be easily adapted to compute inverses in prime fields (by taking $\quad \mathrm{F} \in \mathbb{F}_{\mathrm{p}}$ and $\mathrm{H}=\mathrm{p}$ ).

Euclid-based inversion. By definition of the inverse, we search $G$ such that $F G+H V=1$, with $V \in \mathbb{F}_{q}[x]$. In other words, we want to write 1 with a Bezout relationship between $F$ and $H$. This relationship exists if and only if $G C D(F, H)=k$ for $k \in \mathbb{F}_{q}^{\times}$. When $F$ is invertible, the Bezout relationship between F and H is:

$$
F U+H V=G C D(F, H)=k \text {, with } U, V \in \mathbb{F}_{q}[x] .
$$

In this case, $\mathrm{k}^{-1} \mathrm{FU}=1 \mathrm{mod} \mathrm{H}$ and $\mathrm{k}^{-1} \mathrm{U}$ is the inverse of F mod H . Naturally, the Euclidean algorithm (Section 5.4.1) applied to $F$ and $H$ allows to know if the inverse exists, and can be computed with its extended version. The latter can be improved by computing only the first B ezout coeffient.

Fermat-based inversion. $\quad W$ hen $H$ is irreducible, $\mathbb{F}_{q}[x] /(H)$ is the field having $q^{d_{h}}$ elements. $B$ ased on Fermat's little theorem, we have:

$$
F^{q^{d} h}=F \bmod H,
$$

and when $\mathrm{F} \neq 0 \bmod \mathrm{H}$,

$$
\begin{equation*}
F^{q^{d} h-2}=F^{-1} \bmod H . \tag{5.11}
\end{equation*}
$$

So, $\mathrm{F}^{-1}$ can be computed with a modular exponentiation. The latter can be performed effiently by using the Itoh-Tsujii M ultiplicative Inversion Algorithm (Sections 9.2.6 and B.6).

### 5.4.3 Univariate Evaluation and Modular Composition

In this section, we present the polynomial evaluation of $G \in \mathbb{F}_{q}[x]$ in an element $a \in \mathcal{R}$, for $\mathcal{R}$ a ring. We denote by $1_{\mathcal{R}}$ the zero element of the multiplicative group of $\mathcal{R}$. This ring can be $\mathbb{F}_{q}$, $\mathbb{F}_{\mathrm{q}}[\mathrm{x}] /(\mathrm{H}), \mathcal{M} \mathbb{F}_{\mathrm{q}}, \ldots$ When $\mathcal{R}=\mathbb{F}_{\mathrm{q}}[\mathrm{x}] /(\mathrm{H})$, the computation of $\mathrm{G}(\mathrm{a}) \bmod \mathrm{H}$ is called modular composition. The latter is useful to compute $x^{k} \bmod H$ for $k \in \mathbb{N}$, which appears during the Fermat-based modular inversion (Section 5.4.2) and during the Frobenius map (Section 5.4.5).

Dot product strategy. A classical strategy to perform the evaluation is to compute the vector of the powers of $a$, then compute itk dot product with the vector $j$ of qeeffients of $G$. The powers of a can be computed with $\frac{d_{g}-1}{2}$ multiplications in $\mathcal{R}$ and $\frac{d_{g}}{2}$ squarings in $\mathcal{R}$. Then, the dot product requires $d_{g}-1$ additions in $\mathcal{R}$, one scalar addition and $d_{g}$ scalar multiplications.

Horner's rule. The polynomial evaluation can be performed without the computation of the powers of a, by using Horner's rule:

$$
G(a)=\left(\left(\cdots\left(\left(g_{d_{g}} \cdot a+g_{d_{g}-1} \cdot 1_{\mathcal{R}}\right) \times a+g_{d_{g}-2} \cdot 1_{\mathcal{R}}\right) \cdots\right) \times a+g_{1} \cdot 1_{\mathcal{R}}\right) \times a+g_{0} \cdot 1_{\mathcal{R}} .
$$

This rule is well-known to minimize the number of additions and multiplications, which is $d_{g}$. However, $\mathrm{d}_{\mathrm{g}}-1$ multiplications (denoted by $\times$ ) are computed in $\mathcal{R}$, whereas the other operations are scalar. When $\mathcal{R}$ is not a subset of $\mathbb{F}_{q}$, the operations in $\mathcal{R}$ are more expensive than the scalar operations. So, we study other strategies which minimize the number of these operations.

Baby-Step Giant-Step approach. The number of operations in $\mathcal{R}$ can go down to $0{ }^{\mathrm{p}} \overline{\mathrm{d}_{g}}$. To do it, M. Paterson and L. Stockmeyer proposed to use a Baby-Step Giant-Step approach [136, Algorithm B]. The idea is to split $G$ into bblocks of $s$-coeffient polynomials, evaluate each block, then evaluate $G$ which is become a b-coeffient polynomial in $\mathcal{R}[x]$. In Algorithm 20, we present this strategy by introducing a matrix-vector product. This idea is an adaptation of the Brent and Kung algorithm [42, Algorithm 2.1]. R. Brent and H . Kung remarked that when $\mathcal{R}=\mathbb{F}_{\mathrm{q}}[\mathrm{x}](\mathrm{H})$, the matrix-vector product can be written as a matrix product over $\quad \mathbb{F}_{q}$, allowing to use fast matrix products during the modular composition. Algorithm 20 is a generalization of the previous approaches. Algorithm 20 with $b=1$ corresponds to the dot product strategy, whereas $b=d_{g}$ corresponds to the direct use of Horner's rule.

Algorithm 20 Polynomial evaluation using the baby-step giant-step approach.
Input: $G \in \mathbb{F}_{\mathrm{q}}[x], a \in \mathcal{R}, b \in \mathbb{N}^{*}$ such that $b \leqslant d_{g}$.
Output: G(a).
0. Let $s=\frac{d_{g}}{b}$ and $G(x)={ }^{P} \underset{i=0}{b-1} G_{i}(x) \cdot x^{s}{ }^{i}+g_{b s} \cdot x^{b s}$, with $G_{i} \in \mathbb{F}_{q}[x], \operatorname{deg}\left(G_{i}\right)<s$.

1. Compute $a^{2}, a^{3}, \ldots, a^{5}$ (e.g. with Algorithm 45). These are the baby steps.
2. Re-use them to evaluate $G_{0}, \ldots, G_{b-1}$ in a. These evaluations can be performed with the following matrix-vector product:

| $g_{0}$ | $\cdots$ | $g_{s-1}$ | 0 | $1_{\mathcal{R}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $g_{s}$ | $\cdots$ | $g_{2 s-1}$ | 0 | $a$ | $G_{0}(a)$ |
| $\vdots$ | $\ddots$ | $\vdots$ | $\vdots$ | $\vdots$ | $G_{1}(a)$ |
| $g_{(b-2) s}$ | $\cdots$ | $g_{(b-1) s-1}$ | 0 | $a^{s-1}$ | $\vdots$ |
| $g_{(b-1) s}$ | $\cdots$ | $g_{b s-1}$ | $g_{b s}$ | $a^{s}$ | $G_{b-1}(a)+g_{b s} \cdot a^{s}$ |.

3. Compute $G(a)$ as:

$$
x_{i=0}^{x^{2}} G_{i}(a) \times a^{s{ }^{i}}+G_{b-1}(a)+g_{b s} \cdot a^{s} \times a^{s} b-1
$$

Equation (5.12) can be performed with Horner's rule ( cf. Algorithm 46), which allows to save the computation of the powers of $a^{s}$. These are the giant steps.

By choosing $b=p{ }^{p} \bar{d}_{g}$, we can minimize the complexity, with approximately $\quad{ }_{\frac{3}{2}} \mathrm{p} \overline{d_{g}}$ multiplications in $\mathcal{R}$, and $\frac{1}{2} \mathrm{p}_{\mathrm{d}}$ squarings in $\mathcal{R}$. Independently, Step 2 requires roughly $\mathrm{d}_{\mathrm{g}}$ multiplications between elements of $\mathbb{F}_{q}$ and $\mathcal{R}$. In Section B.4, we propose a variant with a similar complexity.

## A bout evaluation of polynomial systems.

In the case where several polynomials are evaluated in a, some optimizations can be applied to Algorithm 20. Step 1 should be performed only one time. Step 3 can be optimized by precomputing one time the powers of $\left(a^{5}\right)^{i}$ for $i<b$, then by replacing Horner's rule by a dot product.

### 5.4.4 Multipoint Evaluation of Univariate Polynomial Systems

In all cryptographic operations of the dual mode (Chapter 3), we have to evaluate a univariate polynomial system whose coeffients live in $\quad \mathbb{F}_{q^{k}}$, a small extension of $\mathbb{F}_{q}$. The number of equations and evaluation points depends on the cryptographic operations, so we need to adapt the strategies used accordingly. Here, we present several strategies.

Classical polynomial and multipolynomial evaluation.
The simplest method is to use the strategies described in Section 5.4.3. We note that:

- The powers of a point should be computed only one time for all polynomials of the system, and can be performed in parallel.
- During the matrix-vector product, the multiplications do not require modular reductions and can be performed in parallel. For $q=2$, the size of $\mathbb{F}_{q^{k}}$ is small enough to directly compute the multiplication with one call to PC LM U LQ ゆSection 6.1.3). So, avoiding the modular reduction improves drastically the implementation.

Fast multipoint evaluation of polynomial systems.
Let $M(d)$ be the cost of multiplying two degree- $d$ polynomials. The evaluation of a degree- $d$ polynomial in $d$ points can be achieved in $0(M(d) \log (d))$ field multiplications with the fast multipoint evaluation algorithm [161, A Igorithm 10.7]. For a polynomial system, the subproduct tree can be computed one time for all polynomials. When the point set can be chosen, the previous algorithm can be improved. With a geometric sequence, this can be solved in $\mathrm{O}(\mathrm{M}(\mathrm{d})$ ) field multiplications [37].

Additive FFT in binary fields. When the evaluation point set is large, it can be interesting to evaluate polynomials with the Fast Fourier Transform. The classical FFT uses a divide-and-conquer approach by splitting a polynomial $f \in \mathbb{F}_{q^{k}}[X]$ into $f_{0}\left(X^{2}\right)+X f_{1}\left(X^{2}\right)$, with $f_{0}$ and $f_{1}$ half-degree polynomials. So, computing $f(a)$ and $f(-a)$ for a a field element is reduced to computing $f_{0}\left(a^{2}\right)$ and $f_{1}\left(a^{2}\right)$. However, this classical approach cannot be applied in characteristic two, since $a$ and -a are the same element. So, S. Gao and T. M ateer [93] introduced the additive FFT. The main idea is to split $f \in \mathbb{F}_{2^{k}}[X]$ into $f_{0}\left(X^{2}-X\right)+X f_{1}\left(X^{2}-X\right)$, because $X^{2}-X$ is the field equation of $\mathbb{F}_{2}$. Then, computing $f(a)$ and $f(a+1)$ is reduced to computing $f_{0} a^{2}-a$ and $f_{1} a^{2}-a$. For the classical FFT, $f_{0}$ (respectively $f_{1}$ ) is generated from the even (respectively odd) degree terms of $f$. For the additive FFT, the computation is a bit more complicated, but is performed effiently with the so-called radix conversion. The complexity of the additive FFT [17] is $(\mathrm{K}-1) 2^{\mathrm{k}+1}+1$ multiplications in $\mathbb{F}_{\mathrm{q}^{\mathrm{k}}}$ and $(\mathrm{K}+3) \mathrm{k} 2^{\mathrm{K}-2}-2^{\mathrm{K}-1}$ additions in $\mathbb{F}_{\mathrm{q}^{\mathrm{k}}}$. Since 2010 , several tricks have been proposed to decrease the number of operations [17].

### 5.4.5 Frobenius Map

An important step during the univariate root finding (Section 5.4.8) is to compute $\quad x^{q^{k}} \bmod H$, for $k>1$. This problem is so-called Frobenius map. Several strategies are possible to compute it. N ote that for each of them, when the fast Euclidean division (Section 5.1.4) is used, $\quad \operatorname{Rec}_{d_{h}}(H)^{-1} \bmod$ $x^{d_{h}-1}$ can be computed one time for all modular reductions.

Classical repeated squaring algorithm. We can compute $x^{q^{k}} \bmod H$ by using the square-and-
 reduced modulo $H$, this method requires one modular reduction to compute $\quad x^{q^{[\log }{ }^{\left(d_{h}\right) 7}} \bmod H$, then $\left\lfloor\log _{2}(\mathrm{~d})\right\rfloor$ modular squarings and $\mathrm{H} W(\mathrm{~d})-1$ modular multiplications in $\mathbb{F}_{\mathrm{q}^{d e x t}}[\mathrm{x}] /(\mathrm{H})$, where H Wstands for Hamming weight. We can also just repeat $k-\left\lceil\log _{q}\left(d_{h}\right)\right\rceil$ times the modular exponentiation to the power q. Note that these methods are diffent only in odd characteristic.

Use of the modular composition. We can compute $\mathrm{x}^{\mathrm{q}^{\mathrm{k}}} \bmod \mathrm{H}$ by using the following property:

$$
\begin{equation*}
G(x)^{q^{j}} \bmod H={ }_{i=0}^{d x-1} g_{i} x^{i}=q_{i=0}^{d} x^{-1} g_{i}^{q^{j}} x^{q^{j}}=e^{(j)} x^{q^{j}} \bmod H \tag{5.13}
\end{equation*}
$$

where $\mathcal{E}^{(j)}(x)=P_{i=0}^{d_{h}-1} g_{i}^{q^{j}} x^{i} \in \mathbb{F}_{q^{d}{ }^{d} t}[x]$. Thus, we can use the square-and-multiply algorithm to compute $q^{k}$ instead of $x^{q^{k}} \bmod H$. Once $k$ is decomposed in base two with the square-andmultiply method, the power $k^{\prime}$ in $x^{q^{k^{\prime}}}$ can be multiplied by two by using $j=k^{\prime}$ and $G(x)=$ $x^{q^{k^{\prime}}} \bmod H$ in Equation (5.13), whereas the addition with any $\quad k^{\prime}$ is obtained by using $j=k^{\prime}$ and $G(x)=x^{q^{k^{\prime}}} \bmod H$ in Equation (5.13). This idea was already proposed in [161, Algorithm 14.55], and recently used in [120] to improve the root finding of HFEpolynomials. Both use a right-toleft square-and-multiply algorithm on $q^{k}$ (Section B.5). However, this strategy does not minimize the number of modular compositions. Therefore, we perform a left-to-right square-and-multiply exponentiation on $q^{k}$. We present this method in Algorithm 21, which is currently used in NTL

```
Algorithm 21 Frobenius map using the left-to-right square-and-multiply algorithm on \(q^{k}\).
    function FrobM apLR \(H \in \mathbb{F}_{q^{d}{ }^{\text {ext }}}[x], k \in \mathbb{N}^{*}\)
        \(\left.r \leftrightarrow \log _{2}(k)\right\rfloor\)
        \(X_{0} \leftarrow x^{q} \operatorname{modH} \quad\).X \(\quad{ }_{0}=x^{9^{2^{0}}} \operatorname{modH}\).
        for \(i\) from 1 to \(r\) do
            \(X_{i} \leftarrow X_{i-1}^{\left(\left\lfloor\frac{k}{2 r-i+1}\right\rfloor\right)} \circ X_{i-1} \bmod H \quad\). Square: \(X_{i}=X^{q^{2\left\lfloor\frac{k}{2^{r-1+1}}\right\rfloor} \bmod H .}\)
            if \(\frac{k}{2^{r-r}} \bmod 2=1\) then
                    \(X_{i} \leftarrow X_{i}^{q} \bmod H\)
                                And multiply: \(\quad X_{i}=x^{q^{2}\left\lfloor\frac{k}{2^{r-1+1}}\right\rfloor+1} \bmod H\).
            end if
                                    . Here, \(X_{i}=X^{\left\lfloor\frac{k}{2^{r}-i}\right\rfloor} \bmod H\).
        end for
        return \(X_{r} \quad\) i \(=r\) and \(X_{r}=x^{q^{k}} \bmod H\).
    end function
```

Algorithm 21 requires $\left\lfloor\log _{2}(k)\right\rfloor$ modular compositions in $\mathbb{F}_{q^{d} \text { ext }}[x]$, $\left(k-H w_{1}(k)\right) \cdot d_{h}$ exponentiations to the power $q$ in $\mathbb{F}_{q^{d} \text { eat }}$ (or $\left\lfloor\log _{2}(k)\right\rfloor d_{h}$ calls to Algorithm 22 , via $\left\lfloor\log _{2}(k)\right\rfloor$ multi-squaring tables) and $\mathrm{H} W(\mathrm{k})-1$ modular exponentiations to the power q in $\mathbb{F}_{\mathrm{q}^{\mathrm{d} e x t}}[\mathrm{x}] /(\mathrm{H})$. Note that these exponentiations can also be computed with the modular composition, by writing $\quad X_{i}^{q}=X_{i}^{(1)} \circ X_{0} \bmod H$.

## Repeated squaring algorithm using multi-squaring tables.

Here, the idea is to perform $\quad k^{\prime}$ times the $q$-exponentiation in one step, as presented in Algorithm 22. This can be computed effi ciently by remarking that the linearity of the Frobenius endomorphism (Equation (5.3)) implies that a $d_{h}$-coeffient polynomial raised to the power of $\mathrm{q}^{\mathrm{k}^{\prime}}$ has only $\mathrm{k}^{\prime}$ non-zero terms. The corresponding monomials can be computed once and for all modulo H (Step 1). This is the multi-squaring table of H [33, 159]. Then, each $\mathrm{q}^{k^{\prime}}$-exponentiation can be performed as the dot product of the vector of $\mathrm{q}^{\mathrm{k}^{\prime}}$-powers of the input coeffients by the vector of monomials modulo H (Step 2).

```
Algorithm 22 Frobenius map using a multi-squaring table.
Input: \(H \in \mathbb{F}_{q^{d}{ }^{d} x}[x], k \in \mathbb{N}^{*}, \mathrm{k}^{\prime} \leqslant \mathrm{k}\).
Output: \(x^{q^{k}} \bmod H\).
0. Let \({ }^{\prime}=\frac{d_{h}-1}{q^{k^{\prime}}}, j_{0}=\log _{q}\left(d_{h}-1\right), I_{q}=\frac{j^{k-j_{0}}}{k^{\prime}}{ }^{k}\) and \(I_{r}=k-j_{0} \bmod k^{\prime}\).
```

1. Compute $T_{1}=x^{q^{k^{\prime}}} \bmod H$, then $T_{j}=x^{j q^{k^{\prime}}} \bmod H$ for $1<j<d{ }_{h}$. Note that $T_{j}=x^{j q^{k^{\prime}}}$ without the modular reduction by H for $\mathrm{j} \leqslant{ }^{`}$.
2. Set $X_{j_{0}+k^{\prime}}=T_{q^{j} 0}=x^{q^{j}+k^{\prime}} \bmod H$.

For $2 \leqslant i \leqslant I_{q}$, let $X_{j_{0}+(i-1) k^{\prime}}={ }_{j}^{d_{n}-1} c_{j} x^{j}$ and compute:

$$
X_{j_{0}+i k}=X_{j_{0}+(i-1) k^{\prime}}^{\left(k^{\prime}\right)} \circ x^{a^{k^{\prime}}} \bmod H=c_{0}^{q^{k^{\prime}}}+\underbrace{d X^{-1}}_{j=1} c_{j}^{q^{k^{\prime}}} T_{j} .
$$

Note that $\operatorname{deg}\left(\mathrm{X}_{\mathrm{j}_{0}+\mathrm{i} \mathrm{k}^{\prime}}\right)<\mathrm{d}_{\mathrm{h}}$ without computing the modular reduction by H .
3. Return $X_{k}=\left(X_{j_{0}+I_{q} k^{\prime}}\right)^{q^{\prime} r}$ mod $H$, computed with the classical repeated squaring algorithm.

We start by measuring the cost of Step 1 in Lemma 2. This step is quadratic in $d_{h}$ and polynomial in q , so only small values of $\mathrm{k}^{\prime}$ are interesting in practice. However, this step can be precomputed when H is known, which is the case for the field modular reductions. From a memory point of view, the multi-squaring table costs $\quad\left(d_{h}-1-`\right) d_{h}$ field elements, which is quadratic in $d_{h}$.

Lemma 2 (Cost of generating a multi-squaring table).
Step 1 of Algorithm 22 takes at most
 field subtractions and one inverse in $\mathbb{F}_{q^{d} \text { ext }}^{\times}$.

Proof. Step 1 costs one $q^{k^{\prime}}$-exponentiation for the computation of $T_{1}$ if ${ }^{`}=0$, else the cost is null because $x^{q^{k^{\prime}}}$ is already reduced modulo $H$. Else, the modular reduction is performed to compute $T_{j}$ for $j>$ ' . In this case, $T_{j}$ can be computed as $T_{j-1} x^{q^{k^{\prime}}}$, which is a shift of coeffients, then we reduce a degree- $d_{h}-1+q^{k^{\prime}}$ polynomial by a degree- $d_{h}$ polynomial. This can be computed with the classical Euclidean division (Algorithm 16), requiring one inverse in $\quad \mathbb{F}_{q^{d} \text { ext }}^{\times}, q^{k^{\prime}}\left(d_{h}+1\right)$ field multiplications and $q^{k^{\prime}} d_{h}$ field subtractions. Finally, the number of these Euclidean divisions is $d_{h}-1-$, implying ( $\left.d_{h}-1-`\right)\left(d_{h}+1\right) q^{k^{\prime}}$ field multiplications, ( $\left.d_{h}-1-`\right) d_{h} q^{k^{\prime}}$ field subtractions but only one inverse in $\mathbb{F}_{q^{d e x t}}^{\times}$since the divisor $H$ does not change.

Then, we evaluate the cost of Steps 2 and 3, which corresponds to the cost of Algorithm 22 when the multi-squaring table of H is precomputed.

## Lemma 3 (Cost of the Frobenius map with a precomputed table).

Steps 2 and 3 of AIgorithm 22 take at most $\left(I_{q}-1\right) d_{h}$ field exponentiations to the power $q^{k^{\prime}}, I_{r}$ exponentiations to the power $q$ in $\mathbb{F}_{q^{d} e x t}[x] /(H),\left(I_{q}-1\right)\left(d_{h}-1-{ }^{`}\right) d_{h}$ field multiplications and $\left(I_{q}-1\right)^{\prime}$ field additions.

Proof. Step 2 requires $I_{q}-1$ steps of multi-squarings. Each step costs $d_{h}$ field exponentiations to the power $q^{k^{\prime}}, d_{h}-1-{ }^{\text {` }}$ multiplications of a scalar by a degree- $d_{h}$ polynomial and 'field additions. Then, Step 3 requires $I_{r}$ exponentiations to the power $q$ in $\mathbb{F}_{q^{d} \text { ext }}[x] /(H)$. By multiplying $I_{q}-1$ by the cost of one multi-squaring, and by adding the cost of Step 3, we obtain the announced result.

W hen $d_{h}$ is small enough compared to $k$, the cost of generating the multi-squaring table is small enough to make attractive the steps of size $k^{\prime}$. Otherwise, doing steps of size one with the classical repeated squaring algorithm is the most interesting method. For both methods, we can use the modular composition to reduce the number of steps. Each modular composition divides by two the number of steps that we will perform with one of both previous methods.

### 5.4.6 Frobenius Trace

The problem of the Frobenius trace is to compute

$$
\operatorname{Tr}_{k}(x)=x_{i=0}^{x-1} x^{q^{i}} \bmod H
$$

or more generally, $\operatorname{Tr}_{k}(X)$ for $X=r_{0} X$ and $r_{0} \in \mathbb{F}_{q^{d} \text { ext }}^{\times}$. The Frobenius trace is particularly useful to compute the roots of split and squarefree polynomials in characteristic two (Section 5.4.7). M oreover, we have a direct link between Frobenius map and Frobenius trace:

$$
x^{q^{k}}-x=\operatorname{Tr}_{k}(x)^{q}-\operatorname{Tr}_{k}(x)
$$

We can adapt the strategies of Section 5.4.5 to compute the trace.

Repeated squaring algorithm. The powers $q^{i}$ of $x$ can be computed with $k-1-\left\lceil\log _{q}\left(d_{h}\right)\right\rceil$ modular exponentiations to the power $q$ in $\mathbb{F}_{q^{d}{ }^{\text {ext }}}[x] /(H)$. Then, the trace is obtained by summing them.

Big step in the repeated squaring algorithm.
$\operatorname{Tr}_{k}(x)$ is a polynomial whose all non-zero coeffients are one. A s in Algorithm 21, we can double the degree of $\operatorname{Tr}_{k}(x)$ by using the modular composition [161, A lgorithm 14.55]. To do it, the following properties based on the linearity of the Frobenius endomorphism (Equation (5.3)) are useful:

$$
\begin{align*}
\operatorname{Tr}_{2 k}(x) & =\operatorname{Tr}_{k}(x)^{q^{k}}+\operatorname{Tr}_{k}(x) \bmod H  \tag{5.14}\\
\operatorname{Tr}_{k+1}(x) & =\operatorname{Tr}_{k}(x)^{q}+x \bmod H .
\end{align*}
$$

We propose Algorithm 23 which is an adaptation of [161, Algorithm 14.55] for computing the trace. This version computes the Frobenius map to perform the $\quad q^{k}$-exponentiation with the modular composition. The latter can be replaced by repeated $q$-exponentiations (cf. Section B.6) or by using a multi-squaring approach (Section 5.4.5).

```
Algorithm 23 Frobenius trace using the left-to-right square-and-multiply algorithm on \(\mathrm{k}-1\).
This requires \(2 r-2\) modular compositions.
function FrobTraceL \(R \quad r_{0} \in \mathbb{F}_{q^{d} \text { ext }}^{\times}, H \in \mathbb{F}_{q^{d}{ }^{\text {ext }}}[x], k \in \mathbb{N}^{*}\)
    \(\left.r \leftarrow \log _{2}(k-1)\right\rfloor\)
    \(y \leftarrow r_{0} x\)
    \(Y_{0} \leftarrow \mathrm{y}\)
    \(X_{0} \leftarrow x^{q} \bmod H\)
    \(Y_{1} \leftarrow y^{q}+y \bmod H \quad\). Square step.
    \(\mathrm{b}_{0} \leftarrow 1\)
    \(\mathrm{b}_{1} \leftarrow \frac{\mathrm{k}-1}{2^{r-1}}\)
    if \(b_{1} \bmod 2=1\) then . Multiply step.
        \(Y_{1} \leftarrow Y_{1}^{q}+y \bmod H \quad \quad . \quad \operatorname{Tr}_{b_{1}}(y)=\operatorname{Tr}_{b_{1-1}}(y)^{q}+y\).
    end if
    for \(i\) from 2 to \(r\) do
        \(X_{i-1} \leftarrow X_{i-2}^{\left(b_{i}-2\right)} \circ X_{i-2} \bmod H \quad\). Square step from \(i-1\).
        if \(b_{i-1} \bmod 2=1\) then \(\quad\). Multiply step from \(i-1\).
            \(X_{i-1} \leftarrow X_{i-1}^{q} \bmod H\)
        end if . Square step.
        \(Y_{i} \leftarrow \mathbb{P}_{i-1}^{\left(b_{i-1}\right)} \circ X_{i-1}+Y_{i-1} \quad . \quad \operatorname{Tr}_{2 b_{i-1}}(y)=\operatorname{Tr}_{b_{i-1}}(y)^{q^{b_{i}-1}}+\operatorname{Tr}_{b_{i-1}}(y)\).
        \(b_{i} \leftarrow \frac{k-1}{2^{r-1}}\)
        if \(b_{i} \bmod 2=1\) then \(\quad\). Multiply step.
            \(Y_{i} \leftarrow Y_{i}{ }^{q}+y \bmod H \quad . \quad \operatorname{Tr}_{b_{i}}(y)=\operatorname{Tr}_{b_{i}-1}(y)^{q}+y\).
        end if
    end for
    return \(Y_{r} \quad . i=r\) and \(Y_{r}=\operatorname{Tr}_{k}\left(r_{0} x\right) \bmod H\).
end function
```


### 5.4.7 Split Root Finding in Characteristic Two

In this section, the root finding algorithms are dedicated to split and squarefree polynomials in characteristic two [161, Exercise 14.16]. Algorithms in odd characteristic can be found in [161, Algorithms 14.8 and 14.10]. Algorithm 24 finds the roots of a degree- $s$ polynomial with $0\left(\left(d_{\text {ext }}+\right.\right.$ $\log (s)) M(s) \log (s))$ operations in $\mathbb{F}_{2^{d} \operatorname{ext}}[161$, Theorem 14.11 adapted for $r=s$ and $d=1]$.

```
Algorithm 24 Algorithm to find the roots of a split and squarefree monic univariate polynomial
in characteristic two.
    function FindR ootsSplit \(H \in \mathbb{F}_{2^{d e x t}}[x]\)
        if \(\operatorname{deg}(H)<1\) then
            return \(\emptyset\)
        else if \(\operatorname{deg}(H)=1\) then
            return \(\operatorname{List}\left(h_{0}\right)\). We create a list with the root of \(H\) and return it.
        else
            repeat
                \(r \in_{R} \mathbb{F}_{2^{d} \text { ext }}^{\times} \quad\). The notation \(\in_{R}\) stands for randomly sampling.
                    \(\mathrm{T} \leftarrow \operatorname{Tr}_{d_{\text {ext }}}(r x) \bmod H\)
                    \(P \leftarrow G C D(H, T) \quad\). We can assume that \(P\) is chosen monic.
            until \(P\) is a non trivial divisor of \(H\)
            \(\mathrm{Q} \leftarrow \mathrm{H} / \mathrm{P}\). Quotient of the Euclidean division.
            return Concat(FindRootsSplit(P),FindRootsSplit(Q)). The concatenation of the lists is
    returned.
        end if
    end function
```

Solving $X^{2}+X+A=0$ with the half-trace.
Algorithm 24 can be accelerated by optimizing the base cases. When $d_{\text {ext }}$ is odd, the degree-two polynomials can be solved more effiently [159]. To do it, note that solving an equation $x^{2}+B x+C=0$, with $B \in \mathbb{F}_{2^{d} \mathrm{ext}}^{\times}$and $C \in \mathbb{F}_{2^{\text {dext }}}$, is equivalent to solving $X^{2}+X+A=0$ with $B X=x$ and $A=C B{ }^{-2}$. If $R$ is a solution of this new equation, then $R+1$ is the other root by linearity of the Frobenius endomorphism. When $d_{\text {ext }}$ is odd, $R$ is the so-called half-trace [159]:

$$
\begin{equation*}
R=H \operatorname{Tr}_{d_{e x t}}(A)=\sum_{i=0}^{\frac{d_{x x t}-1}{X^{2}}} A^{2^{2 i}}=\prod_{i=0}^{\frac{d_{e x t}-1}{x^{2}}} A^{4^{i}} \tag{5.15}
\end{equation*}
$$

The latter can be computed effiently with the strategies of Section 5.4.6 (by considering $\quad \mathrm{R}=$ $\operatorname{Tr} \frac{d_{\text {ext }}^{2}}{}(A)$ with $q=4$ ). Finally, the roots of the initial equation are $B R$ and $B R+B$.

Solving $X^{2}+X+A=0$ as a linear system over $\quad \mathbb{F}_{2}$. Here, the idea is to search the binary coeffients of $\phi(R)$ (Equation (2.5)). Let:

We search $R$ such that $R^{2}+R=A$. This implies that:

So, let $M_{2}$ be the following matrix:

$$
\begin{align*}
& \begin{array}{l}
\phi \theta_{0}^{2}+\theta_{0} \\
\phi \theta_{1}^{2}+\theta_{1}
\end{array} \\
& M_{2}= \\
& =I_{d_{e x t}}+ \\
& \begin{array}{cccc}
\phi \theta_{0}^{2} & & \\
\phi \theta_{1}^{2} & & \\
& & & \\
& & & \\
d_{\text {ext }} & \mathbb{F}_{2}
\end{array}  \tag{5.16}\\
& \phi \theta_{d_{\text {ext }}-1}^{2}
\end{align*}
$$

Thus, we can find $R$ by solving the following classical linear algebra problem:

$$
\begin{array}{cccc}
r_{0} & r_{1} & \cdots & r_{d_{\text {ext }}-1}
\end{array} \cdot M_{2}=\begin{array}{llll}
a_{0} & a_{1} & \cdots & a_{d_{\text {ext }}-1}
\end{array}
$$

With this method, $\quad R$ is obtained by solving a linear system whose matrix depends only on the field representation (Section 5.2) and so can be precomputed. Note that $\quad \operatorname{rank}\left(M_{2}\right)=d_{\text {ext }}-1$ since $R+1$ is also solution.

Then, we can slightly modify $M_{2}$ to obtain an invertible matrix $\mathscr{\natural}_{2} \in G L_{d_{\text {ext }}} \mathbb{F}_{2}$. Its inverse can be precomputed, then re-used to find $\quad \mathrm{R}$ with a vector-matrix product over $\mathbb{F}_{2}$. In practice, $\mathcal{B}$ is the canonical basis. This implies that the first row of $M_{2}$ is null. To obtain an invertible matrix which gives R from A, we set one of the coeffients of this row to one. We remark that for the irreducible trinomials or pentanomials used to define $\quad \mathbb{F}_{2^{\text {dext }}}$ (Section 5.3.3), if $d_{\text {ext }}$ is odd then we can set the coeffient $(0,0)$ of $M_{2}$ to one. Else, we can set the coeffient $\quad\left(0, d_{\text {ext }}-k_{1}\right)$ of $M_{2}$ to one. We refer to Section B. 7 for more details.

Solving $X^{3}+s X+p=0$ as a linear system over $\mathbb{F}_{2}$. Now, we study how to find the roots of a degree-three split polynomial $x^{3}+B x^{2}+C x+D \in \mathbb{F}_{2^{d} \text { ext }}[x]$. By using the classical change of variable $X=x+B$, we obtain $X^{3}+s X+p=0$ with $s=B^{2}+C$ and $p=D+B C$. Then, we multiply $X^{3}+s X+p$ by $X$ to obtain $X^{4}+s X^{2}+p X$. The result is $\mathbb{F}_{2}$-linear: all powers of $X$ are powers of two. Similarly to the previous method, we can solve $X^{4}+s X^{2}+p X$ with linear algebra. Here, we obtain:

$$
M_{3}=\begin{gathered}
\phi \theta_{0}^{4}+s \theta_{0}^{2}+p \theta_{0} \\
\phi \theta_{1}^{4}+s \theta_{1}^{2}+p \theta_{1} \\
\vdots \\
\phi \theta_{d_{\text {ext }}-1}^{4}+s \theta_{d_{\text {ext }}^{2}-1}^{4}+p \theta_{d_{\text {ext }}-1}
\end{gathered} \quad \in \mathcal{M}_{d_{\text {ext }}} \mathbb{F}_{2}
$$

Then, a solution $R$ of $X^{4}+s X^{2}+p X$ is given by

$$
\begin{array}{llllllll}
r_{0} & r_{1} & \cdots & r_{d_{\text {ext }}-1} & \cdot M_{3}=0 & 0 & \cdots & 0,
\end{array}
$$

i.e. $R$ is in the kernel of $M_{3}$. On the one hand, the extra solution $\quad X=0$ is absorbed by the kernel of $M_{3}$. On the other hand, zero cannot be solution of $X^{3}+s X+p$. Indeed, $p=0$ would imply that $X^{3}+s X$ admits a double (or triple) root, which is impossible since $x^{3}+B x^{2}+C x+D$ is assumed split. So, the non-zero solutions of $X^{4}+s X^{2}+p X$ are the solutions of $X^{3}+s X+p$. This implies that the dimension of the kernel of $\mathrm{M}_{3}$ is two, and its basis allows to generate the three (distinct) roots of $X^{3}+s X+p$.

### 5.4.8 Root Finding

Finally, we have all tools to introduce a root finding algorithm of $H \in \mathbb{F}_{q^{d} \text { ext }}[x]$. Algorithm 25 describes Berlekamp's algorithm [161, A lgorithm 14.15]. The main idea is to remark that $x^{9^{d_{e x t}}}-x$ vanishes on all elements of $\mathbb{F}_{q^{d} \text { ext }}$. We can then compute $G$ the $G C D$ of $H$ and $x^{q^{d e x t}}-x . G$ has the same roots as H but with a minimum degree (which is the number of roots). In general, the degree of $G$ is small. The strategy is then to apply the so-called equal-degree factorization, which returns the factorization in irreducible polynomials of equal degree. Used in Berlekamp's algorithm, we obtained degree-one factors, and so all roots of $G$. This is turned to be cheap. Indeed, let $s$ be the degree of $G$, the equal-degree factorization costs $0\left(d_{\text {ext }} \log (q)+\log (s)\right) M(s) \log (s)$ operations in $\mathbb{F}_{q^{d} \text { ext }}$ [161, Theorem 14.11 adapted for $r=s$ and $d=1$ ]. Because the degree of $x^{q^{d e x t}}-x$ is big, we reduce $x^{q^{d e x t}}-x$ by $H$ by using methods described in Section 5.4.5, before computing the GCD (Section 5.4.1).

```
Algorithm 25 Algorithm to find the roots of a univariate polynomial.
    function FindRoots \(H \in \mathbb{F}_{q^{d}{ }^{\text {ext }}}[x]\)
        \(\mathrm{R}_{2} \leftarrow \mathrm{x}^{\mathrm{q}^{\mathrm{dext}}}-\mathrm{x} \bmod \mathrm{H}\). Computation of the Frobenius map.
        \(G \leftarrow G C D\left(H, R_{2}\right) \quad\). Computation of the GCD.
        \(\mathrm{s} \leftarrow \operatorname{deg}(\mathrm{G}) \quad\). Number of roots of H .
        if \(s>0\) then
            \(\mathrm{L}_{\text {roots }} \leftarrow\) list of all roots of G , computed by the equal-degree factorization algorithm
    described in [161, Section 14.3] . In characteristic two, call to A lgorithm 24.
            return ( \(\mathrm{s}, \mathrm{L}_{\text {roots }}\) )
        end if
        return \((s, \emptyset)\)
    end function
```

The complexity of Algorithm 25 is given by the following general result [161, Corollary 14.16].
Theorem 4. Let $\mathbb{F}_{\mathrm{q}}$ be a finite field, and $\mathrm{M}_{\mathrm{q}}(\mathrm{D})$ be the number of operations in $\mathbb{F}_{\mathrm{q}}$ to multiply two polynomials of degree less or equal to $D$. Given $f \in \mathbb{F}_{q}[x]$ of degree $D$, we can find all roots of $f$ in $\mathbb{F}_{q}$ using an expected number of

$$
0 M_{q}(D) \log (D) \log (D q)
$$

or $\in D \log (q)$ operations in $\mathbb{F}_{q}$.

## Chapter 6

## Software Implementation

In this chapter, we present important considerations [104] about the processor and memory caches, allowing to write an effient code (Section 6.1). Then, we describe the methodology of benchmarking, as well as state-of-the-art libraries (Section 6.2). Finally, we present classical techniques to make constant-time our implementation (Section 6.3). We use secret data in constant-time to be immune against timing attacks (Section 4.7).

### 6.1 Hardware C onsiderations

In this section, we study the processor and the cache hierarchy (Sections 6.1.1 and 6.1.2). We highlight crucial points which impact security and performance. Then, we introduce vector instructions that we use to improve the performance by significant speed-ups (Section 6.1.3). We conclude by the use of the compiler (Section 6.1.4). The compiler flags directly impact security and performance.

### 6.1.1 Processor

Here, we give a simplified view of how processors work. A processor has a fixed number of $\omega$-bit registers, $\omega$ depending on the architecture (typically, $\omega=64$ on modern computers). These registers can be filled with a bad instruction, and saved with a store instruction, both by using a memory access. Then, operations between registers are hardware instructions. These instructions flow in a pipeline, which processes them one by one like an assembly line. The latter is divided into several stages. For example, the classical RISC pipeline [104] contains the following five stages:

1. Instruction fetch: the instruction is loaded from the L 1 instruction cache (Section 6.1.2),
2. Instruction decode: the instruction is decoded and the registers corresponding to operands are read from the register file (register fetch),
3. Execute: a logical or arithmetic instruction is executed here, or a memory address is computed for the bad and store instructions,
4. Memory access: the memory access of a bad or store instruction is executed here,
5. Register write back: the result of the instruction is written in the register file. This stage does not have effct for a store instruction, because the latter does not have result.

At each cycle, one instruction is performed for each stage. In practice, the cost of one stage can be slower than one cycle. In particular, the number of cycles to perform Stage 3 depends on the instruction. This number is commonly called Cycle Per Instruction (CPI) or throughput. Then, once one instruction is executed, the result is not instantly available. The required number of cycles to obtain the result is called latency, and is specific to each instruction. If an instruction requires the result of a previous instruction, these instructions have a data dependency. In this case, the instruction is not launched while the result is not available, and no op (no operation) instructions are placed before this instruction. So, data dependency instructions can penalize performance, particularly if the first dependent instruction has a large latency.

### 6.1.2 Memory Cache

In the previous section, we do not consider the number of cycles to load and store data. The memory is managed according a complex system of memory hierarchy.

Concept and use of the memory hierarchy.
Here again, we give a simplified view, assuming that the processor has a memory cache.

- When a bad instruction is performed, the data is sought in the first level of cache (L1 data cache). If the data is present, it is a cache hit. The data is loaded, costing a small number of cycles. If the data is missing, it is a cache miss. In this case, the data is sought in the upper memory level (in general, it is the $L 2$ cache). If the data is present in the $L 2$ cache, it is a cache hit. Then the sought data, as well as some contiguous data, are transferred in the LI cache. This generates a larger cycle penalty than a L1 cache memory access. If the data is missing in the L2 cache, it is a cache miss and the principle described here is applied recursively, increasing each time the penalty cache to transfer data from a level `+1 to a level`.
- When instructions have to be fetched, they are sought in the L1 instruction cache. If the instruction is missing, the previous process is applied. Note that for certain processors, data and instructions are stored is the same L1 cache.
- When a store instruction is performed, the process used to update diffent memory levels is slightly more complex [104], and is not described here.

Derived principles. All in all, these lead to the following general rules. Firstly, we know that the memory complexity of an algorithm has an impact on the performance, depending on the highest memory level which is required to load and store all data used. The size of data and caches directly impacts the performance. Secondly, we know that the data are loaded by contiguous data block. So, contiguous memory accesses are really effient and have to be preferred. Finally, the time of accessing a table from a secret index depends on this secret data, and so reveals information. Cache-timing attacks exploit this kind of information leakage (Sections 4.7 and 6.3.3).

Multicore processor and cache. Modern processors often have three levels of cache. On modern Intel processors, including these of our experimental platform (Section 6.2.2), all cores have a dedicated L 1 instruction cache, L 1 data cache and L 2 cache, whereas the L 3 cache is unique and shared by all cores.

### 6.1.3 Vector Instructions

On a $\omega$-bit architecture (typically, $\omega=64$ on modern computers), the hardware instructions are performed on $\omega$-bit registers. However, almost all modern processors have Single Instruction on Multiple Data (SIMD) instruction sets. These instructions compute independent instructions in parallel on larger registers, allowing to accelerate the implementations. In MQ soft (Chapter 9), we exploit vector instructions. We use c intrinsics which generate vector instructions during the compilation step. Unlike assembly code, the use of intrinsics does not depend on the targeted architecture. This makes the code portable.

Intel processors. Nowadays, Intel processors are widely used and propose a large number of SIM D instruction sets [107]. The main instruction sets are:

- The Streaming SIMD Extensions (SSE) family. The computations are performed on 128 bit registers. The SSE instruction set only supports floating-point data whereas the SSE2 instruction set supports floating-point and integer data. The SSE3, SSSE3, SSE4.1 and SSE 4.2 instruction sets provide new instructions to improve performances of certain operations.
- The Advanced Vector Extensions (AVX) family. The computations are performed on 256bit registers, or on 128-bit registers thanks to the backward compatibility. As for the SSE instruction set, the AVX instruction set only supports floating-point data whereas the AVX2 instruction set supports floating-point and integer data.
- The AVX-512 family. As indicated by its name, the computations are performed on 512-bit registers. The AV X-512 instruction set is divided into subsets of instructions. Each of them has a specific feature.
In M Q soft, we exploit the SSE and AVX families of instruction set, as well as certain non parallel instructions (e.g. POPCNand PCLMULQDQ

Main vector instructions. All classical operations on 64-bit registers, such as the logical bit shifts, the mathematical operators ADDSUBMULthe bitwise logical ANDORXORoperators, and the equality and comparison tests, can be performed in parallel on larger registers. Here, we explain other vector instructions ${ }^{1}$ that MQ soft exploits.

- POPCNTT this instruction counts the number of bits set to one in 64 -bit integers. It is used to speed up the dot product of vectors in $\mathbb{F}_{2}$.
- PC LM U LQ (sarry-less multiplication): this instruction computes the product of two binary polynomials such that their degree is strictly less than 64 . Inputs and output are 128 -bit registers.

[^3]https://softw are .intelcom /sites/handingpa

- PSLLD $\mathbb{Q}$ and PSR LD ${ }^{3}$ Q these instructions from SSE2 compute respectively the logical left shift and logical right shift of a 128 -bit register by a multiple of eight bits.
- PALIG N ${ }^{\text {R }}$ : this instruction from SSSE3 concatenates two 128 -bit registers, shifts the concatenation to the right by a multiple of eight bits, then returns the 128 lower bits of the result.
- PSHUFB this instruction from SSSE3 takes sixteen indices on four bits, and looks up the corresponding 8 -bit elements in a 16 -byte lookup table. In fact, each index is on eight bits, but only the four lower bits are considered. However, if the highest bit is set, then the corresponding output will be null.
- VPERM: đhis instruction from AVX2 permutes the 64 -bit parts of a 256 -bit register. In particular, it can duplicate one 64-bit part four times.
- VPM ASKM O when called with two operands, this instruction from AV X 2 loads four contiguous 64-bit integers from an array, then applies a mask which permits to set to zero some of these 64-bit integers. VPMASKMOCOQ also be called with three operands. In this case, the third operand is stored as four contiguous 64-bit integers in an array. Here, the mask allows to choose what integers are stored. The VPMASKM Oingruction may not be constant-time, in particular if the execution of the bad instruction depends on the mask.

The prefix $P$ (respectively VP) of an instruction means that it is a part of the SSE (respectively AVX) family. The suffes B, W, D, Q and DQ respectively for Byte, Word, Doubleword, Quadword and Double Quadword, mean that registers are respectively used as 8 -bit, 16 -bit, 32 -bit, 64 -bit and 128-bit data blocks. When two suffes are used, the first corresponds to the input, whereas the second corresponds to the output. For example, PC LM U LQ ICQmputes the carry-less multiplication (C LM U)Lof two quadwords, which generates a double quadword. So, the suffi QD Qis used.

The PCLM ULQ Dirstruction is a crucial instruction for multiplying in $\mathbb{F}_{2}[\mathrm{x}]$. This instruction can be performed two or four times in parallel with the VPCLMULQDiqstruction. Unlike the previous instructions, the VPCLMULQ Dirstruction requires the use of AVX-512. This instruction is recent (September 2019 on Ice Lake Intel processors) and we do not consider it in M Q soft

Performance of vector instructions. M ost of instructions require one cycle per instruction, then the result is available after one cycle of latency. In Table 6.1, we highlight faster and slower instructions on Intel processors. The processors Ivy Bridge, Haswell, Broadwell and Skylake are respectively the third, fourth, fifth and sixth generations of Intel processor. The bitwise logical operators are the fastest instructions. They cost one third of cycle per instruction. This means that in one cycle, the same instruction can be computed up to three times in parallel. This also means that one instruction alone costs one complete cycle per instruction. In order to improve the performances of a software, we can take advantage of this behavior to decrease the practical number of cycles. Then, we remark that the cost of certain instructions ( e.g. PCLM ULQDVaries in function of the processors. In this case, the implementation should be specialized for each kind of processor. Finally, the large latency should be covered by calling instructions independent of the result, when it is possible.

[^4]| instruction | processor | latency | CPI |
| :---: | :---: | :---: | :---: |
| PANDPORPXOR | all | 1 | 1/3 |
| $\begin{aligned} & \hline \text { PSLL* PSRL* } \\ & * \in\{W, D, Q\} \\ & \hline \end{aligned}$ | Skylake | 1 | 1/2 |
|  | Haswell | 1 | 1 |
| PSLLD QPSRLDQ | Skylake | 1 | 1 |
|  | Haswell | 1 | 1 |
| PCMPE\{Q, W, D, Q $\}$ | all | 1 | 1/2 |
| PCLM ULQDQ | Skylake | 6 | 1 |
|  | Broadwell | 5 | 1 |
|  | Haswell | 7 | 2 |
|  | Ivy Bridge | 14 | 8 |
| POPCNT | all | 3 | 1 |
| VPERMQ | all | 3 | 1 |
| $\begin{aligned} & \text { VPM A S K M O VQ } \\ & \text { (load) } \end{aligned}$ | Skylake | 8 | 1/2 |
|  | Haswell | 8 | 2 |
| VPM ASKM OVQ (store) | Skylake | 6 | 1 |
|  | Haswell | - | 2 |

Table 6.1: Cost of vector instructions on Intel processors. The PSLL* and PSRL*instructions correspond to logical shifts by block, whereas PCM PE\{ $(\mathbb{Q}, \mathrm{W}, \mathrm{D}, \mathrm{Q}\}$ is the equality test by block.

### 6.1.4 Compiler Flags

In the previous sections, we studied how to optimize the instructions on a processor. In M Q soft, we use a C implementation. Therefore, the generation of these instructions is done by the compiler. In our tests, we use the GNU Compiler Collection (GCC). Here, we study the options which firstly, allow the compiler to interpret the intrinsics, then secondly, improve the effiency of the generated code. We also note that the optimization options can impact the security of the implementation.

- -m sse, -m sse 2 , -m sse $3,-m$ ssse $3,-m$ sse $4.1,-m$ sse $4.2,-m$ avx, -m avx $2,-m$ pcm ul and -m popent these flags enable the vector instruction sets described in Section 6.1.3.
- -m arch=native : this flag enables all available vector instruction sets on the current machine.
- -m tune=native : this flag optimizes the use of instructions in function of the targeted architecture. The target native can be replaced by hasw eII, skylake or other architectures.
- $-01,-02,-03$ and -04 : these flags provide four levels of optimization of the code by the compiler. Each of them combines a set of options to accelerate the generated code. The use of these options modifies the initial implementation, and can generate insecure instructions against timing attacks.
- -funrol-bops : this flag unrolls loops whose number of iterations is known. The code becomes larger and may or may not run faster.


### 6.2 Experimental Platform and Tools

### 6.2.1 Library and Software

The M Q softlibrary [84] requires external supports for random bytes generation and hash functions. Natively, we use the following $C$ libraries.

- XKCP(Extended K eccak Code Package) [89]. XKC pis a software interface for Keccak-based functions. This implementation is immune against timing attacks (Section 4.7). M Q softuses it mainly for the SHA-3hash functions and SHAK extendable-output hash functions [126].
- O penSS $\mathbb{4 1 4 6 ] . 0 \text { penSS ís a cryptographic toolkit implementing, in particular, the Transport }}$ Layer Security ( TLS) protocol. We use 0 penSSIfor compatibility with the deterministic random bytes generator provided by NIST during the PQC standardization process (which is based on AESfrom O penSSL. We also propose options in MQ softo use the SHA-1 SHA-2 SHA-3and SHAKfunctions from 0 penSSL

The performance of $M Q$ softis based on an effient arithmetic (Chapter 5). In the next chapters, we will benchmark our software toolkit against the following softwares or libraries, which are state-of-the-art about computer algebra.

- M agm đ34, version 2.23-6]. M agm dंs a computer algebra software, well-known to be very effient over finite fields. $\quad \mathrm{M}$ agm aंs also a reference to compute Gröbner bases (Section 4.4). In Section 9.3, we use the version 2.24-2 for benchmarks.
- NTL[153, version 10.5.0], installed with GM F97, version 6.1.2]. N TLis one of the best libraries for number theory. It is implemented in $\mathrm{C}++$ programming language. In Section 9.3, we use the last versions of NTLand GMPwhich are respectively 11.4.3 and 6.2.0. We will conclude that our library M Q softis still faster than NTL
- $g \not f 2 x^{4}$ [41, version 1.2]. $g \not f 2 x$ is a C implementation of the state-of-the-art multiplications in $\mathbb{F}_{2}[x]$. The multiplication algorithm depends on the degree of the operands and the available vector instruction sets. An option of $M Q$ softallows to use the $g f 2 x$ multiplication instead of the native multiplication. This is especially useful to accelerate the implementation when the PC LM U LQ Dinstruction is not available. However, some multiplications of the software are not implemented in constant-time. For example, the generic64 implementation is vulnerable to cache-timing attacks (Section 4.7).

We have also studied the performance of $F L \mathbb{N} T$ [103, version 2.5.3], which is a fast $C$ library for number theory. However, its use is irrelevant in our context, because the implementation is not optimized for binary fields.

Some of the softwares used can be optimized during the installation process. We use the Haswell implementation of the XKC fo improve performances of $\mathrm{M} Q$ softby using the AV X 2 instruction set. M agm dंs used with magm a avx64.dyn.exe to take advantage of vector instructions. In our tests, the avx64 version mainly optimizes the performance of multiplication in binary fields.

[^5]
### 6.2.2 Platform and Benchmarking M ethodology

| computer | processor | cores | frequency | max freq. | architecture |
| :--- | :--- | :---: | :---: | :---: | :---: |
| LaptopS | Intel Core i7-6600U CPU | 2 | 2.6 GHz | 3.4 GHz | Skylake |
| ServerH | Intel X eon CPU E 3-1275 v3 | 4 | 3.5 GHz | 3.9 GHz | Haswell |
| DesktopS | Intel Core i7-6700 CPU | 4 | 3.4 GHz | 4.0 GHz | Skylake |

Table 6.2: Processors.

| computer | operating system | L1d | L1i | L2 | L3 | RAM |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LaptopS | U buntu 16.04.5 LTS | 32 KiB | 32 KiB | 256 KiB | 4 MiB |  |
| ServerH | CentOS Linux 7 (Core) |  |  |  | 8 MiB | 32 GB |
| DesktopS | Debian GNU/Linux 9 |  |  |  |  | 16 GB |

Table 6.3: OS and memory. All cores have the same cache size. The L3 cache is shared.
Tables 6.2 and 6.3 summarize the main information about the platform used in the experimental measurements. The measurements used one core of the CPU, and the C code was compiled with gcc $-03-\mathrm{m}$ avx2 $-\mathrm{mpch} u \mathrm{l}-\mathrm{m}$ popent -finnol-bops. We used the version 6.4.0 of GCC. Turbo B oost and Enhanced Intel Speedstep Technology were disabled to have more accurate measurements, except when we used DesktopS. Turbo B oost allows the processor to reach its maximum frequency while its temperature is less than its physical limit. As soon as this limit is reached, the frequency decreases drastically to permit its cooling. Enhanced Intel Speedstep Technology allows the operating system to modify the frequency, in order to optimize the threshold between power consumption and performance. Disabling Turbo Boost decreases performances whilst disabling Enhanced Intel Speedstep Technology increases power consumption. On the other hand, the frequency of the processor remains constant, which stabilizes running time measurements. In practice, Turbo Boost generates a speed-up of 1.2 on LaptopS and 1.1 on ServerH.

### 6.3 Constant-Time Implementation

Here, we present classical methods to circumvent some timing attacks (Section 4.7). We use similar techniques to make M Q softconstant-time. In particular, we explain in Section 7.4.4 how to remove the information leakages of the Gaussian elimination (operation used, for instance, in GeM S sduring the keypair generation, Chapter 7), due to the null pivots. In Section 7.4.11, we present the constant-time GCD algorithm (key step in Gem SSsigning process) which was only introduced in 2019 [19]. Our adaptation of this GCD algorithm for Gem S Sis detailed in Section B.8.

### 6.3.1 Variable-Time Instructions

In Section 6.1.1, we remarked that the number of spent cycles depends on the instruction used. On certain architectures and for certain instructions, the number of cycles depends on the inputs. This behavior is dangerous when secret data are used, and so these instructions should be prohibited in this context. Here, we list some instructions which are not always implemented in constant-time:

- M athematical functions, such as cos, sin, tan , ... but in general, these instructions are not used in cryptography.
- Integer multiplications. This operation is crucial for arithmetic in odd prime fields and their extension fields [51].
- Integer and floating-point divisions. These operations can be used for arithmetic in odd prime fields and their extension fields.

In M Q soft, we avoid using these instructions with secret data.

### 6.3.2 Constant-Time Conditional Statements

In Algorithm 15, we removed the information leakage of the square-and-multiply algorithm via a constant-time conditional multiplication. Here, we study a typical example of insecure algorithm against timing attacks on conditional statements. Let Algorithm 26 be a possible implementation of the conditional move ( cm ov instruction.

```
Algorithm 26 Variable-time conditional move from a to \(c\), with \(x\) a boolean.
    function cmov_var( \(c, a, x)\)
        if \(x=1\) then
            \(c \leftarrow a\)
        end if
        return C
    end function
```

Algorithm 26 generates an information leakage on $\quad x$ because of the conditional statement. The latter can be easily avoided with the following formula:

$$
c=a \cdot x+c \cdot(1-x)
$$

When $x$ is one, the right operand is null and $c$ is replaced by $a$, whereas when $x$ is zero, the left operand is null and $c$ is replaced by $c$. This method allows to choose one operand in constant-time. It can be accelerated by replacing the addition by the bitwise $\quad 0 \mathrm{R}$ and by replacing the multiplication by the bitwise AN Dand by using a mask. If $x$ is a boolean, and if $x$ is stored with two's complement, then the memory representation of $\quad-x$ is the boolean duplicated on each bit. We obtain:

$$
C=a \operatorname{AND}(-x) \quad O R C \operatorname{AND}(x-1) .
$$

In practice, it seems slightly better to implement the cm ovinstruction as follows:

$$
\begin{equation*}
c=C X O R(a \operatorname{XORC}) \operatorname{AND}(-x) . \tag{6.1}
\end{equation*}
$$

When $x$ is one, $c$ is replaced by $c$ XORa XORc which is equal to $a$, whereas when $x$ is zero, $c$ is replaced by c.

The strategy of Equation (6.1) can be used to implement a conditional swap of two elements (Algorithm 27). We use it for constant-time implementations of sort [17] required in Section 7.1.3 and GCD required in Section 7.4.11 and detailed in Section B.8.

```
Algorithm 27 Constant-time conditional swap. Swap a and c if x is one.
    function Cswap ( \(a, c, x\) )
        \(\mathrm{s} \leftarrow(\mathrm{a}\) XORC) \(\mathrm{AND}(-\mathrm{x})\)
        \(a \leftarrow a\) XORS
        \(c \leftarrow c\) XORS
        return \((a, c)\)
    end function
```

Remark 3. We often generate a mask $m \in-1,0\}$ from the $i$-th bit of a $\omega$-bit word $c$, for $0 \leqslant i<\omega$. This can be achieved in constant-time as follows:

- $\mathrm{m} \leftarrow(\mathrm{c} \gg \mathrm{i})$ AND 1 , where $\gg$ stands for logical right shift,
- $\mathrm{m} \leftarrow c \ll(\omega-1-i)>_{\mathrm{a}}(\omega-1)$, where $>_{\mathrm{a}}$ stands for arithmetic right shift.

The latter is particularly effient to generate a mask from the sign bit of a signed integer, since this is equivalent to $c \gg_{a}(\omega-1)$. In this thesis, we only use logical shifts.

### 6.3.3 Constant-Time U se of Tables

Accessing a table reveals information about the index, which can be exploited by cache-timing attacks (Section 4.7). This leakage can be avoided by reading all elements of the table, and by selecting the targeted element with a conditional move. By optimizing the conditional move, we obtain Algorithm 28. Here, $==$ is the equality operator of the C programming language, which returns 1 for true and 0 for false. This instruction is constant-time, but the compiler can replace it by a dangerous conditional statement. So in practice, this instruction (as well as the compiler) should be used carefully.

```
Algorithm 28 Constant-time access to the j -th element from a table T of \({ }^{\text {` elements. }}\)
    function accessTable(T,,j )
        \(a \leftarrow 0\)
        for i from 0 to ` -1 do
            \(a \leftarrow a O R(T[i] A N D-(j==i)) \quad\). Optimized conditional move.
        end for
        return a
    end function
```

In a variable-time implementation, the use of lookup tables allows to obtain the result in only one memory access. A constant-time implementation such as Algorithm 28 makes this strategy slow, with ` memory accesses instead of one.

## Part II

## M ain Contributions

## Chapter 7

## GeMSS - a Gr eat Multivariate Short Signature

The purpose of this chapter is to present GeM S s a Great M ultivariate Short Signature. GeM S S 50 ] is an alternate candidate of the third round of the NIST PQC standardization process [130]. A s suggested by its name, Gem ssis a multivariate-based (Chapter 2) signature scheme producing small signatures. It has a fast verification process, and a medium/large public-key. Gem sis in direct lineage from Q UART[Z34] and borrows some design rationale of the G uimultivariate signature scheme [144]. The former schemes are built from the Hidden Field Equations cryptosystem ( HFE [133, published in 1996] by using the so-called minus and vinegar modifiers, i.e. H FEv-[110] (Section 2.4.1). It is fair to say that H FE and its variants, are the most studied schemes in multivariate cryptography. QUARTZ produces signatures of 128 bits for a security level of 80 bits and was submitted to the NESSIE competition [145] for public-key signatures. In contrast to many multivariate schemes, no practical attack has been reported against QUARTZThis is remarkable knowing the intense activity in the cryptanalysis of multivariate schemes, e.g. [132, 111, 78, 82, 96, 95, 73, 86, 70, 29, 39, 22, 137, 160, 68] (Chapter 4). The best known attack remains [82] (Section 4.4) that serves as a reference to set the parameters for GeM SS

GeM S sis a fast variant of Q U AR Tthat incorporates the latest results in multivariate cryptography to reach higher security levels than QUARTॠhilst improving effiency. The main sections of this chapter follow the algorithm specification and supporting documentation from the call for proposals [127].

### 7.1 General Algorithm Specification (R ound 3)

### 7.1.1 Parameter Space

The main parameters involved in Gem s sare:

- $\lambda$, the security level of Gem $S \$$
- $D$, a positive integer that is the degree of a secret polynomial. $D$ is such that $D=2^{i}$ for $i \geqslant 0$, or $D=2^{i}+2^{j}$ for $i \neq j$ and $i, j \geqslant 0$,
- $m$, the number of equations in the public-key,
- $\mathrm{n}_{\text {var }}$, the number of variables in the public-key,
- nb_ite $>0$, the number of iterations in the signature and verification processes (Section 4.2),
- $d_{\text {ext }}$, the degree of an extension field of $\mathbb{F}_{2}$,
- $v$, the number of vinegar variables (the number of variables in the public-key is $n_{\text {var }}=d_{\text {ext }}+v$ ),
- $\Delta$, the number of minus equations (the number of equations in the public-key is $m=d_{\text {ext }}-\Delta$ ).

In Section 7.2, we specify precisely these parameters to achieve a security level $\lambda \in 128,192,256\}$.

### 7.1.2 Secret-K ey and Public-Key

The public-key in GeM $S$ sis a set $p_{1}, \ldots, p_{m} \in \mathbb{F}_{2}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]$ of $m$ quadratic equations in $n_{\text {var }}$ variables. These equations are derived from a multivariate polynomial $F \in \mathbb{F}_{2^{\mathrm{dext}}}\left[\mathrm{X}, \mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{v}}\right]$ with a specific form - as recalled in (7.1) - such that generating a signature is essentially equivalent to finding the roots of $F$ (Section 2.4.1).

Secret-key, It is composed of a couple of invertible matrices $\quad(\mathbf{S}, \mathbf{T}) \in G L_{n_{\text {var }}} \mathbb{F}_{2} \times G L_{d_{\text {ext }}} \mathbb{F}_{2}$ and a polynomial $F \in \mathbb{F}_{2^{\text {dext }}}\left[X, v_{1}, \ldots, v_{v}\right]$ with the following structure:

$$
\begin{equation*}
\underset{\substack{0 \leqslant j<i<d \\ 2^{i}+2^{j} \leqslant e^{\text {ext }}}}{X} A_{i, j} X^{2^{i}+2^{j}}+\underset{\substack{0 \leqslant i<d \\ 2^{i} \leqslant D}}{\beta_{i}\left(v_{1}, \ldots, v_{v}\right) X^{2^{i}}+\gamma\left(v_{1}, \ldots, v_{v}\right) \in \mathbb{F}_{2^{d} \text { ext }}\left[X, v_{1}, \ldots, v_{v}\right], ~} \tag{7.1}
\end{equation*}
$$

where $A_{i, j} \in \mathbb{F}_{2^{d} \text { ext }}$, each $\beta_{i}: \mathbb{F}_{2}^{v} \rightarrow \mathbb{F}_{2^{d} \text { ext }}$ is linear and $\gamma: \mathbb{F}_{2}^{v} \rightarrow \mathbb{F}_{2^{d} \text { ext }}$ is quadratic modulo $v_{i}^{2}-v_{i}$. The variables $v_{1}, \ldots, v_{v}$ are called vinegar variables. A polynomial $F \in \mathbb{F}_{2 \text { dext }}\left[X, v_{1}, \ldots, v_{v}\right]$ with the form of (7.1) has a H FE s Shape. By abuse of notation, we will call degree of F the (max) degree of its corresponding HFEpolynomial, i.e. D.
Remark 4. The particularity of a polynomial $F\left(X, v_{1}, \ldots, v_{v}\right)$ with HFE wshape is that for any specialization of the vinegar variables, the polynomial F becomes a HFEpolynomial (Equation (2.6), Section 2.4.1).

The special structure of (7.1) is chosen such that its multivariate representation over the base field $\mathbb{F}_{2}$ is composed of quadratic polynomials in $\mathbb{F}_{2}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]$. This is due to the special exponents chosen in $X$ (Equations (2.7) and (2.8)) that have all a binary decomposition of Hamming weight at most two.

Let $\boldsymbol{\theta}=\theta_{1}, \ldots, \theta_{d_{\text {ext }}} \in \mathbb{F}_{2^{d}{ }^{\text {ext }}}{ }^{d_{\text {ext }}}$ be a basis of $\mathbb{F}_{2^{d}{ }_{\text {ext }}}$ over $\mathbb{F}_{2}$. We set

$$
\phi: E={ }_{k=1}^{\mathbb{N}_{\text {ext }}} 0_{k} \cdot \theta_{k} \in \mathbb{F}_{2^{d} e x t} \longmapsto \phi(E)=\left(0_{1}, \ldots, 0_{d_{\text {ext }}}\right) \in \mathbb{F}_{2}^{d_{\text {ext }}} .
$$

We can now define a set of multivariate polynomials $\quad \mathbf{f}=\left(\mathrm{f}_{1}, \ldots, \mathrm{f}_{\mathrm{d}_{\text {ext }}}\right) \in \mathbb{F}_{2}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{d_{\text {ext }}}$ derived from a $H F E$ vpolynomial $F \in \mathbb{F}_{2^{d}{ }^{\text {ext }}}\left[X, v_{1}, \ldots, v_{v}\right]$ by:

To ease notations, we now identify the vinegar variables $\quad\left(v_{1}, \ldots, v_{v}\right)=\left(x_{d_{\text {ext }}+1}, \ldots, x_{n_{\text {var }}}\right)$. Also, we shall say that the polynomials $f_{1}, \ldots, f_{d_{\text {ext }}} \in \mathbb{F}_{2}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]$ are the components of $F$ over $\mathbb{F}_{2}$.

Public-key. It is given by a set of $m$ square-free quadratic polynomials in $n_{\text {var }}$ variables over $\mathbb{F}_{2}$. That is, the public-key is $\mathbf{p}=\left(p_{1}, \ldots, p_{m}\right) \in \mathbb{F}_{2}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]$. It is obtained from the secret-key by taking the first $m=d_{\text {ext }}-\Delta$ polynomials of:

$$
\mathrm{f}_{1}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right) \cdot \mathbf{S}, \ldots, f_{\mathrm{d}_{\text {ext }}}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right) \cdot \mathbf{S} \cdot \mathbf{T},
$$

and reducing it modulo the field equations, i.e. modulo $\left\langle\mathrm{x}_{1}^{2}-\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}^{2}-\mathrm{x}_{\mathrm{n}_{\text {var }}}\right\rangle$. We denote these polynomials by $\boldsymbol{p}=\left(p_{1}, \ldots, p_{m}\right) \in \mathbb{F}_{2}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$.

Keypair generation. We summarize the public-key/secret-key generation in Algorithm 29. It takes the unary representation of the security parameter $\lambda$ as input. As we will see in Section 7.7, the security level of Gem sswill be a function of $D, \Delta, v$ and $m$. For more details on the implementation, we refer to Section 7.4.

```
Algorithm 29 Keypair generation in GeM SS
    function Gem SSKeyGen \({ }^{\lambda}\)
        Randomly sample \((\mathbf{S}, \mathbf{T}) \in \mathrm{GL}_{\mathrm{n}_{\text {var }}} \mathbb{F}_{2} \times \mathrm{GL}_{\mathrm{d}_{\text {oxt }}} \mathbb{F}_{2}\). . Section 7.4.3.
        Randomly sample \(F \in \mathbb{F}_{2^{d e x t}}\left[X, v_{1}, \ldots, V_{v}\right]\) with \(H F E\) wshape of degree \(D\). . Section 7.4.5.
        \(\mathrm{sk} \leftarrow \mathrm{F}, \mathbf{S}^{-1}, \mathbf{T}^{-1} \in \mathbb{F}_{2^{d \mathrm{dext}}}\left[\mathrm{X}, \mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{v}}\right] \times \mathrm{GL}_{\mathrm{n}_{\text {var }}} \mathbb{F}_{2} \times \mathrm{GL}_{\mathrm{d}_{\text {ext }}} \mathbb{F}_{2} \quad\). Section 7.4.4.
        Compute \(\mathbf{f}=\left(f_{1}, \ldots, f_{d_{\text {ext }}}\right) \in \mathbb{F}_{2}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{d_{\text {ext }}}\) such that:
            \(F{ }_{k=1}^{\text {※ext }} x_{k} \cdot \theta_{k}, v_{1}, \ldots, v_{v}^{!}={ }_{k=1}^{\text {सext }^{\prime}} f_{k} \cdot \theta_{k}\).
                                    See Section 9.4.1 for details on Step 5.
        Compute \(\left(p_{1}, \ldots, p_{d_{\text {ext }}}\right)=\)
            \(f_{1}\left(x_{1}, \ldots, x_{n_{\text {var }}}\right) \cdot \mathbf{S}, \ldots, f_{d_{\text {ext }}}\left(x_{1}, \ldots, x_{n_{\text {var }}}\right) \cdot \mathbf{S} \cdot \mathbf{T} \bmod \left\langle x_{1}^{2}-x_{1}, \ldots, x_{n_{\text {var }}}^{2}-x_{n_{\text {var }}}\right\rangle\)
    which lives in \(\mathbb{F}_{2}\left[x_{1}, \ldots, x_{n_{\text {var }}} d_{\text {dext }}\right.\).
                                    . Sections 7.4.6 and 7.4.7.
        \(\mathrm{pk} \leftarrow \boldsymbol{p}=\left(\mathrm{p}_{1}, \ldots, \mathrm{p}_{\mathrm{m}}\right) \in \mathbb{F}_{2}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{m} \quad\). Take the first \(m=d_{\text {ext }}-\Delta\) polynomials
    computed in Step 6.
        return ( \(\mathrm{sk}, \mathrm{pk}\) ) . The format is further detailed in Sections 7.4.1 and 7.4.8.
    end function
```


### 7.1.3 Signing Process

The main step of the signature process requires solving:

$$
p_{1}\left(x_{1}, \ldots, x_{n_{\text {var }}}\right)-d_{1}=0, \ldots, p_{m}\left(x_{1}, \ldots, x_{n_{\text {var }}}\right)-d_{m}=0
$$

for $\boldsymbol{d}=\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{F}_{2}^{m}$. To do so, we randomly sample $\mathbf{r}=\left(r_{1}, \ldots, r_{d_{\text {ext }}-m}\right) \in \mathbb{F}_{2}^{d_{\text {ext }}-m}$ and append it to $\mathbf{d}$. This gives $\mathbf{d}^{\prime}=(\mathbf{d}, \mathbf{r}) \in \mathbb{F}_{2}^{d_{\text {ext }}}$. We then compute $Y=\phi^{-1} \mathbf{d}^{\prime} \cdot \mathbf{T}^{-1} \in \mathbb{F}_{2^{\mathrm{d}} \text { ext }}$ and try to find a root $(Z, \mathbf{v}) \in \mathbb{F}_{2^{d}{ }^{\text {ext }}} \times \mathbb{F}_{2}^{V}$ of the multivariate equation:

$$
F\left(X, X_{d_{\text {ext }}+1}, \ldots, X_{n_{\text {var }}}\right)-Y=0 .
$$

To solve this equation, we take advantage of the special HFE vshape. That is, we randomly sample $\mathbf{v} \in \mathbb{F}_{2}^{v}$ and consider the univariate polynomial $F(X, \mathbf{v}) \in \mathbb{F}_{2^{d}{ }^{\text {ext }}}[X]$. This yields a HFEpolynomial according to Remark 4. We then find the roots of the univariate equation:

$$
F(X, \mathbf{v})-Y=0 .
$$

If there is a root $Z \in \mathbb{F}_{2^{d e x t}}$, we return $\phi(Z), \mathbf{v} \cdot \mathbf{S}^{-1} \in \mathbb{F}_{2}^{n^{n} \text { var }}$.
The core part of the signature generation is to compute the roots of $\quad F_{Y}(X)=F(X, v)-Y$. To do so, we use Berlekamp's algorithm as described in Algorithm 25, Section 5.4.8. For $q=2 d_{\text {ext }}$, we get that finding all the roots of a polynomial of degree $D$ can be done in (expected) quasi-linear time (Theorem 4, Section 5.4.8), i.e.:

$$
\circledast D \cdot d_{\mathrm{ext}} .
$$

We can now present the inversion function (Algorithm 30).

```
Algorithm 30 Inversion in GeM SS
    function GeM SSnv \({ }_{\boldsymbol{p}} \mathbf{d} \in \mathbb{F}_{2}^{m}\),sk \(=\mathrm{F}, \mathbf{S}^{-1}, \mathbf{T}^{-1} \in \mathbb{F}_{2^{\text {dext }}}\left[\mathrm{X}, \mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{v}}\right] \times \mathrm{GL}_{\mathrm{n}_{\mathrm{var}}} \mathbb{F}_{2} \times\)
    \(\mathrm{GL}_{\mathrm{d}_{\mathrm{ext}}} \mathbb{F}_{2}\)
        repeat
            \(\mathbf{r} \in_{R} \mathbb{F}_{2}^{\Delta} \quad\). The notation \(\in_{R}\) stands for randomly sampling.
            \(\mathbf{d}^{\prime} \leftarrow(\mathbf{d}, \mathbf{r}) \in \mathbb{F}_{2}^{d_{\text {ext }}}\)
            \(Y \leftarrow \phi^{-1} \mathbf{d}^{\prime} \cdot \mathbf{T}^{-1} \in \mathbb{F}_{2^{d_{\text {ext }}}}\)
            \(\mathbf{v} \in_{\mathrm{R}} \mathbb{F}_{2}^{V}\)
            \(F_{Y}(X) \leftarrow F(X, v)-Y\)
            \(\left(\mathrm{n}, \mathrm{L}_{\text {roots }}\right) \leftarrow \operatorname{FindRoots}\left(\mathrm{F}_{\mathrm{Y}}\right)\)
                Sections 5.4.8, 7.4.12 and 9.3.
            until \(n \neq 0\)
            \(Z \in_{R} L_{\text {roots }}\)
            return \(\quad \phi(Z), \mathbf{v} \cdot \mathbf{S}^{-1} \in \mathbb{F}_{2}^{n_{\text {var }}}\)
    end function
```

Remark 5. We always sample a root at Step 10 in the same way. Firstly, we sort the elements of $L_{\text {roots }}$ as unsigned integers ( i.e. $\theta_{i}<\theta_{i+1}$ in the chosen representation of $\mathbb{F}_{2^{d} \text { ext }}$ (Section 5.2)) in ascending order. We then compute SHA $-\$ Y$ ), and take $H_{64}$ the first 64 bits of this digest. We consider $H_{64}$ as an unsigned integer, and finally return the $\left(\mathrm{H}_{64} \bmod n\right)$-th element in $\mathrm{L}_{\text {roots }}$.

Let $\mathbf{d} \in \mathbb{F}_{2}^{m}$ and $\mathbf{x}_{\mathrm{s}} \leftarrow \operatorname{GeM~Ssinv}_{\mathbf{p}} \mathbf{d}$, $\mathrm{sk}=\mathrm{F}, \mathbf{S}^{-1}, \mathbf{T}^{-1} \in \mathbb{F}_{2}^{n_{\text {var }}}$. By construction, we have $\mathbf{p}\left(\mathbf{x}_{\mathrm{s}}\right)=\mathbf{d}$, where $\mathbf{p}$ is the public-key associated to sk. Thus, $\mathbf{x}_{\mathrm{s}} \in \mathbb{F}_{2}^{n_{\text {var }}}$ could be directly used as a signature for the corresponding digest $\mathbf{d} \in \mathbb{F}_{2}^{m}$ (Algorithm 3). In the case of Gem S , m is small enough to make the cost of simple birthday-paradox attack (Section 4.2) against the hash function more effient than all possible attacks (as those listed in Section 7.7). This problem was already identified in QUARTand Gui[134, 58, 59, 144]. Their authors proposed to handle this issue by using the so-called Feistel-Patarin scheme [58] (Section 4.2).

The basic principle of the Feistel-Patarin scheme is to roughly iterate Algorithm 30 several times. The number of iterations is a parameter nb _ite that will be discussed in Section 7.6.1.

```
Algorithm 31 Signing process in Gem SS
    function GeM S.ssign \(\mathbf{M} \in\{0,1\}^{*}\), sk \(\in \mathbb{F}_{2^{d}{ }^{\text {dext }}}\left[\mathrm{X}, \mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{v}}\right] \times \mathrm{GL}_{\mathrm{n}_{\text {var }}} \mathbb{F}_{2} \times \mathrm{GL}_{\mathrm{d}_{\text {ext }}} \mathbb{F}_{2}\),
    GeM SSnv \({ }_{p}\)
        \(\mathbf{S}_{0} \leftarrow \mathbf{0}_{\mathrm{m}}\)
        for i from 0 to nb ite -1 do . Iterations of the Feistel-Patarin scheme.
            \(\mathrm{h} \leftarrow \mathrm{SHA}-\mathbf{4} \mathbf{M} \| \mathrm{i}) \quad\). Section 7.4.13.
            \(\mathbf{D}_{i+1} \leftarrow\) first \(m\) bits of \(h \quad . \mathbf{D}_{i+1} \in \mathbb{F}_{2}^{m}\).
            \(\mathbf{S}_{i+1}, \mathbf{X}_{i+1} \leftarrow\) GeM SSNnv\(_{\mathbf{p}} \mathbf{S}_{\mathrm{i}}+\mathbf{D}_{\mathrm{i}+1}, \mathrm{sk} \quad . \mathbf{S}_{\mathrm{i}+1} \in \mathbb{F}_{2}^{m}\) and \(\mathbf{X}_{\mathrm{i}+1} \in \mathbb{F}_{2}^{n_{\text {var }}-\mathrm{m}}\).
        end for
        return \(\mathrm{sm}=\mathbf{S}_{\mathrm{nb} \_ \text {_ite }}, \mathbf{X}_{\text {nb_ite }}, \mathbf{X}_{\text {nb_ite }-1}, \ldots, \mathbf{X}_{1}\)
    end function
```


### 7.1.4 Verification Process

Naturally, the verifying process is also iterative as shown in Algorithm 32.

```
Algorithm 32 Verifying process in Gem SS
    function Gems.s.erify \(\mathbf{M} \in 0,1\}^{*}, \mathrm{sm} \in \mathbb{F}_{2}^{m+n b} \_\)ite \(\left(\mathrm{n}_{\text {var }}-\mathrm{m}\right), \mathrm{pk}=\boldsymbol{p} \in \mathbb{F}_{2}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]^{m}\)
        \(\mathbf{S}_{\text {nb_ite }}, \mathbf{X}_{\text {nb_ite }}, \mathbf{X}_{\text {nb_ite }-1}, \ldots, \mathbf{X}_{1} \leftarrow \mathrm{sm}\)
        for i from nb ite -1 to 0 by -1 do
            \(\mathrm{h} \leftarrow\) SHA-§ \(\mathbf{M} \| \mathrm{i}\) ) . Section 7.4.13.
            \(\mathbf{D}_{i+1} \leftarrow\) first \(m\) bits of \(h\)
            \(\mathbf{S}_{\mathrm{i}} \leftarrow \mathbf{p} \mathbf{S}_{\mathrm{i}+1}, \mathbf{X}_{\mathrm{i}+1}+\mathbf{D}_{\mathrm{i}+1}\)
                                    . \(\mathbf{D}_{i+1} \in \mathbb{F}_{2}^{m}\).
                . Sections 9.4.2, 9.4.3 and 9.4.4
        end for
        return VALID if \(\mathbf{S}_{0}=\mathbf{0}_{\mathrm{m}}\) and INVALID otherwise
    end function
```


### 7.2 List of Parameter Sets

Following the analysis of Section 7.7, we propose several parameters for 128, 192 and 256 bits of classical security. Namely, we propose six sets of parameters: GeM SSB BlueGeM SSR RedeM S S W hiteGeM S $\$$ C yanceM S Sand M agentaceM SS GeM S Scorresponds to the same parameters that those proposed for the first round. This choice is conservative in term of security. As advised in [2] for
the second round, we explored more aggressive choice of parameters. This leaded to more effient schemes: B lueGem S Sand RedœM SS(especially, regarding the signing timings). The parameters were extracted from Section 7.8.10 where we propose a rather exhaustive choice of possible parameters and trade-off between public-key size, signature size and effiency. For the third round,
[1] suggested evaluating the cost of the generic attack against the Feistel-Patarin scheme more accurately (Section 7.6.1), in order to improve performance of GeM SS Following this analysis, we introduce W hiteGeM S S C yanceM S Sand M agentaceM SS These schemes are respectively variants of GeM S $\$$ B heGeM S S R edceM S \$ where nb _ite is set to three (instead of four). Compared to parameters from Section 7.8.10, we choose a smaller nb _ite thanks to a more accurate lower bound of the generic attack against the Feistel-Patarin scheme. The other security parameters are adjusted accordingly.

### 7.2.1 Parameter Sets for a Security of $\quad 2^{128}$ (Level I)

| scheme | ( $\mathrm{D}, \mathrm{d}_{\text {ext }}, \Delta, \mathrm{v}, \mathrm{nb}$ _ite) | key gen. (Mc) | $\begin{aligned} & \text { sign } \\ & (\mathrm{M} \mathrm{C)} \end{aligned}$ | verify <br> (kc) | $\begin{aligned} & \|\mathrm{pk}\| \\ & (\mathrm{kB}) \end{aligned}$ | $\begin{gathered} \|\mathrm{sk}\| \\ \text { (bits) } \end{gathered}$ | $\begin{aligned} & \mid \text { sign } \mid \\ & \text { (bits) } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GeM SS 128 | $(513,174,12,12,4)$ | 19.6 | 608 | 106 | 352.19 | 128 | 258 |
| B lueGeM S S 128 | $(129,175,13,14,4)$ | 18.4 | 67.2 | 134 | 363.61 |  | 270 |
| R edcu S S 128 | $(17,177,15,15,4)$ | 16.3 | 2.05 | 141 | 375.21 |  | 282 |
| W hiteGeM SS 128 | $(513,175,12,12,3)$ | 20 | 436 | 91.7 | 358.17 | 128 | 235 |
| C yance S S 128 | $(129,177,14,13,3)$ | 18.5 | 49.8 | 91 | 369.72 |  | 244 |
| M agentacem S S 128 | $(17,178,15,15,3)$ | 16.7 | 1.82 | 101 | 381.46 |  | 253 |

Table 7.1: Performance of GeM SSfor a 128-bit security level ( $\lambda=128$ ), with M Q soft We use a Skylake processor (LaptopS). Mc (respectively kc) stands for megacycles (respectively kilocycles).
The results have three significant digits.

### 7.2.2 Parameter Sets for a Security of $\quad 2^{192}$ (Level III)

| scheme | ( $\mathrm{D}, \mathrm{d}$ ext $, \Delta, \mathrm{v}, \mathrm{nb}$ _ite) | key gen. <br> (Mc) | $\begin{gathered} \hline \text { sign } \\ (\mathrm{M} \mathrm{C}) \end{gathered}$ | verify <br> (kc) | $\begin{aligned} & \hline\|\mathrm{pk}\| \\ & \text { (kB) } \end{aligned}$ | $\begin{gathered} \mid \text { \|sk\| } \\ \text { (bits) } \end{gathered}$ | $\begin{aligned} & \mid \text { sign } \mid \\ & \text { (bits) } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GeM S S 192 | $(513,265,22,20,4)$ | 69.4 | 1760 | 304 | 1237.96 | 192 | 411 |
| B lueGeM S S 192 | $(129,265,22,23,4)$ | 65 | 173 | 325 | 1264.12 |  | 423 |
| R edcem SS 192 | $(17,266,23,25,4)$ | 57.1 | 5.55 | 335 | 1290.54 |  | 435 |
| W hiteGeM S 192 | (513, 268, 21, 21, 3) | 73.1 | 1330 | 263 | 1293.85 | 192 | 373 |
| C yancM SS 192 | $(129,270,23,22,3)$ | 68.2 | 131 | 269 | 1320.80 |  | 382 |
| M agentaCeM S S 192 | $(17,271,24,24,3)$ | 60.3 | 4.53 | 274 | 1348.03 |  | 391 |

Table 7.2: Performance of Gem Ssfor a 192-bit security level ( $\lambda=192$ ), with M Q soft We use a Skylake processor (LaptopS). Mc (respectively kc) stands for megacycles (respectively kilocycles).
The results have three significant digits.

### 7.2.3 Parameter Sets for a Security of $\quad 2^{256}$ (Level V)

| scheme | ( $\mathrm{D}, \mathrm{d}_{\text {ext }}, \Delta, \mathrm{v}, \mathrm{nb}$ _ite) | key gen. (Mc) | $\begin{gathered} \hline \text { sign } \\ (\mathrm{M} \mathrm{C}) \\ \hline \end{gathered}$ | verify <br> (kc) | $\begin{aligned} & \hline\|\mathrm{pk}\| \\ & (\mathrm{kB}) \end{aligned}$ | $\begin{array}{r} \hline \text { \|sk\| } \\ \text { (bits) } \\ \hline \end{array}$ | $\begin{aligned} & \mid \text { \|sign } \mid \\ & \text { (bits) } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GeM S S 256 | (513, 354, 30, 33, 4) | 158 | 2490 | 665 | 3040.70 | 256 | 576 |
| B lueGeM S S 256 | (129, 358, 34, 32, 4) | 152 | 248 | 680 | 3087.96 |  | 588 |
| R edce S S 256 | $(17,358,34,35,4)$ | 143 | 8.76 | 709 | 3135.59 |  | 600 |
| W hiteGeM SS 256 | $(513,364,31,29,3)$ | 163 | 1920 | 516 | 3222.69 | 256 | 513 |
| C yancem SS 256 | (129, 364, 31, 32, 3) | 159 | 190 | 535 | 3272.02 |  | 522 |
| M agentacM S S 256 | $(17,366,33,33,3)$ | 148 | 7.61 | 535 | 3321.72 |  | 531 |

Table 7.3: Performance of Gem Ssfor a 256 -bit security level ( $\lambda=256$ ), with M Q soft We use a Skylake processor (LaptopS). Mc (respectively kc) stands for megacycles (respectively kilocycles). The results have three significant digits.

### 7.3 Design Rationale

A multivariate scheme. The first design rational of GeM Sis to construct a signature scheme producing short signatures. It is well-known that multivariate cryptography [164, 29, 70] (Chapter 2) provides the schemes with the smallest signatures among all post-quantum schemes. M ultivariatebased signature schemes are even competitive with ECC-based, pre-quantum, signature schemes (see, for example [31, 123]). This explains the choice of a multivariate cryptosystem for GeM SS

A HFEbased scheme. $\quad \mathrm{FFE}$ [133] (Section 2.4.1) is probably the most popular multivariate cryptosystem. Its security has been extensively studied for more than twenty years. The complexity of the best known attacks against HFEare all exponential in $0 \log _{2}(D) \quad$ (Sections 4.4 and 4.6 ), where $D$ is the degree of the secret univariate polynomial. When $D$ is too small, then HFEcan be broken, e.g. [111, 82, 22]. In contrast, solving HFEis NP-hard when $D=02^{d_{\text {ext }}}$ [111]. However, the complexity of the signature generation - which requires finding the roots of a univariate polynomial - is quasi-linear in D (Theorem 4). All in all, there is essentially one parameter, the degree $D$ of the univariate secret polynomial, which governs the security and effiency of HFE The design challenge in HFEis to find a proper trade-ofbetween effiency and security.

Variants of HFE A fundamental element in the design of secure signature schemes based on HFEis the introduction of perturbations. These create many variants of the scheme (Section 2.4.1). Classical perturbations include the minus modifier ( $\mathrm{HFE}-[151,133]$ ) and the vinegar modifier (HFEv [110, 134]). Typically, QUARTís a HFEv-signature scheme where $D=129, q=2$, $d_{\text {ext }}=103, v=4$ vinegar variables and $\Delta=3$ minus equations. The resistance, up to now, of QUARTZgainst all known attacks illustrates that minus and vinegar variants permit to indeed strengthen the security of a HFEbased signature. A nude HFE i.e. without any perturbation, with $D=129$ and $d_{\text {ext }}=103$ would be insecure whilst no practical attack against QUARTもas been reported in the literature. The best known attack is [82] that serves as a reference to set the parameters for GeM SS Besides, [68] gave new insights on how to choose the vinegar and minus modifiers.

Q UART法 the reputation to be solid but with a rather slow signature generation process. The authors of [134] reported a signature generation process taking about a minute. Today, the same parameters will take less than one hundred milliseconds. This is partly due to the technological progress on the speed of processors. In fact, it is mostly due to a deeper understanding on algorithms finding the roots of univariate polynomials. This is further detailed in Section 9.3.

Large set of parameters. We propose a general methodology to derive parameters (Section 7.7). This permits to derive a large selection of parameters with various trade-off between sizes and effiency (Section 7.8.10).

### 7.4 Implementation

Here, we detail some of the choices we have made for implementing GeM S S

### 7.4.1 D ata Representation

Compressed secret-key. The size of the secret-key, as computed in A ppendix A, can be drastically reduced. For that, we expand the secret-key from a random seed. This is classical and implies considering a new attack: the exhaustive search of the seed. Thus, we set the size of the seed to bits to reach a $\lambda$-bit security level. This change increases the cost of the signing process, since the secret-key has to be generated for each operation. However, the expansion of the seed is negligible in comparison to the cost of the root finding algorithm.

In M Q soft(Chapter 9) and in the NIST submission of GeM SS[50], the use of a seed is controlled with the ENABLEISEEDSK macro (set to 1 by default) from config _hFEh When enabled, the seed is expanded with SHAK 'Section 6.2.1).

Data structure for $\mathbf{M Q}$ systems. The first idea [56] is to see m equations of $\mathbb{F}_{2}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]$ as one element in $\mathbb{F}_{2^{m}}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]$. The second idea is to use quadratic forms. Let $\mathbf{x}=\left(x_{1}, \ldots, x_{n_{\text {var }}}\right)$, $\mathbf{c} \in \mathbb{F}_{2^{m}}$ and $\mathbf{Q}, \mathbf{Q}^{\prime} \in \mathcal{M} \quad \mathrm{n}_{\text {var }} \mathbb{F}_{2^{m}}$, then a square-free quadratic polynomial in $\mathbb{F}_{2^{m}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]$ can be written as

$$
\mathbf{c}+\mathbf{x} \cdot \mathbf{Q}^{\prime} \cdot \mathbf{x}^{\top}
$$

where $\mathbf{x}^{\top}$ stands for transpose of $\mathbf{x}$. The coeffient $\mathbf{Q}_{i, j}^{\prime}$ corresponds to the term $\mathbf{x}_{\mathrm{i}} \mathbf{x}_{\mathrm{j}}$ in the polynomial. Since $x_{i}^{2}=x_{i}$, the linear term can be stored on the diagonal of $\mathbf{Q}^{\prime}$. To minimize the size, $\mathbf{Q}^{\prime}$ can be transformed into an upper triangular matrix $\quad \mathbf{Q}$. By construction, $\mathbf{Q}_{\mathrm{i}, \mathrm{j}}^{\prime}$ and $\mathbf{Q}_{j, i}^{\prime}$ are the coeffients of the same term $\quad \mathrm{x}_{\mathrm{i}} \mathrm{x}_{\mathrm{j}}(\mathrm{i} \neq \mathrm{j})$. The matrix $\mathbf{Q}$ is such that:

$$
\mathbf{Q}_{i, j}=\begin{array}{ll}
\mathbf{Q}_{i, j}^{\prime} & \text { if } \mathrm{i}=\mathrm{j}, \\
\mathbf{Q}_{i, j}^{\prime}+\mathbf{Q}_{\mathrm{j}, \mathrm{i}}^{\prime} & \text { if } \mathrm{i}<\mathrm{j}, \\
0 & \text { otherwise. }
\end{array}
$$

### 7.4.2 Representation of the Secret-K ey

The existence of equivalent keys (Section 4.6.1) allows to choose a representation of the secret-key. Here, we present our choice for GeM S S

Additive sustainer. In [165], the authors introduced the additive sustainer. A pplied to HFEvwe have that for any $C_{s}, C_{t} \in \mathbb{F}_{2^{\text {dext }}}$ and a $H F E v p o l y n o m i a l ~ F \in \mathbb{F}_{2^{\text {dext }}}\left[X, V_{1}, \ldots, V_{v}\right]$, there exist two equivalent keys corresponding to $\quad \mathrm{F}(\mathrm{X})$ and $\mathrm{F}\left(\mathrm{X}+\mathrm{C}_{5}\right)+\mathrm{C}_{\mathrm{t}}$. So, for any random F , we can choose $C_{s}$ and $C_{t}$ to have a unique representation of the secret-key. We can easily show [165] that we can choose $C_{s}$ and $C_{t}$ to have linear transformations $\mathcal{S}$ and $\mathcal{T}$ instead of affe transformations.

Big sustainer. Similarly to the additive sustainer, the big sustainer [165] gives the existence of equivalent keys between $F(X)$ and $B_{t} \cdot F\left(B_{s} \cdot X\right)$ for any $B_{s}, B_{t} \in \mathbb{F}_{2 d \text { dext }}^{\times}$. So, for any random $F \in \mathbb{F}_{2^{d}{ }^{\text {ext }}}\left[X, v_{1}, \ldots, v_{v}\right]$, we can set $B_{s}$ to one and $B_{t}$ to the inverse of the leading coeffient of $F$ to obtain a monic HFE vpolynomial. We generate monic HFEvpolynomials in GeM S $\$$ and so we do not store its leading term.
Remark 6. A ssume $D=2^{1}+2^{J}$ for $0 \leqslant J<1$. With a smart choice of $B_{s}$ and $B_{t}$, we could set the term $X^{D}$ and one of terms $X^{D-2^{I-1}}(I>0$ and $J \neq 1-1)$ or $X^{D-2^{\prime}-1}(J>0)$ of $F$ to one.

### 7.4.3 Generating Invertible Matrices

Algorithm 29 requires, at Step 2, generating a pair of invertible matrices $\quad(\mathbf{S}, \mathbf{T}) \in G L_{n_{\text {var }}} \mathbb{F}_{2} \times$ $\mathrm{GL}_{\mathrm{d}_{\text {ext }}} \mathbb{F}_{2}$. This problem was already discussed in [119]. The authors presented two (natural) methods to generate invertible matrices.

Trial and error. The first one (trial and error ) samples random matrices until one is invertible. The probability that a random matrix in $\quad \mathcal{M}_{\mathrm{n}} \mathbb{F}_{\mathrm{q}}$ is invertible [116] is given by
r

$$
1-q^{-j}
$$

$\mathrm{j}=1$
This probability is especially small when $q$ is small, implying a large number of errors before finding an invertible matrix. For $\mathrm{n}=128$ and $\mathrm{q}=2$, the probability of success is $28.9 \%$.

LU decomposition. The second one uses the so-called LU decomposition [99]. This method has the advantage to directly return an invertible matrix. It is as follows.

- Generate a random lower triangular matrix $L \in G L_{n} \mathbb{F}_{2}$ and a random upper triangular matrix $U \in G L_{n} \mathbb{F}_{2}$, both with ones on the diagonal (to have a non-zero determinant).
- Return $L \cdot U \in G L_{n} \mathbb{F}_{2}$.

It is known [119] that this method is slightly biased. A small part of the invertible matrices cannot be generated with this method. For a square matrix of size $n$, the number of invertible upper triangular matrices is $2^{\left(n^{2}-n\right) / 2}$ (the exponent is $\sum_{i=1}^{n-1} \mathrm{i}$ ). So, the number of matrices that can be generated with the LU decomposition is $2^{n^{2}-n}$. Still, this does not reduce the search space on the secret matrices suffiently to impact the security of Gem SS

In M Q soft (Chapter 9) and in the NIST submission of GeM SS[50], we have implemented both generation methods. The implementation gives the possibility to switch the method with the GENINVERTBLEMATR XXLU macro, which is in the file config _HFEh It is set to 1 by default.

The matrices $(\mathbf{S}, \mathbf{T}) \in G L_{\mathrm{n}_{\text {var }}} \mathbb{F}_{2} \times \mathrm{GL}_{\mathrm{d}_{\text {oxt }}} \mathbb{F}_{2}$ are only used during the generation of the public-key. After, we are only using the inverse of these matrices. So, $\mathbf{S}^{-1}$ and $\mathbf{T}^{-1}$ are computed during the generation and stored in the secret-key (except when the secret-key is compressed).

Computation of L.U and inversion. During the keypair generation, we generate random invertible matrices and their inverse (when the secret-key is compressed, the inverses are generated during the signing process). When the LU decomposition is used, several ways to compute and $(\mathrm{L} \cdot \mathrm{U})^{-1}$ are possible.

- L.U can be directly computed with a matrix product. Similarly, (L.U $)^{-1}$ can be computed as $U^{-1} \cdot L^{-1}$.
- By using the fact that the Gaussian elimination applied on $L \cdot U$ gives $U$, and that the operations used are stored in $L$, we can reverse this Gaussian elimination to obtain L.U from U . Similarly, we know that we can obtain $\mathrm{I}(\mathrm{L} \cdot \mathrm{U})^{-1}$ from a Gaussian elimination on $\mathrm{L} \cdot \mathrm{U} \quad \mathrm{I}$. So, we can use L then U to transform the identity matrix to $(\mathrm{L} \cdot \mathrm{U})^{-1}$.

In our implementation, we compute $\mathrm{L} \cdot \mathrm{U}$ with a matrix product, whereas $(\mathrm{L} \cdot \mathrm{U})^{-1}$ is computed with the Gaussian elimination. When the secret-key is compressed, we assume that the matrix product is faster than the Gaussian elimination. So, we modify the previous process by using $\mathrm{L}^{-1}$ and $\mathrm{U}^{-1}$ instead of L and U (the seed directly generates $\mathrm{L}^{-1}$ and $\mathrm{U}^{-1}$ for the signing process).

### 7.4.4 Constant-Time Gaussian Elimination

The trial and error method (Section 7.4.3) requires the generation and inversion of two boolean invertible matrices. The classical way to do it is to use a Gaussian elimination. Unlike the LU decomposition, the main problem is that the pivot may be null. Searching a row with a non-zero pivot reveals information on the matrix. The operation allowing to select one row of $M$ has to be performed on all rows, in order to avoid information leakages (Section 4.7). In [17], the authors proposed a constant-time Gaussian elimination. Let $M \in \mathcal{M} \mathbb{F}_{2}$. The idea is to multiply (in constant-time) each row of M by a boolean, then add them to the pivot row. This boolean is used as a switch. While the pivot is null, this switch is set to one and the next row will be added to the pivot row. But as soon as the pivot is not null, the switch is definitely set to zero, implying that the pivot row will no longer be modified. We propose a possible implementation of this strategy in Algorithm 33. According to Section 6.3.2, the multiplications in $\mathbb{F}_{2}$ have to be replaced by the use of masks.

```
Algorithm 33 Constant-time Gaussian elimination on the rows of a matrix in \(\mathcal{M}_{\mathrm{n}} \mathbb{F}_{2}\).
    \(M[i]\) corresponds to the \(i\)-th row of \(M\), and \(M[i][j]\) corresponds to \(M_{i, j}\).
    function cstGauss \(M \in \mathcal{M} \mathbb{F}_{2}\)
        for i from 1 to \(\mathrm{n}-1\) do
            for j from \(\mathrm{i}+1\) to n do . We search a non-zero pivot for the pivot row.
                \(M[i] \leftarrow M[i]+1-M[i][i] \cdot M[j] \quad . M[i][i]\) is the pivot.
            end for
        for j from \(\mathrm{i}+1\) to n do. We eliminate the coeffients of the i -th column with the
    pivot row.
            \(M[j] \leftarrow M[j]-M[j][i] \cdot M[i]\)
        end for . Note that both loops could be merged.
        end for
        return M
    end function
```


### 7.4.5 Generating HFEvPolynomials

Algorithm 29 requires, at Step 3, the generation of a polynomial $\quad F \in \mathbb{F}_{2^{d}{ }_{\text {ext }}}\left[X, v_{1}, \ldots, V_{v}\right]$ with a HFE whape of degree $D$ (Equation (7.1)). The polynomial $F$ can be considered as a polynomial in $X$ whose coeffients live in $\mathbb{F}_{2^{d} \mathrm{dext}}\left[\mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{v}}\right]$. We randomly generate and store the $\mathrm{N}_{\mathrm{D}, \mathrm{v}, 2}$ terms of F (Equation (A.1)). In fact, we only store $\mathrm{N}_{\mathrm{D}, \mathrm{v}, 2}-1$ terms. The polynomial F is chosen monic and so the leading coeffient is not stored (Section 7.4.2). This choice makes easier the root finding part (A Igorithm 25).

### 7.4.6 Public-Key Generation via Quadratic Forms

According to Section 7.4.1, $\mathbf{f} \in \mathbb{F}_{2}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]_{\text {dext }}^{d_{\text {er }}}$ is stored as $\mathbf{c}+\mathbf{x} \cdot \mathbf{Q} \cdot \mathbf{x}^{\top} \in \mathbb{F}_{2^{d_{\text {ext }}}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]$. We first compute $f_{1}\left(x_{1}, \ldots, x_{n_{\text {var }}}\right) \cdot \mathbf{S}, \ldots, f_{d_{\text {ext }}}\left(x_{1}, \ldots, x_{n_{\text {var }}}\right) \cdot \mathbf{S} \quad$ (Step 6, Algorithm 29) with our representation. To do so, we just replace $\mathbf{x}$ by $\mathbf{x} \cdot \mathbf{S}$. The linear change of variables $\mathcal{S}$ can be represented as:

$$
\mathbf{c}+\mathbf{x} \cdot \mathbf{Q}^{\prime} \cdot \mathbf{x}^{\top} \in \mathbb{F}_{2^{d} \mathrm{exx}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]
$$

for $\mathbf{Q}^{\prime}=\mathbf{S} \cdot \mathbf{Q} \cdot \mathbf{S}^{\top}$. We then symmetrize the matrix $\quad \mathbf{Q}^{\prime}$ as in Section 7.4.1 to get an upper triangular matrix. To obtain the public-key, we now need to perform linear combinations with the matrix $\quad \mathbf{T}$. With our representation, this is equivalent to multiplying $\phi$ of each coeffient by $\quad$ T (by removing its last $\Delta$ columns) to obtain the public-key in the form:

$$
\mathbf{c}_{\mathrm{pk}}+\mathbf{x} \cdot \mathbf{Q}_{\mathrm{pk}} \cdot \mathbf{x}^{\top} \in \mathbb{F}_{2 m}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\mathrm{vax}}}\right],
$$

with $\mathbf{c}_{\mathrm{pk}} \in \mathbb{F}_{2 \mathrm{~m}}$ and $\mathbf{Q}_{\mathrm{pk}} \in \mathcal{M} \mathrm{n}_{\text {var }} \mathbb{F}_{2 \mathrm{~m}}$.
In this form, the evaluation of the public-key is reduced to a matrix-vector product and a dot product. However, the practical use of this representation is not optimal in memory when m is not a multiple of eight. So, we have to pack the bits of the public-key (Section 7.4.8).

### 7.4.7 Public-K ey Generation by Evaluation-Interpolation

As mentioned in the seminal paper of M atsumoto-Imai [119], the public-key polynomials $\mathbf{p}=$ $\left(p_{1}, \ldots, p_{m}\right) \in \mathbb{F}_{2}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$ can be generated by evaluation-interpolation: $\boldsymbol{p}$ is evaluated in $N$ distinct evaluation points in $\mathbb{F}_{2}^{n^{\text {var }}}$, then a multivariate interpolation allows to find the coeffients of $\mathbf{p}$. Since $\mathbf{p}$ is not yet known, each evaluation of $\mathbf{p}$ in $\mathbf{a} \in \mathbb{F}_{2}^{n}{ }^{\text {var }}$ is computed from the secret-key as follows:

$$
\mathbf{p}(\mathbf{a})=(\pi \mathcal{O} \mathcal{F} \mathscr{S} \quad)(\mathbf{a})=\mathcal{F}(\mathbf{a} \cdot \mathbf{S}) \cdot \mathbf{F} \in \mathbb{F}_{2}^{m},
$$

where $\boldsymbol{F}$ is $\mathbf{T}$ without its last $\Delta$ columns ( cf. Equation (2.2)). This method can be easily simplified with a smart choice of the evaluation points. In [119], the authors consider points having their Hamming weight less or equal to two. Let $\mathbf{e}_{\mathrm{i}}$ be the i -th row of $\mathrm{I}_{\mathrm{n}_{\text {var }}}$ the identity matrix in $\mathcal{M}_{\mathrm{n} \text { var }} \mathbb{F}_{2}$, and let $\mathrm{p}_{\mathrm{k}}$ be as follows:

$$
p_{k}=X_{i=1}^{X_{j=1} X^{-1}} c_{i, j} x_{i} x_{j}+{ }_{i=1}^{X_{\text {var }}} c_{i} x_{i}+c \in \mathbb{F}_{2}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right],
$$

with $c_{i, j}, c_{i}, c \in \mathbb{F}_{2}$, for all $i, j, 1 \leqslant j<i \leqslant n_{\text {var }}$.

Then, we have:

1. $p_{k}\left(\mathbf{0}_{n_{\text {var }}}\right)=c$,
2. $p_{k}\left(\mathbf{e}_{\mathrm{i}}\right)=\mathrm{c}+\mathrm{c}_{\mathrm{i}}$, for all $\mathrm{i}, 1 \leqslant \mathrm{i} \leqslant \mathrm{n}_{\text {var }}$,
3. $p_{k}\left(\mathbf{e}_{i}+\mathbf{e}_{j}\right)=c+c_{i}+c_{j}+c_{i, j}$, for all $i, j, 1 \leqslant j<i \leqslant n_{\text {var }}$.

We easily deduce the coeffients of the public-key. This method is adapted for low-end devices (Section 7.8.7), since quadratic terms of the public-key can be computed one by one.

Remark 7. As mentioned in [163], the multiplication by $\mathbf{S}$ is trivial since the Hamming weight of the vectors is less or equal to two. We just sum the $i$-th and $j$-th rows of $\mathbf{S}$. Note that the evaluation points are public and so do not require a constant-time use.

Remark 8. In the implementation, we compute $\mathcal{F} \mathcal{S}$ by evaluation-interpolation instead of
p. Then, we apply $\mathcal{F}$ on each coeffient to obtain the public-key.

Evaluation of a HFEvpolynomial. The evaluation-interpolation strategy requires evaluating N times the map $\mathcal{F}$. To do it, we need an effient multipoint evaluation of HFEvpolynomial. We use the matrix representation of $\quad \mathrm{F}$ (Equation (9.3)) that we will present in Section 9.4.1.

Remark 9. When a quadratic form ( e.g. $\mathcal{F}$ and F ) is evaluated in several points, some computations can be re-used to accelerate its evaluation in a linear combination of these points.

### 7.4.8 Packed Representation of the Public-K ey

The implementation of Gem SSsubmitted to the second round of the NIST PQC standardization process used the monomial representation of the public-key (Section 7.4.1). However, the latter does not reach the minimum theoretical size. We have solved this problem in our implementation for the third round. We use a public-key format allowing to pack the bits of the public-key, while maintaining a quick use during the verifying process. On one hand, we save up to $18 \%$ of the public-key size. On the other hand, the verifying process is slightly slower (up to $31 \%$ ).

This format is based on the so-called hybrid representation [84]. Let $m=8 \times k+r$ be the Euclidean division of m by 8 . We store the first 8 k equations with the monomial representation (Section 9.4.4), then we store the last $r$ equations one by one (Section 9.4.2). This process is illustrated by Figure 7.1. Firstly, we pack monomial by monomial the coeffients of the first equations. This corresponds to take the vertical rectangles from left to right, then take coeffients from up to down. Secondly, we pack equation by equation the coeffients of the last $r$ equations. This corresponds to take the horizontal rectangles from up to down, then take coeffients from left to right.

Our aim is to decrease the cost of unpacking the bits of the public-key during the verifying process. With our format, a big part of the public-key uses the monomial representation. At the beginning of the second round, this representation was used to store the m equations (instead of 8 k equations). So, the evaluation of the first 8 k equations is performed as effiently as before. They do not need to be unpacked. This implies that only the last $\quad \mathrm{r}$ equations generate an additional cost, which is slight ( $r \leqslant 7$ is small compared to 8 k ). These equations can be evaluated packed, but when nb _ite > 1, unpacking them permits to accelerate the evaluation (which is repeated nb _ite times).


Figure 7.1: Example of hybrid representation of a M Q system of 10 equations in 3 variables. Each row corresponds to one equation, and the $\quad c^{(k)}$ and $p_{i, j}^{(k)}$ are in $\mathbb{F}_{2}$ for $1 \leqslant k \leqslant 10$.

Implementation details. An important point in our implementation is the memory alignment. All data have to be 8 -bit aligned. This permits to have simpler and more effient implementations. In the previous implementation, we used a zero padding when necessary. However, this implied that the theoretical size was not reached.

Firstly, the first 8 k equations are stored without loss. Since for each monomial, 8 k coeffients in $\mathbb{F}_{2}$ are packed, we obtain that k bytes are required to store them. So, we do not require padding to align data to 8 bits. The monomials are stored in the graded lexicographic order (as on Figure 7.1). Secondly, the last $r$ equations are stored in the graded reverse lexicographic order (as on Figure 7.1). Each equation requires storing $N$ elements of $\mathbb{F}_{2}$. The alignment of the equations requires using a zero padding when N is not multiple of eight. In this case, the padding size is $N_{p}=8-(N \bmod 8)$ bits. We solve this problem by using the last $\quad(r-1) N_{p}$ bits of the last equation to fill the padding of the $r-1$ other equations. In particular, we take these last bits by pack of $N_{p}$, and the `-th pack is used to fill the padding of the ( \(8 \mathrm{k}+{ }^{`}\) )-th equation. For example, on Figure 7.1, the 9 -th equation contains 7 coeffients. So, with our process, we would remove $p_{3,3}^{(10)}$ from the 10 -th equation to store it just after $p_{3,3}^{(9)}$. Thus, the 10 -th equation would be 8 -bit aligned.

Remark 10. If $\mathrm{N} \mathrm{N}_{\mathrm{p}} \leqslant((8-(\mathrm{rN} \bmod 8)) \bmod 8)$, then the minimum size of the public-key (rounded up to the next byte) is also reached by using the zero padding of each equation.

### 7.4.9 Parallel A rithmetic in $\quad \mathbb{F}_{2}, \mathbb{F}_{16}$ and $\mathbb{F}_{256}$

Here, we study the classical strategies to perform operations in parallel in $\mathbb{F}_{q}$, for $\left.q \in 2,16,256\right\}$. We use $\mathbb{F}_{2}$ for Gem $\mathrm{S} \$$ whereas $\mathbb{F}_{16}$ and $\mathbb{F}_{256}$ are used for low-end devices (Section 7.8.7). The fields $\mathbb{F}_{16}$ and $\mathbb{F}_{256}$ are also used in R a inbow (Section 7.10).

Tower fields defining $\mathbb{F}_{16}$ and $\mathbb{F}_{256}$. Here, we present how we define $\mathbb{F}_{4}, \mathbb{F}_{16}$ and $\mathbb{F}_{256}$. These representations [56] are the same that these used in $R$ anbow [64], which allows a compatibility between the R ainbow implementations and our implementation of its dual mode (Section 8.6.3).

- $\mathbb{F}_{4}$ is (necessarily) $\mathbb{F}_{2}\left[e_{1}\right] / e_{1}^{2}+e_{1}+1$,
- $\mathbb{F}_{16}$ is $\mathbb{F}_{4}\left[\mathrm{e}_{2}\right] / \mathrm{e}_{2}^{2}+\mathrm{e}_{2}+\mathrm{e}_{1}$,
- $\mathbb{F}_{256}$ is $\mathbb{F}_{16}\left[\mathrm{e}_{3}\right] / \mathrm{e}_{3}^{2}+\mathrm{e}_{3}+\mathrm{e}_{2} \mathrm{e}_{1}$.

We can perform effiently arithmetic operations in parallel via vector instructions (Section 6.1.3). By defining $\mathbb{F}_{16}$ and $\mathbb{F}_{256}$ with tower fields, we can take advantage of subfields to accelerate field operations, in particular the (general) multiplication in $\mathbb{F}_{256}$. Other operations that we present here do not require defining fields with tower fields. In fact, we can use any representation of $\mathbb{F}_{q}(q \in 2,16,256\}$ here), if the representation of all its elements corresponds to the same basis $\mathcal{B}$ of $\mathbb{F}_{q}$ over $\mathbb{F}_{2}$ (Section 5.2). This is true for tower fields respecting Equation (5.6) ( e.g. $\mathcal{B}=$ $\left(1, \mathrm{e}_{1}, \mathrm{e}_{2}, \mathrm{e}_{1} \mathrm{e}_{2}, \mathrm{e}_{3}, \mathrm{e}_{1} \mathrm{e}_{3}, \mathrm{e}_{2} \mathrm{e}_{3}, \mathrm{e}_{1} \mathrm{e}_{2} \mathrm{e}_{3}\right)$ if $\mathbb{F}_{4}, \mathbb{F}_{16}$ and $\mathbb{F}_{256}$ are represented with the canonical basis). Except for the (general) multiplication in $\mathbb{F}_{256}$, these parallel operations can also be used in $\mathbb{F}_{2^{k}}$ for $1 \leqslant k \leqslant \log _{2}(q)$ (with a relevant data alignment).

Packed representation. The elements of $\mathbb{F}_{2}, \mathbb{F}_{16}$ and $\mathbb{F}_{256}$ require respectively one bit, four bits and one byte. Naturally, we store elements as a vector of bytes, with in particular two elements of $\mathbb{F}_{16}$ by byte. By using 128 -bit registers available in SSE, we can store $\frac{128}{\log _{2}(q)}$ elements of $\mathbb{F}_{q}$, which makes 128,32 and 16 elements respectively for $\mathbb{F}_{2}, \mathbb{F}_{16}$ and $\mathbb{F}_{256}$.

Addition. The addition in $\mathbb{F}_{\mathrm{q}}$ corresponds to the bitwise logical XOR since each element is a binary polynomial. With the PXO instruction, $\frac{128}{\log _{2}(q)}$ additions can be performed in parallel.

Squaring. The square in $\mathbb{F}_{\mathrm{q}}$ can be computed with one or two calls to the PSHU Finstruction.
Parallel multiplication by a scalar. In $\mathbb{F}_{2}$, the multiplication of 128 elements $a_{0}, \ldots, a_{127}$ by a scalar $c \in \mathbb{F}_{2}$ can be easily implemented. To do it, we duplicate c in a 128 -bit register, then the multiplication is performed via the PANDinstruction. The duplication of c is performed by duplicating it firstly on each 64 -bit block, then by computing -c in parallel on each block. This can be computed as $0-\mathrm{c}$ via the PSUBinstruction from SSE2. However, we remark that the equality test $\mathrm{C}==1$ via the (constant-time) PCM PEinstruction from SSE4.1 seems faster.

In $\mathbb{F}_{16}$, the idea [51] is to use multiplication tables coupled to the PSHUFBnstruction. This instruction takes 16 indices on 4 bits, and looks up the corresponding 8 -bit elements in a 16 -byte lookup table. Since each result only uses 4 bits, we can multiply by one or two scalars in one call to PSHUF $\left.{ }^{5} 51\right]$. Let $a_{0}, \ldots, a_{15} \in \mathbb{F}_{16}$, and let $T_{c}$ (respectively $T_{c, d}$ ) be the lookup table whose i -th index corresponds to the i -th element of $\mathbb{F}_{16}$ multiplied by c (respectively c and d ) in $\mathbb{F}_{16}$.

The PSHUFBnstruction permits to perform the 16 multiplications by $\quad \mathrm{c}$ (respectively c and d ) in one instruction (once the coeffients and $T_{c}$ (respectively $T_{c, d}$ ) are loaded in 128 -bit registers). Here, note that the loaded table depends on $c, d \in \mathbb{F}_{16}$. So, this implementation is variable-time about $c$ and $d$ (Section 6.3.3). Naturally, the same method applied to $\mathbb{F}_{4}$ permits to perform 32 multiplications by one or two scalars, in one instruction (and 64 multiplications for $\mathbb{F}_{2}$ ).

In $\mathbb{F}_{256}$, the idea [51] is similar to $\mathbb{F}_{16}$. We just split the memory representation of each element of $\mathbb{F}_{256}$ into two packs of four bits, then we use one lookup table by pack. Let $\quad a_{0}, \ldots, a_{15} \in \mathbb{F}_{256}$, and let $\mathcal{P}$ be the map which generates an element of $\mathbb{F}_{256}$ from its memory representation: an integer in $\llbracket 0,255 \rrbracket$. For $0 \leqslant i \leqslant 15$, let $b_{i}=\mathcal{P}^{-1}\left(a_{i}\right) \in \llbracket 0,255 \rrbracket$ be the memory representation of $a_{i}$. We have $a_{i}=\mathcal{P}\left(b_{i} \bmod 16\right)+\mathcal{P}\left(16 \cdot \frac{b_{i}}{16}\right)$. Let $T_{c}\left(\right.$ respectively $\left.U_{c}\right)$ be the lookup table whose $i$-th index corresponds to $\mathcal{P}(\mathrm{i})$ (respectively $\mathcal{P}(16 \cdot \mathrm{i})$ ) multiplied by c in $\mathbb{F}_{256}$. The 16 multiplications by $c \in \mathbb{F}_{256}$ can be performed by splitting $b_{i}$ into $\frac{b_{i}}{16}, b_{i} \bmod 16$ for $0 \leqslant i \leqslant 15$, by multiplying each $\mathcal{P}\left(b_{i} \bmod 16\right)$ (respectively $\mathcal{P} 16 \cdot \frac{b_{i}}{16}$ ) by $c$ with $T_{c}$ (respectively $U_{c}$ ) and one call to the PSHUFB instruction, then by summing both results with the Pxo instruction.

General multiplication. In $\mathbb{F}_{2}$, the multiplication corresponds to the bitwise logical AND The PANDinstruction permits to compute 128 multiplications in parallel.
In $\mathbb{F}_{16}$, the strategy [56] is to remark that for $a, b \in \mathbb{F}_{16}^{\times}, a \cdot b=g^{\log _{g}(a)+\log _{g}(b)}$, where $g$ is a generator of the multiplicative group $\mathbb{F}_{16}^{\times}$. The Zech logarithm representation [35] consists in writing any non-zero element of a finite field $\mathbb{F}_{q}$ as the power of a generator of the multiplicative group, and allows to perform the multiplication as the addition of powers modulo $q-1$. Therefore, the multiplication can be parallelized with logarithm and exponential tables, coupled to the PSHUFBnstruction. Here, we just set $\log _{g}(0)$ to $256-42$, and we put $s+\frac{s}{16}$ as input of the PSHU FBnstruction, for $s=\left(\log _{g}(a)+\log _{g}(b)\right) \bmod 256$. If $a$ and $b$ are not zero, then PSHUFBnly considers the first four bits of this 8 -bit block in input, and returns the corresponding block from the exponential table. Otherwise, the last bit of the 8 -bit block is one and the peculiar property of PSHU Fimplies that a null block is returned. This strategy is more expensive than the previous methods, but is constant-time.

In $\mathbb{F}_{256}$, the strategy [56] is to perform K aratsuba's multiplication algorithm (Section 5.1.2) on degree-one elements of $\mathbb{F}_{16}\left[e_{3}\right]$ via the tower field representation. The three products in $\mathbb{F}_{16}$ are computed via logarithm and exponential tables, and the resulting degree-two term is multiplied by $e_{3}+e_{2} e_{1}$. By using notations from Section 5.1.2, the result is $P_{1}+P_{2} \cdot e_{2} e_{1}+\left(P_{1}+P_{3}\right) e_{3}$. The multiplication of $P_{2} \in \mathbb{F}_{16}$ by the public scalar $e_{2} \mathrm{e}_{1} \in \mathbb{F}_{16}$ can be performed with one call to the PSHUFBंnstruction, but it is more effient to directly compute $\quad \mathrm{P}_{2} \cdot \mathrm{e}_{2} \mathrm{e}_{1}$ instead of computing $\mathrm{P}_{2}$ then $P_{2} \cdot e_{2} e_{1}$. To do it, let $P_{2}=a \cdot b$ for $a, b \in \mathbb{F}_{16}$, and use a logarithm table returning $\log _{g}\left(a \cdot e_{2} e_{1}\right)$ from a during the computation of $\mathrm{P}_{2}$ in order to directly compute $\mathrm{P}_{2} \cdot \mathrm{e}_{2} \mathrm{e}_{1}$.

Remark 11. By using the AV X 2 instruction set, all previous 128 -bit instructions can be performed two times in parallel, improving the performance of arithmetic operations in $\mathbb{F}_{\mathrm{q}}$.

### 7.4.10 Choice of the Field Polynomial for $\quad \mathbb{F}_{2^{d_{\mathrm{ext}}}}$

K eypair generation and signing process require arithmetic operations in $\quad \mathbb{F}_{2^{d} \text { ext }}$ (Section 9.2). In the implementation, the field $\mathbb{F}_{2^{d} \text { ext }}$ is defined as $\mathbb{F}_{2}[\alpha] /(f(\alpha))$ with $f$ being an irreducible trinomial of degree $d_{\text {ext }}$ in $\mathbb{F}_{2}[x]$ (Section 9.1). In Table 7.4, we present our implementation choice for Gem SS This choice does not impact the security.

| $\mathrm{d}_{\text {ext }}$ | 174 | 175 | 177 | 178 | 265 | 266 | 268 | 270 | 271 | 354 | 358 | 364 | 366 | 537 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{k}_{1}$ | 13 | 16 | 8 | 31 | 42 | 47 | 25 | 53 | 58 | 99 | 57 | 9 | 29 | 94 |

Table 7.4: Irreducible trinomials $x^{d_{\text {ext }}}+x^{k_{1}}+1$ defining $\mathbb{F}_{2^{d}{ }^{\text {ext }}}$ for Gem SS

### 7.4.11 Constant-Time GCD of Polynomials

During the GCD algorithm (Section 5.4.1), the potential jumps in the degree of the successive remainders generate an information leakage (Section 4.7). In [19], the authors introduced a constanttime GCD. The latter is based on the Euclid-Stevin relationship [155] (Section 5.4.1). Given $F$ and $H$ in $\mathbb{F}_{2^{d} \text { ext }}[X]$ of degrees $d_{f} \geqslant d_{h}$ respectively, we compute $F=h_{d_{h}} F-f_{d_{f}} H X d_{f}-d_{h}$ until $d_{f}<d_{h}$. Let $F_{1}$ be the last computed value of $F$. Thus, we have $G C D(F, H)=G C D\left(H, F_{1}\right)$. The idea of [19] is to use this relationship in constant-time. This implies computing $d_{f}+d_{h}$ Euclid-Stevin relationship, by swapping F and H in constant-time when $\mathrm{d}_{\mathrm{f}}<\mathrm{d}_{\mathrm{h}}$. In practice, the constant-time version of the Euclid-Stevin algorithm is a bit more tricky and we refer to [19] for more details.

### 7.4.12 C onstant-Time Root Finding

We propose to modify the Gem Ssimplementation to obtain a constant-time signing process. The root finding algorithm (Algorithm 25) is currently implemented with a constant-time Frobenius map and a constant-time GCD (Section 7.4.11), but the root finding of split polynomials (Section 5.4.7) has a time that depends on the degree (which is the number of roots). In QUART[134] and G ui(round 1 candidate), the strategy is to select one root only if the latter is unique. However, this method generates a theoretical slow-down factor of 1.72 [88] (Table 2.1), compared to the selection of roots when they exist.

So, we propose to extend this strategy by introducing constant-time solvers for degree-two and degree-three split polynomials in $\mathbb{F}_{2^{\text {doxe }}}[\mathrm{X}]$. By selecting roots only if there are one or two roots, the theoretical slow-down factor drops to 1.15. Then, an additional slow-down is due to the fact that solving degree-one polynomials has to be as slow as solving degree-two polynomials. This process can also be performed by selecting roots only if there are one, two or three roots. In this case, the theoretical slow-down factor drops to 1.03 . In return, the cost of solving degree-three polynomials in constant-time is larger than degree-two polynomials, which can give worse performance than the previous method. Therefore, the best strategy between allowed one or two roots, or one, two or three roots, should be chosen in function of the available implementation and security parameters. Note that the rate of signature failure is still very small (Section 7.6.3).

Solvers of degree-two and degree-three split polynomials can be implemented with linear al gebra, respectively by using that $X^{2}+X+A$ and $X^{4}+s X^{2}+p X=X \cdot\left(X^{3}+s X+p\right)$ are $\mathbb{F}_{2}$-linear (Section 5.4.7). For degree-two split polynomials, we can also use the half-trace (Equation (5.15)) when $d_{\text {ext }}$ is odd.

### 7.4.13 A bout the Use of Hash Functions

In GeM Ss we use the SHA 3-256function for security levels I and II (Section 4.1), the SHA3-384 function for security levels III and IV, and the SHA3-512function for security levels V and VI. When the secret-key is generated from a seed (Section 7.4.1), we use SHAKE12bSection 6.2.1) for security levels I and II, and SHAKE256or security levels III, IV, V and VI.

Remark 12. For nb _ite > 1 and a large message $\mathbf{M}$, the repeated computation of $\mathrm{SHA}-\mathbf{\$} \mathbf{M} \| \mathrm{i}$ ) penalizes Algorithms 31 and 32. In this case, the implementation should store relevant results during the computation of $\mathrm{SHA}-\mathbf{\$} \mathbf{M}$ ), then use them to compute $\mathrm{SHA}-\mathbf{\$} \mathbf{M} \| \mathrm{i})$ for $0 \leqslant \mathrm{i}<\mathrm{nb}$ _ite. If this option is not suitable (for example, because a third library is used for SHA -3 , then the classical strategy consists in precomputing $\left.\quad h_{M} \leftarrow \operatorname{SHA}-\mathcal{Z} \mathbf{M}\right)$, then computing SHA $\left.-\mathbf{Z}_{\mathbf{M}} \| i\right)$ instead of SHA-ZM $\|$ i).

### 7.5 Detailed Performance A nalysis

### 7.5.1 Experimental Platform

The measurements in Sections 7.5.3, 7.5.4, 7.5.5 and 7.5.6 are for GeM SS For signature, it signs and verifies a document of 32 bytes. For the measurements, it runs a number of tests such that the elapsed time is greater than 2 seconds, and this time is divided by the number of tests. For the signature, the lower bound of the number of tests is 256 . The times of the signing process are unstable, since it depends on the probability of finding a root of a univariate polynomial (Table 2.1). So, we have taken a large number of signatures.

The measurements used one core of the CPU, and the reference implementation was compiled with gcc -0 $2-\mathrm{m}$ sse $2-\mathrm{m}$ sse $3-\mathrm{m}$ ssse $3-\mathrm{m}$ sse 4.1 mpcm ul The SIMD is enabled only to inline the (potential) vector multiplication functions from the $\quad \mathrm{g} f \mathrm{x} \mathrm{x}$ library (Section 6.2.1). The reference implementation does not exploit these instruction sets. For the optimized and additional implementations, the code was compiled with gcc -0 $3-\mathrm{m}$ avx2 -m pcm ul -m popcnt -funro $\mathbb{I}$-lops Turbo Boost and Enhanced Intel Speedstep Technology are disabled to have more accurate measurements (Section 6.2.2).

### 7.5.2 Third-Party Open Source Library

For all implementations, we have used the SHA-3and SHAKfunctions from the Extended K eccak Code Package (Section 6.2.1). The $\mathrm{H} F$ Ebased schemes require using arithmetic in $\mathbb{F}_{2^{\mathrm{d}} \mathrm{ext}}[\mathrm{X}]$ (Section 9.3). In particular, the multiplication in $\quad \mathbb{F}_{2^{d} \text { ext }}$ is the most critical operation. In the optimized and additional implementations, we have implemented this operation by using the PC LM U LQ İnstruction (Section 6.1.3). This instruction computes the product of two binary polynomials such that their degree is strictly less than 64. In the reference implementation, we use the fast multiplications of binary polynomials implemented in the $g \not 2 x$ library. In all implementations, the use of the $g \notin \mathrm{x}$ library can be enabled (or disabled) by setting to 1 (or 0) the ENABLELGF2Xmacro from arch h.

### 7.5.3 Reference Implementation

In Table 7.5, we summarize timings of the reference implementation.

| scheme | ( $\lambda \mathrm{D}, \mathrm{d}$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite) | key gen. (M c) | sign (M c) | verify (kc) |
| :---: | :---: | :---: | :---: | :---: |
| GeM SS 128 | $(128,513,174,12,12,4)$ | 140 | 2420 | 211 |
| B lueGeM S S 128 | $(128,129,175,13,14,4)$ | 108 | 473 | 236 |
| R edce SS 128 | $(128,17,177,15,15,4)$ | 89.2 | 49.4 | 242 |
| GeM SS 192 | (192, 513, 265, 22, 20, 4) | 600 | 6310 | 591 |
| B heGeM SS 192 | (192, 129, 265, 22, 23, 4) | 506 | 1290 | 603 |
| R edce SS 192 | (192, 17, 266, 23, 25, 4) | 413 | 121 | 596 |
| GeM SS 256 | $(256,513,354,30,33,4)$ | 1660 | 10600 | 1140 |
| B lueGeM S S 256 | $(256,129,358,34,32,4)$ | 1500 | 2060 | 1180 |
| R edCeM SS 256 | $(256,17,358,34,35,4)$ | 1290 | 200 | 1170 |
| W hiteGeM SS 128 | $(128,513,175,12,12,3)$ | 138 | 1810 | 163 |
| C yancem SS 128 | $(128,129,177,14,13,3)$ | 117 | 383 | 172 |
| M agentaCM SS 128 | $(128,17,178,15,15,3)$ | 92.4 | 37 | 170 |
| W hiteGeM SS 192 | $(192,513,268,21,21,3)$ | 620 | 4940 | 464 |
| C yanceM SS 192 | (192, 129, 270, 23, 22, 3) | 529 | 929 | 468 |
| M agentaCM SS 192 | (192, 17, 271, 24, 24, 3) | 433 | 86 | 464 |
| W hiteGeM SS 256 | $(256,513,364,31,29,3)$ | 1740 | 8020 | 956 |
| C yancem SS 256 | (256, 129, 364, 31, 32, 3) | 1540 | 1700 | 990 |
| M agentaCM SS 256 | $(256,17,366,33,33,3)$ | 1350 | 157 | 985 |

Table 7.5: Performance of the reference implementation. We use a Skylake processor (LaptopS). M c (respectively kc) stands for megacycles (respectively kilocycles). The results have three significant digits.

### 7.5.4 Optimized (Haswell) Implementation

In Table 7.6, we summarize timings of the optimized implementation. The use of the evaluationinterpolation method (Section 7.4.7) for generating the public-key is rather effient for small degrees such as 17 . For large degrees such as 129 and 513 , we use the round 2 keypair generation (Section 7.4.6). To do it, we set to zero the $\mathbb{N}$ TERPOLATEK_HFEmacro in the file sign _keypairH FE.c.

| scheme | ( $\lambda \mathrm{D}, \mathrm{d}$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite) | key gen. (Mc) | sign ( Mc ) | verify (kc) |
| :---: | :---: | :---: | :---: | :---: |
| GeM SS 128 | $(128,513,174,12,12,4)$ | 51.6 | 1340 | 163 |
| B heGeM S S 128 | $(128,129,175,13,14,4)$ | 52.1 | 195 | 168 |
| R edcM SS 128 | $(128,17,177,15,15,4)$ | 40.5 | 4.93 | 179 |
| GeM SS 192 | (192, 513, 265, 22, 20, 4) | 270 | 3550 | 455 |
| B lueGeM SS 192 | $(192,129,265,22,23,4)$ | 268 | 474 | 468 |
| R edeM SS 192 | $(192,17,266,23,25,4)$ | 228 | 12.8 | 477 |
| GeM SS 256 | $(256,513,354,30,33,4)$ | 816 | 5670 | 979 |
| B lueGeM S S 256 | $(256,129,358,34,32,4)$ | 810 | 736 | 990 |
| R edce S S 256 | $(256,17,358,34,35,4)$ | 793 | 20.4 | 1010 |
| W hiteGeM SS 128 | $(128,513,175,12,12,3)$ | 52.4 | 997 | 118 |
| C yanceM SS 128 | $(128,129,177,14,13,3)$ | 53.5 | 157 | 125 |
| M agentaCeM SS 128 | $(128,17,178,15,15,3)$ | 41.3 | 4.03 | 129 |
| W hiteGeM SS 192 | $(192,513,268,21,21,3)$ | 281 | 2640 | 357 |
| C yancem SS 192 | (192, 129, 270, 23, 22, 3) | 281 | 370 | 364 |
| M agentaCeM SS 192 | (192, 17, 271, 24, 24, 3) | 231 | 9.93 | 368 |
| W hiteGeM SS 256 | $(256,513,364,31,29,3)$ | 844 | 4400 | 819 |
| C yanceM SS 256 | $(256,129,364,31,32,3)$ | 846 | 553 | 833 |
| M agentaCeM SS 256 | $(256,17,366,33,33,3)$ | 770 | 16.4 | 845 |

Table 7.6: Performance of the optimized implementation. We use a H aswell processor (ServerH). M c (respectively kc) stands for megacycles (respectively kilocycles). The results have three significant digits.

### 7.5.5 Additional (Skylake) Implementation

In Table 7.7, we summarize timings of the additional implementation. The additional and optimized implementations are based on the same implementation. We have only set the PR OCS K Y LA K macro to 1 , whereas in the optimized implementation, we set the PROCHASW E imacro to 1. These macros from arch $h$ impact mainly the multiplication in $\mathbb{F}_{2^{\text {dext }}}$.

| scheme | ( $\mathrm{AD}, \mathrm{d}$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite) | key gen. (Mc) | sign (Mc) | verify (kc) |
| :---: | :---: | :---: | :---: | :---: |
| GeM SS 128 | $(128,513,174,12,12,4)$ | 51.9 | 1080 | 163 |
| B heGeM SS 128 | $(128,129,175,13,14,4)$ | 51.5 | 154 | 174 |
| Red@M SS 128 | (128, 17, 177, 15, 15, 4) | 41.1 | 4.37 | 183 |
| GeM SS 192 | $(192,513,265,22,20,4)$ | 274 | 3170 | 495 |
| B heGeM SS 192 | $(192,129,265,22,23,4)$ | 262 | 445 | 509 |
| Red@M SS 192 | $(192,17,266,23,25,4)$ | 221 | 12 | 514 |
| GeM SS 256 | $(256,513,354,30,33,4)$ | 915 | 5300 | 1120 |
| B heGeM SS 256 | $(256,129,358,34,32,4)$ | 856 | 658 | 1130 |
| Red@M SS 256 | $(256,17,358,34,35,4)$ | 765 | 19.5 | 1140 |
| W hiteGeM SS 128 | $(128,513,175,12,12,3)$ | 52.9 | 815 | 112 |
| C yancem SS 128 | $(128,129,177,14,13,3)$ | 54.4 | 119 | 116 |
| M agentaceM SS 128 | (128, 17, 178, 15, 15, 3) | 41.9 | 3.51 | 125 |
| W hiteGeM SS 192 | (192, 513, 268, 21, 21, 3) | 287 | 2380 | 388 |
| C yancem SS 192 | (192, 129, 270, 23, 22, 3) | 289 | 339 | 396 |
| M agentaCeM SS 192 | (192, 17, 271, 24, 24, 3) | 223 | 9.38 | 401 |
| W hiteGeM SS 256 | $(256,513,364,31,29,3)$ | 960 | 3910 | 914 |
| C yancem SS 256 | $(256,129,364,31,32,3)$ | 963 | 529 | 911 |
| M agentaceM SS 256 | $(256,17,366,33,33,3)$ | 750 | 15.6 | 936 |

Table 7.7: Performance of the additional implementation. We use a Skylake processor (LaptopS). Mc (respectively kc) stands for megacycles (respectively kilocycles). The results have three significant digits.

### 7.5.6 M Q soft

M Q soft[84] (Chapter 9) is a new effient library in C programming language for H FEbased schemes such as GeM S, G uiand DuaM odeM.SIn [84], we improved the complexity of several fundamental building blocks for such schemes and improved the protection against timing attacks. This gives the best implementation of the Gem Ssfamily. Here, we give the timings (Tables 7.8 and 7.9 ) with the final version of M Q soft that uses the SSE2, SSSE3, SSE4.1 and AVX2 instruction sets to be faster.

| scheme | ( $\lambda \mathrm{D}, \mathrm{d}$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite) | key gen. (MC) | sign (Mc) | verify (kc) |
| :---: | :---: | :---: | :---: | :---: |
| GeM SS 128 | $(128,513,174,12,12,4)$ | 19.6 | 608 | 106 |
| B heGeM S S 128 | $(128,129,175,13,14,4)$ | 18.4 | 67.2 | 134 |
| R edcm SS 128 | $(128,17,177,15,15,4)$ | 16.3 | 2.05 (1.57) | 141 |
| GeM SS 192 | $(192,513,265,22,20,4)$ | 69.4 | 1760 | 304 |
| B lueGeM S S 192 | (192, 129, 265, 22, 23, 4) | 65 | 173 | 325 |
| R edcM SS 192 | $(192,17,266,23,25,4)$ | 57.1 | 5.55 (3.88) | 335 |
| GeM SS 256 | $(256,513,354,30,33,4)$ | 158 | 2490 | 665 |
| B lueGeM S S 256 | $(256,129,358,34,32,4)$ | 152 | 248 | 680 |
| R edce S S 256 | $(256,17,358,34,35,4)$ | 143 | 8.76 (5.32) | 709 |
| W hiteGeM SS 128 | $(128,513,175,12,12,3)$ | 20 | 436 | 91.7 |
| C yancem S S 128 | $(128,129,177,14,13,3)$ | 18.5 | 49.8 | 91 |
| M agentaCeM SS 128 | $(128,17,178,15,15,3)$ | 16.7 | 1.82 (1.27) | 101 |
| W hiteGeM SS 192 | (192, 513, 268, 21, 21, 3) | 73.1 | 1330 | 263 |
| C yancem SS 192 | (192, 129, 270, 23, 22, 3) | 68.2 | 131 | 269 |
| M agentaCeM SS 192 | $(192,17,271,24,24,3)$ | 60.3 | 4.53 (2.84) | 274 |
| W hiteGeM SS 256 | (256, 513, 364, 31, 29, 3) | 163 | 1920 | 516 |
| C yancem SS 256 | $(256,129,364,31,32,3)$ | 159 | 190 | 535 |
| M agentaCeM SS 256 | $(256,17,366,33,33,3)$ | 148 | 7.61 (4.07) | 535 |

Table 7.8: Performance of M Q soft We use a Skylake processor (LaptopS). Mc (respectively kc) stands for megacycles (respectively kilocycles). The results have three significant digits. The second value of the signing process corresponds to the time to sign without decompressing the secret-key.

| scheme | ( $\lambda \mathrm{D}, \mathrm{d}$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite) | key gen. (Mc) | sign (M C) | verify (kc) |
| :---: | :---: | :---: | :---: | :---: |
| GeM SS 128 | $(128,513,174,12,12,4)$ | 18.8 | 809 | 95.1 |
| B heGeM SS 128 | $(128,129,175,13,14,4)$ | 18.6 | 88.2 | 116 |
| RedeM SS 128 | $(128,17,177,15,15,4)$ | 15.7 | 2.31 | 121 |
| GeM SS 192 | $(192,513,265,22,20,4)$ | 69.6 | 2280 | 289 |
| B lueGeM SS 192 | (192, 129, 265, 22, 23, 4) | 65.8 | 220 | 309 |
| Redem SS 192 | (192, 17, 266, 23, 25, 4) | 57.3 | 6.01 | 309 |
| GeM SS 256 | $(256,513,354,30,33,4)$ | 167 | 3030 | 617 |
| B lheGeM SS 256 | $(256,129,358,34,32,4)$ | 159 | 300 | 620 |
| Redem SS 256 | $(256,17,358,34,35,4)$ | 145 | 8.86 | 636 |
| W hiteGeM SS 128 | $(128,513,175,12,12,3)$ | 18.9 | 589 | 77.2 |
| C yanceM SS 128 | $(128,129,177,14,13,3)$ | 17.7 | 65.3 | 78.5 |
| M agentaCeM SS 128 | $(128,17,178,15,15,3)$ | 16.2 | 1.91 | 85.8 |
| W hiteGeM SS 192 | $(192,513,268,21,21,3)$ | 72.8 | 1740 | 245 |
| C yancem SS 192 | $(192,129,270,23,22,3)$ | 67.7 | 170 | 247 |
| M agentaCeM SS 192 | (192, 17, 271, 24, 24, 3) | 58.8 | 4.81 | 255 |
| W hiteGeM SS 256 | $(256,513,364,31,29,3)$ | 173 | 2360 | 487 |
| C yancem SS 256 | ( $256,129,364,31,32,3)$ | 166 | 228 | 491 |
| M agentaCeM SS 256 | $(256,17,366,33,33,3)$ | 150 | 7.34 | 494 |

Table 7.9: Performance of M Q soft We use a Haswell processor (ServerH). Mc (respectively kc) stands for megacycles (respectively kilocycles). The results have three significant digits.

### 7.5.7 Space

In Table 7.10, we provide the sizes of the public-key, secret-key and signature. Since the secret-key is generated from a seed (Section 7.4.1), the secret-key is very small: just several hundred bits. In contrast, the decompressed secret-key size is between 10 and 80 kB (Table A.1).

| scheme | ( $\mathrm{XD}, \mathrm{d}$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite) | \|pk | (kB) | \|sk| (B) | \|sign| (B) |
| :---: | :---: | :---: | :---: | :---: |
| GeM SS 128 | $(128,513,174,12,12,4)$ | 352.188 | 16 | 32.25 |
| B lueGeM S S 128 | $(128,129,175,13,14,4)$ | 363.609 |  | 33.75 |
| RedeM SS 128 | $(128,17,177,15,15,4)$ | 375.21225 |  | 35.25 |
| W hiteGeM SS 128 | $(128,513,175,12,12,3)$ | 358.172125 |  | 29.375 |
| C yancem SS 128 | $(128,129,177,14,13,3)$ | 369.72475 |  | 30.5 |
| M agentaCeM SS 128 | $(128,17,178,15,15,3)$ | 381.46075 |  | 31.625 |
| GeM SS 192 | $(192,513,265,22,20,4)$ | 1237.9635 | 24 | 51.375 |
| B heGeM SS 192 | (192, 129, 265, 22, 23, 4) | 1264.116375 |  | 52.875 |
| RedeM SS 192 | (192, 17, 266, 23, 25, 4) | 1290.542625 |  | 54.375 |
| W hiteGeM SS 192 | $(192,513,268,21,21,3)$ | 1293.84775 |  | 46.625 |
| C yance SS 192 | $(192,129,270,23,22,3)$ | 1320.801625 |  | 47.75 |
| M agentacem SS 192 | (192, 17, 271, 24, 24,3) | 1348.033375 |  | 48.875 |
| GeM SS 256 | $(256,513,354,30,33,4)$ | 3040.6995 | 32 | 72 |
| B lueGeM SS 256 | $(256,129,358,34,32,4)$ | 3087.963 |  | 73.5 |
| Red@M SS 256 | (256, 17, 358, 34, 35, 4) | 3135.591 |  | 75 |
| W h iteGeM SS 256 | $(256,513,364,31,29,3)$ | 3222.69075 |  | 64.125 |
| C yan@M SS 256 | $(256,129,364,31,32,3)$ | 3272.016375 |  | 65.25 |
| M agentaceM SS 256 | (256, 17, 366, 33, 33, 3) | 3321.716625 |  | 66.375 |

Table 7.10: Memory cost of Gem SS 1 kB is 1000 bytes.

### 7.5.8 How Parameters A fft Performance

Signature generation is mainly affcted by $\quad d_{\text {ext }}$ and the degree $D$ of the secret univariate polynomial. According to Theorem 4, we can find the roots of $F \in \mathbb{F}_{2^{\text {dext }}}[X]$ in $\mathscr{F}\left(D \cdot d_{\text {ext }}\right)$ binary operations. So, $d_{\text {ext }}$ and $D$ are the main parameters which influence the effiency. In Section 7.7, we will see how to choose these parameters in function of the other security parameters.

### 7.6 Expected Strength in General

We review in this part known results on the provable security of GeM SS This includes the required number of iterations in the Feistel-Patarin scheme (Section 7.6.1) as well as the security (Section 7.6.2) in the sense of the existential unforgeability against adaptive chosen-message attack (EUFCMA ). Finally, we demonstrate in Section 7.6 .3 that the failure probability of the signing process is completely negligible.

### 7.6.1 Number of Iterations

Here, we explain how the number of iterations nb _ite > 0 has to be chosen in Algorithms 31 and 32. Until round 3, we used the following result from QUARTE134, 58].

Theorem 5. The number of iterations nb_ite has to be chosen such that

We used this result to derive the number of iterations for
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The round 3 report [1] pointed that "It is possible that there may yet be additional trade-off to further improve performance. In particular, the consideration of the number of bit operations involved in a hash collision attack may warrant a reevaluation of the number of iterations required in the Feistel-Patarin transformation". We study this point in Section 7.7.2.

### 7.6.2 Existential Unforgeability against Chosen Message Attack

EUF-CMA of HFEv-based signature schemes, such as Gem S , has been mainly investigated in [148]. The authors demonstrated that a minor, but costly, modification of $\quad \operatorname{Inv}$ (A Igorithm 2), permits to achieve EUF-CMA for HFEv- In fact, the result of [148] applies to A Igorithms 3 and 4, i.e. when nb_ite is equal to one. In this case, the EUF-CMA of (modified) HFEv-based signature schemes follows easily from [148].

We first formalize (in the random oracle model) the existential unforgeability of any signature scheme against chosen message attacks [148, Definition 2].

Definition 3. We say that a signature scheme (K eyGen, Sign, Verify) is $(\lambda), t(\lambda), q_{H}(\lambda), q_{s}(\lambda)$ secure if there is no forger A who takes a public-key pk generated via (., pk) $\leftarrow K$ eyGen $\quad \lambda$, after at most $q_{H}(\lambda)$ queries to the random oracle, $q_{s}(\lambda)$ signature queries, and $t(\lambda)$ processing time, then outputs a valid signature with probability at least $(\lambda)$.

We want to provably reduce the EUF-CMA of any M Fbased signature scheme to the hardness of inverting the public-key of this one. Formally [148, Definition 6]:

Definition 4. We say that the $M$ Fbased function generator origin.K eyGen is $(\lambda), t(\lambda)$-secure if there is no inverting algorithm that takes $\mathrm{pk}=\mathbf{p}$ generated via $(\cdot, \mathrm{pk}) \leftarrow$ origin.KeyGen $\quad \lambda$ and a chal lenge $\mathbf{d} \in_{R} \mathbb{F}_{\mathrm{q}}^{\mathrm{m}}$, then finds a preimage $\mathbf{x}_{\mathrm{s}} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{n} \text { var }}$ such that

$$
p\left(x_{s}\right)=d
$$

at $t(\lambda)$ processing time with probability at least $(\lambda)$.
Following [148], we now explain how to modify HFEv-based signing and verifying processes for proving EUF-CMA. Recall that $D$ is degree of the secret polynomial with HFEwshape. The main modification proposed by [148] is roughly to repeat $D$ times the inversion step described in Algorithm 2. Let ` be the length (in bits) of a random salt. The modified inversion process is given in Algorithm 34.

```
Algorithm 34 M odified inverse map of the public-key for HFEv-based signature schemes.
    function \(\operatorname{Inv}_{\mathrm{p}}^{*} \mathbf{M} \in\{0,1\}^{*}, \mathrm{sk}=\mathrm{F}, \mathbf{S}^{-1}, \mathbf{T}^{-1} \in \mathbb{F}_{\mathrm{q}^{d} \mathrm{ext}}\left[\mathrm{X}, \mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{v}}\right] \times \mathrm{GL}_{n_{\text {var }}} \mathbb{F}_{\mathrm{q}} \times\)
    \(G L_{d_{\text {ext }}} \mathbb{F}_{\mathrm{q}}\)
        \(\mathbf{v} \in_{\mathrm{R}} \mathbb{F}_{\mathrm{q}}^{\mathrm{n} \text { var }} \mathrm{d}_{\text {ext }} \quad\). The notation \(\epsilon_{\mathrm{R}}\) stands for randomly sampling.
        repeat
            \(\mathbf{r} \in_{\mathrm{R}} \mathbb{F}_{\mathrm{q}}^{\Delta}\)
            salt \(\epsilon_{\mathrm{R}}\{0,1\}\)
            \(\mathrm{h} \leftarrow\) SHA- \(-\mathbf{Q} \mathbf{M} \|\) salt)
            \(\mathbf{d} \leftarrow\) first \(\left\lceil\mathrm{m} \log _{2}(\mathrm{q})\right\rceil\) bits of \(\mathrm{h} \quad . \mathbf{d} \leftarrow \mathrm{H}_{1}(\mathbf{M} \|\) salt \() \in \mathbb{F}_{\mathrm{q}}^{\mathrm{m}}\).
            \(\mathbf{d}^{\prime} \leftarrow(\mathbf{d}, \mathbf{r}) \in \mathbb{F}_{\mathrm{q}}^{\mathrm{d}_{\text {ext }}}\)
            \(Y \leftarrow \phi^{-1} \mathbf{d}^{\prime} \cdot \mathbf{T}^{-1} \in \mathbb{F}_{q^{d}}{ }^{\text {ext }}\)
            \(F_{Y}(X) \leftarrow F(X, v)-Y\)
            \(\left(\mathrm{n}, \mathrm{L}_{\text {roots }}\right) \leftarrow\) FindRoots \(\left(\mathrm{F}_{\mathrm{Y}}\right)\). Algorithm 25 .
            \(u \in_{\mathrm{R}} \llbracket 1, \mathrm{D} \rrbracket\)
        until \(1 \leqslant u \leqslant n \quad\).F y has \(n\) roots.
        \(\mathrm{Z} \leftarrow \mathrm{L}_{\text {roots }}[\mathrm{u}]\)
        return salt, \(\left.(\phi(Z), \mathbf{v}) \cdot \mathbf{S}^{-1} \in 0,1\right\}^{`} \times \mathbb{F}_{\mathrm{q}}^{\mathrm{n}_{\text {var }}}\)
    end function
```

Given Algorithm 34, we can define origin.Sign1 * as the signature algorithm 3 instantiated with $I_{n v}^{*}$, and including the salt in the signature. This increases the signature size by ` bits. Since d is computed in Algorithm 34, Algorithm 3 has to be modified by giving directly $\mathbf{M}$ as first argument of $\operatorname{Inv}_{\mathrm{p}}^{*}$ (because nb _ite $=1$, we obtain that origin.Sign1 * is exactly $\operatorname{Inv}_{\mathrm{p}}^{*}$ here). Similarly, origin.Verify1 ${ }^{*}$ is the verification algorithm 4, by computing $\mathbf{d}$ in accordance with Algorithm 34. The same modifications could be applied to the signing and verifying processes of GeM $\mathrm{S} \$$ with the possibility to use a unique salt for nb _ite inversion steps.

Theorem 6. [148, Theorem 2]. Let SignHFEv* be the modified HFEv-based signature scheme defined by (origin.K eyGen, origin.Sign1 ${ }^{*}$, origin.Verify1 ${ }^{*}$ ). If the function generator origin.K eyGen is ${ }^{\prime}, \mathrm{t}^{\prime}$-secure, then SignHFEv* is , $\mathrm{t}, \mathrm{q}_{\boldsymbol{\mu},}, \mathrm{q}_{\text {s }}$-secure, where:

$$
\begin{aligned}
& =\frac{\prime\left(q_{H}+q_{s}+1\right)}{1-\left(q_{H}+q_{s}\right) q_{s} 2^{-}} \\
t & =t^{\prime}-\left(q_{H}+q_{s}+1\right)\left(t_{\text {HFEv-}}+0(1)\right),
\end{aligned}
$$

and $t_{\mathrm{HFEv}}$ is running time to evaluate the public-key.

The modified scheme introduces three major changes. First, $\operatorname{Inv}_{\mathrm{p}}^{*}$ is more costly than $\mathrm{Inv}_{\mathrm{p}}$. The expected number of calls to the root finding algorithm (Step 11) in $\operatorname{Inv}_{\mathrm{p}}^{*}$ is D [148]. In Inv $\mathrm{p}_{\mathrm{p}}$, the average number of calls to the root finding algorithm (Step 8) is $\frac{1}{1-1 / \mathrm{e}} \approx 1.58$. In Gem SS we are typically considering $D$ between 17 and 513. For effiency reasons, we did not incorporate this modification in our implementation.

Remark 13. The threshold $D$ at Step 12 of $\operatorname{Inv}_{\mathfrak{p}}^{*}$ corresponds to a bound on the number of roots of the univariate polynomial $F_{Y}$ at Step 11. As shown in Table 2.1, the probability of finding a large number of roots is almost null. Thus, as also mentioned in [148], the threshold D at Step 12 can be theoretically much decreased without compromising the proof of Theorem 6 . The authors of [148] mentioned a value around 30 for the threshold.

Remark 14. For a fairly large message $\mathbf{M}$, we can use Remark 12 to decrease the cost of repeating SHA $-\mathbf{\$} \mathbf{M} \|$ salt) in $\mathrm{Inv}_{\mathbf{p}}^{*}$. However, we note that precomputing $\mathrm{h}_{\mathbf{M}} \leftarrow \mathrm{SHA}-\mathbf{\$} \mathbf{M}$ ), then computing SHA $-\mathbf{h}_{\mathrm{M}} \|$ salt) instead of SHA $-\mathbf{Z} \mathbf{M} \|$ salt $)$, necessarily decreases the performance of the verifying process (because nb _ite $=1$ ).

The second change is the use of a salt, which increases the signature size of ` bits. From Theorem 6, the authors of [148] considered that the length of the salt has to be \({ }^{`}=\log _{2} q_{s} \cdot\left(q_{H}+q_{s}\right)\) bits. Since NIST proposed to consider that any adversary has access to signatures for no more than $2^{64}$ chosen messages, independently of the security level [127], we consider 128-bit salts.

The last change is about the number of iterations. The treatment of [148] did not include the use of a Feistel-Patarin transform (Section 4.2). It is an interesting open problem of formally proving the EUF-CMA for nb _ite > 1 .

### 7.6.3 Signature Failure

This analysis is essentially similar to the one performed for QUARTE134]. A failure can occur in $\operatorname{Inv}_{\boldsymbol{p}}$ (Algorithm 2) if $\mathrm{L}_{\text {sol }}=\emptyset$ for all $(\mathbf{r}, \mathbf{v}) \in \mathbb{F}_{\mathrm{q}}^{\Delta} \times \mathbb{F}_{\mathrm{q}}^{\mathrm{v}}$. For HFEv , the probability that $\mathrm{L}_{\text {sol }}$ is empty for a given $\left(\mathbf{d}^{\prime}, \mathbf{v}\right) \in \mathbb{F}_{q}^{d_{\text {ert }}} \times \mathbb{F}_{q}^{v}$ is $\exp (-1)$ (Table 2.1). Thus, Algorithm 2 fails with probability $\exp \left(-q^{n_{v a r}-m}\right)$. Finally, $I n v_{p}$ is called nb _ite times during the signing process. By using that $(1-a)^{n} \geqslant 1$ - na for $n \in \mathbb{N}$ and $a \in \mathbb{R}$ such that $a \leqslant 2$, the probability of failure is then:

$$
1-1-\exp -q^{n_{\text {var }}-m}{ }^{\text {nb_ite }} \leqslant n b \_ \text {ite } \cdot \exp -q^{n_{\text {var }}-m} .
$$

This probability is completely negligible. For $\quad \mathrm{q} \geqslant 2, \Delta+\mathrm{v} \geqslant 8$ and nb _ite $\leqslant 4$, this probability is less than $2^{2-256 / \ln (2)}<2^{-367}$. For Gem SS 12,sthe failure probability is less than $2^{-24204404}$.

Similarly, the failure probability of origin.Sign1 ${ }^{*}$ (Section 7.6.2) is that of $\operatorname{Inv} v_{p}^{*}$, which is:

$$
\exp -\min 2^{\prime}, q^{m} \cdot q^{d_{\text {dext }}-m}
$$

In Section 7.4.12, we propose (for example) to select one root only if the latter is unique. In this case, the probability of failure for the signing process is upper bounded by:

$$
\text { nb_ite } \cdot 1-\exp (-1)^{q^{n} \operatorname{var}-m}<n b \_ \text {ite } \cdot \exp -q^{n_{\text {var }}-m} \cdot 2^{q^{n \text { var }-m}} .
$$

### 7.7 Security

Here, we study the choice of security parameters in function of known attacks presented in Chapter 4, in order to achieve the NIST security levels (Section 4.1). We deduce a general protocol to design a secure HFEv-based signature scheme. In this part, we study the security of Gem S $\$$ but also that of Inner.Dua.M odeM \$Chapter 8) which is based on another set of parameters.

### 7.7.1 Minimum Number of Equations

We start by studying constraints on the number of equations. To do it, we evaluate the cost of all attacks implying only $m$ (and linear in nb _ite). These attacks have to be repeated nb _ite times because we use the Feistel-Patarin construction (Section 4.2), so we take a lower bound by setting nb_ite to one. We obtain that BooleanSolve is the most dangerous attack. This implies that m cannot be smaller than 162,243 and 324 respectively to reach 128 -bit, 192 -bit and 256 -bit security level. Of course, we considered that the constant in the big Oh notation is one (Section 4.4.2). In practice, the constant is large, and in particular larger than the cost of the SHA-3function. Therefore, setting $m$ to 162,243 and 324 permits to reach respectively the security level II, IV and VI. We summarize in Tables 7.11 and 7.12 the cost of best attacks for these values of m . We also consider $m=2 \lambda$ for $\lambda \in 128,192,256\}$, that we use in Inner.D uaM odeM.SThe exhaustive search attacks are considered in Table 7.11. The given costs are exact, unlike Table 7.12 where the cost of attacks is a lower bound. These attacks are asymptotically better, which means they are more effient only from a threshold value of $m$. We note that for $m=2 \lambda$, the security is largely satisfied, even assuming that the constant in the big Oh notation is one.

| m | fast ex. search $(4.3)$ | quantum ex. search $(4.4)$ |  | quantum ex. search (4.5) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 162 | $2^{166.87}$ | $2^{104.56}$ | 328 qubits | $\approx 2^{105.56}$ | 174 qubits |
| 243 | $2^{247.98}$ | $2^{146.80}$ | 490 qubits | $\approx 2^{147.80}$ | 255 qubits |
| 324 | $2^{329.06}$ | $2^{188.54}$ | 652 qubits | $\approx 2^{189.54}$ | 337 qubits |
| 256 | $2^{261}$ | $2^{153.52}$ | 516 qubits | $\approx 2^{154.52}$ | 269 qubits |
| 384 | $2^{389.10}$ | $2^{219.27}$ | 772 qubits | $\approx 2^{220.27}$ | 397 qubits |
| 512 | $2^{517.16}$ | $2^{284.51}$ | 1028 qubits | $\approx 2^{285.51}$ | 526 qubits |

Table 7.11: Complexity of solving a multivariate quadratic system of $m$ equations in $m$ variables in $\mathbb{F}_{2}$, with the exhaustive search. In practice, these attacks have to be repeated nb _ite times.

| m | approximation (4.6) | B ooleanS olve (4.13) | Q uantum B ooleanS olve (4.14) |  |
| :---: | :---: | :---: | :---: | :---: |
| 162 | $2^{141.99}$ | $2^{128.30}$ | $2^{74.84}$ | $0(\mathrm{~m})$ qubits |
| 243 | $2^{212.98}$ | $2^{192.45}$ | $2^{112.26}$ | $0(\mathrm{~m})$ qubits |
| 324 | $2^{283.98}$ | $2^{256.60}$ | $2^{149.68}$ | $0(\mathrm{~m})$ qubits |
| 256 | $2^{224.38}$ | $2^{202.75}$ | $2^{118.27}$ | $0(\mathrm{~m})$ qubits |
| 384 | $2^{336.57}$ | $2^{304.12}$ | $2^{177.40}$ | $0(\mathrm{~m})$ qubits |
| 512 | $2^{448.76}$ | $2^{405.50}$ | $2^{236.54}$ | $0(\mathrm{~m})$ qubits |

Table 7.12: Lower bound on the complexity of solving a multivariate quadratic system of m equations in m variables in $\mathbb{F}_{2}$, with asymptotically fast algorithms. In practice, these attacks have to be repeated nb _ite times.

### 7.7.2 Trade-Offetween Number of Equations and Number of Iterations

Now, we study the cost of the generic attack described in Section 4.2 , in order to set $m$ and nb _ite.

Slight improvement of the generic attack.
Following [133, Remark 2], as well as the idea of the proof of [58], we describe a way to implement the generic attack in Algorithm 35, as well as its cost in Lemma 4.

```
Algorithm 35 Generic attack against the Feistel-Patarin construction.
Input: a function \(G: \mathbb{F}_{q}^{n_{\text {var }}} \rightarrow \mathbb{F}_{q}^{m}\), and an integer \({ }^{`}\) such that \(1 \leqslant{ }^{`} \leqslant q^{n_{\text {var }}}\).
```

Output: a message and its signature respecting the Feistel-Patarin construction associated to
0 . Let F be a hash table such that $\mathrm{F}[\mathrm{i}]$ returns a value corresponding to the index i if the latter exists (note that several values can have the same index).

1. Let $s_{1}, \ldots, s$ be random elements of $\mathbb{F}_{q}^{n_{\text {var }}}$ and set $F\left[G\left(s_{i}\right)\right]=s_{i}$ for $1 \leqslant i \leqslant{ }^{\prime}$. $F$ is an inversion table of the $G$ function.
2. Try to sign a random message $d$ by using Algorithm 12. Perform each inversion by $G$ by using the inversion table. If a use of the inversion table fails to return a result, then abort and repeat this step with a new random message
d.
3. Return $d$ and the forged signature at Step 2.

Lemma 4. Let $H_{1}:\{0,1\}^{*} \rightarrow \mathbb{F}_{q}^{m}$ be a hash function, and $G: \mathbb{F}_{q}^{n_{v a r}} \rightarrow \mathbb{F}_{q}^{m}$ be a function. Then, Algorithm 35 requires storing ${ }^{`}\left(m+n_{v a r}\right) \log _{2}(q)$ bits, computing ` evaluations of $G$ and on average

$$
\underbrace{n x}_{i=1} \quad q^{m} \quad \text { nb_ite }+1-i \quad \text { evaluations of } H_{1} \text {. }
$$

Proof. For convenience, let $x=\frac{q^{m}}{r}$. Step 1 requires generating a hash table of `couples of index and evaluation, which requires computing ` evaluations of $G$ and storing ${ }^{`}\left(m+n_{v a r}\right) \log _{2}(q)$ bits. Then, the probability of successfully inverting $n b$ _ite times $G$, for a random input, is $x^{-n b}$ _ite. So, Step 2 requires on average $x^{\text {nb }}$ _ite attempts to succeed the forge of a valid signature, implying to evaluate $\mathrm{H}_{1}$ for $\mathrm{x}^{\mathrm{nb}}$ _ite messages. If the inversion fails, then Step 2 aborts. The probability of successfully inverting one random message is $x^{-1}$. So, $x^{n b}$ _ite -1 messages succeed to continue Step 2. Repeating this process, we obtain that $x^{\text {nb }}$ ite -1 evaluations of $H_{1}$, then $x^{n b}$ _ite -2 evaluations of $H_{1}$, $\ldots$ until $x$ evaluations of $H_{1}$ are computed. We also have that $x^{0}=1$ message succeeds the final inversion. So, Algorithm 35 requires on average $x^{n b}$ _ite $+1-\mathrm{i}$ evaluations of $\mathrm{H}_{1}$ for $1 \leqslant \mathrm{i} \leqslant \mathrm{nb}$ _ite, which concludes the proof.

The generic attack of [58] only considers $\quad=\quad \underline{q}^{m} \quad n b q^{\text {ite }} q^{\text {no ite }}$ ite $+1 m$, because this value balances the number of evaluation of $\mathrm{H}_{1}$ and G for nb_ite $=1$. In practice, these evaluations have probably diffrent costs. M oreover, multipoint evaluation can be used to minimize the practical cost ( e.g. Remark 12), it is why each complexity was given in function of the number of evaluation. So, should be chosen to minimize the overall cost of Algorithm 35, and by taking account the required memory.

Theoretical estimation of the cost of G. Here, we consider that $G$ is $\mathbf{p}$ in Algorithm 35, and $\mathrm{H}_{1}$ is SHA-3in Lemma 4. On the one hand, we estimate the cost of the evaluation of a multivariate quadratic system over $\mathbb{F}_{2}$ as follows. Let $n_{\text {var }}^{\prime}=\frac{n_{\text {var }}}{2}$. On average, the evaluation vector has $n_{\text {var }}^{\prime}$ or $n_{\text {var }}^{\prime}+\left(n_{\text {var }} \bmod 2\right)$ non-null components. We deduce the number of non-null monomials is on average:

$$
N^{\prime}=\frac{\mathrm{n}_{\mathrm{var}}^{\prime}+\left(\mathrm{n}_{\mathrm{var}} \bmod 2\right)\left(\mathrm{n}_{\mathrm{var}}^{\prime}+1\right)}{2}+1 \simeq \frac{1}{4} \mathrm{~N}
$$

Thus, we can lower bound the average cost of an evaluation of $\mathbf{p}$ by $\mathrm{mN}^{\prime}$ bit operations. On the other hand, the cost of the evaluation of SHA -3is estimated to $2^{18}$ gates (Section 4.1). With these estimations, we can now use Lemma 4 to estimate the cost of Algorithm 35.

For $n_{v a r} \geqslant m \geqslant 128$, the cost of the evaluation of $p$ is greater than that of SHA-3 Therefore, a generic attack requiring $2^{\lambda}$ evaluations is necessarily more expensive against any $\quad \mathrm{M}$ Fbased signature scheme than against SHA-3 for $\lambda$ \& $128,192,256\}$. This allows to achieve a security level II, IV or VI if the cost of generic attack is greater or equal to $2^{\lambda}$ evaluations. Thus, we can propose a simple way to choose $m$ and $n b$ _ite. We lower bound the cost of the generic attack by using $`=2{ }^{\frac{n b}{n b} \text { Ite } \text { ite }+1} \cdot m$, since the latter balances evaluations of $\quad \mathbf{p}$ and SHA-3 Then, we can lower bound the cost of Algorithm 35 by $2^{\text {nb } n-1 \text { tee }+1} \cdot m$ evaluations of $\mathrm{SHA}^{\text {n.3 }}$ which implies choosing m and nb _ite such that

$$
\begin{equation*}
\lambda \leqslant \frac{\mathrm{nb} \text { _ite }}{\mathrm{nb} \text { _ite }+1} \cdot \mathrm{~m} . \tag{7.3}
\end{equation*}
$$

This method was used to set $m$ and nb _ite in GeM $S$ sand Inner.D uaM odeM.SFor GeM $S$ swe consider the minimum value of $m$ to obtain the smallest public-key size. This implies setting nb _ite to 4 . For Inner.D uaM odeM,Snecessarily, nb _ite has to be set to one. So, the number of equations is $2 \lambda$.

In Table 7.13, we propose to study the minimum cost of generic attacks more accurately. Since the number of variables depends on the underlying scheme, we give lower bounds by considering $\mathrm{n}_{\mathrm{var}}=\mathrm{m}$. M oreover, we lower bound the cost given by Lemma 4 by

$$
\begin{equation*}
\min _{\mathcal{C N}^{*}} C_{G} \cdot `+C_{H_{1}} \cdot \frac{2}{}^{m} \quad \text { nb_ite }! \tag{7.4}
\end{equation*}
$$

where $C_{G}$ is the cost of evaluating $G$ and $C_{H_{1}}$ is the cost of computing $H_{1}$.

| m | nb_ite | evaluation | optimal | generic attack | memory (bits) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 162 | 4 | $2^{19.04}$ | $2^{129.79}$ | $2^{149.15}$ | $2^{137.13}$ |
| 243 |  | $2^{20.79}$ | $2^{194.24}$ | $2^{215.35}$ | $2^{202.17}$ |
| 324 |  | $2^{22.03}$ | $2^{258.79}$ | $2^{281.14}$ | $2^{267.13}$ |
| 168 | 3 | $2^{19.19}$ | $2^{126.10}$ | $2^{145.70}$ | $2^{133.49}$ |
| 256 | 1 | $2^{21.01}$ | $2^{126.49}$ | $2^{148.50}$ | $2^{134.49}$ |
| 384 |  | $2^{22.76}$ | $2^{189.62}$ | $2^{213.38}$ | $2^{198.20}$ |
| 512 |  | $2^{24.01}$ | $2^{253.00}$ | $2^{278.00}$ | $2^{262.00}$ |

Table 7.13: Lower bound on the complexity of finding a collision with a generic attack (Lemma 4). Here, we consider $n_{\text {var }}=m$, `calls to \(\mathbf{p}, \quad{\frac{2^{m}}{}}^{\text {nb }}\) ite calls to the hash function, and a memory cost of \(m\) bits. The cost of evaluating \(\mathbf{p}\) is lower bounded by \(\mathrm{mN}^{\prime}\) bit operations.  For Gem SSand Inner.D uaM odeM, Sthe generic attack is slightly harder to perform than on SHA-3 confirming the correctness to use Equation (7.3). For Gui-184, the authors fixed \(m\) to 168 , and our lower bound is too small to achieve the level II of security. So, we consider a more accurate lower bound by considering \(n_{\text {var }}=m+32\). This implies the generic attack requires \(2^{146.08}\) gates and \(2^{133.36}\) bits (with \({ }^{`}=2^{125.97}\) and $C_{G}=2^{19.69}$ ), which allows to reach the level II of security, and confirms the choice to set nb _ite to three, despite the fact that $\frac{\text { nb ite }}{\mathrm{nb}}$ ite $+\mathrm{t} \cdot \mathrm{m}=126<128$.

Practical estimation of the cost of G. In Table 7.14, we summarize some experiments to estimate the ratio $\mathrm{C}_{\mathrm{G}} / \mathrm{C}_{\mathrm{H}_{1}}$. We compare our best and state-of-the-art (variable-time) evaluation function (in AVX2) to the best implementations of SHA-3from XKCP(i.e. the Haswell implementation). We consider the hash value of $\frac{\lambda}{2}$-bit sequences when SHA3A is used. We use SHA3-256 (respectively SHA $3-384$ and SHA $3-51$ í for level I (respectively III and V). The minimum ratio required to reach the given security level (third column) is obtained from Equation (7.4) by taking nb_ite $=3, C_{H_{1}}=2^{18}$ and the value of ${ }^{-}$minimizing $C_{G}$ (cf. Lemma 5 by taking $g$ from Table 4.2). The experimental (exp.) ratio corresponds to the ratio of the running time of our public-key evaluation by that of $\mathrm{SHA}-3$ Sequential means that $\mathrm{C}_{\mathrm{H}_{1}}$ corresponds to the running time to compute one SHA-3hash (in AV X2), whereas the parallel version considers the cost of computing four SHA-3 hashes (in AVX2), divided by four to obtain the cost of one SHA-3hash.

| level | m | $\mathrm{C}_{6} / 2^{18}$ (7.4) | experimental $\mathrm{C}_{\mathrm{G}} / \mathrm{C}_{\mathrm{H}_{1}}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | sequential SHA-3 | parallel SHA-3 |
| 1 | 162 | 12 | 10.87 | 26.79 |
|  | 163 | 6 | $\geqslant 10.87$ | $\geqslant 26.79$ |
|  | 164 | 3 |  |  |
|  | 165 | 1.5 |  |  |
|  | 166 | 0.75 |  |  |
| III | 243 | 241.90 | 24.47 | 60.60 |
|  | 244 | 120.95 | $\geqslant 24.47$ | $\geqslant 60.60$ |
|  | 245 | 60.48 |  |  |
|  | 246 | 30.24 |  |  |
|  | 247 | 15.12 |  |  |
|  | 248 | 7.56 |  |  |
| V | 324 | 12288 | 55.20 | 135.15 |
|  | 332 | 48 | > 55.20 | > 135.15 |
|  | 333 | 24 |  |  |
|  | 334 | 12 |  |  |

Table 7.14: $M$ inimum ratio of the cost of evaluating a boolean system of $m$ equations in $m$ variables by that of SHA-3 For example, for $m=163,6$ means that SHA -3 should be at least 6 times faster than evaluating a boolean system of m polynomials in m variables to reach the first security level. We give the experimental ratio on a Skylake processor (LaptopS) using the AVX2 instruction set. We consider the sequential and parallel versions of SHA-3from the Extended K eccak Code Package ( XKC . , both using the AV X 2 instruction set.

From Table 7.14, we see that slightly increasing the number of equations allows to reduce the number of iterations to three. The results are summarized in Table 7.15. We assume that $\quad C_{H_{1}}=2^{18}$, and we give the minimum ratio $\mathrm{C}_{\mathrm{G}} / \mathrm{C}_{\mathrm{H}_{1}}$ (cf. Lemma 5) required to reach security levels I, III and V. These parameters are used in Sections 7.8.4, 7.8.5 and 7.8.6, where we introduce WhiteGem $S$ M agentaCeM SSand C yanceM SS

| m | nb_ite | $\mathrm{C}_{\mathrm{G}} / \mathrm{C} \mathrm{H}_{1}$ | optimal | generic attack | memory (bits) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 163 | 3 | 6 | $2^{122}$ | $2^{143}$ | $2^{129.35}$ |
| 247 |  | 15.12 | $2^{184+\frac{2}{3}}$ | $2^{207}$ | $2^{192.62}$ |
| 333 |  | 24 | $2^{249}$ | $2^{272}$ | $2^{257.38}$ |

Table 7.15: Lower bound on the complexity of finding a collision with the generic attack, i.e. Equation (7.4). Here, we consider $C_{H_{1}}=2^{18}$, `calls to $\mathbf{p}$, ${\stackrel{2}{ }{ }^{m}}^{\text {nb_ite }}$ calls to the hash function, and a memory cost of m bits.

Lemma 5. If (7.4) is equal to $g \in \mathbb{R}_{+}^{*}$, then ${ }^{`} \in \mathbb{N}^{*}$ minimizing $C_{G}$ is ${ }^{`}=\left\lfloor^{`}\right\rfloor$ or ${ }^{`}=\left\lceil^{`}\right\rceil$, for

$$
\because=2^{m} \cdot(\text { nb_ite }+1) \cdot C_{H_{1}} \cdot g^{-1} \frac{1}{n 0 \text { Ite }} \in \mathbb{R}_{+}^{*} \text {. }
$$

### 7.7.3 Experimental Results for $\mathrm{HFEv}-$

The main question in the design of Gem ssis to quantify, as precisely as possible, the effct of the modifiers (Section 2.4.1) on the degree of regularity (Section 4.4.1). To do so, we performed experimental results on the behavior of a direct attack against HFEv; i.e. computing a Gröbner basis of (4.2). We mention that similar experiments were performed in [144].

We first consider $v=0$, and denote by $\Delta$ the number of minus equations, i.e. $m=d_{\text {ext }}-\Delta$. According to the upper bound (4.11), the degree of regularity should increase by 1 when 2 equations are removed. In Tables 7.16 and 7.17, we report the degree of regularity $\mathrm{D}_{\text {reap }}^{\text {Exp }}$ reached during a Gröbner basis computation of a system of $m=d_{\text {ext }}-\Delta$ equations in $m$ variables coming from a H FE-public-key, generated from a univariate polynomial in $\quad \mathbb{F}_{2^{d}{ }^{\text {ext }}}[X]$ of degree $D$. We also reported the degree of regularity $D_{\text {reg }}^{\text {Theo }}$ of a semi-regular system of the same size (as in Table 4.3).

The experimental results on HFE, no vinegar, are not completely conclusive. Whilst the degree of regularity appears to increase, it seems diffillt to predict its behavior in function of the number of minus equations. This was also observed in [144] where the authors advised against using the minus modifier alone. Thus, the minus modifier should not be used alone.

We now consider the opposite situation, i.e. no minus equations and we increase the number of vinegar variables, i.e. HFEv In Tables 7.18, 7.19 and $7.20, \mathrm{D}_{\text {reg }}^{\mathrm{Exp}}$ corresponds to the degree of regularity reached during a Gröbner basis computation of a system of $\quad m=n_{\text {var }}-v$ equations in $m$ variables coming from HFEvpublic-key, generated from a univariate polynomial in $\mathbb{F}_{2^{\text {dext }}}[\mathrm{X}]$ of degree $D$.

The experimental results are more stable. In all cases, we need to add 3 vinegar variables to increase the degree of regularity by 1 .

We also performed experimental results with a combination of vinegar and minus. Similarly to [144], we observed that the behavior obtained seems similar for HFEv -with $\Delta=0$ and v vinegar variables than for a HFEv-with $\Delta=\mathrm{v} / 2$ and $\mathrm{v} / 2$ vinegar variables.

| $\mathrm{d}_{\text {ext }}$ | $\Delta$ | m | D | $\mathrm{D}_{\text {reg }}^{\text {Theo }}$ | $\mathrm{D}_{\text {reg }}^{\text {Exp }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 32 | 0 | 32 | 4 | 7 | 3 |
| 33 | 1 |  |  |  | 3 |
| 34 | 2 |  |  |  | 3 |
| 35 | 3 | 32 | 4 | 7 | 4 |
| 36 | 4 |  |  |  | 4 |
| 37 | 5 |  |  |  | 4 |
| 38 | 6 |  |  |  | 4 |
| 39 | 7 |  |  |  | 4 |
| 40 | 8 | 32 | 4 | 7 | 5 |
| 41 | 9 |  |  |  | 5 |
| 42 | 10 |  |  |  | 5 |
| 43 | 11 |  |  |  | 5 |
| 44 | 12 |  |  |  | 5 |
| 45 | 13 |  |  |  | 5 |
| 46 | 14 | 32 | 4 | 7 | 6 |
| 47 | 15 |  |  |  | 6 |
| 48 | 16 |  |  |  | 6 |
| 49 | 17 |  |  |  | 6 |
| 50 | 18 |  |  |  | 6 |
| 51 | 19 |  |  |  | 6 |
| 52 | 20 |  |  |  | 6 |


| $\mathrm{d}_{\text {ext }}$ | $\Delta$ | m | D | $\mathrm{D}_{\text {reg }}^{\text {Theo }}$ | $\mathrm{D}_{\text {reg }}^{\text {Exp }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 41 | 0 | 41 | 4 | 8 | 3 |
| 42 | 1 |  |  |  | 3 |
| 43 | 2 |  |  |  | 3 |
| 44 | 3 | 41 | 4 | 8 | 4 |
| 45 | 4 |  |  |  | 4 |
| 46 | 5 |  |  |  | 4 |
| 47 | 6 |  |  |  | 4 |
| 48 | 7 |  |  |  | 4 |

Table 7.16: HFE-with $D=4 ; 32$ and 41 equations.

| $\mathrm{d}_{\text {ext }}$ | $\Delta$ | m | D | $\mathrm{D}_{\text {reg }}^{\text {Theo }}$ | $\mathrm{D}_{\text {reg }}^{\text {Exp }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 32 | 0 | 32 | 17 | 7 | 4 |
| 33 | 1 |  |  |  | 4 |
| 34 | 2 |  |  |  | 4 |
| 35 | 3 | 32 | 17 | 7 | 5 |
| 36 | 4 |  |  |  | 5 |
| 37 | 5 | 32 | 17 | 7 | 6 |
| 38 | 6 |  |  |  | 6 |
| 39 | 7 |  |  |  | 6 |


| $\mathrm{d}_{\text {ext }}$ | $\Delta$ | m | D | $\mathrm{D}_{\text {reg }}^{\text {Theo }}$ | $\mathrm{D}_{\text {reg }}^{\text {Exp }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 41 | 0 | 41 | 17 | 8 | 4 |
| 42 | 1 |  |  |  | 4 |
| 43 | 2 |  |  |  | 4 |
| 44 | 3 | 41 | 17 | 8 | 5 |
| 45 | 4 |  |  |  | 5 |

Table 7.17: HFE-with $D=17 ; 32$ and 41 equations.

| $\mathrm{n}_{\text {var }}$ | v | $\mathrm{m}=\mathrm{n}_{\mathrm{var}}-\mathrm{v}$ | D | $\mathrm{D}_{\text {reg }}^{\text {Theo }}$ | $\mathrm{D}_{\text {reg }}^{\text {Exp }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 32 | 0 | 32 | 6 | 7 | 3 |
| 39 | 7 | 32 | 6 | 7 | 5 |
| 40 | 8 | 32 | 6 | 7 | 6 |
| 41 | 9 |  |  |  | 6 |
| 42 | 10 |  |  |  | 6 |
| 43 | 11 | 32 | 6 | 7 | 7 |
| 44 | 12 |  |  |  | 7 |
| 47 | 15 | 32 | 6 | 7 | 7 |

Table 7.18: HFE vwith $D=6$ and 32 equations.

| $\mathrm{n}_{\text {var }}$ | V | $\mathrm{m}=\mathrm{n}_{\text {var }}-\mathrm{v}$ | D | $\mathrm{D}_{\text {reg }}^{\text {Theo }}$ | $\mathrm{D}_{\text {reg }}^{\text {Exp }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 25 | 0 | 25 | 9 | 6 | 3 |
| 26 | 1 | 25 | 9 | 6 | 4 |
| 27 | 2 |  |  |  | 4 |
| 28 | 3 |  |  |  | 4 |
| 29 | 4 | 25 | 9 | 6 | 5 |
| 30 | 5 |  |  |  | 5 |
| 31 | 6 |  |  |  | 5 |
| 32 | 7 | 25 | 9 | 6 | 6 |

Table 7.19: H FEvwith $\mathrm{D}=9$ and 25 equations.

| $\mathrm{n}_{\text {var }}$ | v | m | D | $\mathrm{D}_{\text {reg }}^{\text {Theo }}$ | $\mathrm{D}_{\text {reg }}^{\text {Exp }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 25 | 0 | 25 | 16 | 6 | 3 |
| 26 | 1 | 25 | 16 | 6 | 4 |
| 27 | 2 |  |  |  | 4 |
| 28 | 3 |  |  |  | 4 |
| 29 | 4 | 25 | 16 | 6 | 5 |
| 30 | 5 |  |  |  | 5 |
| 31 | 6 |  |  |  | 5 |
| 32 | 7 | 25 | 16 | 6 | 6 |


| $\mathrm{n}_{\text {var }}$ | v | m | D | $\mathrm{D}_{\text {reg }}^{\text {Theo }}$ | $\mathrm{D}_{\text {reg }}^{\text {Exp }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 32 | 0 | 32 | 16 | 7 | 3 |
| 33 | 1 | 32 | 16 | 7 | 4 |
| 34 | 2 |  |  |  | 4 |
| 35 | 3 |  |  |  | 4 |
| 36 | 4 | 32 | 16 | 7 | 5 |
| 37 | 5 |  |  |  | 5 |

Table 7.20: HFEvwith $D=16 ; 25$ and 32 equations.

### 7.7.4 Minimum Number of Vinegar Variables

In Tables 7.21 and 7.22, we study values of V which achieve the security levels against $\mathrm{M} \operatorname{\mathrm {n}R\text {ank}}$ based attacks. In particular, we consider MinR ankbased attacks with projections [68]. In Table 7.21, we take $\Delta=\mathrm{v}$. In Table 7.22, we take $\Delta=0$. Both behaviors seem similar, except for the project-then-M inRank attack. The latter implies upper bounding the number of vinegar variables for $\Delta=0$, which can be dangerous for practical values of $\Delta+v$. So, we advise against using the vinegar modifier alone. However, we note that the security can be achieved by increasing
D.

| (level, $\mathrm{m}, \mathrm{D})$ | M inR ank(4.17) | M inR ank-then-project [68] | project-then-M inRank [68] |
| :---: | :---: | :---: | :---: |
| $(\mathrm{II}, 162,17)$ | $\Delta+\mathrm{V} \geqslant 10$ | $\Delta=\mathrm{V} \geqslant 5$ | $\Delta=\mathrm{V} \geqslant 4$ |
| $(\mathrm{IV}, 243,17)$ | $\Delta+\mathrm{V} \geqslant 16$ | $\Delta=\mathrm{v} \geqslant 8$ | $\Delta=\mathrm{v} \geqslant 7$ |
| $(\mathrm{VI}, 324,17)$ | $\Delta+\mathrm{V} \geqslant 22$ | $\Delta=\mathrm{v} \geqslant 11$ | $\Delta=\mathrm{v} \geqslant 9$ |
| $(\mathrm{II}, 256,17)$ | $\Delta+\mathrm{V} \geqslant 8$ | $\Delta=\mathrm{v} \geqslant 4$ | $\Delta=\mathrm{v} \geqslant 3$ |
| $(\mathrm{IV}, 384,17)$ | $\Delta+\mathrm{V} \geqslant 13$ | $\Delta=\mathrm{v} \geqslant 6$ | $\Delta=\mathrm{v} \geqslant 5$ |
| $(\mathrm{VI}, 512,17)$ | $\Delta+\mathrm{V} \geqslant 18$ | $\Delta=\mathrm{v} \geqslant 9$ | $\Delta=\mathrm{v} \geqslant 8$ |

Table 7.21: Values of $\Delta$ and $v$ which achieve the security levels against $M$ inR ankbased attacks.

| (level, $\mathrm{m}, \mathrm{D})$ | M inRank(4.17) | M inRank-then-project [68] | project-then-M inR ank [68] |
| :---: | :---: | :---: | :---: |
| $(\mathrm{II}, 162,17)$ | $\mathrm{v} \geqslant 10$ | $\mathrm{v} \geqslant 9$ | $8 \leqslant \mathrm{v} \leqslant 29$ |
| $(\mathrm{IV}, 243,17)$ | $\mathrm{v} \geqslant 16$ | $\mathrm{v} \geqslant 15$ | $14 \leqslant \mathrm{v} \leqslant 32$ |
| $(\mathrm{VI}, 324,17)$ | $\mathrm{v} \geqslant 22$ | $\mathrm{v} \geqslant 21$ | $19 \leqslant \mathrm{v} \leqslant 33$ |
| $(\mathrm{II}, 256,17)$ | $\mathrm{v} \geqslant 8$ | $\mathrm{v} \geqslant 7$ | $6 \leqslant \mathrm{v} \leqslant 37$ |
| $(\mathrm{IV}, 384,17)$ | $\mathrm{v} \geqslant 13$ | $\mathrm{v} \geqslant 12$ | $11 \leqslant \mathrm{v} \leqslant 42$ |
| $(\mathrm{VI}, 512,17)$ | $\mathrm{v} \geqslant 18$ | $\mathrm{v} \geqslant 17$ | $16 \leqslant \mathrm{v} \leqslant 46$ |

Table 7.22: Values of $v$ which achieve the security levels against $M$ in $R$ ankbased attacks, for $\Delta=0$.
In [10], the authors introduced the Support $M$ inors technique to solve the $\quad M$ inR ankbased problems. The complexity of this attack against parameters of round 2 proposals of GeM sis as presented in Table 7.23. This technique is more effient than all previous M inR ankbased attacks. However, the degree of minors equations is already bigger than the degree of regularity considered in a direct attack. So, we can just choose parameters secure against the direct attack to be immune against the Support M inors technique.

### 7.7.5 Choice of Degree and Number of Modifiers

At this stage, we have a methodology for fixing the minimum number of equations $m$ (Table 7.12), as well as the number of iterations nb _ite (Table 7.13). We now need to derive the number of vinegar variables v and minus equations $\Delta$ required to achieve the degree of regularity corresponding to a given security level (Table 7.24). This is the most delicate point. According to the experiments performed in Section 7.7.3, and the insight provided by the key-recovery attacks (Section 7.7.4), we make the choice to balance v and $\Delta$.

| (level, $\left.\mathrm{D}, \mathrm{d}_{\text {ext }}, \Delta, \mathrm{V}\right)$ | Support M inors technique [10] |
| :---: | :---: |
| $(\mathrm{II}, 513,174,12,12)$ | $2^{158}$ |
| $(\mathrm{IV}, 513,265,22,20)$ | $2^{224}$ |
| $(\mathrm{VI}, 513,354,30,33)$ | $2^{304}$ |
| $(\mathrm{II}, 129,175,13,14)$ | $2^{162}$ |
| $(\mathrm{IV}, 129,265,22,23)$ | $2^{229}$ |
| $(\mathrm{VI}, 129,358,34,32)$ | $2^{305}$ |
| $(\mathrm{II}, 17,177,15,15)$ | $2^{160}$ |
| (IV $, 17,266,23,25)$ | $2^{227}$ |
| $(\mathrm{VI}, 17,358,34,35)$ | $2^{305}$ |

Table 7.23: Lower bound on the complexity of the Support Minors technique against parameters of round 2 proposals of Gem Ss Here, we consider that the constant in the big Oh notation is one.

In addition, we need to fix the degree $D$ of the HFEvpolynomial. This will give the initial degree of regularity for a nude HFE (Table 4.4). For GeM S\$we consider a secret univariate polynomial of degree $D=513$. This corresponds to a degree of regularity of six for a nude HFE i.e. without any modifier. The variants consider smaller degrees, in order to speed up the signing process.

From our experiments, we consider that 3 modifiers allow to increase the degree of regularity by one. Independently of the GeM S Ssubmission [48], the author of [140] also derived a similar rule; as one can see from (4.12). In Table 7.25, we then derive the number of modifiers required as $\Delta+v=3 \times$ Gap, Gap being the targeted degree of regularity minus the initial degree of regularity. We consider the number of equations $m$ and the targeted degree of regularity as in Table 7.24. The last column of Table 7.25 gives the number of modifiers required. We present below the results for


| $m$ | minimum $D_{\text {reg }}$ required | lower bound on the cost of a Gröbner basis <br> as given in $(4.10)$ |
| :---: | :---: | :---: |
| 162 | 14 | $2^{131.16}$ |
| 243 | 20 | $2^{192.51}$ |
| 324 | 27 | $2^{260.86}$ |
| 333 | 26 | $2^{256.07}$ |
| 256 | 12 | $2^{133.57}$ |
| 384 | 17 | $2^{194.17}$ |
| 512 | 23 | $2^{263.64}$ |

Table 7.24: Smallest degree of regularity required ( $\omega=2$ ). In practice, the Gröbner basis attack has to be repeated nb _ite times.

| scheme ${ }^{\text {a }}$ | D | Gap | $\Delta+\mathrm{v}$ |
| :---: | :---: | :---: | :---: |
| GeM SS 128 | 513 | $14-6=8$ | 24 |
| B lueGeM SS 128 162 | 129 | $14-5=9$ | 27 |
| R edcem SS 128 | 17 | $14-4=10$ | 30 |
| GeM S S 192 | 513 | $20-6=14$ | 42 |
| B lueGeM SS 192 | 129 | $20-5=15$ | 45 |
| R edce S S 192 | 17 | $20-4=16$ | 48 |
| GeM SS 256 | 513 | $27-6=21$ | 63 |
| B lueGeM S S 256324 | 129 | $27-5=22$ | 66 |
| R edce SS 256 | 17 | $27-4=23$ | 69 |
| W hiteGeM SS 256 | 513 | $26-6=20$ | 60 |
| C yancem SS 256 | 129 | $26-5=21$ | 63 |
| M agentaceM SS 256 | 17 | $26-4=22$ | 66 |
| Fœ@ S \$266) | 129 |  | 21 |
| Inner.D uaM odeM S 128256 | 129 | $12-5=7$ | 21 |
| Inner .RedD ualM odeM S 128 | 17 | $12-4=8$ | 24 |
| FœM S \$402) | 640 | $17-6=11$ | $33^{(1)}$ |
| Inner.D uaM odeM S 192384 | 129 | $17-5=12$ | 36 |
| Inner.R edD ualM odeM S 192 | 17 | $17-4=13$ | 39 |
| FœM S \$537) | 1152 | $23-6=17$ | 51 |
| Inner.D uaM odeM S 256512 | 129 | $23-5=18$ | 54 |
| Inner .RedD ualM odeM S 256 | 17 | $23-4=19$ | 57 |

${ }^{(1)}$ Here, $\Delta+v \geqslant 33$ is required. But the scheme uses $\Delta+v=36$.
Table 7.25: Number of modifiers required in Gem SS Except for the level V of security, the number of modifiers of W hite GeM SSC yance SSand M agentaceM SSare respectively obtained as these of GeM S\$B lueGem S Sand Redce SS

### 7.8 Design

In [2, 1], NIST announced the second round and third round candidates. They also provided some recommendations for the selected candidates. The goal of this part is to address the comments from $[2,1]$ regarding Gem SS The parameters proposed for Gem S sin the first round were very conservative in term of security. $[2,1]$ suggested exploring diffent parameters in order to improve effiency. We address this comment as follows.

- We suggest six sets of parameters for each security level with several trade-off. This includes the initial parameters of GeM S sproposed for the first round, and two new more aggressive parameters (BlueGem S sand Red©M S\$. We also introduce WhiteGem S S C yancem S sand $M$ agentaCeM $S$ sthanks to a tighter analysis of the Feistel-Patarin construction (Section 7.7.2).
- In Section 7.8.7, we propose a slight modification of the extension degree to improve multiplications in $\mathbb{F}_{2^{d} \mathrm{ext}}$ on low-end devices.
- We then design a family of parameters that depends on only one parameter $d_{\text {ext }}$. We call this family FœM S \$d ${ }_{\text {ext }}$ ) (Section 7.8.8).
- In Section 7.8.9, we explore the use of sparse polynomials in Gem Ssto improve the effiency of the signing process.
- Finally, we present an exhaustive table including possible parameters and the corresponding timings in Section 7.8.10.


### 7.8.1 Set 1 of Parameters: GeM S S

The first set, that we call Gem SS(Table 7.26), was the parameters proposed for the first round.

| scheme | $\left(\lambda \mathrm{D}, \mathrm{d}\right.$ ext $, \Delta, \mathrm{v}, \mathrm{nb}$ _ite, $\left.\mathrm{m}, \mathrm{n}_{\text {var }}\right)$ | $\|\mathrm{pk}\|(\mathrm{kB})$ | $\mid$ sk \| (kB) | $\mid$ seed $\mid(\mathrm{B})$ | $\mid$ sign $\mid(\mathrm{B})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| GeM SS 128 | $(128,513,174,12,12,4,162,186)$ | 352.19 | 13.44 | 16 | 32.25 |
| GeM SS 192 | $(192,513,265,22,20,4,243,285)$ | 1237.96 | 34.07 | 24 | 51.375 |
| GeM SS 256 | $(256,513,354,30,33,4,324,387)$ | 3040.70 | 75.89 | 32 | 72 |

Table 7.26: Summary of the parameters of Gem SS

### 7.8.2 Set 2 of Parameters: RedCeM S S

We call Red©M SSthe schemes described in Table 7.27. The public-key of Red@M SS 128 s 1.065 times larger than GeM SS 12,8the time to sign with Red@M SS 12\$5 296 times faster than Gem SS 128 This is because we use a smaller $D$.

| scheme | ( $\lambda \mathrm{D}, \mathrm{d}$ ext $, \Delta, \mathrm{v}, \mathrm{nb} \_$ite, $\mathrm{m}, \mathrm{n}$ var ) | \|pk | (kB) | \|sk| (kB) | \|seed| (B) | \|sign| (B) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| R edem SS 128 | (128, 17, 177, 15, 15, 4, 162, 192) | 375.21 | 13.10 | 16 | 35.25 |
| Redem SS 192 | $(192,17,266,23,25,4,243,291)$ | 1290.54 | 34.79 | 24 | 54.375 |
| Red©M SS 256 | $(256,17,358,34,35,4,324,393)$ | 3135.59 | 71.89 | 32 | 75 |

Table 7.27: Summary of the parameters of RedœM SS

### 7.8.3 Set 3 of Parameters: B lueGeM S S

We call B lieGem Ssthe schemes described in Table 7.28. The public-key of BlueGem SS $12 \boldsymbol{8} \mathbf{8} 1.032$ times larger than Gem SS 12,the time to sign with B lueGeM SS 12 is 9.05 times faster than GeM SS 12.8 This is because we use a smaller $D$.

| scheme | ( $\mathrm{AD}, \mathrm{d}$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite, $\mathrm{m}, \mathrm{n}$ var ) | \|pk | (kB) | \|sk| (kB) | \|seed| (B) | \|sign| (B) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| B lueGeM SS 128 | (128, 129, 175, 13, 14, 4, 162, 189) | 363.61 | 13.70 | 16 | 33.75 |
| B lueGeM S S 192 | (192, 129, 265, 22, 23, 4, 243, 288) | 1264.12 | 35.38 | 24 | 52.875 |
| B lueGeM S S 256 | $(256,129,358,34,32,4,324,390)$ | 3087.96 | 71.46 | 32 | 73.5 |

Table 7.28: Summary of the parameters of B lieGem SS

### 7.8.4 Set 4 of parameters: W hiteGeM SS

We call W hiteGeM S sthe schemes described in Table 7.29.

| scheme | $\left(\lambda \mathrm{D}, \mathrm{d}\right.$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite, $\left.\mathrm{m}, \mathrm{n}_{\text {var }}\right)$ | $\|\mathrm{pk}\|(\mathrm{kB})$ | $\mid$ sk $\mid(\mathrm{kB})$ | $\mid$ seed $\mid(\mathrm{B})$ | $\mid$ sign $\mid(B)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| W hiteGeM S S 128 $(128,513,175,12,12,3,163,187)$ | 358.17 | 13.56 | 16 | 29.375 |  |
| W hiteGeM SS 192 $(192,513,268,21,21,3,247,289)$ | 1293.85 | 35.77 | 24 | 46.625 |  |
| W hiteGeM S S 256 $(256,513,364,31,29,3,333,393)$ | 3222.69 | 70.99 | 32 | 64.125 |  |

Table 7.29: Summary of the parameters of whiteGeM SS

### 7.8.5 Set 5 of parameters: $\quad M$ agentaceM S S

We call M agentacem sthe schemes described in Table 7.30.

| scheme | $\left(\lambda \mathrm{D}, \mathrm{d}\right.$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite, $\left.\mathrm{m}, \mathrm{n}_{\text {var }}\right)$ | $\|\mathrm{pk}\|(\mathrm{kB})$ | $\mid$ sk $\mid(\mathrm{kB})$ | $\mid$ seed $\mid(\mathrm{B})$ | $\mid$ sign $\mid(\mathrm{B})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| M agentaCMM SS 128 $(128,17,178,15,15,3,163,193)$ | 381.46 | 13.22 | 16 | 31.625 |  |
| M agentaCeM SS 192 (192, 17, 271, 24, 24, 3, 247, 295) | 1348.03 | 34.69 | 24 | 48.875 |  |
| M agentaceM SS 256 (256, 17, 366, 33, 33, 3, 333, 399) | 3321.72 | 70.41 | 32 | 66.375 |  |

Table 7.30: Summary of the parameters of $M$ agentaceM SS

### 7.8.6 Set 6 of parameters: C yancem S S

We call C yanceM S sthe schemes described in Table 7.31.

| scheme | ( $\lambda \mathrm{D}, \mathrm{d}$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite, $\mathrm{m}, \mathrm{n}_{\text {var }}$ ) | \|pk| (kB) | \|sk| (kB) | \|seed| (B) | \|sign| (B) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| C yancem SS 128 | $(128,129,177,14,13,3,163,190)$ | 369.72 | 13.41 | 16 | 30.5 |
| C yancem SS 192 | (192, 129, 270, 23, 22, 3, 247, 292) | 1320.80 | 35.26 | 24 | 47.75 |
| C yancem SS 256 | $(256,129,364,31,32,3,333,396)$ | 3272.02 | 73.20 | 32 | 65.25 |

Table 7.31: Summary of the parameters of C yancem S S

### 7.8.7 A Family of Parameters for Low-End Devices

The multiplication in $\mathbb{F}_{2^{d} \text { ext }}$ is a crucial operation for the performance of GeM SS On low-end devices, this operation is naturally very expensive. So, we design new parameters especially for these devices. It is well-known that multiplications in $\mathbb{F}_{16}$ and $\mathbb{F}_{256}$ can be effiently computed in parallel, with vector instructions and logarithm tables (Section 7.4.9). A solution to improve performance of the multiplication in $\mathbb{F}_{2^{d} \text { ext }}$ is to choose $d_{\text {ext }}$ multiple of four or eight. This allows to use an isomorphism between $\mathbb{F}_{2^{d}{ }_{\text {ext }}}$ and $\mathbb{F}_{16^{d \text { ext } / 4}}$ or $\mathbb{F}_{2566_{\text {dext }} \text { 8 }}$. We base our new parameters on these of GeM S sby slightly modifying the balance between minus and vinegar. We obtain Table 7.32.

These parameters are a proposal to improve the performance of GeM S Son low-end devices. We do not have implementations exploiting the tower field representation of $\quad \mathbb{F}_{2^{d} \text { ext }}$. Therefore, we cannot estimate obtained speed-ups when PCLM U LQ DंSQnot available.

| level | nb_ite | m | D | $\Delta+\mathrm{v}$ | $\mathrm{d}_{\text {ext }}=0 \bmod 4, \Delta, \mathrm{v}$ | $\mathrm{d}_{\text {ext }}=0 \bmod 8, \Delta, \mathrm{v}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4 | 162 | 513 | 24 | 172, 10, 14 | 176, 14, 10 |
|  |  |  | 129 | 27 | 176, 14, 13 |  |
|  |  |  | 17 | 30 | 176, 14, 16 |  |
| 111 |  | 243 | 513 | 42 | $\frac{264,21,21}{264,21,24}$ |  |
|  |  |  | 129 | 45 |  |  |
|  |  |  | 17 | 48 | 268, 25,23 | 264,21,27 |
| V |  | 324 | 513 | 63 | 356, 32,31 | 352, 28,35 |
|  |  |  | 129 | 66 | 356, 32, 34 | 360, 36, 30 |
|  |  |  | 17 | 69 | 360, 36, 33 |  |

Table 7.32: Slight modification of Gem Ssfor low-end devices.

### 7.8.8 FGM S \$d $_{\text {ext }}$ )

In multivariate schemes, we have many parameters that can be adjusted. This is an advantage since, for example, we can decrease the time to sign for a given security level if we increase the length of the public-key, i.e. some interesting trade-off are possible. However, when a new cryptanalysis idea is found, it is not always easy for a non multivariate specialist to see how to adjust the parameters in order to maintain a given security level against the best known attacks. For example, when R S A512 was factored, it was natural to suggest using a larger modulo $n$ and looking at what value of $n$ should be used from the best known attacks (instead of designing another scheme). But when an attack on QUARTwas published with a security expected [82] to be slightly smaller than $2^{80}$, it was not so easy to adjust the security parameters since we have many possibilities here. Therefore, we see that it is sometime convenient to have a dimension 1 family instead of a single point (like QUARTZOr a many dimension family (like the variants of HFE.

Here, we present such dimension 1 family, called $F$ CeM $S \$ d_{\text {ext }}$ ). It is such that:

- nb_ite $=1$,
- $d_{\text {ext }}$ is again $m+\Delta$,
- $\Delta+v=21+0.11 \cdot\left(d_{\text {ext }}-266\right), \Delta=\frac{\Delta+v}{2}$ and $v=\frac{\Delta+v}{2}$,
- $D$ is the largest sum of two powers of two less or equal to $129+4.2 \cdot\left(d_{\mathrm{ext}}-266\right)$.

The public-key is a system of $m=d_{\text {ext }}-\Delta$ equations in $n_{\text {var }}=d_{\text {ext }}+v$ variables over $\mathbb{F}_{2}$. For example, we obtain the following parameters.

| scheme | ( $\lambda \mathrm{D}, \mathrm{d}$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite, $\mathrm{m}, \mathrm{n}_{\text {var }}$ ) | \|pk | (kB) | \|sk| (kB) | \|seed| (B) | \|sign| (B) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| F@M S \$266) | (128, 129, 266, 10, 11, 1, 256, 277) | 1232.13 | 24.55 | 16 | 34.625 |
| F ¢eM S \$402) | (192, 640, 402, 18, 18, 1, 384, 420) | 4243.73 | 62.60 | 24 | 52.5 |
| F@M S \$537) | $(256,1152,537,25,26,1,512,563)$ | 10161.09 | 122.72 | 32 | 70.375 |

Table 7.33: Parameters of FœM SS

It can be emphasized that FœM SScan be nicely combined with D uaM odeM \$83] (Chapter 8). In the case of $\mathrm{F} \Subset M \mathrm{~S} \$ 266$ ), we will typically get a public-key of 512 bytes with a signature size of about 32 kB .

### 7.8.9 S parseGeM S S

In this section, we introduce $\mathbf{s}$, a new security parameter. We propose to remove $\mathbf{s}$ terms in $\mathbb{F}_{2^{\text {dext }}}[X]$ from the HFEvpolynomial to improve the effiency of the signing process, as introduced in Section 9.3.3. When $\mathbf{s}$ is small, we think the security is not impacted by this change, whereas we can obtain a factor at most two for the signing process. This method is new and so a new analysis of security is required. We will present some experiments in Section 9.3.3.

The improvement is based on the fact that during the computation of the Frobenius map, a degree- $(2 D-2)$ square in $\mathbb{F}_{2^{d} \operatorname{ext}}[X]$ is computed, then is reduced modulo $H$, a HFEpolynomial in $\mathbb{F}_{2^{d} \mathrm{ext}}[\mathrm{X}]$. In binary fields, all odd degree terms of a square are null, thanks to the linearity of the Frobenius endomorphism. Then, we remark that the Euclidean division of a square $B$ by a square implies that the quotient $\quad \mathrm{Q}$ is a square. H is not a square because it contains the terms $X^{2^{0}}$ and $X^{2^{i}+1}$ for $0<i \leqslant k=\left\lfloor\log _{2}(D)\right\rfloor$. However, the gap between the odd degrees $2^{j}+1$ and $2^{j+1}+1$ is $2^{j}$. This gap increases quickly when $j$ increases. So, if we take $D=2^{k}+2$, then we remove the $\boldsymbol{s}$ largest odd degrees ( $\mathbf{s} \leqslant k$ ), we obtain a HFE polynomial $\mathrm{H}=\mathrm{H}_{0}+\mathrm{X}^{2^{k-s}+2} \mathrm{H}_{1}$ for $\mathrm{H}_{0}$ a degree- $\left(2^{k-s}+1\right)$ polynomial and $H_{1}$ a degree- $\left(2^{k}-2^{k-s}\right)$ square. By removing only one term (i.e. $\mathbf{s}=1)$, the higher half of H is a square.

Now, we exploit the fact that $H_{1}$ is a square. This implies $Q=Q_{0}+X^{2^{k-s}} Q_{1}$ for $Q_{0}$ a degree-$\left(2^{\mathrm{k}-\mathbf{s}}-1\right)$ polynomial and $\mathrm{Q}_{1}$ a degree- $\left(2^{\mathrm{k}}-2^{\mathrm{k}-\mathbf{s}}\right)$ square. M oreover, the classical Euclidean division algorithm (Algorithm 16) is equivalent to performing the classical multiplication of Q by H , then add it to $B$. So, if $Q_{1}$ is a square, we avoid the half of the multiplications for this part of $Q$. The size of $Q_{1}$ is $2^{k}-2^{k-s}+1$, so we avoid $2^{k-1}-\left\lfloor 2^{k-s-1}\right\rfloor$ multiplications in $\mathbb{F}_{2^{d e x t}}$.

W ith our sparse trick, all previous families of GeM S Scould become more effient by using their sparse version. To apply this transformation, we increment $D$ if $D$ is odd and we set $\mathbf{s}=3$. In this way, we avoid $43.75 \%$ of the field multiplications (for $D=2^{k}+2$ ) during the modular reduction by $H$. The speed-up for $D>2^{k}+2$ is diffrent because our trick improves the modular reduction for $\mathbf{s}=0$ (because $\mathrm{Q}=\mathrm{Q}_{0}+X^{2^{k}} \mathrm{Q}_{1}$ with $\mathrm{Q}_{1}$ a degree- $\left(\mathrm{D}-2^{k}-2\right.$ ) square, so we avoid $\frac{D-2^{k}-2}{2}>0$ multiplications in $\left.\mathbb{F}_{2 \mathrm{dext}}\right)$. We take a small value of $\mathbf{s}$ to be secure, but large enough to obtain an interesting speed-up. The Frobenius map is the core of the signing process, so this factor remains approximately the same for the signing process. However, this method is not interesting for small degrees, because the Frobenius map can be computed more quickly with multi-squaring tables (Algorithm 22). Experimentally, we keep the previous speed-up for $\quad D \geqslant 514$, we loose a part for $D=130$ and $d_{\text {ext }}>196$, and the method is completely useless for $D \leqslant 34$. For this reason, we give the possibility to use S parseGeM S sonly for $D \geqslant 128$ (Tables 7.34, 7.35 and 7.36).

### 7.8.10 An Exhaustive Table for the Choice of the Parameters

Here, we propose a large number of security parameters. For diffrent values of $D$ and for nb _ite from 1 to 4 , we take the smallest $m$ such that ( $m$, nb_ite) respects (7.3). Then, we deduce the number of modifiers, and so $\Delta$ and $v$. Finally, for $D \geqslant \overline{128}$, we take $\mathbf{s}=0$ then $\mathbf{s}=3$ (as described
in Section 7.8.9). In Tables 7.34, 7.35 and 7.36, we give the performance of these parameters with the final version of MQ soft (Chapter 9).

For nb _ite < 3, the number of equations is a multiple of eight. So, the public-key is naturally stored with the packed representation (Section 7.4.8). This implies the theoretical size of the publickey is reached without decreasing performances. For the other values of $m$, the performance of the verifying process decreases when $m$ mod 8 increases.

| ( $\lambda \mathrm{D}, \mathrm{d}$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite, $\mathbf{s}$ ) | key gen. <br> (Mc) | $\begin{aligned} & \text { sign } \\ & (M \mathrm{C} \end{aligned}$ | verify <br> (kc) | $\begin{gathered} \|\mathrm{pk}\| \\ (\mathrm{kB}) \end{gathered}$ | \|sk| <br> (B) | \|sign (bits) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (128, 17, 268, 12, 12, 1, 0) | 47.4 | 2.15 | 38 | 1260 | 16 | 280 |
| (128, 17, 204, 12, 15, 2, 0) | 20.2 | 1.89 | 53.5 | 578 | 16 | 246 |
| (128, 17, 186, 15, 15, 3, 0) | 18.6 | 1.81 | 95.1 | 434 | 16 | 261 |
| $(128,17,177,15,15,4,0)$ | 16.3 | 2.05 | 141 | 375 | 16 | 282 |
| (128, 33, 268, 12, 12, 1, 0) | 49.3 | 4.59 | 38.4 | 1260 | 16 | 280 |
| (128, 33, 204, 12, 15, 2, 0) | 20.8 | 4.79 | 53.9 | 578 | 16 | 246 |
| (128, 33, 186, 15, 15, 3, 0) | 19.7 | 4.78 | 95.3 | 434 | 16 | 261 |
| (128, 33, 177, 15, 15, 4, 0) | 17.1 | 5.78 | 142 | 375 | 16 | 282 |
| (128, 129, 266, 10, 11, 1, 0) | 54.1 | 44.1 | 38.2 | 1230 | 16 | 277 |
| (128, 130, 266, 10, 11, 1, 3) | 54.9 | 34.4 | 36.8 | 1230 | 16 | 277 |
| (128, 129, 204, 12, 12, 2, 0) | 21.4 | 53.7 | 51.4 | 562 | 16 | 240 |
| (128, 130, 204, 12, 12, 2, 3) | 21.4 | 39.1 | 51.6 | 562 | 16 | 240 |
| (128, 129, 185, 14, 13, 3, 0) | 20.9 | 51.7 | 106 | 421 | 16 | 252 |
| $(128,130,185,14,13,3,3)$ | 20.9 | 39.3 | 107 | 421 | 16 | 252 |
| $(\mathbf{1 2 8 , 1 2 9 , ~ 1 7 5 , ~ 1 3 , ~ 1 4 , ~ 4 , ~ 0 ) ~}$ | 18.4 | 67.2 | 134 | 364 | 16 | 270 |
| ( $128,130,175,13,14,4,3)$ | 18.4 | 49 | 138 | 364 | 16 | 270 |
| $(128,513,265,9,9,1,0)$ | 57.6 | 442 | 36.2 | 1210 | 16 | 274 |
| $(128,514,265,9,9,1,3)$ | 57 | 293 | 36.2 | 1210 | 16 | 274 |
| $(128,513,202,10,11,2,0)$ | 22.2 | 494 | 50.2 | 547 | 16 | 234 |
| (128, 514, 202, 10, 11, 2, 3) | 21.6 | 297 | 49.9 | 547 | 16 | 234 |
| ( $128,513,183,12,12,3,0)$ | 22.6 | 452 | 102 | 408 | 16 | 243 |
| $(128,514,183,12,12,3,3)$ | 22.2 | 303 | 104 | 408 | 16 | 243 |
| $(128,513,174,12,12,4,0)$ | 19.6 | 608 | 106 | 352 | 16 | 258 |
| $(128,514,174,12,12,4,3)$ | 19.8 | 372 | 107 | 352 | 16 | 258 |

Table 7.34: Performance of an exhaustive set of security parameters achieving the level I, with M Q soft We use a Skylake processor (LaptopS). The results have three significant digits. The parameters in bold correspond to RedceM S S B lueGeM S sand Gem SS

| ( $\mathrm{AD}, \mathrm{d}$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite, s) | key gen. <br> (Mc) | $\begin{gathered} \text { sign } \\ \text { (Mc) } \end{gathered}$ | verify <br> (kc) | $\begin{aligned} & \hline\|\mathrm{pk}\| \\ & (\mathrm{kB}) \end{aligned}$ | $\begin{aligned} & \mid \text { \|sk } \mid \\ & \text { (B) } \end{aligned}$ | \|sign (bits) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (192, 17, 404, 20, 19, 1, 0) | 180 | 5.61 | 126 | 4300 | 24 | 423 |
| (192, 17, 310, 22, 23, 2, 0) | 85 | 4.25 | 159 | 2000 | 24 | 378 |
| (192, 17, 279, 23, 25, 3, 0) | 61.3 | 4.45 | 202 | 1480 | 24 | 400 |
| (192, 17, 266, 23, 25, 4, 0) | 57.1 | 5.55 | 335 | 1290 | 24 | 435 |
| (192, 33, 404, 20, 19, 1, 0) | 190 | 10.1 | 125 | 4300 | 24 | 423 |
| (192, 33, 310, 22, 23, 2, 0) | 90.1 | 8.87 | 159 | 2000 | 24 | 378 |
| (192, 33, 279, 23, 25, 3, 0) | 65.1 | 11.9 | 199 | 1480 | 24 | 400 |
| (192, 33, 266, 23, 25, 4, 0) | 61.3 | 15 | 336 | 1290 | 24 | 435 |
| (192, 129, 402, 18, 18, 1, 0) | 204 | 89.2 | 124 | 4240 | 24 | 420 |
| (192, 130, 402, 18, 18, 1, 3) | 204 | 73.7 | 125 | 4240 | 24 | 420 |
| (192, 640, 402, 18, 18, 1, 0) | 224 | 1560 | 122 | 4240 | 24 | 420 |
| (192, 640, 402, 18, 18, 1, 3) | 223 | 999 | 123 | 4240 | 24 | 420 |
| (192, 129, 308, 20, 22, 2, 0) | 96.1 | 88.2 | 159 | 1970 | 24 | 372 |
| (192, 130, 308, 20, 22, 2, 3) | 96.1 | 72.7 | 160 | 1970 | 24 | 372 |
| (192, 129, 278, 22, 23, 3, 0) | 70.4 | 139 | 191 | 1450 | 24 | 391 |
| (192, 130, 278, 22, 23, 3, 3) | 70.7 | 114 | 195 | 1450 | 24 | 391 |
| (192, 129, 265, 22, 23, 4, 0) | 65 | 173 | 325 | 1260 | 24 | 423 |
| (192, 130, 265, 22, 23, 4, 3) | 66 | 141 | 323 | 1260 | 24 | 423 |
| (192, 513, 399, 15, 18, 1, 0) | 219 | 960 | 119 | 4180 | 24 | 417 |
| (192, 514, 399, 15, 18, 1, 3) | 219 | 795 | 120 | 4180 | 24 | 417 |
| (192, 513, 308, 20, 19, 2, 0) | 101 | 864 | 155 | 1930 | 24 | 366 |
| (192, 514, 308, 20, 19, 2, 3) | 102 | 604 | 154 | 1930 | 24 | 366 |
| (192, 513, 276, 20, 22, 3, 0) | 75.3 | 1360 | 198 | 1430 | 24 | 382 |
| (192, 514, 276, 20, 22, 3, 3) | 75.3 | 905 | 191 | 1430 | 24 | 382 |
| ( $192,513,265,22,20,4,0)$ | 69.4 | 1760 | 304 | 1240 | 24 | 411 |
| (192, 514, 265, 22, 20, 4, 3) | 69.9 | 1180 | 304 | 1240 | 24 | 411 |

Table 7.35: Performance of an exhaustive set of security parameters achieving the level III, with M Q soft We use a Skylake processor (LaptopS). The results have three significant digits. The parameters in bold correspond to Red©M S S B lueGem S sand Gem SS

| ( $\lambda \mathrm{D}, \mathrm{d}$ ext, $\Delta$, $\mathrm{v}, \mathrm{nb}$ _ite, $\mathbf{s}$ ) | key gen. <br> (Mc) | $\begin{gathered} \hline \text { sign } \\ \text { (Mc) } \\ \hline \end{gathered}$ | verify <br> (kc) | $\begin{aligned} & \hline\|\mathrm{pk}\| \\ & (\mathrm{kB}) \end{aligned}$ | $\begin{aligned} & \hline \mid \text { sk } \mid \\ & \text { (B) } \end{aligned}$ | $\mid$ sign (bits) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ( $256,17,540,28,29,1,0)$ | 545 | 10 | 380 | 10400 | 32 | 569 |
| (256, 17, 415, 31, 32, 2, 0) | 221 | 7.59 | 380 | 4810 | 32 | 510 |
| ( $256,17,375,33,33,3,0)$ | 159 | 7.36 | 605 | 3570 | 32 | 540 |
| ( $\mathbf{2 5 6}, \mathbf{1 7}, \mathbf{3 5 8}, \mathbf{3 4 , 3 5 , 4 , 0 )}$ | 143 | 8.76 | 709 | 3140 | 32 | 600 |
| (256, 33, 540, 28, 29, 1, 0) | 569 | 18.7 | 380 | 10400 | 32 | 569 |
| (256, 33, 415, 31, 32, 2, 0) | 233 | 16.4 | 385 | 4810 | 32 | 510 |
| ( $256,33,375,33,33,3,0)$ | 164 | 17.3 | 609 | 3570 | 32 | 540 |
| ( $256,33,358,34,35,4,0)$ | 149 | 21.9 | 697 | 3140 | 32 | 600 |
| (256, 129, 540, 28, 26, 1, 0) | 607 | 153 | 379 | 10300 | 32 | 566 |
| (256, 130, 540, 28, 26, 1, 3) | 603 | 133 | 382 | 10300 | 32 | 566 |
| (256, 129, 414, 30, 30, 2, 0) | 246 | 185 | 379 | 4740 | 32 | 504 |
| (256, 130, 414, 30, 30, 2, 3) | 245 | 139 | 369 | 4740 | 32 | 504 |
| (256, 129, 372, 30, 33, 3, 0) | 171 | 191 | 579 | 3510 | 32 | 531 |
| $(256,130,372,30,33,3,3)$ | 169 | 154 | 596 | 3510 | 32 | 531 |
| ( $\mathbf{2 5 6}, \mathbf{1 2 9}, \mathbf{3 5 8}, \mathbf{3 4}, \mathbf{3 2 , 4 , 0 )}$ | 152 | 248 | 680 | 3090 | 32 | 588 |
| (256, 130, 358, 34, 32, 4, 3) | 153 | 202 | 682 | 3090 | 32 | 588 |
| (256, 513, 537, 25, 26, 1, 0) | 651 | 1630 | 364 | 10200 | 32 | 563 |
| $(256,514,537,25,26,1,3)$ | 645 | 1520 | 369 | 10200 | 32 | 563 |
| $(256,1152,537,25,26,1,0)$ | 674 | 7430 | 367 | 10200 | 32 | 563 |
| (256, 1152, 537, 25, 26, 1, 3) | 672 | 4870 | 360 | 10200 | 32 | 563 |
| (256, 513, 414, 30, 27, 2, 0) | 258 | 1830 | 361 | 4680 | 32 | 498 |
| (256, 514, 414, 30, 27, 2, 3) | 261 | 1450 | 364 | 4680 | 32 | 498 |
| (256, 513, 372, 30, 30, 3, 0) | 175 | 1990 | 565 | 3460 | 32 | 522 |
| $(256,514,372,30,30,3,3)$ | 175 | 1420 | 573 | 3460 | 32 | 522 |
| ( $256,513,354,30,33,4,0)$ | 158 | 2490 | 665 | 3040 | 32 | 576 |
| $(256,514,354,30,33,4,3)$ | 159 | 1800 | 663 | 3040 | 32 | 576 |

Table 7.36: Performance of an exhaustive set of security parameters achieving the level V, with M Q soft We use a Skylake processor (LaptopS). The results have three significant digits. The parameters in bold correspond to Redce S S B Beecem S Sand Gem SS

### 7.9 Advantages and Limitations

Since the first scheme of Matsumoto and Imai [119] in 1988, almost thirty years ago, multivariatebased cryptosystems have been extensively analyzed in the literature. We have designed GeM SS using this knowledge and derive a general methodology to derive parameters. We then proposed three sets of parameters: GeM S $\$$ the most conservative, and B lueGeM S\$Redce S sthat are more effient (but also, more aggressive in term of security). We also performed practical experiments using the best known tools for computing Gröbner bases.

From a practical point of view, the main draw back of Gem S Sis the size of the public-key. However, we mention that the generation of a (public-key, secret-key) remains rather effient in Gem Ss The main advantages of Gem S Sare the size of the signatures generated, about $2 \lambda$ bits, and the fast verification process.

### 7.10 M FBased Cryptography in the NIST Post-Quantum Cryptography Standardization Process

Several M Ebased signature schemes were proposed to the NIST PQC standardization process [128].

- Gem $\mathbf{S}\{50]$, а H FEv-based scheme which is currently an alternate candidate of the third round.
- Gui[62], another HFEv-based scheme not selected to the second round.
- DuaM odeM s83], a HFEv -based scheme using the transformation described in Chapter 3. D uaM odeM san be considered as the dual mode of Gem SS It did not go to the second round.
- Lu 0 v[27]. This variant of u 0 v (Section 2.4.2) was broken in [66] and so did not go to the third round.
- $R$ annbow [65], a $R$ aninbow-based scheme (Section 2.4.3) using $u=2$. Currently, $R$ anbow is a finalist candidate of the third round.

We summarize security parameters and sizes of these candidate in Tables 7.38 and 7.39. The exact sizes are available in A ppendix A. Q UART[134] is a H FEv-based signature scheme submitted to the NESSIE project [145]. This scheme was broken because the number of minus equations and vinegar variables used was too small. Guihas large public-keys. The goal of G uiis to minimize the signature size as well as the running time of signing and verifying processes. Unlike Gui Gem Ssminimizes the public-key size by setting nb _ite to four. This allows to minimize the number of equations, which also minimizes the number of variables. The original Gui-184 scheme used nb_ite $=2$, which is insecure. The generic attack from Section 7.7.2 breaks it in $\quad 2^{112}$ evaluations of the public-key. So, the submitters incremented nb ite to reach the announced security level. D uaM odem \$s a signature scheme with two layers (Chapter 3). The inner layer is a HFEv-based signature scheme, which can be used to have a large public-key but a small signature. Because of a particularity of the outer layer, the inner layer cannot use the Feistel-Patarin construction, implying to set nb _ite to one.

Table 7.39 summarizes the parameters and sizes of $\quad R$ a inbow during the NIST PQC standardization process. For the first round of this process, $R$ anbow [63] was proposed as described in Section 2.4.3, for the fields $\mathbb{F}_{16}, \mathbb{F}_{31}$ and $\mathbb{F}_{256}$. The roman numbers correspond to the NIST security level
(Section 4.1), whereas a , b and c correspond respectively to $\mathbb{F}_{16}, \mathbb{F}_{31}$ and $\mathbb{F}_{256}$. We note that $\mathcal{S}$ and $\mathcal{T}$ were affe transformations. Then, some changes were announced for the second round [64]. Only one field was kept by security level, then two new variants were proposed:

- cyclic R anbow, which uses the trick described in Section 3.6 to decrease the public-key size by generating a part from a public seed,
- com pressed Rainbow which applies the technique from Section 7.4.1 to cyclic Ranbow for generating the (decompressed) secret-key from a secret seed. The public seed is also stored in the secret-key, because it is used during the signing process for generating the (decompressed) secret-key again.

We note another changes. The secret seed is also stored and used in $\quad R$ ainbow and cyclic $R$ aninbow . Then, $\mathcal{S}$ and $\mathcal{T}$ are linear transformations with a special structure. M oreover, the authors only considered the quadratic terms of $\mathcal{F}$. Coupled to linear transformations, this choice leads to a public map $\mathbf{p}$ without linear and constant terms, implying $N=n_{n_{\text {var }}+1}$. For the third round [65], the parameters were modified to take into account new attacks [10]. The cyclic $R$ aninbow variant becomes CZRanbow (circum zenilihal $R$ aninbow ).

Table 7.37 summarizes the performance measurements of Gem S Sadditional (best) implementation and GuiPC LM ULQ Díqplementation which were submitted to the NIST PQC standardization process (first round). The implementations of Gem s.shave been corrected since the submission. The parameter D was mistakenly set to 512 in the implementation. Because the Frobenius map was not implemented in constant-time (Section 6.3), $D=512$ allowed to save $27 \%$ of computations in the critical part of the signature generation ( cf. Table 9.14). We refer to Section 6.2 about experimental platform and third libraries used.

| scheme | (level, $\mathrm{q}, \mathrm{d}_{\text {ext }}, \mathrm{D}, \Delta, \mathrm{v}, \mathrm{nb}$ _ite) | key gen. | sign | verify |
| :---: | :---: | :---: | :---: | :---: |
| GeM SS 128 | (I, 2, 174, 513, 12, 12, 4) | 118 | 1270 | 0.166 |
| GeM SS 192 | (III, 2, 265, 513, 22, 20, 4) | 549 | 3220 | 0.448 |
| GeM SS 256 | (V, 2, 354, 513, 30, 33, 4) | 1470 | 5380 | 1.17 |
| FœM S\$266) | $(1,2,266,129,10,11,1)$ | 442 | 128 | 0.0964 |
| Inner.DuaM odeM S 128 |  |  |  |  |
| G ui-184 | (II, 2, 184, 33, 16, 16, 2) | 732 | 24.9 | 0.0911 |
| G ui-184 (updated) | (II, 2, 184, 33, 16, 16, 3) | 744 | 74.3 | 0.134 |
| G ui-312 | (IV, 2, 312, 129, 24, 20, 2) | 4860 | 781 | 0.298 |
| G ui-448 | (VI, 2, 448, 513, 32, 28, 2) | 32600 | 19700 | 0.910 |

Table 7.37: Performance in megacycles of Gem Ssand Guibest implementations submitted to the first round of the NIST PQC standardization process. We use a Skylake processor (LaptopS). The results have three significant digits.

GeM S shas much bigger public-key sizes and much slower signing processes than $\quad \mathrm{R}$ a inbow (Table 9.28). In return, its signature size is slightly smaller. The public-key size is the main drawback of the M Fbased cryptography, which gives an advantage to R ainbow. Therefore, NIST selected $R$ anbow as finalist candidate, whereas Gem ssis an alternate candidate. We note that new attacks would compromise the possible standardization of $\quad R$ anbow and GeM SS

| scheme | (level , q, $\mathrm{d}_{\text {ext }}, \mathrm{D}, \Delta, \mathrm{v}, \mathrm{nb}$ _ite) | \|pk | (kB) | \|sk| (kB) | \|seed| (B) | \|sign| (B) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Q UARTZ | $\left(80^{(1)}, 2,103,129,3,4,4\right)$ | $72.24{ }^{(2)}$ | $3.733{ }^{(3)}$ | 16 | 16 |
| G ui-184 | $\left(11^{(4)}, 2,184,33,16,16,2\right)$ | $422.1{ }^{(5)}$ | $14.98{ }^{(5)}$ | no seed | $29^{(6)}$ |
| G ui-184 (updated) | (II, 2, 184, 33, 16, 16, 3) |  |  |  | $33^{(6)}$ |
| G ui-312 | (IV , 2, 312, 129, 24, 20, 2) | $1990{ }^{(5)}$ | $41.75^{(5)}$ | no seed | $47^{(6)}$ |
| G ui-448 | (VI, 2, 448, 513, 32, 28, 2) | $5903{ }^{(5)}$ | $94.76{ }^{(5)}$ | no seed | $67^{(6)}$ |
| GeM S S 128 | (1, 2, 174, 513, 12, 12, 4) | 352.2 | 13.44 | 16 | 32.25 |
| B lueGeM SS 128 | $(1,2,175,129,13,14,4)$ | 363.6 | 13.70 |  | 33.75 |
| Red@M SS 128 | (1, 2, 177, 17, 15, 15, 4) | 375.2 | 13.10 |  | 35.25 |
| W hiteGeM SS 128 | $(1,2,175,513,12,12,3)$ | 358.2 | 13.56 |  | 29.375 |
| C yance S S 128 | (1, 2, 177, 129, 14, 13, 3) | 369.7 | 13.41 |  | 30.5 |
| M agentaCeM SS 128 | (I, 2, 178, 17, 15, 15, 3) | 381.5 | 13.22 |  | 31.625 |
| GeM SS 192 | (III, 2, 265, 513, 22, 20, 4) | 1238 | 34.07 | 24 | 51.375 |
| B lheGeM S S 192 | (III, , 2, 265, 129, 22, 23, 4) | 1264 | 35.38 |  | 52.875 |
| Red@M SS 192 | (III, 2, 266, 17, 23, 25, 4) | 1291 | 34.79 |  | 54.375 |
| W hiteGeM SS 192 | (III, 2, 268, 513, 21, 21, 3) | 1294 | 35.77 |  | 46.625 |
| C yance S S 192 | (III, , 2, 270, 129, 23, 22, 3) | 1321 | 35.26 |  | 47.75 |
| M agentaCeM S S 192 | (III, 2, 271, 17, 24, 24, 3) | 1348 | 34.69 |  | 48.875 |
| GeM SS 256 | (V, 2, 354, 513, 30, 33, 4) | 3041 | 75.89 | 32 | 72 |
| B lheGeM SS 256 | (V, 2, 358, 129, 34, 32, 4) | 3088 | 71.46 |  | 73.5 |
| R ed©M SS 256 | (V, 2, 358, 17, 34, 35, 4) | 3136 | 71.89 |  | 75 |
| W hiteGeM SS 256 | (V, 2, 364, 513, 31, 29, 3) | 3223 | 70.99 |  | 64.125 |
| C yance S S 256 | (V, 2, 364, 129, 31, 32, 3) | 3272 | 73.20 |  | 65.25 |
| M agentaCeM S S 256 | (V, 2, 366, 17, 33, 33, 3) | 3322 | 70.41 |  | 66.375 |
| FGeM S \$266) | $(1,2,266,129,10,11,1)$ | 1232 | 24.55 | 16 | 34.625 |
| Inner.D uaM odeM S 128 |  | 1232 | 24.55 | 16 |  |
| F¢eM S \$402) | (III, 2, 402, 640, 18, 18, 1) | 4244 | 62.60 | 24 | 52.5 |
| Inner.D uaM odeM S 192 | (III, 2, 402, 129, 18, 18, 1) |  | 59.59 |  |  |
| F¢eM S \$537) | (V, 2, 537, 1152, 25, 26, 1) | 10161 | 122.7 | 32 | 70.375 |
| Inner.D uaM odeM S 256 | $(\mathrm{V}, 2,540,129,28,26,1)^{(7)}$ | 10270 | 116.3 |  | 70.75 |

${ }^{(1)}$ Original security level in bits, but QUARTMas broken.
${ }^{(2)}$ The authors did not provide the exact size, and seemed to consider the linear terms of
p. We compute the public-key size without these terms to be consistent with other schemes.
${ }^{(3)}$ The authors did not provide the exact size. However, they claimed to use 30497 random bits to generate the secret-key from the seed, when the $L U$ decomposition is used. They considered $\quad \mathcal{T}$ in $A$ ff $n_{\text {var }}^{-1} \mathbb{F}_{q}$, but in reality $\mathcal{T}$ is in Aff ${ }_{d}^{-1} \mathbb{F}_{\text {ext }}$. So, the correct number is 29657 bits. We deduce the secret-key size by adding 210 bits, corresponding to the fact that the $L U$ decomposition in $\quad \mathbb{F}_{2}$ allows to save the random generation of the diagonal.
${ }^{(4)}$ The original security level was 128 bits, but the generic attack from Section 7.7.2 breaks it in $2^{112}$ evaluations.
${ }^{(5)}$ The sizes of [62, Table 2] are wrong. In particular, the public-key size contains the size of quadratic terms The sizes that we compute here are consistent with the practical implementation provided by [62] (by removing an extra useless byte from this implementation).
${ }^{(6)}$ The signature size is given without the 128 -bit salt.
(7) The original scheme used $d_{\text {ext }}=544$ and $\Delta=v=32$. However, the correction of an error in [83, Table 13] implies $\Delta+v=54$ instead of 64 . So, we update parameters according the philosophy of GeM SS

Table 7.38: Size of the keys and signature of the HFEv-based schemes submitted to the NIST PQC standardization process, as well as QUARTfrom the NESSIE project [145].

| round | scheme | $\left(q, v_{1}, 0_{1}, 0_{2}\right)$ | \|pk | (kB) | \|sk| (kB) | \|seed| (B) | \|sign| (B) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | R a ${ }^{\text {inbow - }}$ - | $(16,32,32,32)$ | 152.1 | 100.2 | no seed | 64 |
|  | R a inbow - lb | $(31,36,28,28)$ | 151.6 | 106.2 |  | 78 |
|  | $R$ ainbow -Ic | $(256,40,24,24)$ | 192.2 | 143.4 |  | 104 |
|  | R ainbow-Ilb | $(31,64,32,48)$ | 524.4 | 380.4 |  | 112 |
|  | $R$ ainbow -IIC | $(256,68,36,36)$ | 720.8 | 537.8 |  | 156 |
|  | R ainbow -IV a | $(16,56,48,48)$ | 565.5 | 376.1 |  | 92 |
|  | R ainbow -Vc | $(256,92,48,48)$ | 1724 | 1274 |  | 204 |
|  | $R$ ainbow $-V$ Ia | $(16,76,64,64)$ | 1351 | 892.1 |  | 118 |
|  | R ainbow -V l | $(31,84,56,56)$ | 1353 | 944.6 |  | 147 |
| 2 | R aninbow - Ia | $(16,32,32,32)$ | 149.0 | 92.99 | no seed | 64 |
|  | cyclic R anbow-Ia |  | 58.14 |  | $64^{(2)}$ |  |
|  | R aninbow - $\mathrm{Ic}{ }^{(1)}$ | $(256,40,24,24)$ | 188.0 | 132.6 | no seed | 104 |
|  |  |  | 58.50 |  | $64^{(2)}$ |  |
|  | $R$ aninow -IIC | $(256,68,36,36)$ | 710.6 | 511.5 | no seed | 156 |
|  | cyclic $R$ a inbow-IIc |  | 206.7 |  | $64^{(2)}$ |  |
|  | R ainbow -Vc | $(256,92,48,48)$ | 1706 | 1227 | no seed | 204 |
|  | cyclic $R$ a ${ }^{\text {n }}$ bow $-V \mathrm{C}$ |  | 491.9 |  | $64^{(2)}$ |  |
| 3 | R aninbow - Ia | $(16,36,32,32)$ | 161.6 | 103.6 | no seed | 66 |
|  | C Z R a inbow $-\mathrm{Ta}{ }^{(3)}$ |  | 60.19 |  | $64^{(2)}$ |  |
|  | $R$ aniow -IIC | $(256,68,32,48)$ | 882.1 | 626.0 | no seed | 164 |
|  | C Z R a inbow -IIc ${ }^{(3)}$ |  | 264.6 |  | $64^{(2)}$ |  |
|  | R a inbow $-V C$ | $(256,96,36,64)$ | 1931 | 1409 | no seed | 212 |
|  | $\mathrm{C} Z \mathrm{R}$ a inbow $-\mathrm{V} \mathrm{C}^{(3)}$ |  | 536.1 |  | $64^{(2)}$ |  |

${ }^{(1)}$ R anbow -Ic is not submitted to the second round of the NIST PQC standardization process. However, this implementation is available in the submitted implementation. We use this scheme in Section 8.6.3.
${ }^{(2)}$ The secret-key contains the 32 -byte public seed. The latter is also stored in the public-key.
${ }^{(3)}$ circum zenifhalRanbow, new name of cyclic $R$ ainbow .
Table 7.39: Size of the keys and signature of $R$ a inbow submitted to the NIST PQC standardization process. We consider the evolution of these schemes during the three rounds.

## Chapter 8

## DualModeM S - a Dual Mode for M ultivariate-B ased Signatures

The purpose of this chapter is to present DuaM odeM \$83]; a multivariate-based signature scheme with a rather peculiar property. Its public-key is small whilst the signature is large. This is in sharp contrast with traditional multivariate signature schemes (Chapter 2) based on the so-called M atsumoto and Imai (M i) construction [119], such as QUARTZ134] or Gui[144], that produce short signatures but have larger public-keys.

D uaM odeM sis based on the method proposed by A. Szepieniec, W. Beullens, and B. Preneel (SBP) in [157] (Chapter 3) who describe a generic technique permitting to transform any MF based multivariate signature scheme into a new scheme with much shorter public-key but larger signatures. We emphasize that the technique from [157] can be viewed as a mode of operations that offrs a new flexibility for M Flike signature schemes. Thus, DuaM odeM sis also useful for others multivariate-based signature candidates proposed to NIST.

DuaM odeM sis composed of two distinct layers. The first one ( Inner.D uaM odems that we shall call inner layer, is a classical M Flike multivariate scheme based on HFEv-(Section 2.4.1). The second part, outer layer, is the mode of operations specified in [157] (Chapter 3).

This submission is somewhat a complement to another multivariate-based signature scheme proposed to NIST: Gem S S $^{48}$ ] (Chapter 7). In particular, the security analysis for Inner.D uaM odem S is largely similar to the one performed for GeM SSIn fact, Inner.D uaiM odeM \$s a re-parametrization of Gem ssimposed by a specificity of SBP [157].

The main sections of this chapter follow the algorithm specification and supporting documentation from the call for proposals [127].

### 8.1 General Algorithm Specification

### 8.1.1 Parameter Space

The main parameters involved in mner.D uaM odeM gre:

- $\lambda$, the security level of Inner.DuaM odeM \$and DuaM odemls
- $q$, a prime or a power prime that is the order of the finite field $\mathbb{F}_{q}$,
- $D$, a positive integer that is the degree of a secret polynomial. $D$ is such that $D=q^{i}$ for $i \geqslant 0$, or $D=q^{i}+q^{j}$ for $i, j \geqslant 0$,
- $m$, the number of equations in the public-key,
- $\mathrm{n}_{\text {var }}$, the number of variables in the public-key,
- nb_ite $=1$, the number of iterations in the signature and verification processes,
- $d_{\text {ext }}$, the degree of an extension field of $\mathbb{F}_{q}$,
- $v$, the number of vinegar variables (the number of variables in the public-key is $n_{\text {var }}=d_{\text {ext }}+v$ ),
- $\Delta$, the number of minus equations (the number of equations in the public-key is
$\left.m=d_{\text {ext }}-\Delta\right)$.
Then, the main parameters involved in D uaM odem gre:
- $\sigma$, the number of signatures of $\operatorname{Inner}$.D uaM odem \$ncluded in a final signature of D uaM odeM, S
- $\alpha$, the number of $M Q$ polynomials included in a signature of DuaM odeM,S
- $\tau \geqslant 1$, the size of an evaluation point set; must be a power of two,
- $k$, the degree of the extension field for M A qolynomials (A lgorithm 5); constrained by $q^{k} \geqslant \tau$,
- $\nu$, the number of $M$ erkle paths that are opened during the signing and verifying processes,
- N , number of square-free monomials in $\mathrm{n}_{\text {var }}$ variables of degree $\leqslant 2$ (Equation (2.3) or (2.4)).

In Section 8.2 , we specify precisely these parameters to achieve a security level $\lambda \in 128,192,256\}$.

### 8.1.2 Cryptographic Operations

For the inner layer, we refer to Section 7.1. The keypair generation, signing process and verifying process are respectively described in Algorithms 29, 3 and 4 . We set $q$ to two and nb _ite to one. For the outer layer, we refer to Chapter 3. The keypair generation, signing process and verifying process are respectively described in A lgorithms 6, 7 and $11 . \quad \mathrm{H}_{1}$ is $\mathrm{SHA}-3$ (we follow Section 7.4.13).

### 8.1.3 Implementation

For the inner layer, we refer to Section 7.4. For the outer layer, we have proposed new techniques since the submission of DuaM odem \$83] to the NIST PQC standardization process. Two crucial operations are present in all cryptographic operations of the outer layer: the multipoint evaluation of M A polynomials (A Igorithm 5) and the computation of the digests for $M$ erkle trees (Section 3.3). In Section 9.5, we improve the multipoint evaluations of m A qpolynomials. Then, the computation of Merkle trees can be naturally parallelized. We use the hash functions as described in Section 7.4.13. In particular, we use a parallel implementation in AVX2 of the SHA-3and SHAKfunctions. These functions compute four hash values in parallel, and are based on the $\mathrm{XKCP}($ Section 6.2.1). We note that the XKC Ponly provides an implementation of the core of SHA-3and SHAK\&function KeccakP 1600tin es $\__{\text {_Perm }}$ uteA II_24rounds). So, we have implemented an interface allowing to use this implementation. A similar work can be found e.g. in the shake 256 -avx2 implementation of SPH $\mathbb{N} C S$ [105]. For DuaM odeM, Swe have also specified our implementation for inputs of $4 \lambda$ bits. This further accelerates the implementation of $M$ erkle trees, since each node of size $2 \lambda$ bits is the hash value of the concatenation of its two child nodes.

### 8.2 List of Parameter Sets

In Inner.D ualM odeM, Swe consider $q=2$. New schemes are proposed in Section 8.6, based on the inner layers GeM S Sand $R$ anbow, as well as a variant of mner. DuaM odeM \$or $D=17$.

### 8.2.1 Parameter Sets for a Security of $\quad 2^{128}$ (Level I)

We choose $D=129, d_{\text {ext }}=266, \Delta=10$ and $v=11$. This gives $m=256, n_{\text {var }}=277$ and $\lambda=128$. The extension field is defined as $\mathbb{F}_{2^{d} \operatorname{ext}}=\mathbb{F}_{2}[\alpha] / \alpha^{d_{\text {ext }}}+\alpha^{47}+1$. For Inner.D ualM odeM S 12\%he public-key size is then 1232.128 kB and the signature size is 277 bits.

For the outer layer, we choose $\alpha=2, \sigma=64, \tau=2^{18}, k=21, v=18$ and $\delta=4$. The extension field is defined as $\mathbb{F}_{2^{\kappa}}=\mathbb{F}_{2}[\alpha] / \alpha^{\kappa}+\alpha^{2}+1$. For D uaM odeM $S 12$ कhis gives a public-key of 512 bytes and a signature of 32.002 kB .

### 8.2.2 Parameter Sets for a Security of $\quad 2^{192}$ (Level III)

We choose $D=129, d_{\text {ext }}=402, \Delta=18$ and $v=18$. This gives $m=384, n_{\text {var }}=420$ and $\lambda=192$. The extension field is defined as $\mathbb{F}_{2^{d} \text { ext }}=\mathbb{F}_{2}[\alpha] / \alpha^{d_{\text {ext }}}+\alpha^{171}+1$. For Inner.D uaM odeM S 192this gives a public-key of 4243.728 kB and a signature of 420 bits.

For the outer layer, we choose $\alpha=2, \sigma=96, \tau=2^{18}, k=20, \nu=33$ and $\delta=5$. The extension field is defined as $\mathbb{F}_{2^{k}}=\mathbb{F}_{2}[\alpha] / \alpha^{k}+\alpha^{3}+1$. For D uaM odeM $S 19$ zhis gives a public-key of 1536 bytes and a signature of 79.41475 kB .

### 8.2.3 Parameter Sets for a Security of $\quad 2^{256}$ (Level V), Version 1

We choose $D=129, d_{\text {ext }}=544, \Delta=32$ and $v=32$. This gives $m=512, n_{\text {var }}=576$ and $\lambda=256$. The extension field is defined as $\mathbb{F}_{2^{d} \text { ext }}=\mathbb{F}_{2}[\alpha] / \alpha^{d_{\text {ext }}}+\alpha^{8}+\alpha^{3}+\alpha+1$. For Inner.D uaM odeM S 256, this gives a public-key of 10635.328 kB and a signature of 576 bits.

For the outer layer, we choose $\alpha=1, \sigma=256, \tau=2^{18}, k=20, v=52$ and $\delta=5$. The extension field is defined as $\mathbb{F}_{2^{k}}=\mathbb{F}_{2}[\alpha] / \alpha^{k}+\alpha^{3}+1$. For D uaM odeM S $25^{5} 6$, this gives a public-key of 2048 bytes and a signature of 149.028125 kB .
Remark 15. In the final version of $M Q$ soft, we use $\mathbb{F}_{2_{\text {dext }}}=\mathbb{F}_{2}[\alpha] / \alpha^{d_{\text {ext }}}+\alpha^{128}+\alpha^{3}+\alpha+1$ to speed up the field modular reduction (Section 9.2.4).

### 8.2.4 C orrected Parameter Sets for a Security of $2^{256}$ (Level V)

The original DuaM odeMS $256 c h e m e$ uses $d_{\text {ext }}=544$ and $\Delta=v=32$. However, the correction of an error in [83, Table 13] implies $\Delta+v=54$ instead of 64 . So, we update parameters following the methodology of Section 7.7 (Table 7.36). The lower number of monomials in the inner public-key allows to decrement $v$ (Equation (3.3)). We note that the security level of the original D uaM odeM S 25 scheme is not impacted by the error.

We choose $D=129, d_{\text {ext }}=540, \Delta=28$ and $v=26$. This gives $m=512, n_{\text {var }}=566$ and $\lambda=256$. The extension field is defined as $\mathbb{F}_{2^{d_{\text {ext }}}}=\mathbb{F}_{2}[\alpha] / \alpha^{d_{\text {ext }}}+\alpha^{9}+1$. For Inner.D uaM odeM S 256 this gives a public-key of 10269.568 kB and a signature of 566 bits.

For the outer layer, we choose $\alpha=1, \sigma=256, \tau=2^{18}, \mathrm{~K}=20, \nu=51$ and $\delta=5$. The extension field is defined as $\mathbb{F}_{2^{k}}=\mathbb{F}_{2}[\alpha] / \alpha^{k}+\alpha^{3}+1$. For D uaM odeM $S 25$ this gives a public-key of 2048 bytes and a signature of 145.88175 kB .

### 8.3 Design Rationale

The main design rationale of DuaM odeM sis to propose SBP [157] (Chapter 3) as a mode of operations for multivariate schemes (Chapter 2). In order to demonstrate the drastic effct of SBP on public-key sizes, we tailored a specific inner multivariate-based scheme. Inner.D ualM odeM \$s a HFEv-based scheme [133, 110, 134] since [157] identified that such a family is well suited in the context for SBP.

The design of Inner.D uaM odeM \$ollows from the analysis performed for GeM SS(Chapter 7), a HFEv-based scheme, proposed in [48]. The SBP imposes to have a scheme without the iterative procedure proposed in GeM SS(Sections 7.1.3 and 7.1.4). It is then rather natural (Equation (7.3)) to take the number of equations $m$ equals the double of the security level of Inner.D uaM odem.sWe then use the methodology proposed in GeM S:SSection 7.7 and Tables 7.34, 7.35 and 7.36 ) to derive secure parameters. A signature of SBP requires generating many signatures from Inner .D ualM odeM.S This leads toward the choice of a small $D=129$ to make the signature process of Inner.D uaM odeM S effient. We detail these choices in Section 8.5.

### 8.4 Detailed Performance A nalysis

### 8.4.1 Time

Here, we consider the parameters of D uaM odeM S 128The implementation submitted to NIST does not support DuaM odeM S 19and DuaM odeM S 256. We refer to Section 7.5 about experimental conditions. The only diffrence is that the time measurements are obtained on $L$ aptopS with Turbo Boost enabled. Here are our performance results:

- For the reference implementation, we do not give measurements. We estimate that the keypair generation requires several days to be achieved.
- For the optimized implementation, the keypair generation takes 797 seconds, the time to sign is 2.31 seconds, and the verification takes 2.69 milliseconds.
- For the additional implementation, the keypair generation takes 552 seconds, the time to sign is 2.05 seconds, and the verification takes 2.84 milliseconds.

Since the submission of DuaM odeM $\$ 0$ the NIST PQC standardization process, we have run the additional implementation on L aptopS by disabling Turbo B oost. The keypair generation takes 1990 gigacycles ( 708 seconds), the time to sign is 7870 megacycles ( 2.80 seconds), and the verification takes 9.87 megacycles ( 3.51 milliseconds).

| implementation | Turbo B oost | key gen. | sign | verify |
| :---: | :---: | :---: | :---: | :---: |
| optimized | enabled | 797 s | 2.31 s | 2.69 ms |
| additional | enabled | 552 s | 2.05 s | 2.84 ms |
|  | disabled | 708 s | 2.80 s | 3.51 ms |

Table 8.1: Performance of DuaM odeM S 12at the first round of the NIST PQC standardization process. We use a Skylake processor (LaptopS).

### 8.4.2 Time (Updated)

In [84], we extended M Q soft (Chapter 9) to support DuaM odeM S 19and DuaM odeM S256. We also improved the inner layer, which mainly impacts the performance of the dual signing process. We report the time measurements in Table 8.2. They are obtained in the conditions described in Section 6.2.

| scheme | key gen. | sign | verify |
| :---: | :---: | :---: | :---: |
| DuaM odeM S 128 | 1900000 | 5530 | 10.0 |
| D uaM odeM S 192 | 6860000 | 18900 | 18.1 |
| D uaM odeM S 256 | 17300000 | 95900 | 30.4 |

Table 8.2: Number of megacycles for each cryptographic operation of $\operatorname{DuaM}$ odeM $\mathbb{\$ v i t h}$ the version of M Q softused in [84]. We use a Skylake processor (LaptopS). Turbo Boost is disabled.

### 8.4.3 Time (Final Version)

Since the implementation used in [84], we have drastically improved the inner and outer layers. In Table 8.3, we report our best time measurements. For the signing process, the largest part of the speed-up is obtained by using the Frobenius map based on the modular composition (Section 9.3.5). Since $d_{\text {ext }}$ is large compared to $D$, this method is very effient. The remaining part of the speed-up is due to our new multipoint evaluation of M A ¢polynomials in random points (Section 9.5.3). This new evaluation also improves the verifying process. The keypair generation is drastically faster. This is due to the multipoint evaluation of MACpolynomials in structured points via the additive FFT (Section 9.5.2). Then, the parallel implementation of SHA-3amplifies the obtained speed-up (Section 8.1.3). This implementation also improves the verifying process.

| scheme | key gen. |  | sign |  | verify |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DuaM odeM S12\$ | 3710 | $\times 512$ | 2800 | $\times 1.97$ | $0.643 \times 15.6$ |  |
| D uaM odeM S192 | 6770 | $\times 1010$ | 8470 | $\times 2.23$ | 1.73 | $\times 10.5$ |
| DuaM odeM S25\$ | 12700 | $\times 1360$ | 38000 | $\times 2.53$ | $3.95 \times 7.69$ |  |

Table 8.3: Number of megacycles (Mc) for each cryptographic operation of D uaM odeM Swith our implementation, for a Skylake processor (L aptopS), followed by the speed-up between the Skylake implementation from [84] versus our implementation. For example, $3710 \times 512$ means a performance of 3710 Mc with our implementation, and a performance of $3710 \times 512=1900000 \mathrm{Mc}$ for [84]. N ote that [84] is similar to the first round implementation of D uaM odeM,Sexcept for the signing process which is faster.

### 8.4.4 Space

In Table 8.4, we present the theoretical sizes of public-key, secret-key and signature. The implementation does not optimize the size, so it explains the diffrence with theoretical sizes. For the practical sizes of D uaM odeM S 128 ve have: public-key is 512 bytes, secret-key is 18038184 bytes, signatures are 32640 bytes. In Section 8.6.4, we propose a technique to decrease the secret-key size.

| scheme | （入бак $\log _{2}(\tau), \nu \delta$ | ｜pk｜（B） | ｜sk｜（kB） | sign｜（kB） |
| :---: | :---: | :---: | :---: | :---: |
| D uaM odeM S 128 | （ $128,64,2,21,18,18,4)$ | 512 | 18032.889625 | 32.002 |
| D uaM odeM S 192 | （192，96，2，20，18，33，5） | 1536 | 29466.09075 | 79.41475 |
| DuaM odeM S $2 ⿰ 氵$ b 6 | $(256,256,1,20,18,52,5)$ | 2048 | 44319.512 | 149.028125 |
| D uaM odeM S 256 | $(256,256,1,20,18,51,5)$ | 2048 | 43819.936 | 145.88175 |

Table 8．4：Memory cost of DuaM odeM．S1 kB is 1000 bytes．

## 8．5 Security and Selection of Parameters

In Section 7．7，we studied the security of the inner layer．In this part，we study the security of the outer layer．We obtain rules for selecting security parameters．In particular，we prove in Section 8．5．3 that the generic attack against the inner layer can be avoided by increasing the number of inner signatures，as if their generation was a Feistel－Patarin construction．In Sections 8．5．4 and 8．5．5，we study the trade－ofbetween signature size，public－key size and size public－key plus signature．

## 8．5．1 Existential Unforgeability against C hosen Message Attack

We consider the EUF－CM A property of DuaM odeM．SB oth fundamental theorems are derived from ［157，25］．Note that these theorems are more advanced than in Section 3．5．
Theorem 7．Let $\sigma=1$ be the number of signatures of mner．DuaM odem sncluded in a signa－ ture of DuaM odeM．SIf there is an adversary A against the EUF－CMA property of DuaM odem S in time T with Q random oracle queries（respectively \＆quantum random oracle queries）and with success probability ，then there exists an adversary $B^{A}$ against the EUF－CM A property of Inner．D uaM odem \＄n time $O(T)$ with success probability at least

$$
\begin{equation*}
-(Q+1) \cdot q^{-\alpha}-(Q+1) \cdot \frac{\frac{N}{k}-1}{\tau}^{!}-(Q+1) \cdot \frac{2 \tau-2^{\delta}}{2^{2 \lambda}} \tag{8.1}
\end{equation*}
$$

in the classical random oracle model，and respectively at least
in the quantum random oracle model．
Here，we consider a $\lambda$－bit classical security level and a $\frac{\lambda}{2}$－bit quantum security level．Theorem 7 provides a guidance for choosing the various parameters involved in D uaM odeM．SThe last term in （8．1）corresponds to the probability of finding a second preimage for one of the $\left(2 \tau-2^{6}\right)$ nodes of the Merkle tree．We generalize the original result of［157，25］which have considered $\delta=0$ ．The third term in（8．1）is the probability that an invalid set of polynomials $\quad \mathbf{h}^{\prime} \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{\alpha}$ passes the test of the dual verifying process（Algorithm 11）．Thus，we need to choose the parameters such that：

$$
\begin{equation*}
\frac{\frac{N}{\kappa}-1}{\tau}^{!} \leqslant 2^{-\lambda} \text {. } \tag{8.2}
\end{equation*}
$$

When $\sigma=1$, Theorem 7 implies $\alpha \cdot \log _{2}(q) \geqslant \lambda$. Otherwise, Theorem 7 is meaningless. The security of the SBP transform relies then on a new hard problem, so-called Approximate PoSSo(APoSSb problem (Section 4.5), that is defined below.
Problem 4. Approximate PoSSo(APoSS $60,0 m, n$ var, $D, r)$ ). Let $q, m, n_{v a r}, D, \sigma$ and $r$ be nonnegative integers such that $r<\min (o m)$. Given $\mathbf{p}$ a degree- D multivariate polynomial system in $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}$ and $\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma}$ in $\mathbb{F}_{q}^{m}$, the problem is to find vectors $\mathbf{x}_{1, \ldots}, \mathbf{x}_{\sigma}$ in $\mathbb{F}_{q}^{n_{\text {var }}}$ such that the dimension of the vector space generated by $\mathbf{p}\left(\mathbf{x}_{1}\right)-\mathbf{y}_{1}, \ldots, \mathbf{p}\left(\mathbf{x}_{\sigma}\right)-\mathbf{y}_{\sigma}$ is less or equal to $r$.
Under the assumption that APoSS ds hard for a fixed $\sigma$ and $r$, we obtain Theorem 8.
Theorem 8. If there is an adversary A against the EUF-CMA property of DuaM odeM \$n time T with Q random oracle queries (respectively Q quantum random oracle queries) and with success probability, and if $\operatorname{APoSS}(\mathrm{aq}, \mathrm{om}, \mathrm{n}$ var, $\mathrm{D}, \mathrm{r})$ is hard, then there exists an adversary $\mathrm{B}^{\mathrm{A}}$ against the EUF-CMA property of Inner.DuaM odeM \$n time $O(T)$ with success probability at least

$$
-(Q+1) \cdot q^{-\alpha \cdot(r+1)}-(Q+1) \cdot{\frac{\frac{N}{k}-1^{!}}{\tau}}^{\tau}-(Q+1) \cdot \frac{2 \tau-2^{\delta}}{2^{2 \lambda}}
$$

in the classical random oracle model, and respectively at least

$$
-\theta \quad Q+1^{2} \cdot q^{-\alpha \cdot(r+1)}-\theta \quad \mathscr{Q} 1^{2} \cdot \frac{\frac{N}{\kappa}-1^{!}{ }_{\nu}!}{\tau}-\theta \quad \mathscr{Q}+1^{2} \cdot \frac{2 \tau-2^{\delta}}{2^{2 \lambda}}
$$

in the quantum random oracle model.
Thus, we need to choose $\& r$ and $m>r$ such that APoSS $\dot{s}$ hard for small values of $r>0$, i.e:

$$
\begin{equation*}
r<\frac{\lambda}{\alpha \cdot \log _{2}(q)} \tag{8.3}
\end{equation*}
$$

The hardness of APoSS ds discussed in Chapter 10. Some classical attacks were presented in Section 4.5. In Section 8.5.2, we choose $\alpha$ and $\sigma$ for practical parameters.

### 8.5.2 A pproximate PoSS oand Selection of Parameters

For $\sigma>1$, we need to assume the hardness of APoSS ofor r respecting Equation (8.3). Indeed, if the best attack against APoSS ds the exhaustive search from Section 4.5, then we repeat this attack on average $\mathbf{q}^{\alpha \cdot r}$ times to break the dual mode, requiring at least $\mathbf{q}^{m+(\alpha-1) \cdot r}$ evaluations of $\mathbf{p}$ (or $\theta q^{\frac{1}{2}} \cdot(m+(\alpha-1) \cdot r)$ for the quantum exhaustive search). This attack is more expensive than to break the inner layer. Therefore, the initial security is not impacted.

For our parameters, $\alpha$ equals 1 or 2 , which minimizes the signature size. Precisely, $r$ is strictly bounded by $\sigma$ equals 64,96 and 256 respectively for the three parameter sets proposed in Section 8.2. We make the assumption that APOSS ds hard for $\sigma=\frac{\lambda}{\alpha \cdot \log _{2}(q)}$. It can also be mentioned that APoSS ds related to the so-called G eneralized M inR ank ([80], Problem 7). Given a matrix whose coeffients are multivariate polynomials, the goal is to find an assignment of the variables that makes the rank of the matrix smaller than a given rank. Thus, we have a problem which is in some sense harder than the Kipnis-Shamir attack described in Section 4.6.3. APoSS dis G eneralized M nR ankwith $\sigma \cdot \mathrm{n}_{\text {var }}$ variables, a matrix of size $\sigma \times \mathrm{m}$ and a target rank $r$ (Chapter 10). [80] provides then the degree of regularity for solving the corresponding determinantal system.

### 8.5.3 Safe Extension of the Dual M ode for Vulnerable Inner Layers

The Feistel-Patarin construction (Section 4.2) is not compatible with the SBP transform. So, we designed DuaM odem swithout using such a construction, i.e. nb_ite $=1$ in the inner layer. This implies $\mathrm{m} \cdot \log _{2}(\mathrm{q}) \geqslant 2 \lambda$. In this section, we show that by slightly increasing $\sigma$, we can apply the SBP transform on Gem Ssby setting nb _ite to four in the inner layer. The main idea is to remark that a generic attack on $\sigma$ signatures is similar to an attack on nb _ite signatures. If both attacks are identical, then by taking $\sigma+n b$ _ite -1 inner signatures, an adversary can break at most nb _ite -1 of them and we obtain the original security. In practice, the forgery of nb _ite inner signatures among $\sigma+\mathrm{nb}$ _ite -1 is slightly easier than among nb _ite inner signatures. We introduce Theorem 9 to evaluate the cost of this attack. Then, we obtain by Corollary 1 that generating $\quad \sigma+$ nb_ite inner signatures instead of $\sigma$ seems enough to be immune against this new generic attack.
Theorem 9. Let $x \in \llbracket 1, \sigma \rrbracket$ be an integer, and $P=\frac{\lambda}{q^{m}} \in 0,1$. If the inner layer is a $M$ Fbased signature scheme (without the Feistel-Patarin construction, and during the verifying process, the evaluation of $\mathbf{p}$ has to be compared to a unique digest for a fixed document), and if $\sigma$ is negligible against $\mathrm{P}^{-1}$, then at least x inner signatures of the outer layer can be forged in approximately

$$
=q^{\frac{x}{x+1} \cdot m} \cdot \begin{align*}
& \sigma-1  \tag{8.4}\\
& x-1
\end{align*}
$$

evaluations of the inner public-key, with a memory cost of $\quad$ ( $\left(m+n_{\text {var }}\right) \log _{2}(q)$ bits. The number of digests required is ` \(+` \cdot P \cdot \sigma-x+1+(x-2) 1-(1-P)^{\sigma-x+1} \leqslant{ }^{`}+{ }^{`} \cdot P \cdot(\sigma-1)\). When $\sigma$ is not negligible against $\mathrm{P}^{-1}$, Equation (8.4) is only a lower bound on the cost of this generic attack. Note that the generic attack is not completely balanced since the number of digests is greater than

Proof. The proof is similar to this of Lemma 4. Here, we extend the generic attack for an adversary forging $x \leqslant \sigma$ inner signatures instead of $\quad x=\sigma$.

A ssume that an adversary uses a generic attack to generate an outer signature such that among the $\sigma$ inner signatures are valid. Then, he can proceed as follows. He starts by building an inversion table of ` elements. Since the hash function is modelized as a random oracle, this implies that the probability of inverting the public-key is $P=\frac{\dot{q}}{q^{m}}$. Then, he iterates the following process. He chooses a document, and tries to sign it as one of the $\sigma$ inner signatures. If he fails, the document is changed. Else, the adversary knows one valid inner signature. Thus, he keeps the current document, and tries to forge at least $x-1$ inner signatures from the $\sigma-1$ remaining signatures. Since the hash function is modelized as a random oracle (note that once the first \$jgnature is found, the other digests are fixed and independent), this event occurs with probability


$$
S=\begin{array}{ccc}
x-x \\
i=0 & x-1+i^{-1} \\
i & \sigma-x \\
i
\end{array} \cdot P^{i} \cdot(1-P)^{\sigma-x-i} \leqslant P+(1-P)^{\sigma-x} .
$$

So, this event has to be repeated $P^{x-1} \cdot \underset{x-1}{\sigma-1} \cdot S^{-1}$ times on average to succeed at least $\mathrm{x}-1$ forgeries. Now, we balance the cost of the inversion table and the cost of forging at least x inner signatures, by solving:

$$
={\frac{q^{m}}{}}^{x-1} \cdot \begin{align*}
& \sigma-1  \tag{8.5}\\
& x-1
\end{align*} S^{-1} \cdot \quad \underline{q}^{m}+\sigma-x+1+(x-2) 1-(1-P)^{\sigma-x+1} .
$$

Here, we consider that if the adversary fails to forge at least one signature among $\sigma-x+1$, then he does not try to forge the $x-2$ remaining signatures. We multiply by $\quad x$ in Equation (8.5), then we apply the $(x+1)$-th root. Since we assume that $\sigma$ is negligible against $P{ }^{-1}$, we obtain approximately:

$$
=q^{\frac{x}{x+1} \cdot m} \cdot \begin{aligned}
& \sigma-11^{-\frac{1}{x+1}} \\
& x-1
\end{aligned} S^{-\frac{1}{x+1}}
$$

which coincides with the announced result when $S=1$. For $x=1$ and $x=\sigma, S=1$ and we obtain the cost of the standard generic attack (Section 4.2).

Now, we show that $S$ is close to 1 . We lower bound $S^{\frac{1}{x+1}}$ by $(1-P)^{\frac{\sigma-x}{x+1}} \geqslant 1-s$, for $s=\frac{\sigma-x}{x+1} \cdot P$. We obtain that:

$$
1 \leqslant S^{-\frac{1}{x+1}} \leqslant 1+\frac{s}{1-S}
$$

Therefore, $S^{-\frac{1}{x+1}}-1 \leqslant$ for $>0$. Thus, we have that if $S<\sigma$ is negligible against $P^{-1}$, then $S^{-\frac{1}{x+1}}$ is close to 1 .

Corollary 1. Let $x \geqslant 1$ be the smal lest integer such that

$$
q^{\frac{x}{x+1} \cdot m} \cdot \begin{align*}
& \sigma+x-2^{-\frac{1}{x+1}}  \tag{8.6}\\
& x-1
\end{align*} 2^{\lambda}
$$

If the inner layer is a m Ibased signature scheme, having a $\lambda$-bit security level except against the generic attack, and if Theorem 9 describes the best generic attack against the outer layer, then the SBP transform is safe by taking $\sigma+x-1$ inner signatures, where $\sigma$ is the number of required signatures for a safe outer layer based on a safe inner layer (including a safe choice of nb_ite).

Proof. A ssume that an adversary wants to generate at least $y \geqslant 1$ valid inner signatures among the $\sigma+x-1$ inner signatures. Since the inner layer is safe except against the generic attack, the adversary has to use the generic attack. We assume that Theorem 9 provides the best generic attack against the outer layer. By applying Equation (8.4) with $y$ instead of $x$ and $\sigma+y-1$ instead of $\sigma$, we obtain the left part of Equation (8.6) (with $y$ instead of $x$ ). This implies that if $y \geqslant x$, the attack necessarily fails. If $y$ is chosen strictly smaller than $x$, the generic attack can be performed. Then, the $y$ forged signatures only impact the probability of passing the verification of $\sigma+x-1$ inner signatures with the derived public-key ( cf. Figure 3.2). By removing these y signatures, we obtain a dual mode having $\sigma+x-1-y \geqslant \sigma$ inner signatures, immune against generic attacks, where the document is fixed. M oreover, directly solving APoSS(oq, $\left.\sigma+x-1, m, n_{\text {var }}, D, r\right)$ is harder than solving APoSS $6 q, 0 m, n$ var, $D, r)$ for $r<\sigma$. Therefore, we obtain a reduction to the original security level of the outer layer (based on a safe inner layer).

Corollary 1 allows to apply the SBP transform on signature schemes having a smaller public-key, as GeM $\operatorname{SS}($ Section 8.6.2). This improves drastically the performance of the dual mode. Indeed, by taking a smaller $m$, we decrease $n_{\text {var }}$ and so $N$, which is quadratic in $n_{\text {var }}$. This directly decreases the size of inner signatures, polynomials from the derived public-key and evaluations of $\hat{\mathbf{p}}$, as well as the probability that an invalid set of polynomials passes the PIT (Equation (8.2)). So, v can be chosen smaller for fixed K and $\tau$. Smaller parameters imply faster cryptographic operations.

However, Corollary 1 cannot be coupled to the use of salt ( e.g. Section 7.6.2) without drastically increasing $x$ or $m$. Theorem 9 requires the verification of a unique digest for a fixed document,
whereas the concatenation of the document and a (variable) salt generates a large number of possible digests. This would imply a standard generic attack (Section 4.2) independent of each inner signature, requiring `evaluations and `hash values for ${ }^{`}=\sqrt{x} \cdot \mathrm{q}^{\frac{1}{2}} \cdot \mathrm{~m}$. Corollary 1 could be used by replacing Equation (8.6) by ${ }^{`} \geqslant 2^{\lambda}$, in particular for small values of $x\left(e . g . q\right.$ or $\left.q^{2}\right)$.

### 8.5.4 Minimizing the Size Public-K ey Plus Signature

Initially, the authors of [157] took the M erkle root as a public-key. Then, they proposed to decrease the size of the signature by taking shorter authentication paths, but by multiplying by $2^{6}$ the public-key size. This process is described in Section 3.3. In this part, we show two options for minimizing the size public-key plus signature. We can choose $\delta$ minimizing it (option 1). Then we can modify this option to decrease the public-key size (option 2). For the first option, we introduce Lemma 6.
Lemma 6. $\delta=\left\lceil\log _{2}(v)\right\rceil \in \mathbb{N}$ minimizes the size public-key plus signature of the outer layer.
Proof. On the one hand, the public-key contains $2^{6}$ digests. On the other hand, the signature contains $v \in \mathbb{N}^{*}$ authentication paths of $\log _{2}(\tau)-\delta$ digests. The value of $\delta$ which minimizes the size of both is given by the minimum of $f(\delta)=2^{\delta}-\delta$. We compute it by looking when the derivative of $f$ is equal to zero, i.e. we solve:

$$
\ln (2) \cdot 2^{\delta}-v=0 .
$$

Let $u \in \mathbb{R}_{+}^{*}$ be the solution of the previous equation. We have that $\quad\left\lfloor\log _{2}(v)\right\rfloor<u<\left\lceil\log _{2}(v)\right\rceil+1$. M oreover, $f$ is continuous, decreasing before $u$ and increasing after. So, we have three integers which could minimize f . We conclude this proof by comparing $\mathrm{f}\left\lfloor\log _{2}(v)\right\rfloor$, $f\left\lceil\log _{2}(v)\right\rceil$ and f $\left\lceil\log _{2}(v)\right\rceil+1$. We have:

$$
\begin{aligned}
f\left\lceil\left\lceil\log _{2}(v)\right\rceil\right. & =f \quad\left\lfloor\log _{2}(v)\right\rfloor+2\left\lfloor\log _{2}(v)\right\rfloor-v \\
f \quad\left\lceil\log _{2}(v)\right\rceil+1 & =f\left\lceil\left[\log _{2}(v)\right\rceil+2\left\lceil\log _{2}(v)\right\rceil-v\right.
\end{aligned}
$$

We know that $2^{\left\lfloor\log _{2}(v)\right\rfloor} \leqslant v$ and $2^{\left\lceil\log _{2}(v)\right\rceil} \geqslant v$, so $\delta=\left\lceil\log _{2}(v)\right\rceil$ is the integer which minimizes $f$.
For the second option, we propose a technique which allows to decrease the public-key size with a slight impact on the size public-key plus signature, when $1 \leqslant \delta \leqslant\left\lceil\log _{2}(v)\right\rceil$. Let $\delta^{\prime}$ be an integer in $\llbracket 0, \delta-1 \rrbracket$. We propose to add the public-key in the signature, then take $\quad 2^{\delta^{\prime}}$ nodes of the M erkle tree as a new public-key. Compared to the possibility to take $\delta=\delta^{\prime}$, the user traces shorter M erkle paths. In return, he verifies that the old public-key of $\quad 2^{\delta}$ nodes leads to the $2^{\delta^{8}}$ nodes of the new public-key. With this process, we remark that $\delta$ only impacts the signature size. So, we can take the value of $\delta$ which minimizes the size of the new signature. As explained previously (Lemma 6), this value is $\left\lceil\log _{2}(v)\right\rceil$. For the new public-key of size $2^{\delta^{\prime}} \cdot 2 \lambda$ bits, we can minimize its size by setting $\delta^{\prime}=0$. However, someone who would also wish to accelerate the verifying process should choose $\delta^{\prime}>0$.

With the first option, when we minimize the size public-key plus signature ( i.e. $\left.\delta=\left\lceil\log _{2}(v)\right\rceil\right)$, the latter is:

$$
\sigma \cdot \mid \text { origin.sm } \mid+(\alpha \cdot N+v \cdot m \cdot k) \cdot \log _{2}(q)+2^{\left\lceil\log _{2}(v)\right\rceil}+v \cdot \log _{2}(\tau)-\left\lceil\log _{2}(v)\right\rceil \cdot 2 \lambda \text { bits. (8.7) }
$$

With the second option, we can choose to have a smaller public-key of size $\quad 2^{\delta^{\prime}} \cdot 2 \lambda$ bits. In this case, we keep $\delta=\left\lceil\log _{2}(v)\right\rceil$, and we just modify the verifying process by checking if the $2^{\delta}$-element Merkle floor leads to the new public-key. The signature size is also given by Equation (8.7).

### 8.5.5 Smaller Signatures

During the outer signing process, we remark that certain nodes from the M erkle tree appear several times, in particular for the nodes close to the root. These nodes are redundant. During the outer verifying process, other nodes are redundant because we compute them thanks to the $v$ evaluations. The first traced paths provide useful nodes for verifying other evaluations. Each redundant node allows to speed up the verification, since redundant nodes should be computed only one time. The outer cryptographic operations could be easily modified to speed up the verifying process and minimize the number of necessary digests. Lemma 7 provides the largest signature size with this consideration.

## Lemma 7 (Maximum number of nodes required to verify the Merkle leaves).

Let $\tau>1$ be a power of two, $v \in \llbracket 1, \tau \rrbracket, x \in \llbracket 1, \frac{\tau}{2} \rrbracket$ and $y \in \llbracket 0, x \rrbracket$ be integers such that $v=x+y$. If $v$ distinct nodes in the largest floor of a $M$ erkle tree of size $2 \tau-1$ are known, if $y$ is the number of known couples of sibling nodes in this floor, and if the root of the Merkle tree is known, then the maximum number of new nodes $z$ that requires the verification of the $v$ nodes by tracing their corresponding path until the root is less or equal to $\frac{\tau}{2}-\mathrm{y}$.

Proof. We use a proof by induction on $\log _{2}(\tau) \geqslant 1$. For $\tau=2$, we have two possibilities. If $v=1$, then $y=0$ and the verification requires the sibling node. Else, $v=2$ and we know a node and its sibling node, so $y=1$ and no new node is required. In both cases, $z=\frac{\tau}{2}-y$.

Now, we assume that Lemma 7 is true for a tree of size $2 \tau-1$, and we consider a tree of size $4 \tau-1$. We study $z$ in function of the $\tau$-element floor. Let $x \in \llbracket 1, \tau \rrbracket$ be the number of distinct nodes of this floor that we have to compute for the verification of the $v$ nodes. This implies that the $2 \tau$-element floor has $v=x+y$ known nodes for $y \in \llbracket 0, x \rrbracket$, and requires storing $x-y$ new nodes for this floor. Note that $y$ is the number of known couples of sibling nodes in the $2 \tau$-element floor. Let $x^{\prime} \in \llbracket 1, \frac{\tau}{2} \rrbracket$ and $y^{\prime} \in \llbracket 0, x^{\prime} \rrbracket$ be integers such that $x=x^{\prime}+y^{\prime}$. By induction hypothesis, we obtain $z \leqslant \frac{\tau}{2}-y^{\prime}+x-y=\frac{\tau}{2}+x^{\prime}-y$. Thus, $z \leqslant \tau-y$.

For any outer signature, Lemma 7 allows to decrease the number of digests corresponding to the $n+1$ smallest floors (which correspond to a tree of size $2 \cdot 2^{n}-1$ ) of the M erkle tree. For $\delta<n$, we can replace $v \cdot(n-\delta)$ digests by at most $2^{n-1}$ digests in the outer signature. The values of $n$ minimizing the signature size are $\min \left\lfloor\log _{2}(v)\right\rfloor+2, \log _{2}(\tau)$ and $\min \left\lceil\log _{2}(\nu)\right\rceil+1, \log _{2}(\tau)$. For $\mathrm{n}=\left\lceil\log _{2}(\mathrm{v})\right\rceil+1 \leqslant \log _{2}(\tau)$, we obtain the following signature size:

$$
\sigma \cdot \mid \text { origin.sm } \mid+(\alpha \cdot N+v \cdot m \cdot k) \cdot \log _{2}(q)+2^{\left\lceil\log _{2}(v)\right\rceil}+v \cdot \log _{2}(\tau)-\left\lceil\log _{2}(v)\right\rceil 1 \quad \cdot 2 \lambda \text { bits. (8.8) }
$$

In this case, Lemma 7 saves at least $\quad v-2^{\delta}$ digests in the size public-key plus signature compared to the first option, and saves at least $\quad v$ digests in the outer signatures compared to the second option (defined in Section 8.5.4). The size of the public-key is $2^{\delta}$ digests for any $\delta \in \llbracket 0,\left\lceil\log _{2}(\nu)\right\rceil \rrbracket$. We can choose to simplify the cryptographic operations by removing redundant digests only from the $\min \left\lceil\log _{2}(v)\right\rceil+1, \log _{2}(\tau)-\delta-1$ smallest floors (the $\delta+1$ smallest floors are removed), or we can remove all redundant digests for decreasing the signature size on average. In both cases, the signature size is upper bounded by Equation (8.8). The verifying process requires computing at most $2^{\left\lceil\log _{2}(v)\right\rceil}-2^{\delta}+v \cdot \log _{2}(\tau)-\left\lceil\log _{2}(v)\right\rceil$ digests from $4 \lambda$-bit sequences.

### 8.6 Design

In [83] (Section 8.2), we proposed three sets of parameters for DuaM odeM.S In this section, we propose new parameters:

- In Section 8.6.1, we set $D$ to 17 to accelerate the signing process. We obtain RedD uaM odeM. S
- In Section 8.6.2, we apply the technique from Section 8.5.3. We remark that for our parameters, if nb _ite > 1 is chosen to avoid the generic attack against the inner layer, then we can set $n b$ _ite $=1$ if we take $\sigma+n b$ _ite inner signatures instead of $\sigma$. Therefore, we can apply the SBP transform to GeM S Sand improve drastically both signature size and performance.
- Then, we propose security parameters for the dual mode of $\quad R$ ainbow in Section 8.6.3.
- Finally, we introduce a new parameter to control the trade-offibetween secret-key size and performance of the signing process in Section 8.6.4.

In this part, we compress the inner secret-key of H FEv-based schemes from a seed, as described in Section 7.4.1. We use the technique from Section 8.5.5 which minimizes the size public-key plus signature. We reach a public-key size of $2 \lambda$ bits by setting $\delta$ to zero. The signature size is given by Equation (8.8). Performance measurements are available in Sections 8.7 and 9.6.3.

### 8.6.1 R edD uaM odeM S

In Section 7.8.2, we proposed a red version of GeM SS The idea is to set $D$ to 17 to speed up the signing process. We propose to apply this idea on DuaM odeM.S The obtained scheme is called RedD ualM odeM, and is described in Table 8.5. The parameters of mner.RedD uaM odeM \%re extracted from Tables $7.34,7.35$ and 7.36. For $K=18$, the field polynomial defining $\mathbb{F}_{2^{k}}$ is the degree- k 9-ESP (i.e. $\alpha^{18}+\alpha^{9}+1$ ), but could also be the degree- к AOP (Section 5.3.4).

| inner layer | ( $\lambda \mathrm{D}, \mathrm{d}$ ext, $\Delta, \mathrm{v}, \mathrm{nb}$ _ite) | \|pk| (M B ) | \|sk| (B) | \|sign| (bits) |
| :---: | :---: | :---: | :---: | :---: |
| Inner.D uaM odeM S 128 | $(128,129,266,10,11,1)$ | 1.23 | 16 | 277 |
| Inner R edD uaM odeM S 128 | $(128,17,268,12,12,1)$ | 1.26 |  | 280 |
| Inner.D uaM odeM S 192 | $(192,129,402,18,18,1)$ | 4.24 | 24 | 420 |
| Inner.R edD uaM odeM S 192 | (192, 17, 404, 20, 19, 1) | 4.30 |  | 423 |
| Inner.D uaM odeM S 256 | $(256,129,540,28,26,1)$ | 10.3 | 32 | 566 |
| Inner.R edD uaM odeM S 256 | $(256,17,540,28,29,1)$ | 10.4 |  | 569 |
| outer layer | ( 入бак $\left.\quad \log _{2}(\tau), \nu \delta\right)$ | pk \| (B) | \|sk| (M B) | \|sign| (kB) |
| D uaM odeM S 128 | (128, 64, 2, 21, 18, 18, 0) | 32 | 18.0 | 31.9 |
| R edD uaM odeM S 128 | (128, 128, 1, 18, 18, 19, 0) |  | 18.0 | 28.7 |
| D uaM odeM S 192 | (192, 96, 2, 20, 18, 33, 0) | 48 | 29.4 | 79.3 |
| R edD uaM odeM S 192 | (192, 192, 1, 18, 18, 34, 0) |  | 29.5 | 71.8 |
| D uaM odeM S 256 | (256, 256, 1, 20, 18, 51, 0) | 64 | 43.8 | 143 |
| R edD uaM odeM S 256 | $(256,256,1,18,18,53,0)$ |  | 43.9 | 141 |

Table 8.5: Size of the keys and signature of the inner and dual modes. We compress the inner secret-key from a seed (Section 7.4.1).

### 8.6.2 DualGeM SS

Here, we apply the idea from Section 8.5 .3 on GeM SS We choose nb _ite > 1 providing a safe inner layer, then we remove the Feistel-Patarin construction in the inner layer when we use it in the outer layer. For our practical values of $m$, we obtain that when $\sigma=\frac{\lambda}{\alpha}, x=n b \_i t e+1$ satisfies Corollary 1 . Thus, we obtain a very effient dual mode of Gem SS(Table 8.6). The use of the dual mode of Gem Ssallows a faster signing process than DuaM odeM \$since $d_{\text {ext }}$ is smaller), as well as smaller signature sizes (since $m$ and $n_{\text {var }}$ are smaller). The signature sizes of $D$ ual RedCeM $S$ Sare between 1.38 and 1.51 times smaller than these of $R$ edD uaM odem $\$$ For $\kappa=19$, the extension field is defined as $\mathbb{F}_{2^{\kappa}}=\mathbb{F}_{2}[\alpha] /\left(\alpha^{\kappa}+\alpha^{6}+\alpha^{5}+\alpha+1\right)$. For $k=18$, we refer to Section 8.6.1.

| scheme | ( $\lambda$ рак $\left.\log _{2}(\tau), \nu \delta\right)$ | \|pk| (B) | \|sk| (M B ) | \|sign| (kB) |
| :---: | :---: | :---: | :---: | :---: |
| D ualB lueGem SS 128 | (128, 68, 2, 18, 18, 16, 0) | 32 | 17.1 | 20.2 |
| DualR edCeM SS 128 | $(128,68,2,19,18,16,0)$ |  | 17.2 | 20.7 |
| D ualB lueGem SS 192 | (192, 196, 1, 18, 18, 29, 0) | 48 | 26.4 | 49.5 |
| D ualR edce S S 192 |  |  | 26.5 | 49.7 |
| D ualB lueGem SS 256 | $(256,260,1,18,18,44,0)$ | 64 | 36.6 | 93.5 |
| DualR ed@M SS 256 |  |  | 36.7 | 93.8 |

Table 8.6: Size of the keys and signature of the dual mode of
B lueGeM Ssand RedeM SS We remove the Feistel-Patarin construction in the inner layer.

### 8.6.3 DualR aṅbow

In Table 8.7, we propose new parameters for the dual mode of $R$ ainbow (Section 2.4.3), called Dual Ranbow. The parameters proposed in [25] (Section 3.6) target a 128 -bit quantum security level (and a 192 -bit classical security level), whereas we consider a $\frac{\lambda}{2}$-bit quantum security level. We have considered the R anbow schemes [64] submitted to the second round of the NIST PQC standardization process, as well as R ainbow-Ic which is supported by the second round implementation. This choice allows to study the impact of $q$ on the dual mode of $R$ ainbow. The parameters and sizes of the inner layer of $R$ a nbow are described in Table 7.39 (Section 7.10). As in [25], we could also propose the dual mode of cyclic R anbow to reduce the size of the outer signature (Section 3.6). This possibility is not supported by $M Q$ soft (Chapter 9). In Section 9.6.3, we present the performance of DualRanbow with M Q soft

We define $\mathbb{F}_{16}$ and $\mathbb{F}_{256}$ as in Section 7.4.9. For $\mathrm{K}=5$, the extension field is defined as $\mathbb{F}_{16^{\kappa}}=$ $\mathbb{F}_{16}[\alpha] /\left(\alpha^{\kappa}+\alpha^{2}+1\right)$. For $\kappa=3$, the extension field is defined as $\mathbb{F}_{256}{ }^{\kappa}=\mathbb{F}_{256}[\alpha] /\left(\alpha^{\kappa}+\alpha+1\right)$.

| scheme | ( доак $\left.\log _{2}(\tau), \nu \delta\right)$ | \|pk | (B) | \|sk| (M B) | \|sign| (kB) |
| :---: | :---: | :---: | :---: | :---: |
| D ualR andow -Ia | ( $128,32,1,5,18,16,0)$ | 32 | 17.0 | 14.1 |
| DualR aninow -Ic | ( $128,16,1,3,18,17,0)$ | 32 | 17.1 | 15.6 |
| D ualR a inbow -IIC | ( $192,24,1,3,18,31,0)$ | 48 | 26.4 | 39.7 |
| DualR andow -V c | ( $256,32,1,3,18,47,0)$ | 64 | 36.5 | 75.0 |

Table 8.7: Size of the keys and signature of the dual mode of $\quad R$ anbow.

### 8.6.4 Performance with a Smaller Secret-K ey

In this section, we introduce $\quad \mathrm{y} \in \mathbb{N}$, a new parameter corresponding to the number of floors, from the leaves of the $M$ erkle tree, that we remove from the secret-key. This divides the size of the tree (approximately) by $2^{\gamma}$. In return, we generate again these floors during the signing process. So, this process only impacts the signing process: $v \cdot 2^{v}$ evaluations of m M A qpolynomials, $v \cdot\left(2^{v}-1\right)$ digests from ( $m \kappa \log _{2}(q)$ )-bit sequences and $\nu \cdot\left(2^{\gamma}-1-\gamma\right)$ digests from $4 \lambda$-bit sequences are required. For small values of $\gamma$, we obtain interesting trade-off between size of secret-key and performance of the signing process (Table 8.8).

|  |  | Y |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| D uaM odeM S 128 | secret-key (M B) | 18.0 | 9.62 | 5.43 | 3.33 | 2.28 | 1.76 | 1.49 |
|  | signing process | 1.00 | 1.00 | 1.00 | 1.01 | 1.02 | 1.04 | 1.09 |
| RedD uaM odeM S 12 | secret-key (M B) | 18.0 | 9.65 | 5.45 | 3.36 | 2.31 | 1.78 | 1.52 |
|  | signing process | 1.00 | 1.05 | 1.14 | 1.33 | 1.67 | 2.38 | 3.80 |
|  | secret-key (M B) | 17.0 | 8.63 | 4.44 | 2.34 | 1.29 | 0.766 | 0.504 |
|  | signing process | 1.00 | 1.21 | 1.63 | 2.43 | 4.03 | 7.21 | 13.6 |
| D ualR an | secret-key (M B) | 17.1 | 8.71 | 4.51 | 2.42 | 1.37 | 0.845 | 0.583 |
|  | signing process | 1.00 | 1.27 | 1.81 | 2.85 | 5.00 | 9.22 | 17.7 |

Table 8.8: Performance of the dual mode in function of $\quad \gamma$. For the signing process, we give the slow-down factor compared to $\gamma$ equals 0 . We use a Skylake processor (LaptopS), with PCLMULQDQ and the AV X2 instruction set. Turbo Boost is not used.

Remark 16. The inner secret-key of $R$ a inbow can be generated from a small seed (Section 7.4.1), permitting to decrease the size of the dual secret-key. As for the h FEbased schemes, the secret-key can be decompressed one time for $\sigma$ inner signatures.

### 8.7 Comparison of D uaM odeM sto Other Signature Schemes

In Table 8.9, we compare DuaM odeM sand Dual Ranbow to the other second round signature schemes of the NIST PQC standardization process. GeM SS picnic and SPH $\mathbb{N C S}$ are currently alternate candidates of the third round, whereas MQDS 555 ] was not selected for the third round. Clearly, DualR anbow is very competitive compared to the other second round schemes. It has the fastest verifying process, and the signing process is one of the fastest. The compromise between speed and signature size seems optimal. Moreover, the inner layer of DualR ainbow is currently a finalist candidate of the third round (except $R$ anbow -Ic that we take from the first round). DuaM odeM Swould be competitive by using the dual mode of GeM S Sas proposed in Section 8.6.2. The secret-key sizes are very large, but can be drastically reduced by setting $>0$ (Section 8.6.4).

| scheme | key gen. | sign | verify | \|pk | (B) | \|sk| | \|sign| (kB) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D uaM odeM S 128 | 3740 | 2800 | 0.684 | 32 | 18 M B | 31.9 |
| RedD uaM odeM S 128 | 3790 | 136 | 0.801 | 32 | 18 M B | 28.7 |
| Dual anbow -Ia | 998 | 3.20 | 0.296 | 32 | 17 M B | 14.1 |
| DualR anbow -Ic | 995 | 5.54 | 0.338 | 32 | 17.1 M B | 15.6 |
| picnic-L1 $\ddagger$ S | 0.0170 | 5.87 | 4.61 | 32 | $16 \mathrm{~B}^{1}$ | 34.0 |
| picnic -1 -UR | 0.0170 | 7.03 | 5.66 | 32 | $16 \mathrm{~B}^{1}$ | 54.0 |
| picnic2-L1FS | 0.0167 | 254 | 115 | 32 | $16 \mathrm{~B}^{1}$ | 13.8 |
| SPH $\mathbb{N}$ CS-SHAKE256-128s-S | 141 | 2260 | 4.53 | 32 | $32 \mathrm{~B}^{1}$ | 8.08 |
| SPH $\mathbb{N}$ CS-SHAKE256-128s-r | 276 | 4100 | 8.40 | 32 | $32 \mathrm{~B}^{1}$ | 8.08 |
| SPH $\mathbb{N}$ CSSSHAKE256-128f-s | 4.47 | 145 | 10.0 | 32 | $32 \mathrm{~B}^{1}$ | 17.0 |
| SPH $\mathbb{N}$ CS-SHAKE256-128f-r | 8.83 | 270 | 20.4 | 32 | $32 \mathrm{~B}^{1}$ | 17.0 |
| M Q D SS $31-4{ }^{2} 8$ | 0.916 | 4.49 | 2.80 | 46 | 16 B | 28.4 |
| PKP-DSS-128 | 0.0775 | 2.67 | 1.01 | 57 | 16 B | 20.9 |

${ }^{1}$ The public-key is used during the signing process, but its size is not included in the secret-key size.
2 Version 2.1.
Table 8.9: Comparison of the dual mode to the second round candidates (except PKP-DS\$23]), for a 128 -bit security level. Here, the dual mode minimizes the size of the public-key ( $\delta=0$, cf. Section 8.5.5). The cryptographic operations are measured in megacycles. We use a Skylake processor (LaptopS), with PCLM ULQ Iand the AV X2 instruction set. Turbo Boost is not used.

### 8.8 Advantages and Limitations

The SBP construction allows to greatly decrease the public-key size of Inner.DuaM odeM sand $R$ ainbow. In return, the signature size is larger, but much smaller than the inner public-key size. The secret-key size is much bigger, but can be reduced. The time to sign/verify is larger, but this provides very interesting trade-off for multivariate schemes. The obtained schemes are very competitive with the NIST candidates. Dual $R$ a inbow is faster than DuaM odeM sind has smaller signature sizes, but the use of DualGem S sallows to reduce this gap. Finally, the SBP construction can be applied to other categories of signature schemes [25] such as code-based schemes and latticesbased schemes.

## Chapter 9

## MQsoft - a Fast Multivariate Cryptography Library

Here, we present software tools [84] that allow the effient implementation of HFEbased schemes (using arithmetic in $\mathbb{F}_{2^{\text {dext }}}$ ). In particular, our software tools allow to speed up the GeM S $\{50$ ] (Chapter 7), Gui[62] and D uaM odeM \$83] (Chapter 8) signature schemes, which are candidates submitted to the NIST post-quantum cryptography standardization process [128]. The advantage of $\mathbb{F}_{2^{\text {dext }}}$ is that each element can be represented as a vector of bits, which corresponds to the architecture of binary computers and can be naturally improved by vector instructions (Section 6.1.3). The signature generation requires arithmetic in $\quad \mathbb{F}_{2^{\text {dext }}}[\mathrm{X}]$, and its implementation is already provided by various libraries. A mong the best, NTL [153] (Section 6.2.1) provides high-quality implementations of state-of-the-art algorithms. But these algorithms are not dedicated to sparse polynomials. M oreover, the implementations are not constant-time (Section 6.3) and so are vulnerable to timing attacks (Section 4.7). For these reasons, we need to adapt the algorithms used. We have chosen to create a new library, which is based on constant-time arithmetic in $\quad \mathbb{F}_{2^{d} \text { eert }}$. Unlike NTL, which offrs a general implementation, the value of $\quad d_{\text {ext }}$ can be fixed in the code of our library, allowing a more effient arithmetic. M oreover, we exploit the sparse polynomial structure to improve the performance. M ore generally, our implementation uses the Intel vector instructions (Section 6.1.3) to obtain interesting speed-ups.

Our library supports DuaM odeM \$83] (Chapter 8), which is one of the candidates of the NIST PQC standardization process. By improving the implementation of HFEbased schemes, we automatically improve the implementation of DuaM odeM.S The main results of this chapter were published in [84]. Compared to [84], we propose crucial improvements. Firstly, we improve our implementation of polynomial multiplication (Section 9.3.2), in order to add an effient modular composition (Section 9.3.4), used to speed up the Frobenius map (Section 9.3.5). Secondly, we implement the constant-time GCD of [19] (Section 9.3.6). Thirdly, the performance results of HFE (Section 9.6.1) are based on an effient keypair generation via evaluation-interpolation (Section 7.4.7). Fourth, we propose more implementations of arithmetic in $\quad \mathbb{F}_{2^{d} \text { ext }}$, including Haswell processors. Finally, we introduce new algorithms (Sections 9.4 .5 and 9.5 ) to improve the performance of all cryptographic operations of DuaM odeM and DualR anbow (Section 8.6.3).

## Evaluation of multivariate quadratic systems. <br> M any multivariate cryptosystems (Chapter

2) require evaluating a multivariate quadratic system to encrypt data or verify a signature ( e.g [62,50,53]). Encryption uses secret data and should be performed in constant-time (Section 6.3), whereas verification is a public process and does not have this constraint. In HFEv-signature schemes (Section 2.4.1), the evaluation step is the main part of verification. Effient implementations of evaluation were studied in [15,51,53,56]. The authors of [15] proposed diffent strategies for the evaluation over $\mathbb{F}_{2}, \mathbb{F}_{16}$ and $\mathbb{F}_{256}$. In [51], the evaluation over $\mathbb{F}_{31}, \mathbb{F}_{16}$ and $\mathbb{F}_{256}$ is vectorized with SSSE3 instructions. In [53], the authors proposed to optimize the evaluation over $\mathbb{F}_{31}$ and $\mathbb{F}_{2}$ by evaluating the public-key equations one by one. Their implementation is vectorized with the AV X2 instruction set. In [56], the authors presented a faster evaluation over $\mathbb{F}_{2}$ with the same instruction set. To do so, they used a monomial representation of the public-key: for each monomial, the corresponding coeffients in each equation are stored together. We optimize the evaluation with this representation to obtain new speed records.

Root finding of a H FEpolynomial. The main part of the signature generation in Guiand Gem SS is to find the roots of a polynomial F over $\mathbb{F}_{2^{\text {dext }}}$ with a specific form. Root finding (Section 5.4.8) is a fundamental problem in computer algebra with various applications in discrete mathematics. A survey of the main root finding methods can be found in [161]. Recently, the successive resultant algorithm (SRA [138] has been proposed to find the roots of a polynomial in small characteristic. In [61], SR Ahas been extended to arbitrary finite fields. In particular, root finding is improved for split and separable polynomials, when the cardinality of the multiplicative group is smooth.

In the case of the HFE polynomial $\mathrm{F} \in \mathbb{F}_{2^{\text {dext }}}[\mathrm{X}], \mathrm{F}$ has a sparse structure and its coeffients are in a field of small characteristic. M oreover, the number of roots is generally small (it is almost always less than ten for our parameters). The main challenge is to exploit the sparse structure of to improve the complexity of the root finding: it should depend on the number of coeffients of F and not on its degree. In practice, Berlekamp's algorithm [161, Algorithm 14.15], which computes $\operatorname{GCD}\left(F, X{ }^{2^{\mathrm{d} e x t}}-X \bmod F\right)$, is used. The most costly task is the computation of $X^{2^{d \mathrm{dext}}} \bmod \mathrm{F}$, also called Frobenius map, and the HFEstructure of F can be exploited during the modular reduction. In [144], the authors proposed a method to compute the Frobenius map (Section 5.4.5) with multisquaring tables, which is interesting when the degree of $F$ is (approximately) smaller than $d_{\text {ext }}$. We study how to implement the Frobenius map effiently, optimizing as a function of the parameters.

Arithmetic in $\quad \mathbb{F}_{2^{d} \mathrm{ext}}$. A rithmetic in $\mathbb{F}_{2^{d} \mathrm{ext}}$ (Section 5.3) is a critical part of the root finding algorithm, because all operations in $\quad \mathbb{F}_{2^{\text {dext }}}[\mathrm{X}]$ require it, and is studied in [6,5,159, 30]. In particular, multiplication in $\mathbb{F}_{2^{d} \text { ext }}$ is the most critical operation. This is a well-known task and is studied in [41, 72, 121,52]. Here, we choose to use the PC LM ULQ Dimstruction (Section 6.1.3) to obtain an effient implementation. This instruction computes the product of two binary polynomials, each of degree strictly less than 64.

## Organization of the Chapter and Main Results

We present M Q soft[84]: an effient library in C programming language for H FEbased schemes such as GeM SSG uiand DuaM odeM.SM Q softis an improved version of the Gem Ssadditional implementation submitted to the NIST post-quantum cryptography competition [128]. Our library permits to improve the fastest known implementations for GeM S\$G uiand DuaM odeM.SThe performance results are studied in Section 9.6. Table 9.1 summarizes the obtained speed-ups.

The structure of $M Q$ soft is depicted in Figure 9.1 which summarizes the main tasks required for each cryptographic operation. The critical part of an operation is represented by a plain arrow, whereas less important operations are represented by dotted arrows.


Figure 9.1: Dependencies between the diffent operations performed in MQ soft

| Scheme | key gen. |  | sign |  | verify |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GeM S S 128 | 19.6 | $\times 6.03$ | 608 | $\times 2.09$ | 0.106 | $\times 1.57$ |
| GeM SS 192 | 69.4 | $\times 7.90$ | 1760 | $\times 1.83$ | 0.304 | $\times 1.47$ |
| GeM S S 256 | 158 | $\times 9.32$ | 2490 | $\times 2.16$ | 0.665 | $\times 1.76$ |
| FœM S \$266) | 53.7 | $\times 8.22$ | 44 | $\times 2.90$ | 0.0365 | $\times 2.64$ |
| D uaM odeM S 128 | 3710 | $\times 537$ | 2800 | $\times 2.81$ | 0.643 | $\times 15.3$ |
| G ui-184 | 23.5 | $\times 31.7$ | 28.5 | $\times 2.60$ | 0.0712 | $\times 1.89$ |
| G ui-312 | 116 | $\times 41.9$ | 308 | $\times 2.53$ | 0.161 | $\times 1.85$ |
| G ui-448 | 356 | $\times 91.7$ | 5710 | $\times 3.44$ | 0.562 | $\times 1.62$ |

Table 9.1: Number of megacycles (Mc) for each cryptographic operation with our library for a Skylake processor (LaptopS), followed by the speed-up between the best implementation provided for the NIST submissions (Table 7.37) versus our implementation. For example, $19.6 \times 6.03$ means a performance of 19.6 Mc with $\mathrm{M} \mathrm{Q} \mathrm{soft} \mathrm{and} \mathrm{a} \mathrm{performance} \mathrm{of} 19.6 \times 6.03=,118 \mathrm{Mc}$ for the NIST implementations.

It is clear from Figure 9.1 that H Febased schemes require an effient implementation of arithmetic in $\mathbb{F}_{2^{d} \text { ext }}[X]$ and so in $\mathbb{F}_{2^{d}{ }^{\text {ext }}}$. This is studied in Section 9.2. We have implemented state-of-theart algorithms for arithmetic in $\quad \mathbb{F}_{2^{d} \mathrm{ext}}$ that use vectorization (SSE2 and AVX2) and the PCLMULQDQ instruction to improve multiplication in $\quad \mathbb{F}_{2^{d} \operatorname{ext}}$ (Section 9.2.2). The multiplication is computed with the schoolbook algorithm by block of 64 bits or with K aratsuba's algorithm, in function of the number of blocks and the processor used. When PCLMULQDisnot available, M Q softuses the multiplication in $\mathbb{F}_{2}[x]$ of the $g \not f x$ library (Section 6.2.1). M $Q$ soft also proposes straightforward algorithms to assure a constant-time implementation, but the performance could be improved. The modular inverse is computed with the Itoh-Tsujii M ultiplicative Inversion A Igorithm (Section 9.2.6) together with multi-squaring tables (Section 9.2.5).

To optimize the arithmetic in $\quad \mathbb{F}_{2^{d} e^{e x t}}$, the choice of $d_{\text {ext }}$ has to be made before the compilation. This permits the specialization of the implementation. The library is flexible and allows the choice of any $d_{\text {ext }} \leqslant 576 . \mathbb{F}_{2^{d} \text { ext }}$ is built as $\mathbb{F}_{2}$ quotiented by an irreducible polynomial $f$ of degree $d_{\text {ext }}$. When it is possible, we choose an irreducible trinomial for $f$ to accelerate the modular reduction (Section 9.2.3). The modular reduction by $f$ is vectorized for trinomials such that the degree of $f-x^{d_{e x t}}$ is strictly less than 128, and for the parameters of studied schemes. We have vectorized the modular reduction by a pentanomial exclusively for $\left.d_{\text {ext }} \& 184,312,448,544\right\}$ (Section 9.2.4), because they are the parameters of G uiand DuaM odeM S $2 \mathbf{F}^{\prime} 6$. Otherwise, the modular reduction is implemented for pentanomials such that the degree of $f-x^{d_{\text {ext }}}$ is strictly less than 33 . For $d_{\text {ext }} \leqslant 576,56 \%$ of the finite fields can be created with an irreducible trinomial (cf. Section B.9). Our library vectorizes modular reduction for $92 \%$ of these cases. We obtain approximately a speed-up of a factor of four compared to the arithmetic in $\quad \mathbb{F}_{2^{d}{ }^{\text {ext }}}$ of NTL

In Section 9.4, the verifying process is accelerated via an effient evaluation of multivariate quadratic systems using AVX2 instruction set. We obtain new speed records for the constanttime and variable-time evaluations of binary multivariate polynomials. To do it, we have chosen to use the monomial representation as in [56]. We have stored $M Q$ systems of $m$ equations in $\mathbb{F}_{2}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right]$ as a pair $(\mathrm{C}, \mathrm{Q}) \in \mathbb{F}_{2^{m}} \times \mathcal{M}_{\mathrm{n}_{\text {var }}} \mathbb{F}_{2^{m}}$, where Q is an upper triangular matrix such that $Q_{i, j}$ corresponds to the term $x_{i} x_{j}$, and $C$ is the constant term. Since the $M Q$ systems will be evaluated over $\mathbb{F}_{2}, x_{i}^{2}=x_{i}$ and so, the linear term $x_{i}$ is stored with the term $x_{i}^{2}$ of $Q$. W ith this representation, the evaluation in $\quad \mathbf{x} \in \mathbb{F}_{2}^{n}{ }^{\text {var }}$ is computed as $C+\mathbf{x} \cdot \mathbf{Q} \cdot \mathbf{x}^{\top}$. For 256 equations in 256 variables over $\mathbb{F}_{2}$, our variable-time evaluation is 1.38 times faster than in [56]. To obtain this, we use unrolled loops and a specific way to extract the terms $x_{i}$. For the constant-time evaluation, we obtain a performance similar to [56], which targets Haswell processors. However, on Skylake processors, the evaluation can be faster by using vector instructions in a specific way, as explained in Section 9.4.4. This method saves a factor 1.1 on Skylake (for 256 equations in 256 variables).

The core of the signing process is to find the roots of a univariate $\quad \mathrm{HFEpolynomial} F$ in $\mathbb{F}_{2^{d}{ }_{\text {ext }}}[X]$, which has a special structure. In particular, $F$ is in the following note:

$$
\underset{\substack{0 \leqslant j<i<d \\ 2^{j}+2^{j} \leqslant D}}{A_{i, j} \leqslant X^{2^{i}+2^{j}}+\underset{\substack{0 \leqslant i<d \\ 0}}{2_{i}^{i} \leqslant D} B_{i} X^{2^{i}}+C \in \mathbb{F}_{2^{d} \text { ext }}[X] .}
$$

Our goal is to exploit this structure to accelerate the root finding. We address this question in Section 9.3. We have been able to tweak Berlekamp's algorithm [161, Algorithm 14.15] to take advantage of the sparse structure of $F$.

When $D>d_{\text {ext }}$, the computation of $X^{2^{d_{\text {ext }}}} \bmod F$ is done with the repeated squaring algorithm [161, Algorithm 4.8]. The core of this algorithm is to compute the modular reduction of the square of an element $B \in \mathbb{F}_{2^{d} \text { ext }}[X]$ by $F$. The classical Euclidean division of $B^{2}$ by $F$ requires computing $B^{2}-Q F$, where $Q$ is the quotient of this division. With a naive implementation, the multiplication of Q by F costs $\mathrm{O} \mathrm{D}^{2}$ field multiplications. Using a sparse representation of F , the multiplication only costs $O D \log _{2}(D)^{2}$ field multiplications.

So, with a sparse polynomial, the computation of the roots is faster. This suggests considering sparse hFEpolynomials. In Theorem 10, we prove that making $F$ more sparse improves the complexity. Because F is a part of the secret-key, the nature of this change requires a new analysis of security. We observe in practice that removing a small number of odd degree terms appears not to afft the security. However, the security of this method has to be studied in depth. With Theorem 10, we can save $43.75 \%$ of the computations we would have done, by removing only three terms having an odd degree in $F$. The general idea to make $F$ more sparse has already been proposed in HFEBoost ${ }^{1}$, but independently of this, the proof of Theorem 10 ( cf. Section 9.3.3) provides a concrete method to improve the complexity. It has the advantage of being in constant-time because the useless computations are known and so can be avoided.

Theorem 10. Let H be a HFE polynomial of degree D in $\mathbb{F}_{q^{d}{ }^{d} \mathrm{ext}}[\mathrm{x}]$ where the $\mathbf{s}$ terms of highest odd degree have been removed $\left(0 \leqslant \mathbf{s} \leqslant\left\lceil\log _{q}(D)\right\rceil\right)$, and let $A \in \mathbb{F}_{q^{d} \text { ext }}[x]$ be a square of degree at most $2 \mathrm{D}-2$. If D and q are even, then the computation of the classical Euclidean division (Algorithm 37) of $A$ by $H$ can be accelerated by a factor ( $D-1$ )/ $\frac{D}{2}+\left\lfloor q^{\left[\log _{q}(D) 7\right.} \boldsymbol{s}^{s-2}\right\rfloor$.

When $D<d_{\text {ext }}$, the strategy of [144] becomes more effient for computing the Frobenius map. The idea is to compute a lookup table of $X^{2 i} \bmod \mathrm{~F}$ to accelerate the modular reduction. Thus, the squaring modulo $F$ is computed by multiplying its $i$-th coeffient by the element $\quad X^{2 i} \bmod F$ from the table for $i \in \llbracket 0, D-1 \rrbracket$. The authors of [144] also suggest doing several squarings in one step, with multi-squaring tables. In Section 5.4.5, we describe an explicit strategy for doing this effiently, and how to choose the number of squarings to perform before the modular reduction. In Section 9.3.5, we show the results obtained by exploiting the HFEstructure of F when it is possible.

The performance of both strategies described above depends on the required number of field multiplications. The accurate number of multiplications of each method which is given in Section 5.4.5 allows to choose the best strategy as a function of the parameters. Finally, when $D$ is small enough compared to $d_{\text {ext }}$, both previous strategies can be embedded with the use of modular composition (Section 9.3.4). This method generates speed-ups which are proportional to the gap between $D$ and $d_{\text {ext }}$.

### 9.1 D ata Structure

Here, we describe the data structure used to store elements of $\quad \mathbb{F}_{2^{d_{\text {ext }}}}$ and $\mathbb{F}_{2^{d_{\text {ext }}}}[\mathrm{X}]$. This representation is crucial for the effiency of our implementation. This is especially true for binary fields since operations in $\mathbb{F}_{2}$ can be naturally vectorized (Section 5.3.1). Arithmetic in $\mathbb{F}_{2^{\text {dext }}}[X]$ is used during the root finding of a HFEpolynomial. To be effient, it is important to distinguish dense polynomials which appear during the computation of the Frobenius map and the GCD, from a HFE polynomial which is used to reduce $X^{2^{d e x t}}-X$. We can notice that the HFEpolynomial is sparse since it only has $K=0 \quad \log _{2}(D)^{2}$ non-zero coeffients.

[^6]Representation of elements in $\quad \mathbb{F}_{2^{d}{ }_{\text {ext }}}$. The field $\mathbb{F}_{2^{d_{e x t}}}$ is defined as $\mathbb{F}_{2}[\alpha] /(f(\alpha))$ with $f$ being an irreducible polynomial of degree $d_{\text {ext }}$ in $\mathbb{F}_{2}[x]$. We have chosen the polynomial basis (Section 5.2.1). An element of $\mathbb{F}_{2^{d} \text { ext }}$ is represented by a polynomial in $\mathbb{F}_{2}[\alpha]$ of degree at most $d_{\text {ext }}-1$. The coeffients are stored as a vector of bits, requiring $\quad \frac{d_{\text {ext }}}{w}$ words, where $w$ is the word size (in bits). The $j$-th bit of the $i$-th word is the coeffient of the term of degree $w i+j$, for $i \in \llbracket 0, \frac{d_{\text {ext }}}{w}-1 \rrbracket$ and $j \in \llbracket 0, w-1 \rrbracket$. It is set to zero when $(w i+j) \geqslant d_{\text {ext }}$.

Example 1 (Storing a binary polynomial). Let $w=64$ and $P=\alpha^{36}+\alpha^{4} \in \mathbb{F}_{2^{40}}$. To simplify the notations, we represent vectors of bits as 64-bit integers. $\quad \mathrm{P}$ is stored as $0 \times 0000001000000010$ In particular, the bits from 37 to 63 are set to zero.

Representation of dense polynomials in $\quad \mathbb{F}_{2^{d_{\text {ext }}}}[X]$. An element of $\mathbb{F}_{2^{d_{\text {ext }}}}[X]$ is represented by its degree $d$ and a vector of $d+1$ coeffients. The coeffients are stored from lower to higher degree of the corresponding terms in an array. The degree is stored in a local variable, except for the implementation of the fast GCD in Section 9.3.6, because it requires matrices in $\mathcal{M}_{2} \mathbb{F}_{2^{\text {dext }}}[\mathrm{X}]$. In this case, we use a c structure to store the degree and the pointer toward the array of coeffients.

Example 2 (Storing a dense polynomial). Let $P=X^{8}+{ }^{7}+(\alpha+1) X^{6}+X^{5}+\quad \in \mathbb{F}_{4}[X]$. $P$ is stored as $8,(0, \alpha 0,0,0,1, \alpha+1, \alpha 1)$.

Representation of HFEpolynomials in $\mathbb{F}_{2^{d}{ }_{\text {ext }}}[X]$. In HFE fbased schemes, the HFEvpolynomial is a part of the secret-key. During the signature generation ( cf. Section 2.3.2), the vinegar variables of the HFEvpolynomial are evaluated to obtain a HFEpolynomial. Its degree $D$ is a parameter of security and is assumed to be known. It is defined by the $\quad$ directive \#define. A H FEpolynomial in $\mathbb{F}_{2^{d} \text { ext }}[X]$ is represented as a vector of coeffients where only terms $\quad X^{0}, X^{2^{i}}$ and $X^{2^{i}+2^{j}}$ are stored. It is chosen monic and so the leading term is not stored. If $\quad \mathrm{P}$ is in $\mathbb{F}_{2^{\text {dext }}}[\mathrm{X}]$, we denote by $\mathrm{P}_{\mathrm{HFE}}$ its H F Erepresentation.

Example 3 (Storing a HFEpolynomial). Let $P=X^{16}+{ }^{12}+(\alpha+1) X^{10}+\in \mathbb{F}_{4}[X]$. $P_{\text {HFE }}$ is stored as $(0, \alpha 0,0,0,0,0,0,0, \alpha+1, \alpha)$. Only the coeffients of terms with a degree in $\{0,1,2,3,4,5,6,8,9,10,12\}$ are stored.

### 9.2 A rithmetic in $\quad \mathbb{F}_{2^{d_{e x t}}}$

A rithmetic in $\mathbb{F}_{q^{d}}$ ext is the core of the signature generation (Section 7.1.3) and keypair generation (Section 7.1.2). In Section 9.4.1, we explain how to generate effiently the inner secret polynomials of $f$ (Equation (7.2)). This requires $0 d_{\text {ext }} \log _{q}(D) \log _{2}(q)$ squarings in $\mathbb{F}_{q^{d} \text { ext }}$ (precomputation step), $0 d_{\text {ext }} \log _{q}(D)\left(n_{\text {var }}+\log _{q}(D)\right)$ operations in $\mathbb{F}_{q}[x]$ and $0 d_{\text {ext }}\left(n_{\text {var }}+\log _{q}(D)\right)$ modular reductions. In Section 7.4.7, we generate the public-key by evaluation-interpolation. This requires $\mathrm{N}=0 \mathrm{n}_{\text {var }}^{2}$ evaluations of a HFEvpolynomial. Once the vinegar variables are evaluated, we have to evaluate a HFE polynomial, which implies an overall cost of $O \mathrm{~N} \log _{q}(\mathrm{D}) \log _{2}(q)$ squarings in $\mathbb{F}_{q^{d} \text { ext }}, 0 \mathrm{~N} \log _{q}(\mathrm{D})^{2}$ operations in $\mathbb{F}_{q}[x]$ and $0 \mathrm{~N} \log _{q}(\mathrm{D})$ modular reductions. With a multipoint evaluation (Section 7.4.7), the computation of $\mathcal{F} \mathcal{S}$ requires only $0 \mathrm{n}_{\mathrm{var}} \log _{\mathrm{q}}(\mathrm{D}) \log _{2}(\mathrm{q})$ squarings in $\mathbb{F}_{q^{d} \text { ext }}, 0 n_{\text {var }} \log _{q}(D) \cdot\left(n_{\text {var }}+\log _{q}(D)\right)$ operations in $\mathbb{F}_{q}[x]$ and $0 n_{\text {var }} \cdot\left(n_{\text {var }}+\log _{q}(D)\right)$ modular reductions, as well as $0 \quad \mathrm{n}_{\mathrm{var}} \mathrm{d}_{\mathrm{ext}} \mathrm{v} \cdot\left(\mathrm{n}_{\mathrm{var}}+\mathrm{v}+\log _{\mathrm{q}}(\mathrm{D})\right)$ operations in $\mathbb{F}_{\mathrm{q}}$ due to the vinegar part, and the extra memory cost is approximately $\quad n_{\mathrm{var}} \cdot v+2 \cdot \log _{q}(D)+1$ elements of $\mathbb{F}_{q^{d e x t}}$.

In Section 9.3, the signature generation can be performed with 0 nb_ite $\cdot D^{2}$ field operations, 0 nb_ite $\cdot d_{\text {ext }} D \log _{q}(D)^{2} \log _{2}(q)$ operations in $\mathbb{F}_{q}[x]$, 0 nb_ite $\cdot d_{\text {ext }} D \log _{2}(q)$ squarings in $\mathbb{F}_{q}[x]$, 0 nb_ite $\cdot d_{\text {ext }} \mathrm{D} \log _{2}(\mathrm{q})$ modular reductions and (optionally) 0 nb _ite $\cdot \mathrm{D}$ field inversions.

In Gem $\mathrm{S} S \mathrm{q}=2$. We use the polynomial representation defined in Section 9.1. It is the most effient representation when PC LM ULQ DंŞavailable [159]. To compute the square (respectively the multiplication) of B in $\mathbb{F}_{2^{d} \text { ext }}$, we choose to compute the square (respectively the multiplication) of B in $\mathbb{F}_{2}[\mathrm{x}]$ before performing the reduction by the univariate polynomial defining the extension.

| architecture | Skylake | Broadwell | Haswell | Ivy Bridge |
| :--- | :---: | :---: | :---: | :---: |
| latency | 6 | 5 | 7 | 14 |
| throughput (CPI) | 1 | 1 | 2 | 8 |

Table 9.2: Performance of the PCLMULQdi@struction in function of the architecture, as presented in the Intel Intrinsics Guide. We note that the latency on Skylake was evaluated to 7 until early 2020. This explains why we find this value in older articles, as in [84, 62, 72].

Table 9.2 presents the cost of PCLMULQ DiQ function of the architecture. The choice of the best algorithm of multiplication in $\quad \mathbb{F}_{2^{d} \text { ext }}$ depends on the processor. Our choices target the Skylake processors, which use only one CPI (Cycle Per Instruction) to perform PCLMULQDVe have also extended $M Q$ softto support Haswell processors, because it is the most studied architecture in the scientific world. On Haswell, PC LM U LQ Dequuires two CPI. This makes optimal methods using less calls to PCLMULQDQ

This section contains mainly the results of [84]. We have added some details on the best methods to compute the square and the multiplication in $\quad \mathbb{F}_{2^{\text {dext }}}$ on Haswell, which are currently used in the optimized implementation of Gem SS(Section 7.5.4). We have completed Table 9.3. In [84], the AV X2 implementation of the squaring was available only for $\quad \frac{d_{\text {oxt }}}{64}=0 \bmod 4$. We also improve the modular reduction for specific trinomials (Table 9.9), and we give the performance of the reduction modular by pentanomials that we use (Table 9.10), based on several kinds of optimization.

### 9.2.1 Polynomial Squaring over $\quad \mathbb{F}_{2}$

Squaring is used during the root finding algorithm (Section 5.4.8) which is the core of the signature generation (Section 7.1.3). It is also used during the so-called Itoh-Tsujii M ultiplicative Inversion Algorithm which computes the modular inverse in $\mathbb{F}_{2^{d} \text { ext }}^{\times}$(Section 9.2.6).

In binary fields, the squaring of $B=P{\underset{i}{d_{\text {ext }}-1} i=0}_{i=0} b_{i} \alpha^{i} \in \mathbb{F}_{2^{d} \text { ext }}$ can be performed in linear time (Section 5.1.3). The linearity of the Frobenius endomorphism implies that $\quad B^{2}={ }_{i=0}^{d_{\text {ext }}-1} b_{i} \alpha^{2 i}$. Since we have stored B as a vector of bits, squaring corresponds to insert a null bit between each bit of $B$.

Example 4 (Square of a binary polynomial). $\quad$ Let $B=\alpha^{3}+\alpha^{2}+1 \in \mathbb{F}_{2^{4}}$. $B$ is stored as the binary integer 1101 . Its square is $B^{2}=\alpha^{6}+\alpha^{4}+1$, which is represented as 1010001.

To compute the square of a $d_{\text {ext }}$-bit element on Skylake processors and newer, we divide it into words of 64 bits. For each one, the PC LM U LQ Dirstruction directly computes the binary polynomial multiplication of the 64-bit element by itself. This method requires $\frac{d_{\text {det }}}{64}$ calls to PCLM ULQDQ

On Haswell processors, we use the previous method for $\frac{d_{\text {ext }}}{64} \leqslant 3$. For $\frac{d_{\text {ext }}}{64} \geqslant 4$, the use of lookup tables [5] is faster (in AVX2). We have implemented Algorithm 1 of [5] which uses SSE2 instructions and PSHUFBrom SSSE3, and a variant in AVX2 that uses the VPSHUFBnstruction. The PSHU Finstruction performs the lookup of the square of 16 elements on 4 bits in a lookup table in constant-time, and the VPSHUFBstruction performs two times PSHUFBSection 6.1.3).

Table 9.3 summarizes the performance of squaring functions which are proposed in our library. The experimental process consists in computing the square of elements from a small array, then measuring the average cost of one operation. We have added the SSE2 column to highlight the impact of the PSHUFBinstruction. This SSE2 implementation emulates our specific use of PSHUFB by using some shifts, XO Rinstructions and masks (we start by inserting two null bits between each pair of bits, then we insert one null bit between each bit). For the squaring using VPSHUF, Bhe implementation for odd values of $\frac{d_{\text {ext }}}{64}$ is slower than for the even values. It is due to the bad and store instructions, which are less effient. On the Skylake processors, the best squaring is the one using the PCLM ULQ Dírstruction: this instruction costs only one cycle of throughput, but six cycles of latency (Table 9.2). However, the latency can be used to run other instructions, which improves the performance.

| $\frac{d_{\text {axt }}}{64}$ | Skylake |  |  |  | Haswell |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SSE2 | PSH U FB VPSH UFB P C LM U LQ D | QSSE2 | PS H U FB VPSH UFB P C LM U LQ D Q |  |  |  |  |
| 1 | 5.9 | 5.7 | 5.9 | $\mathbf{2 . 2}$ | 4.9 | 4.9 | 5.1 | $\mathbf{2 . 1}$ |
| 2 | 8.7 | 5.7 | 5.6 | $\mathbf{5 . 0}$ | 8.2 | 5.9 | 5.3 | $\mathbf{4 . 9}$ |
| 3 | 13.0 | 8.0 | 8.1 | $\mathbf{6 . 2}$ | 12.2 | 7.0 | 7.8 | $\mathbf{6 . 9}$ |
| 4 | 16.1 | 9.0 | 7.5 | $\mathbf{6 . 3}$ | 14.9 | 8.8 | $\mathbf{7 . 4}$ | 8.4 |
| 5 | 19.7 | 12.2 | 9.3 | $\mathbf{7 . 2}$ | 19.5 | 10.6 | $\mathbf{8 . 9}$ | 10.5 |
| 6 | 23.7 | 13.3 | 9.1 | $\mathbf{7 . 9}$ | 21.4 | 12.4 | $\mathbf{9 . 7}$ | 12.4 |
| 7 | 27.3 | 16.6 | 13.8 | $\mathbf{9 . 4}$ | 26.4 | 14.5 | $\mathbf{1 2 . 9}$ | 14.6 |
| 8 | 30.9 | 17.6 | 11.3 | $\mathbf{1 0 . 6}$ | 29.9 | 16.3 | $\mathbf{1 2 . 1}$ | 16.3 |
| 9 | 35.7 | 20.8 | 14.7 | $\mathbf{1 1 . 8}$ | 35.3 | 18.5 | $\mathbf{1 4 . 2}$ | 18.7 |

Table 9.3: Number of cycles for computing the square of an element of $\mathbb{F}_{2}[x]$ of degree $d_{\text {ext }}-1$, with M Q soft We use a Skylake processor (LaptopS) then a Haswell processor (ServerH).

### 9.2.2 Polynomial Multiplication over $\quad \mathbb{F}_{2}$

The multiplication of two distinct elements in $\quad \mathbb{F}_{2^{d}{ }_{\text {ext }}}$ is a central operation involved in the keypair generation and the signing process. In M Q soft, we adapt the multiplication algorithm in function of $d_{\text {ext }}$. We start by optimizing it on the Skylake processors.

When $\frac{d_{\text {ext }}}{64}\{1,2,3,5,6\}$, we use a schoolbook multiplication by block of 64 bits. We use the PC LM U LQ Díhstruction for multiplying each block. Then, $\quad \frac{d_{\text {ext }}}{64}{ }^{2}$ calls to PCLM ULQ Laæe required. This method is naturally constant-time. Our implementation uses PCLM ULQ $\mathbb{D v W i c h}$ implies the use of SSE 2 instructions. We also use the PALIG N Rinstruction from SSSE3 to improve the implementation. This instruction concatenates two 128-bit registers, shifts the concatenation to the right by a multiple of eight bits, then returns the 128 lower bits of the result. We use it to align the output of PCLM U LQ ゅQhich is at least 64-bit aligned) to 128 bits. When PALIG Nis not available, we use SHUFPDOr SHUFP)Sfor this kind of alignment.

When $\frac{d_{\text {ext }}}{64}$ \{ $\left.4,7,8,9\right\}, K$ aratsuba's multiplication algorithm (Section 5.1.2) becomes faster than the schoolbook method. We use the schoolbook multiplication as base case for size words 2,3 and 5. For $\frac{d_{\text {ext }}}{64}=8$, we call three times $K$ aratsuba's method on four words, the latter also calling three times K aratsuba's method on two words. The number of calls to $\quad$ PCLM ULQ DOM $\left.\quad \frac{d_{\text {ext }}}{64} \in 4,8\right\}$ is respectively 12 and 36 . For $\frac{d_{\text {ext }}}{64}\{7,9\}$, we split each input in two: the 256 lower bits create a degree- 255 polynomial, and the remaining bits create a degree- $\left(d_{\text {ext }}-257\right)$ polynomial. Thus, K aratsuba's algorithm requires one multiplication of degree- 255 polynomials, one multiplication of degree- $\left(d_{\text {ext }}-257\right)$ polynomials and one multiplication of degree- $\max \left(255, d_{\text {ext }}-257\right)$ polynomials. This method requires 33 calls to PCLMULQ DG $\frac{d_{\text {oxt }}}{64}=7$ and 62 calls $^{2}$ for $\frac{d_{\text {oxt }}}{64}=9$. Here, the way to split inputs is important. The $k$ lower bits have to generate a k-bit polynomial such that k is a multiple of 128. This allows to effiently add it to the higher part of the input, without any use of shifts. M oreover, the result of each recursive call will also be 128 -bit aligned, simplifying the recombination step.

The trade-ofbetween the schoolbook multiplication and K aratsuba's algorithm depends on the performance of PCLM ULQ $\mathbb{Z}$ Zable 9.2). For the Skylake processors, this instruction costs one CPI, which makes schoolbook multiplication more effient for 6 -word multiplication. For the Haswell processors, PCLM ULQ IeQsts two CPI. This decreases the trade-ofbecause each call to PCLMULQDQ is more penalizing. When $\frac{d_{\text {ext }}}{64}$ is equal to 3 , we remark that the $K$ aratsuba multiplication is already faster on Haswell. We have compared the schoolbook multiplication to the three-term K aratsuba-like formulae described in Section B.1. The latter is slightly faster and requires only 6 calls to PCLM ULQDQ

Then, we proceed as follows for Haswell. For $\frac{d_{\text {ext }}}{64}=8$, we call $K$ aratsuba's algorithm recursively until a base case on one word. This requires 27 calls to PCLMULQDFpr $\frac{d_{\text {ext }}}{64}\{4,5,6,7,9\}$, we use base cases on two words (using the schoolbook method) and three words (using the threeterm K aratsuba-like formula). The case $\frac{d_{\text {ext }}}{64}$ equals 4 (respectively 6 ) is computed with 3 calls to the 2 -word (respectively 3 -word) multiplication. For $\frac{d_{\text {ext }}}{64}=5$, we split each input in two: the 128 lower bits create a degree-127 polynomial, and the remaining bits create a degree- $\quad\left(d_{\text {ext }}-129\right)$ polynomial. This method requires 2 calls to the 3 -word multiplications and 1 call to the 2 -word multiplication. Finally, for $\frac{d_{\text {ext }}}{64} \in\{7,9\}$, we use the same strategy that for Skylake. We just perform the base cases with H aswell multiplications instead of Skylake multiplications.

Table 9.4 compares our multiplication to $g \notin \mathrm{x}$. A s in Section 9.2.1, we measure the average cost of multiplying elements from a small array. The multiplication of $g \notin 2 x$ is sometimes abnormally slow. This is probably due to the fact that the implementation uses vector and no vector instructions in the same function, which penalizes it. This is the first reason to explain that our multiplication is faster. The second reason is that $g \not 2 x$ uses K aratsuba's algorithm, which is slower than schoolbook multiplication for 6 -word multiplications on Skylake. The $g \notin x$ code may target Haswell processors. We have also remarked that installing NTLwith g£2x slightly decreases the performance. For this reason, N TLis not installed with $\mathrm{g} £ \mathrm{x}$ on our experimental platform.

[^7]| $\frac{d_{\text {ort }}}{64}$ | Skylake |  | Haswell |  |
| :---: | :---: | :---: | :---: | :---: |
|  | g£2x | M Q soft | gf2x | M Q soft |
| 1 | $\mathbf{3 . 2}$ | $\mathbf{3 . 2}$ | $\mathbf{2 . 1}$ | $\mathbf{2 . 1}$ |
| 2 | 7.7 | $\mathbf{6 . 8}$ | $\mathbf{8 . 5}$ | $\mathbf{8 . 5}$ |
| 3 | 37.0 | $\mathbf{1 5 . 5}$ | 34.2 | $\mathbf{1 8 . 4}$ |
| 4 | 23.1 | $\mathbf{1 9 . 9}$ | 27.6 | $\mathbf{2 4 . 6}$ |
| 5 | 47.0 | $\mathbf{3 4 . 9}$ | 52.2 | $\mathbf{4 3 . 7}$ |
| 6 | 54.3 | $\mathbf{4 5 . 7}$ | 58.1 | $\mathbf{5 7 . 3}$ |
| 7 | 142.2 | $\mathbf{5 5 . 4}$ | 136.2 | $\mathbf{7 3 . 2}$ |
| 8 | 91.1 | $\mathbf{5 9 . 9}$ | 110.6 | $\mathbf{8 7 . 4}$ |
| 9 | 131.8 | $\mathbf{9 1 . 3}$ | 146.2 | $\mathbf{1 1 7 . 5}$ |

Table 9.4: Number of cycles to multiply two elements of $\mathbb{F}_{2}[x]$ of degree $d_{\text {ext }}-1$. We use a Skylake processor (LaptopS) then a Haswell processor (ServerH).

### 9.2.3 Modular Reduction by Trinomials over

$\mathbb{F}_{2}$ and Field Product
In this section, we want to reduce $R=\underset{i=0}{P} \underset{i=0}{2 d_{\text {ext }}-2} r_{i} x^{i}$ the result of ${ }_{p}$ the previous multiplication or squaring in $\mathbb{F}_{2}[x]$. The choice of the irreducible polynomial $f={ }_{\mathrm{P}}^{\mathrm{i}=0} \mathrm{x}^{\mathrm{k}_{\mathrm{i}}}\left(\mathrm{k}_{0}=0<\mathrm{k}_{1}<\ldots<\right.$ $k \cdot=d_{\text {ext }}$ ) defining $\mathbb{F}_{2^{d} \mathrm{ext}}($ Section 9.1) is important for the modular reduction. In Section 5.3.3, we presented classical techniques when f is sparse. For trinomials, we optimize the computation of (5.8) by factoring by $f_{3}-x^{d_{\text {ext }}}$. In this way, we can write $R$ as:

$$
\begin{equation*}
R=R_{0}+S_{k_{1}} x^{d_{\text {ext }}-k_{1}}+R_{k_{1}}+S_{k_{1}} \cdot f_{3}-x^{d_{\text {ext }}} \bmod f_{3} . \tag{9.1}
\end{equation*}
$$

For $\mathrm{k}_{1} \leqslant \frac{\mathrm{~d}_{\text {axt }}}{2}$, there are mainly two methods [30] to compute (9.1). The first is the shift-and-add strategy: $R_{k_{1}}+S_{k_{1}} \cdot f_{3}-x^{d_{\text {ext }}}$ is computed as $Q+Q \cdot x^{k_{1}}$ with $Q=R_{k_{1}}+S_{k_{1}}$. The second is the mul-and-add strategy: the multiplication by $f_{3}-x^{d_{e x t}}$ is computed with the PCLM ULQ Drrstruction. In this case, it is recommended to choose $k_{1}+64 \cdot \frac{d_{\text {oxt }}}{64}-d_{\text {ext }}$ strictly less than 64 . In this way, $f_{3}-x^{d_{\text {ext }}}$ can be shifted then used for multiplying 64-bit blocks of $\quad R$ via the PCLM ULQ Dirstruction. We choose the first method because it requires a small number of low-cost instructions.

Shift-and-add strategy in practice.
For the shift-and-add strategy, the main operations are shifts of coeffients. This operation is not trivial. When a binary polynomial is stored on several registers, we need the bits coming out of a register are coming into the next register. M oreover, the use of parallel shifts implies that the bits coming out of a block are not coming into the next block. We study the shifts of coeffients for 128 -bit registers. Firstly, the shift by a multiple of eight coeffients is native. We can do it with the PSLLD qand PSRLD Qnstructions, or with the PALIGNR instruction. Secondly, when we require a shift by $64 \mathrm{k}+\mathrm{j}$ positions for $\mathrm{k} \in 0,1\}$ and $0<j<64$, we start by using a shift by 8 bytes only if $k=1$, then we use a $j$-bit shift by block of 64 bits ( PSLLQ or PSRLC However, a j-bit shift implies loosing j bits between each block. For $k=0$, we need to compute these j bits with a complementary shift, then we xor them to the previous result. The complementary shift requires a shift by 8 bytes followed by a shift by $64-j$ bits in the opposite direction. For shifts of successive registers, we use PALIGNRinstead of PSLLD qand PSRLD.QW hen PALIG Nis not available, we perform shifts by 8 bytes with SHUFP ゆor SHUFP)S Now, we propose to study irreducible polynomials which simply the use of shifts.

Optimization for specific values of $\quad d_{\text {ext }}$ and $k_{1}$. The shift-and-add and mul-and-add methods can be optimized for specific values of $k_{1}$ and $d_{\text {ext }}$. Firstly, the case $k_{1}=1$ permits to avoid computations because $\mathrm{S}_{\mathrm{k}_{1}}=0$. Secondly, we previously note that shifting by a multiple of eight bits is faster, thanks to the PSLLDQPSRLD ©nd PALIGNRinstructions. Here, we list cases where these instructions could be used:

- for the extraction of $S_{\mathrm{k}_{1}}$ from $R$ when $2 d_{\text {ext }}-\mathrm{k}_{1}$ is a multiple of eight,
- to obtain $S_{k_{1}} x^{d_{\text {ext }}}-\mathrm{k}_{1}$ from $S_{\mathrm{k}_{1}}$ when $\mathrm{d}_{\text {ext }}-\mathrm{k}_{1}$ is a multiple of eight,
- for the multiplication by $x^{k_{1}}$ when $k_{1}$ is a multiple of eight,
- for the extraction of $R_{k_{1}}+S_{k_{1}} x^{d_{\text {ext }}}-\mathrm{k}_{1}$ from R when $d_{\text {ext }}$ is a multiple of eight. However, irreducible trinomials such that $d_{\text {ext }}$ is a multiple of eight do not exist (Section 5.3.2).
For the shift-and-add strategy, we can also compute $\quad R_{k_{1}}+S_{k_{1}} f_{3}-x^{d_{\text {ext }}}$ as $\frac{Q^{\prime}}{x^{k_{1}}}+Q^{\prime}$ with $Q^{\prime}=R_{k_{1}} x^{k_{1}}+S_{k_{1}} x^{k_{1}}$. In this case, the bytewise shifts improve the implementation in the following cases:
- for the extraction of $R_{k_{1}} x^{k_{1}}$ from $R$ when $d_{\text {ext }}-k_{1}$ is a multiple of eight,
- for the extraction of $S_{\mathrm{k}_{1}} x^{k_{1}}$ from $R$ when $2 \mathrm{~d}_{\mathrm{ext}}-2 \mathrm{k}_{1}$ is a multiple of eight,
- to obtain $S_{k_{1}} x^{d_{\text {ext }}}-\mathrm{k}_{1}$ from $\mathrm{S}_{\mathrm{k}_{1}} \mathrm{X}^{\mathrm{k}_{1}}$ when $\mathrm{d}_{\mathrm{ext}}-2 \mathrm{k}_{1}$ is a multiple of eight,
- for the division by $x^{k_{1}}$ when $k_{1}$ is a multiple of eight.

Note that the previous shifts can be completely removed when the value is a multiple of the register size. In this case, a shift corresponds to a choice of register. When $R$ is a square, we use similar optimizations by removing useless shifts ( i.e. whose result is necessarily zero due to the square structure, as in [131, Algorithm 2]). A shift by one bit using PSLLQ(respectively PSRL贝does not require a complementary shift if and only if the highest (respectively lowest) bit of each block is null. In this case, we improve the shifts by $8 k+j$ bits for $j=1$ or $j=7$ (since $8 k+7=8(k+1)-1$ ).

Results. We have implemented the shift-and-add method for trinomials with diffent SIMD instruction sets. SSSE3 is used to improve the implementation with the PALIG Ninstruction. We have also implemented the shift-and-add method for pentanomials, but it is vectorized only for $d_{\text {ext }} \in\{184,312,448,544\}$, because they are the parameters of $G$ uiand DuaM odeM S 256 . The method used is described in Section 9.2.4. For the design of hFebased schemes, we choose $d_{\text {ext }}$ such that there exists an irreducible trinomial of degree $d_{\text {ext }}$ (Section 7.4.10).

The performance of the modular reduction depends on the context. In Table 9.5, we reduce products from a small array, then we measure the cost of one modular reduction on average. Here (including Tables $9.5,9.6,9.7,9.8$ and 9.11 ), we do not exploit the values of $d_{\text {ext }}$ and $k_{1}$ (as explained above) to improve the implementation. This allows to have comparable measurements in function of $\frac{d_{\text {ext }}}{64}$. In practice, they are used (for example, the SSSE3 modular reduction for $\quad d_{\text {ext }}=177$ and $\mathrm{k}_{1}=8$ takes 8.7 cycles on Skylake with these optimizations). The SSSE3 version is two times faster than without vector instructions because SSE2 permits to perform two 64-bit instructions in one instruction. On Skylake, the AVX2 implementation is slightly faster than the SSSE3 version, probably because the AV X2 is faster to load and store data.

| $\left(\mathrm{d}_{\text {ext }}, \mathrm{k}_{1}\right)$ | Skylake |  |  | Haswell |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | no SIMD | SSSE3 | AVX2 | no SIMD | SSSE3 | AVX2 |
| $(62,29)$ | $\mathbf{6 . 6}$ | $\mathbf{6 . 6}$ | $\times$ | $\mathbf{5 . 3}$ | $\mathbf{5 . 3}$ | $\times$ |
| $(126,21)$ | 10.0 | $\mathbf{7 . 1}$ | $\times$ | 10.6 | $\mathbf{6 . 9}$ | $\times$ |
| $(186,11)$ | 14.5 | $\mathbf{1 0 . 5}$ | 10.7 | 14.8 | $\mathbf{1 0 . 4}$ | 11.1 |
| $(252,15)$ | 18.4 | 11.1 | $\mathbf{1 0 . 4}$ | 18.8 | $\mathbf{1 0 . 8}$ | 11.5 |
| $(314,15)$ | 23.9 | $\mathbf{1 4 . 9}$ | $\times$ | 23.5 | $\mathbf{1 3 . 7}$ | $\times$ |
| $(366,29)$ | 28.6 | $\mathbf{1 5 . 0}$ | $\times$ | 28.3 | $\mathbf{1 3 . 9}$ | $\times$ |
| $(425,12)$ | 33.5 | $\mathbf{1 8 . 4}$ | $\times$ | 32.5 | $\mathbf{1 8 . 0}$ | $\times$ |
| $(506,23)$ | 37.9 | 19.2 | $\mathbf{1 7 . 5}$ | 36.9 | $\mathbf{1 8 . 1}$ | 20.7 |
| $(574,13)$ | 40.6 | $\mathbf{2 4 . 0}$ | $\times$ | $\mathbf{3 8 . 3}$ | $\mathbf{2 3 . 5}$ | $\times$ |

Table 9.5: Number of cycles to compute the modular reduction of an element of $\mathbb{F}_{2}[x]$ of degree $2 d_{\text {ext }}-2$ by $x^{d_{\text {ext }}}+x^{k_{1}}+1$, with $M Q$ soft We use a Skylake processor (LaptopS) then a Haswell processor (ServerH).

In Table 9.6, the modular reduction is also measured when it is used with multiplication in $\mathbb{F}_{2}[x]$. The performance of multiplication in $\mathbb{F}_{2^{\text {dext }}}$ depends on the context. For this reason, we measure it in two ways:

- L eft value: we measure the cost of one field multiplication on average during the computation of the naive exponentiation function ( $x^{i}$ is computed as $x^{i-1} \cdot x$ ). Each result depends on the previous result, and the data are already loaded.
- Right value: we measure the cost of one field multiplication on average to compute the multiplication of elements of two arrays. The data are independent but each multiplication requires loading input and storing output.

| $\left(\mathrm{d}_{\text {ext }}, \mathrm{k}_{1}\right)$ | Skylake |  |  |  | Haswell |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SSSE3 |  | AVX2 |  | SSSE3 |  | AVX2 |  |  |
|  | exp. | array | exp. | array | exp. | array | exp. | array |  |
| $(12,29)$ | $\mathbf{1 7 . 4}$ | $\mathbf{9 . 3}$ | $\times$ | $\times$ | $\mathbf{1 7 . 0}$ | $\mathbf{8 . 9}$ | $\times$ | $\times$ |  |
| $(126,21)$ | $\mathbf{2 6 . 4}$ | $\mathbf{1 5 . 2}$ | $\times$ | $\times$ | $\mathbf{2 7 . 1}$ | $\mathbf{2 2 . 2}$ | $\times$ | $\times$ |  |
| $(186,11)$ | $\mathbf{3 2 . 1}$ | $\mathbf{2 4 . 5}$ | 44.3 | 25.3 | $\mathbf{3 2 . 7}$ | $\mathbf{3 0 . 4}$ | 47.7 | 33.7 |  |
| $(252,15)$ | $\mathbf{3 9 . 8}$ | $\mathbf{3 4 . 7}$ | 52.4 | 37.0 | $\mathbf{4 4 . 8}$ | $\mathbf{5 5 . 4}$ | 59.8 | 74.3 |  |
| $(314,15)$ | $\mathbf{5 4 . 0}$ | $\mathbf{5 0 . 2}$ | $\times$ | $\times$ | $\mathbf{5 3 . 0}$ | $\mathbf{5 5 . 6}$ | $\times$ | $\times$ |  |
| $(366,29)$ | $\mathbf{6 6 . 3}$ | $\mathbf{6 3 . 8}$ | $\times$ | $\times$ | $\mathbf{6 8 . 2}$ | $\mathbf{7 2 . 4}$ | $\times$ | $\times$ |  |
| $(425,12)$ | $\mathbf{7 8 . 4}$ | $\mathbf{7 9 . 9}$ | $\times$ | $\times$ | $\mathbf{8 5 . 2}$ | $\mathbf{8 9 . 1}$ | $\times$ | $\times$ |  |
| $(506,23)$ | $\mathbf{8 4 . 7}$ | $\mathbf{8 7 . 4}$ | 95.5 | 90.1 | $\mathbf{9 4 . 9}$ | $\mathbf{1 1 1 . 1}$ | 109.0 | 112.5 |  |
| $(574,13)$ | $\mathbf{1 1 2 . 2}$ | $\mathbf{1 1 8 . 3}$ | $\times$ | $\times$ | $\mathbf{1 2 7 . 2}$ | $\mathbf{1 4 0 . 9}$ | $\times$ | $\times$ |  |

Table 9.6: Number of cycles to compute the multiplication in $\quad \mathbb{F}_{2^{d} \text { ext }}$ in function of the modular reduction, with M Q soft We use a Skylake processor (LaptopS) then a Haswell processor (ServerH).

We remark that for $\frac{d_{\text {ort }}}{64}$ less or equal to 6 , the multiplication on independent data is faster on Skylake. It is probably due to the latency of the PCLM ULQ Dirastruction. The field multiplication with modular reduction using SSE2 is the fastest, because the PC LM U LQ Dirstruction requires using 128 -bit registers. When SSE2 is used with AV X2, the implementation pays a penalty. But this problem should be solved with the VPC LM ULQ ingtruction on Ice Lake processors (Section 6.1.3).

| $\left(\mathrm{d}_{\text {ext }}, \mathrm{k}_{1}\right)$ | PS SH FB |  | VP SH F FB |  | PC LM U LQ D Q |  | PC LM U LQ DAQV X2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | multi-sqr | array | multi-sqr | array | multi-sqr | array | multi-sqr | array |
| $(62,29)$ | $\mathbf{1 4 . 1}$ | 8.8 | $\times$ | $\times$ | 17.4 | $\mathbf{8 . 0}$ | $\times$ | $\times$ |
| $(126,21)$ | $\mathbf{1 8 . 5}$ | 12.1 | $\times$ | $\times$ | 21.3 | $\mathbf{1 0 . 5}$ | $\times$ | $\times$ |
| $(186,11)$ | 21.8 | 17.4 | 32.5 | 19.1 | $\mathbf{2 1 . 1}$ | $\mathbf{1 4 . 4}$ | 35.0 | 15.6 |
| $(252,15)$ | 25.2 | 19.9 | 30.6 | 17.0 | $\mathbf{2 2 . 3}$ | $\mathbf{1 5 . 5}$ | 37.1 | 16.4 |
| $(314,15)$ | 28.1 | 25.5 | $\times$ | $\times$ | $\mathbf{2 5 . 9}$ | $\mathbf{2 1 . 1}$ | $\times$ | $\times$ |
| $(366,29)$ | 30.6 | 26.9 | $\times$ | $\times$ | $\mathbf{2 6 . 9}$ | $\mathbf{2 0 . 4}$ | $\times$ | $\times$ |
| $(425,12)$ | 35.3 | 33.6 | $\times$ | $\times$ | $\mathbf{2 7 . 0}$ | $\mathbf{2 4 . 3}$ | $\times$ | $\times$ |
| $(506,23)$ | 37.7 | 37.7 | 36.5 | 27.6 | $\mathbf{2 8 . 1}$ | $\mathbf{2 4 . 2}$ | 40.4 | 29.5 |
| $(574,13)$ | 43.4 | 43.2 | $\times$ | $\times$ | $\mathbf{2 9 . 8}$ | $\mathbf{3 1 . 0}$ | $\times$ | $\times$ |

Table 9.7: Number of cycles to compute the squaring in $\quad \mathbb{F}_{2^{\text {dext }}}$ in function of the enabled instructions, with M Q soft We use a Skylake processor (LaptopS).

| $\left(\mathrm{d}_{\text {ext }}, \mathrm{k}_{1}\right)$ | PS H F FB |  | VP S H FB |  | PC LM U LQ D Q |  | PC LM U LQ DAQ X2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | multi-sqr | array | multi-sqr | array | multi-sqr | array | multi-sqr |  |
| array |  |  |  |  |  |  |  |  |
| $(62,29)$ | $\mathbf{1 3 . 0}$ | $\mathbf{8 . 1}$ | $\times$ | $\times$ | 17.0 | 8.5 | $\times$ | $\times$ |
| $(126,21)$ | $\mathbf{1 6 . 5}$ | $\mathbf{1 1 . 5}$ | $\times$ | $\times$ | 21.0 | 12.5 | $\times$ | $\times$ |
| $(186,11)$ | $\mathbf{1 9 . 8}$ | $\mathbf{1 6 . 6}$ | 34.1 | 18.2 | 22.9 | 18.0 | 35.5 | 17.5 |
| $(252,15)$ | $\mathbf{2 0 . 4}$ | 18.1 | 29.9 | $\mathbf{1 7 . 3}$ | 25.4 | 19.9 | 38.3 | 19.9 |
| $(314,15)$ | $\mathbf{2 3 . 9}$ | $\mathbf{2 4 . 5}$ | $\times$ | $\times$ | 28.7 | 27.3 | $\times$ | $\times$ |
| $(366,29)$ | $\mathbf{2 7 . 7}$ | $\mathbf{2 6 . 0}$ | $\times$ | $\times$ | 30.4 | 29.2 | $\times$ | $\times$ |
| $(425,12)$ | $\mathbf{3 2 . 9}$ | $\mathbf{3 2 . 3}$ | $\times$ | $\times$ | 35.1 | 35.4 | $\times$ | $\times$ |
| $(506,23)$ | 36.0 | 38.0 | $\mathbf{3 4 . 4}$ | $\mathbf{2 8 . 1}$ | 37.8 | 37.2 | 44.0 | 36.7 |
| $(574,13)$ | $\mathbf{4 0 . 1}$ | $\mathbf{4 1 . 8}$ | $\times$ | $\times$ | 43.1 | 43.6 | $\times$ | $\times$ |

Table 9.8: Number of cycles to compute the squaring in $\quad \mathbb{F}_{2^{\text {dext }}}$ in function of the enabled instructions, with MQ soft We use a Haswell processor (ServerH).

In Tables 9.7 and 9.8 , the modular reduction is measured when it is used with squaring in $\mathbb{F}_{2}[x]$. As for the multiplication in $\mathbb{F}_{2^{d} \text { ext }}$, the performance of squaring depends on the context. For this reason, we measure it in two ways:

- Left value: we measure the cost of one field squaring on average during the raising of an element of $\mathbb{F}_{2^{d} \text { ext }}$ to the power of $2^{i}\left(x^{2^{i}}\right.$ is computed as $\left.\left(x^{2^{i-1}}\right)^{2}\right)$. Each result depends on the previous result, and the data are al ready loaded.
- Right value: we measure the cost of one field squaring on average to compute the squaring of elements of one array. The data are independent but each squaring requires loading input and storing output.

Table 9.7 shows the performance of squaring in $\mathbb{F}_{2^{d} \mathrm{ext}}$ on Skylake. The squaring using PCLM ULQDQ is the most effient. For the same reasons that for the multiplication in $\quad \mathbb{F}_{2^{d} \mathrm{ext}}$, the best modular squaring is the one using only SSE2 modular reduction. This is the default setting in MQ soft On Haswell (Table 9.8), the squaring using PSHUFis the most effient, and could be improved with the AVX2 instruction set.

Advanced results. Now, we exploit the values of $d_{\text {ext }}$ and $k_{1}$ to improve the implementation. In Table 9.9, we present some results, comparing several kinds of optimization. In particular, we highlight the improvements due to the square structure ( $d_{\text {ext }}=7 \bmod 8$ or $\left.k_{1}= \pm 1 \bmod 8\right)$.

| $\left(d_{\text {ext }}, \mathrm{k}_{1}\right)$ | remsar | square PSHUFB |  | square PCLM ULQ DQinv ITM IA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | array | multi-sqr | array | multi-sqr | array | array |
| $(172,1)$ | 8.3 | 16.5 | 13.4 | 17.6 | 10.7 | $3290{ }^{(1)}$ |
| $(172,7)$ | 10.5 | 21.8 | 17.5 | 21.1 | 14.5 | $4160^{(1)}$ |
| $(174,13)$ | 10.7 | 21.9 | 17.5 | 21.1 | 14.5 | 2120 |
| $(174,57)$ | 9.9 | 21.2 | 15.5 | 21.8 | 13.3 | 2110 |
| $(175,6)$ | 9.3 | 18.9 | 15.5 | 18.8 | 12.8 | 2031 |
| $(175,16)$ | 7.7 | 16.9 | 12.5 | 16.5 | 9.7 | 1890 |
| $(177,8)$ | 8.7 | 19.3 | 14.1 | 19.7 | 11.7 | 1930 |
| $(239,36)$ | 9.9 | 22.3 | 18.2 | 20.7 | 13.9 | $5540^{(1)}$ |
| $(265,42)$ | 16.0 | 28.4 | 25.8 | 26.1 | 21.3 | 3610 |
| $(265,127)$ | 12.8 | 26.0 | 22.1 | 22.1 | 16.9 | 3440 |
| $(266,47)$ | 16.0 | 28.4 | 25.8 | 26.1 | 21.6 | 3720 |
| $(354,99)$ | 15.1 | 31.1 | 26.3 | 27.3 | 20.3 | 5088 |
| $(358,57)$ | 13.9 | 30.6 | 24.6 | 25.3 | 18.3 | 5230 |
| $(402,171)$ | 20.5 | 36.0 | 34.5 | 28.5 | 25.7 | 6470 |
| $(409,87)$ | 18.6 | 34.2 | 30.6 | 24.7 | 23.4 | $11300^{(1)}$ |

(1) ITM IA without multi-squaring tables ( cf. Sections 9.2.5 and 9.2.6).

Table 9.9: Number of cycles to compute the modular reduction of a square, the squaring in $\mathbb{F}_{2^{d} \text { ext }}$ and the inverse in $\mathbb{F}_{2^{d} \text { ext }}^{\times}$, in function of $d_{\text {ext }}$ and $\mathrm{k}_{1}$, with MQ soft We use a Skylake processor (LaptopS). Here, the AVX2 instruction set is used only for the multi-squaring tables. The bold values allow a speed-up due to the division by $x^{d_{\text {ext }}}$ or the multiplication by $x^{k_{1}}$.

The modular reduction of a square is important for multi-squaring algorithm. The latter is the main algorithm where the products cannot be accumulated in $\quad \mathbb{F}_{2}[x]$, justifying the importance of improving the modular reduction. In Table 9.9, we obtain that several irreducible trinomials are very effient. Using $x^{172}+x+1$ is naturally a bit faster since $S_{k_{1}}=0$, but for squares, the computation of $R_{k_{1}} \mathrm{k}^{k_{1}}$ is just a left shift by one bit (without 8-bit alignments), because $d_{\text {ext }}$ is
even. Using $x^{175}+x^{16}+1$ is naturally faster since $k_{1}=0 \bmod 8$, and the property $d_{\text {ext }}=7 \bmod 8$ improves the division by $x^{d_{\text {ext }}}$ for squares. We also note that our strategy has applications for elliptic curves [30]. A rithmetic for $d_{\text {ext }}=239$ can be improved independently of $k_{1}$, since $d_{\text {ext }}=7$ mod 8 . For $d_{\text {ext }}=409$, the choice of $k_{1}=87$ allows a speed-up since $d_{\text {ext }}$ is odd and $k_{1}=7 \bmod 8$. We emphasize that all functions measured in this section are implemented in constant-time.

### 9.2.4 Modular Reduction by Pentanomials over $\quad \mathbb{F}_{2}$

Similarly to tringmials (Section 9.2.3), we start by optimizing the computation of (5.10). We compute $R_{k_{1}}+{ }_{j=1}^{-1} R_{k_{j}} x^{k_{j}}$ as $R_{k_{1}} \cdot f-x^{d_{\text {ext }}} \bmod x^{d_{\text {ext }}}$. For $k_{-1} \leqslant \frac{d_{\text {ext }}}{2}$, we can write $R$ as:

$$
R=R_{0}+S_{k_{1}} x^{d_{e x t}-k_{1}}+R_{k_{1}}+S_{k_{1}}+X_{j=2}^{X^{-1}} S_{k_{j}} \cdot f-x^{d_{e x t}} \bmod x^{d_{e x t}} \bmod f .
$$

The product $R_{k_{1}}+S_{k_{1}}+{ }_{j=2}^{-1} S_{k_{j}} \cdot f-x^{d_{\text {ext }}}$ can be computed with the same methods that for trinomials: directly with several calls to the PCLM ULQ Dirstruction, or else with the shift-and-add strategy. From now, we consider $\quad=4$, i.e. pentanomials. Our library uses the shift-and-add strategy which has the advantage to be portable since it does not require PCLMULQDQ

Optimization for specific values of $\quad d_{\text {ext }}$ and $k_{1}, k_{2}, k_{3}$. As for trinomials, we study diffrent choices of pentanomials. Firstly, we always choose $k_{3}$ such that the modular reduction requires two steps (Section 5.3.3). The part greater or equal to $x^{d_{\text {ext }}}$ during the first step of reduction has to be reduced during the second step. This part is $S_{k_{1}}+S_{k_{2}}+S_{k_{3}}$. Naturally, when we compute the highest terms strictly less than $\quad x^{d_{\text {ext }}}$, we compute the lowest terms of $R_{k_{1}}+S_{k_{1}}+S_{k_{2}}+S_{k_{3}}$ (because we extract $R_{0}$ and $R_{k_{1}}$ by keeping useless bits on the last 128 -bit block to be faster). In fact, we compute exactly $\quad\left(R_{k_{1}}+S_{k_{1}}+S_{k_{2}}+S_{k_{3}}\right) \bmod x^{128 \cdot\left\lceil\frac{d_{\text {ext }}}{128}\right\rceil-d_{\text {ext }}} \cdot x^{d_{\text {ext }}}$ if $d_{\text {ext }}=0 \bmod 8$. So, we can save some instructions when $k_{3}-1 \leqslant 128 \cdot \frac{d_{\text {ext }}}{128}-d_{e_{\text {ext }}}$. The extraction of the last block of $R_{k_{1}}$ followed by a multiplication by $f_{5}-x^{d_{\text {ext }}}$ generates $R_{k_{1}}+S_{k_{1}}+S_{k_{2}}+S_{k_{3}}$ in the first block of $R_{k_{1}}$, then we conclude the first step by extracting the remaining blocks of $\quad R_{k_{1}}$ (which was transformed into $\mathrm{R}_{\mathrm{k}_{1}}+\mathrm{S}_{\mathrm{k}_{1}}+\mathrm{S}_{\mathrm{k}_{2}}+\mathrm{S}_{\mathrm{k}_{3}}$ ). The technique of updating R during the modular reduction is classical (A lgorithm 16). Secondly, the authors of [30] noted that the multiplication by $f_{5}-x^{d_{\text {ext }}}$ can be optimized. By computing one time the operand ( $\mathrm{R}_{\mathrm{k}_{1}}+\mathrm{S}_{\mathrm{k}_{1}}+\mathrm{S}_{\mathrm{k}_{2}}+\mathrm{S}_{\mathrm{k}_{3}}$ here) multiplied by $x^{64}$, we can avoid repeating an operation of alignment for each of three shifts. We note that the use of bytewise shifts does not require this alignment. Then, we remark that the alignment to 64 bits can be replaced by an alignment to $t$ bits (respectively to $128-\mathrm{t}$ bits) for $\mathrm{t} \in 16,32,64\}$, thanks to shifts by block of $t$ bits instead of 64 bits. This is possible when $k_{i} \neq 0$ mod 8 implies $\mathrm{k}_{\mathrm{i}} \in \llbracket 0, \mathrm{t} \rrbracket$ (respectively $\mathrm{k}_{\mathrm{i}} \in \llbracket 128-\mathrm{t}, 128 \rrbracket$ ) for $1 \leqslant \mathrm{i} \leqslant 3$ : the multiplication by $\mathrm{x}^{\mathrm{k}_{\mathrm{i}}}$ is coupled to the division of the aligned data by $x^{t-k_{i}}$ (respectively $x^{128-k_{i}}$ ), both using shifts by block of $t$ bits. In addition, this alignment is already computed if $\quad k_{3}=t$ (respectively $k_{1}=128-t$ ) or if $t=d_{\text {ext }} \bmod 128$ (respectively $t=-d_{\text {ext }} \bmod 128$ ). For the latter, the input provides only $R_{k_{1}} \cdot x^{d_{\text {ext }}}$, but the previous method allows to replace $\quad R_{k_{1}}$ by $R_{k_{1}}+S_{k_{1}}+S_{k_{2}}+S_{k_{3}}$ without any extra computation. Thirdly, multiplying by $f_{5}-x^{d_{\text {ext }}}=1+x^{k_{1}}+x^{k_{2}}+x^{k_{3}}$ can be accelerated when $k_{3}=k_{1}+k_{2}$. The authors of [4] remarked that $f_{5}-x^{d_{\text {ext }}}=\left(1+x^{k_{1}}\right)\left(1+x^{k_{2}}\right)$, which requires two multiplications (or shifts) instead of three. This method is not compatible with the previous one, except for $t= \pm d_{\text {ext }}$ mod 128 which saves only one alignment. Fourth, the methods used for trinomials can be adapted for pentanomials, by taking into account the previous techniques.

Selection of irreducible pentanomials.
the use of irreducible pentanomials, because

The parameters of G uiand DuaM odeM S 256 require $d_{\text {ext }}$ is a multiple of 8 . This constraint allows to speed up the extraction of $R_{k_{1}}$ from $R$ by using bytewise shifts ( PSRLD Qnd PALTG NRinstructions). We have chosen $x^{184}+x^{16}+x^{9}+x^{7}+1, x^{312}+x^{128}+x^{15}+x^{5}+1, x^{448}+x^{64}+x^{39}+x^{33}+1$ and $x^{544}+x^{128}+x^{3}+x+1$. For $d_{e x t}=184$, we choose $k_{3}=16$ because it is a multiple of 8 . This permits to improve the multiplication by $\quad x^{16}$ by using bytewise shifts ( PSLLD Qand PALTGNR instructions). M oreover, we save two alignments (since $\mathrm{k}_{2} \leqslant 16$ ) thanks to shifts by block of 16 bits. For $d_{\text {ext }}=312$ and $d_{\text {ext }}=544$, we choose $k_{3}=128$. This improves the multiplication by $x^{128}$, which does not require shifts when the data are stored on 64 -bit or 128 -bit registers. For $d_{\text {ext }}=544$, the input provides $R_{k_{1}} \cdot x^{32}$, which is used for saving two alignments (since $k_{2} \leqslant 32$ ) thanks to shifts by block of 32 bits. For $d_{\text {ext }}=448$, we choose $k_{3}=64$ because $d_{\text {ext }}$ is a multiple of 64. The multiplication of $R_{k_{1}}$ by $x^{64}$ is already available in the input. Once that $S_{k_{1}}+S_{k_{2}}+S_{k_{3}}$ is added, we obtain the multiplication by $x^{k_{3}}=x^{64}$, which saves two alignments.

Results. In Table 9.10, we summarize the results for $d_{\text {ext }} \in\{184,312,448,544\}$, and we compare them to the modular reduction by trinomials for similar sizes (without specific optimizations depending on $d_{\text {ext }}$ or $k_{1}$ ). We also propose implementations of the strategy using $k_{3}=k_{1}+k_{2}$. B oth methods seem to have the same effiency, and are approximately $23 \%$ slower than by using trinomials. For $d_{\text {ext }}=184$, the use of $k_{3}=16$ for saving two alignments is as effient as $k_{3}=k_{1}+k_{2}$.

| $\left(\mathrm{d}_{\text {ext }}, \mathrm{k}_{3}, \mathrm{k}_{2}, \mathrm{k}_{1}\right)$ | SSSE3 | SSSE3 | $\left(\mathrm{d}_{\text {ext }}, \mathrm{k}_{1}\right)$ |
| :---: | :---: | :---: | :---: |
| $(\mathbf{1 8 4}, \mathbf{1 6}, 9,7)$ | 13.9 | 10.5 | $(\mathbf{1 8 6}, \mathbf{1 1})$ |
| $(\mathbf{1 8 4}, \mathbf{1 6}, 9,7)$ | 13.9 |  |  |
| $(\mathbf{3 1 2}, \mathbf{1 2}, 9,3)$ | 18.6 | $\mathbf{1 4 . 9}$ | $(314,15)$ |
| $(\mathbf{3 1 2}, \mathbf{1 2 8}, 15,5)$ | 18.8 |  |  |
| $(\mathbf{4 4 8}, \mathbf{6 4}, \mathbf{3 9}, 33)$ | 22.7 | 18.4 | $(425,12)$ |
| $(\mathbf{5 4 4}, \mathbf{1 2 8}, 3,1)$ | 27.5 | 24.0 | $(574,13)$ |

Table 9.10: Number of cycles to compute the modular reduction of an element of $\mathbb{F}_{2}[x]$ of degree $2 d_{\text {ext }}-2$ by $x^{d_{e x t}}+x^{k_{3}}+x^{k_{2}}+x^{k_{1}}+1$ or $x^{d_{e x t}}+x^{k_{1}}+1$, with M Q softand the SSSE3 instruction set. We use a Skylake processor (LaptopS). The bold values allow a speed-up due to the division by $x^{d_{\text {ext }}}$ or the multiplication by $x^{k_{3}}$. We also exploit ( $\left.\left.d_{\text {ext }} \bmod 128\right) \in 32,64\right\}$.

### 9.2.5 Multi-Squaring in $\quad \mathbb{F}_{2^{\text {dext }}}$

The multi-squaring [159] is an operation computing successively several squarings. This operation is important to compute the inverse in $\mathbb{F}_{2^{d}{ }^{\times} \times \text {ext }}$ (in Section 9.2.6), as well as the Frobenius map based on multi-squaring or on modular composition (Section 5.4.5). These algorithms require computing $B^{2^{k^{\prime}}}$, for $B \in \mathbb{F}_{2^{d}{ }_{\text {ext }}}$ and various values of $k^{\prime}$. This is exactly a computation of Frobenius map, where $H=f$ is the degree- $d_{\text {ext }}$ field polynomial defining $\mathbb{F}_{2^{d}{ }^{\text {ext }}}$. For small values of $k^{\prime}$, the best way is to raise $B$ to the power of two $k^{\prime}$ times (as in Table 9.7). For larger values of $k^{\prime}$, the best method is to use Algorithm 22 with $k=k^{\prime}$ and with precomputed multi-squaring
 then $B 2^{2^{k^{\prime}}}=P \underset{j=0}{d_{\text {ext }}-1} b_{j} \alpha^{j 2^{k^{\prime}}} \bmod f$. The idea of multi-squaring tables is to store $\alpha^{j 2^{k^{\prime}}} \bmod f$ for
$0 \leqslant j \leqslant d_{\text {ext }}-1$. Then, multi-squaring is equivalent to the dot product of the vectors $\quad\left(b_{0}, \ldots, b_{d_{\text {ext }}-1}\right)$ and $1, \alpha^{2^{k^{\prime}}} \bmod f, \ldots, \alpha^{\left(d_{\text {ext }}-1\right) 2^{k^{\prime}}} \bmod f$. The table requires storing $d_{\text {ext }}-1$ elements in $\mathbb{F}_{2^{d_{\text {ext }}}}(1$ is not formally stored), and the multi-squaring requires $d_{\text {ext }}-1$ multiplications between elements of $\mathbb{F}_{2}$ and $\mathbb{F}_{2^{\mathrm{d} e x t}}$, and $d_{\text {ext }}-1$ additions in $\mathbb{F}_{2^{d_{\text {ext }}}}$. In a variable-time implementation, the multiplication by $b_{j}$ can be done by a conditional statement. In a constant-time implementation, the value of $b$ is duplicated in the mask variable to replace the multiplication by a bitwise andwith this mask.

In a variable-time implementation, the performance can be improved with larger tables [118]. Instead of computing $b_{j} \alpha^{j 2^{k^{\prime}}} \bmod f_{p}$ coeffient by coeffient, the coeffients can be grouped by block of $b$, and the $2^{b}$ possibilities of $P_{\substack{b-1 \\ j=0}} b_{i b+j} \alpha^{(i b+j) 2^{k^{\prime}}}$ can be precomputed for $0 \leqslant i \leqslant \frac{d_{\text {att }}}{b}-1$. This method cannot be used in a constant-time implementation because of the timing attack on the memory latency (Section 4.7). It permits to attack the index of the lookup table. M oreover, the classical countermeasure (Section 6.3.3) makes this strategy exponentially slower in b, since each element of the $2^{\text {b }}$-element table has to be used. So, we use a constant-time implementation of multi-squaring without larger tables. Note that this choice is diffrent from setting $b=1$, since the latter requires storing $d_{\text {ext }}$ extra null field elements.

### 9.2.6 M odular Inverse in $\quad \mathbb{F}_{2^{d} \mathrm{ext}}^{\times}$

The computation of the inverse in $\mathbb{F}_{2^{d}{ }^{\times} \text {ext }}$ is often required for the arithmetic in $\mathbb{F}_{2^{d e x t}}[X]$. In our case, it is required to compute the GCD (Algorithm 18) and the split root finding (Section 5.4.7). To compute the modular inverse of $A \in \mathbb{F}_{2^{d} \text { ext }}^{\times}$, there are mainly two methods (Section 5.4.2). The first is to use the constant-time extended Euclid-Stevin algorithm [19]. We have coded a first version of this algorithm (optimized for $\mathbb{F}_{2}$ ), but the latter seems naturally slow. Maybe an implementation of the fast version could be better. The second is to compute $\quad A^{-1}=A^{2^{d e x t}-2}$ by Fermat's little theorem. The exponentiation can be done with the square-and-multiply method (Algorithm 14), costing $d_{\text {ext }}-1$ squarings and $d_{\text {ext }}-2$ multiplications in $\mathbb{F}_{2^{d} \text { ext }}$. The Itoh-Tsujii Multiplicative Inversion Algorithm ( ITM IA) [108] permits to modify the way to compute the power with an addition chain. It requires $d_{\text {ext }}-1$ squarings and only $0 \log _{2}\left(d_{\text {ext }}\right)$ multiplications in $\mathbb{F}_{2^{d} \text { ext }}$. The number of multiplications depends on the length of the chosen addition chains.

```
Algorithm 36 ITM IA for a specific addition chain.
    function Inverse \(A \in \mathbb{F}_{2^{d} \text { ext }}^{\times}\)
        \(\mathrm{m} \leftarrow 1 \quad\). Case \(\mathrm{i}=\left\lfloor\log _{2}\left(\mathrm{~d}_{\mathrm{ext}}-1\right)\right\rfloor\).
        \(A_{K} \leftarrow A\)
        for \(i\) from \(\left\lfloor\log _{2}\left(d_{\text {ext }}-1\right)\right\rfloor-1\) to 0 by -1 do
            \(\mathrm{Q} \leftarrow \mathrm{A}_{\mathrm{k}}^{2^{m}}\)
            \(\mathrm{A}_{K} \leftarrow \mathrm{Q} \times \mathrm{A}_{K}\)
            \(\mathrm{m} \leftarrow \frac{\mathrm{d}_{\text {ext }}-1}{2 t}\)
            if \(m \bmod 2=1\) then
                    \(A_{k} \leftarrow A_{K}^{2} \times A\)
            end if
        end for
        return \(A_{k}^{2}\)
        .m \(=d_{\text {ext }}-1\) and so \(A_{K}=A_{2^{d_{\text {ext }}-1}-1}\).
        . \(A^{2^{d e x t}-2}=A^{-1}\).
    end function
```

IIM IA is described in Algorithm 36 for a specific addition chain which consists in reading the bits of $d_{\text {ext }}-1$ from left to right. It requires computing $m$ successive squarings. The multi-squaring can be computed more quickly with lookup tables (Section 9.2.5).

A lgorithm 36 is useful because it automatically proposes an addition chain for all values of $d_{\text {ext }}$, but it is not always optimal. The choice of the best addition chain is not easy, because it depends on the performance of multiplication, squaring and multi-squaring. M oreover, there is a large set of addition chains. This problem is studied in [118], which proposes a software generating an effient C++inversion code. This software searches the addition chain which maximizes the performance of the generated code. However, the generator does not propose implementations of multi-squaring tables in constant-time. For the moment, $M Q$ softuses Algorithm 36 , but we propose in A ppendix C examples of addition chains chosen to minimize the number of field multiplications. We have improved A Igorithm 36 with multi-squaring tables to compute the variable $\quad \mathrm{Q}$ when i is zero or one. Because multi-squaring tables are huge, we use them only for the parameters of certain schemes as Gem SSD uaM odeM sind Guiand for the values of $d_{\text {ext }}$ used to evaluate the performance of MQ soft The corresponding file in MQ soft requires 4.5 MB . We could decrease the size. As for the FFT
 For one extra field multiplication, we only need the half of the table (which is used two times). Obviously, we could also use Horner's rule by block (Sections 5.4 .3 and 9.5.3).

### 9.2.7 Performance of the Arithmetic in $\quad \mathbb{F}_{2^{d_{\text {ext }}}}$

Table 9.11 compares the performance of arithmetic operations in our library with respect to several open source libraries (listed in Section 6.2.1). We choose the irreducible trinomial $f=x^{d_{\text {ext }}}+x^{k_{1}}+1$ with $\mathrm{k}_{1} \in \llbracket 2,31 \rrbracket$ to create the field $\mathbb{F}_{2^{d \text { ext }}}$. All operations use modular reduction. We have measured the performance of $F L \mathbb{N} T$, but the times are not relevant in our context. It turns out that for $d_{\text {ext }}=252$, N TLis 100 to 200 times faster than $F L \mathbb{N} T$. The main reason is that $\quad F L \mathbb{N} T$ does not have a special implementation for binary fields. We have used the type fq_nm odd which stores each element of $\mathbb{F}_{2^{d} \text { ext }}$ as a polynomial in $\mathbb{F}_{2}[x]$ where each coeffient is stored on one word (instead of one bit). M agm is also taken into account. The results are not significant because M agm is slowed down by its user interface. We remark that the squarings and multiplications of N TLare faster for $d_{\text {ext }}=126$ than for $d_{\text {ext }}=62$. It can probably be explained by the fact that $\quad$ TLDoes not use a trinomial for $d_{\text {ext }}=62$. Our implementation is 3.5 to 4.5 times faster than $\quad$ NTLfor multiplication and 5 to 6 times faster for squaring. We think that NTLis slowed down by its interface. For the inversion, the measurements are not comparable because NTLis not implemented in constant-time. However, we have a speed-up of two on average.

We now compare MQ soft to the constant-time arithmetic of [30], when trinomials are used to build $\mathbb{F}_{2^{d} \mathrm{dext}}($ Table 9.12$)$. In $\mathbb{F}_{2^{233}}$, they compute the squaring in 18 cycles and the multiplication in 38 cycles. We have approximately the same performance for $\quad d_{\text {ext }}=239: 13.9-20.7$ cycles for squaring and 34.7-39.8 cycles for multiplying (on LaptopS). M Q softis slower with dependencies but faster with arrays. We note that the processor of [30] is a Haswell, which penalizes the performance, but is $31 \%$ faster than this of LaptopS. In $\mathbb{F}_{2009}$, they compute the square in 28 cycles and the multiplication in 97 cycles. M Q soft is slightly faster, with $23.4-24.7$ cycles for squaring and 78.181.2 cycles for multiplying. For the inversion, [30] is approximately two times slower. Our library takes advantage of the use of multi-squaring tables. We replace $d_{\text {ext }}-1$ squarings by approximately $\frac{1}{4} \mathrm{~d}_{\text {ext }}$ squarings and two multi-squarings.

| $\left(d_{\text {ext }}, \mathrm{k}_{1}\right)$ | operation | M agm a | N TL | M Q soft(P C LM U LQ DHQAV X 2) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | dependencies | array |
| $(62,29)$ | squaring | 416 | 220 | 14.1 | 8.0 |
|  | mul | 444 | 231 | 17.4 | 9.3 |
|  | inverse | 13183 | 1868 | $\times$ | 1154 |
| $(126,21)$ | squaring | 440 | 105 | 18.5 | 10.5 |
|  | mul | 494 | 124 | 26.4 | 15.2 |
|  | inverse | 27353 | 3457 | $\times$ | 1509 |
| $(186,11)$ | squaring | 437 | 119 | 21.1 | 14.4 |
|  | mul | 529 | 144 | 32.1 | 24.5 |
|  | inverse | 40200 | 4918 | $\times$ | 2281 |
| $(252,15)$ | squaring | 455 | 128 | 22.3 | 15.5 |
|  | mul | 558 | 169 | 39.8 | 34.7 |
|  | inverse | 51720 | 7809 | $\times$ | 3166 |
| $(314,15)$ | squaring | 480 | 139 | 25.9 | 21.1 |
|  | mul | 629 | 211 | 54.0 | 50.2 |
|  | inverse | 66220 | 9515 | $\times$ | 4345 |
| $(366,29)$ | squaring | 490 | 150 | 26.9 | 20.4 |
|  | mul | 653 | 238 | 66.3 | 63.8 |
|  | inverse | 76704 | 11813 | $\times$ | 5352 |
| $(425,12)$ | squaring | 500 | 163 | 27.0 | 24.3 |
|  | mul | 714 | 286 | 78.4 | 79.9 |
|  | inverse | 94846 | 14974 | $\times$ | 6562 |
| $(506,23)$ | squaring | 510 | 174 | 28.1 | 24.2 |
|  | mul | 761 | 320 | 84.7 | 87.4 |
|  | inverse | 115681 | 18601 | $\times$ | 7778 |
| $(574,13)$ | squaring | 521 | 201 | 29.8 | 31.0 |
|  | mul | 922 | 579 | 112.2 | 118.3 |
|  | inverse | 129266 | 23185 | $\times$ | 11467 |

Table 9.11: Number of cycles by operation in $\mathbb{F}_{2^{d} \text { ext }}$. We use a Skylake processor (LaptopS).

| $\mathrm{d}_{\text {ext }}$ | implementation | squaring | multiplication | inversion |
| :---: | :---: | :---: | :---: | :---: |
| 233 | $[30]$ | 18 | 38 | 6074 |
| 239 | M Q soft | $13.9-20.7$ | $34.7-39.8$ | $<3166$ |
| 409 | $[30]$ | 28 | 97 | 15182 |
|  | M Q soft | $23.4-24.7$ | $78.1-81.2$ | 6470 |

Table 9.12: Number of cycles by operation in $\mathbb{F}_{2^{\mathrm{d} e x t}}$, for [30] (Haswell Core i7-4770 CPU at 3.4 GHz ) and M Q soft (LaptopS).

### 9.3 Effient Implementation of Root Finding over <br> $\mathbb{F}_{2^{d_{\text {ext }}}}$

The most expensive part of the signature generation is to find the roots of a hFEpolynomial $F \in \mathbb{F}_{2^{\text {dext }}}[X]$ as defined in Equation (2.6). $\quad F$ is a degree- $D$ monic polynomial which is sparse because it has approximately $\frac{1}{2} \log _{2}(D)^{2}$ non-zero coeffients. We have chosen to implement Berlekamp's algorithm [161, A Igorithm 14.15] which finds the roots with an asymptotic complexity of $0 d_{\text {ext }} D^{2}+\left(d_{\text {ext }}+\log (s)\right) s^{2} \log (s)$ operations in $\mathbb{F}_{2^{d}}$ ext , where $s$ is the number of roots of $F$ [161, Theorem 14.11 adapted for $r=s$ and $d=1$ ]. For HFEpolynomials, the factor $0 d_{e x t} D^{2}$ can be easily transformed into $0 d_{\text {ext }} D \log _{2}(D)^{2}+D^{2}$ operations in $\mathbb{F}_{2^{d} \text { ext }}$, by using the sparse structure of F during the classical Frobenius map (Section 5.4.5). We can also transform it into $0 \log _{2}\left(\mathrm{~d}_{\text {ext }}\right) \mathrm{D}^{2.085}+\mathrm{d}_{\text {ext }} \mathrm{D}$ operations in $\mathbb{F}_{2^{\text {d }} \text { ext }}$ by using the modular composition coupled to K aratsuba's polynomial multiplication algorithm. Moreover, the HFEpolynomial does not have many roots, so we can assume that $s$ is negligible, yielding a final complexity of $0 d_{\text {ext }} D \log _{2}(D)^{2}+D^{2}$ or $0 \log _{2}\left(d_{\text {ext }}\right) D^{2.085}+d_{\text {ext }} D$ operations in $\mathbb{F}_{2^{\text {dext }}}$.

For the general polynomials, the author of [138] proposed the successive resultant algorithm (SRA. It requires $0 d_{\text {ext }}^{3} D^{2}+d_{\text {ext }}^{4}$ operations in $\mathbb{F}_{2}$ to find roots. Fast $S R$ arequires $\mathscr{O} d_{\text {ext }}^{2} D+d_{\text {ext }}^{3}$ operations in $\mathbb{F}_{2}$ with fast arithmetic. The step in $0 d_{\text {ext }}^{4}$ (or $\& d_{\text {ext }}^{3}$ ) can be precomputed for a fixed finite field. In comparison to Berlekamp, SR Ais interesting only when the polynomial has many roots. In our case, H FEpolynomials do not have many roots (Table 2.1). In [100] and [61], the root finding is improved for split and separable polynomials, when the cardinality of the multiplicative group ( $2^{\mathrm{d}_{\mathrm{ext}}}-1$ here) is smooth.

Improving root finding for sparse polynomials is a hard task. In [28], the authors proposed the first sub-linear (in q) algorithm which detects the existence of roots for t-monomials over $\mathbb{F}_{q}$. Its complexity is $4^{t+0(1)} \mathrm{q}^{\frac{t-2}{t-1}+0(1)}$ bit operations. This method is not interesting for HFEpolynomial because it is not sparse enough and because in practice $d_{\text {ext }}$ is greater than the level of security. It costs approximately $4^{0(1)} 2^{d_{\text {ext }}+}+\left(d_{\text {ext }}\right) D^{\log _{2}(D)}$ bit operations in our case.

In this section, we study the performance of our implementation of Berlekamp's algorithm. For each operation required, we study diffrent strategies and compare their practical performance to choose the best, in function of security parameters. Since the version of M Q soft used in [84], we have obtained important speed-ups. The results described in this section have been updated. In particular, we introduce the use of modular composition to speed up the Frobenius map, and the GCD is implemented in constant-time via the Euclid-Stevin algorithm.

### 9.3.1 Polynomial Squaring over $\quad \mathbb{F}_{2^{\text {dext }}}$

The computations of Frobenius map (Section 5.4.5) and trace (Section 5.4.6) require computing repeated squarings in $\mathbb{F}_{2^{\text {dext }}}[X]$. As explained in Section 5.1.3, squaring is linear. For a $D$-coeffient polynomial, this operation requires D squarings in $\mathbb{F}_{2^{\text {dext }}}$. This fact is confirmed in practice (Table 9.13). For $d_{\text {ext }}=175$ and $k_{1}=16$, squaring in $\mathbb{F}_{2^{d} \text { ext }}$ requires approximately 9.7 cycles (Table 9.9). The cost of squaring in $\mathbb{F}_{2^{d} \operatorname{sex}}[\mathrm{X}]$ is approximately $9.7 \cdot \mathrm{D}$ cycles. For $\mathrm{D}=4097$, the performance is rather 19.4 - D cycles. It is due to the size of the input, which is greater than the L1 cache ( i.e. 32 KiB ). This generates cache misses (Section 6.1.2).

[^8]
### 9.3.2 Polynomial Multiplication over $\quad \mathbb{F}_{2^{d} \mathrm{ext}}$

Fast algorithms which are presented in Sections 5.1.4, 5.4.1, 5.4.3 and 5.4.5 require fast polynomial multiplications. As explained in Section 5.1.2, the main fast multiplication in binary fields is K aratsuba's method. In MQ soft, we propose effient implementations of the classical multiplication and K aratsuba's algorithm over $\mathbb{F}_{2^{\mathrm{d} e x t}}$.

Optimized implementation of Karatsuba's algorithm. Let `be the number of coeffients of the input polynomials. K aratsuba's multiplication algorithm is well-known when`is a power of two [161, Algorithm 8.1], and can be easily extended for all degrees (Section 5.1.2). We allocate an array before the first call to K aratsuba's algorithm to save a subquadratic number of memory allocations. Here, the order of recursive calls is important to minimize the required memory. For each call to K aratsuba's algorithm, we store the result of the first two recursive calls ( $P_{1}$ and $P_{2}$ ) in the original output. Then, the third recursive call requires storing its result ( $\left.\quad P_{3}\right)$, as well as the sum of the lower part and higher part of each input. We use the first half of this array for this. For the three recursive calls, we use the second half as a new array in the recursive call.

When ` is a power of two, an allocation of 4` coeffients for the array is enough. Else, we need to allocate some extra coeffients. Each recursive call requires one extra coeffient when the current number of coeffients is odd ( $\frac{\overline{2}}{=} \frac{\overline{2}}{2}+1$ ). Thus, we assume the worst case. We consider $=2^{30}-1$ as a reasonable maximum value, which corresponds to the case where all recursive calls have an odd number of coeffients. Each recursive call requires one extra coeffient to store both sums of half-inputs, as well as for the result. So we need three extra coeffients during a recursive call. For 30 recursive calls, we require allocating 90 coeffients. So, we upper bound the allocation size of the array by $4^{\prime}+90$. Of course, this bound can be adapted in function of the Hamming weight of ', and in function of the threshold where the classical multiplication is called instead of Karatsuba's algorithm. In our implementation, we use an inlined classical multiplication for polynomials having a degree strictly less than four.

## Minimizing the number of modular reductions.

suba's algorithm, we perform multiplications in we accumulate the results (as a dot product over

For the classical multiplication and K arat$\mathbb{F}_{2^{d} \mathrm{ext}}$ without the field modular reduction, and $\left.\mathbb{F}_{2^{d}{ }^{\text {ext }}}\right)$. Finally, each coeffient of the output contexts, we can also accumulate products in $\mathbb{F}_{2^{d} \text { ext }}[\mathrm{X}]$, and accumulate their coeffients in $\quad \mathbb{F}_{2^{d} \text { exte }}$ without the field modular reduction (as for a dot product over $\mathbb{F}_{2^{\text {doxe }}}[\mathrm{X}]$ ). This strategy doubles the cost of additions, as well as this of the memory allocation of coeffients for K aratsuba's algorithm. In return, we avoid a quadratic (or subquadratic) number of modular reductions, which accelerates the polynomial multiplication.

About multiplications of diffrent degree operands.
Sometimes, fast algorithms require multiplications of two polynomials having diffrent degrees (Section 5.4.1). To multiply A,B in $\mathbb{F}_{2^{\text {dext }}}[X]$ respectively of degree $d_{a}, d_{b}$ such that $d_{a} \geqslant d_{b}$, we just split $A$ into blocks of size $d_{b}+1$ in order to apply the multiplication of each block by B. In practice, it is slightly faster to compute the product of the last block with a recursive call, since the latter can have less than $d_{b}+1$ coeffients.

Results. We summarize in Table 9.13 the performance of the multiplication of two equal-degree polynomials. We recall that the cost of one multiplication in $\quad \mathbb{F}_{2}[x]$, for polynomials requiring three 64 -bit words, is approximately 15.5 cycles (Table 9.4). Our multiplications are very effient. The
classical multiplication costs approximately $15.5 \cdot \mathrm{D}^{2}$ cycles, whereas K aratsuba's multiplication algorithm costs approximately $15.5 \cdot 3 \mathrm{D}^{\log _{2}(3)}$. K aratsuba's algorithm is always faster than the classical multiplication. We use it to have an effient modular composition (Section 9.3.4). NTLis on average four times slower than MQ soft We have also tested the multiplication of M agm.aThe latter is on average three times slower than NTL

| $\mathrm{d}_{\text {ext }}$ | D | squaring |  | classical mul. |  | K aratsuba's mul. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | M Q soft | N TL | M Q soft | N TL | M Q soft | N TL |
| 175 | 17 | $\mathbf{0 . 0 0 0 1 7 9}$ | 0.00219 | 0.00564 | 0.0246 | $\mathbf{0 . 0 0 4 9 2}$ | 0.0209 |
|  | 129 | $\mathbf{0 . 0 0 1 3 1}$ | 0.0163 | 0.277 | 0.410 | $\mathbf{0 . 1 1 3}$ | 1.16 |
|  | 513 | $\mathbf{0 . 0 0 5 1 5}$ | 0.0691 | 4.34 | 19.8 | $\mathbf{0 . 9 8 9}$ | 3.60 |
|  | 4097 | $\mathbf{0 . 0 8 1 1}$ | 0.528 | 275 | 1170 | $\mathbf{2 5 . 9}$ | 87.2 |

Table 9.13: Number of megacycles to compute the multiplication of two D-coeffient polynomials over $\mathbb{F}_{2^{d} \mathrm{ext}}$. We use a Skylake processor (LaptopS).

### 9.3.3 Polynomial Euclidean Division over $\quad \mathbb{F}_{q^{d_{e x t}}}$ and Sparse Divisors

In this section, we generalize our results for $\mathbb{F}_{q^{d} \text { ext }}$ instead of $\mathbb{F}_{2^{d} \text { ext }}$. During the root finding al gorithm (Algorithm 25), the Frobenius map can be computed with $d_{\text {ext }} q$-exponentiations in $\mathbb{F}_{q^{d}{ }^{d_{e x t}}}[x] /(H)$ (Section 5.4.5). In characteristic two, this corresponds to $d_{\text {ext }} \log _{2}(q)$ modular squarings. A square has the property that all odd degree terms are null. We propose to exploit this property to speed up the modular reduction by H. M oreover, the HFEbased schemes require finding the roots of a H FEpolynomial. In this case, H is a H FEpolynomial, which is sparse. Here, we study how to exploit the structure of H , then we propose to modify it to improve the Euclidean division of a square by H . In this section, we assume that we want to perform the Euclidean division of a degree- $\mathrm{d}_{\mathrm{a}}$ polynomial A by a degree- $d_{h}$ polynomial $H$ over $\mathbb{F}_{q^{d}}$.ext . When $H$ is a $H F E$ polynomial, we call $D$ its degree. Except in A Igorithm 37 which introduces the classical way to perform a sparse modular reduction, the results are specialized in characteristic two. Here, we list the use of the modular reduction by a HFE polynomial during the signing process:

- during the Frobenius map (Section 5.4.5) using the classical repeated squaring algorithm,
- during the Frobenius map using the modular composition by a HFEpolynomial (Algorithm 21),
- during the generation of the multi-squaring table in Algorithm 22.

Classical Euclidean division by a sparse polynomial.
gorithm 16) is naturally faster when the divisor is sparse. Let

The classical Euclidean division (Alcoeffients of $H$. For a fixed $i$, each term of $H-h_{d_{h}} \cdot x^{d_{h}}$ is multiplied by $-q_{i}-d_{h} \cdot x^{i-d_{h}}$. Then, the result is added to R . When H is monic, one step of Algorithm 16 requires $\mathrm{K}-1$ field multiplications and additions. So, the total complexity is $\left(d_{a}-d_{h}+1\right)(K-1)$ field multiplications and additions, and the number of field modular reductions can go down to $d_{a}+1$ with the accumulator principle. When H is not monic, Algorithm 16 costs $d_{a}-d_{h}+1$ additional field multiplications and one inverse in $\mathbb{F}_{\mathrm{q}^{d} \text { ext }}^{\times}$. This additional cost can be avoided by precomputing $\quad \mathrm{h}_{\mathrm{d}_{\mathrm{h}}}^{-1} \cdot \mathrm{H}$.

During the signing process of HFEv -based schemes, we reduce a product or a square modulo H. So, we can consider $d_{a}=2 d_{h}-2$, implying a cost of $\left(d_{h}-1\right)(K-1)$ field multiplications and additions for each modular reduction.

```
Algorithm 37 Polynomial Euclidean division of A by a degree- D HFEpolynomial over \(\mathbb{F}_{q^{d} \text { ext }}\).
    function EuclideanDivRemHFE \(A \in \mathbb{F}_{q^{d}{ }^{d x t}}[x], H \in \mathbb{F}_{q^{d}{ }^{d} t}[x]^{*}\)
        \(\mathrm{C} \leftarrow\) LeadingCoeffient \((\mathrm{H})^{-1}\)
        \(\mathrm{Q} \leftarrow 0\)
        \(R \leftarrow A\)
        for \(k\) from \(d_{a}\) to \(D\) by -1 do
            \(q_{k-D} \leftarrow r_{k} \cdot c\)
            \(R \leftarrow R-q_{k-D} \cdot C \cdot x^{k-D} \quad\). Constant term of \(H\).
            for i from 0 to \(\left\lfloor\log _{q}(D)\right\rfloor 1\) do
                \(R \leftarrow R-q_{k-D} \cdot B_{i} \cdot x^{q^{i}} \cdot x^{k-D} \quad\). Linear term of \(H\).
                for j from 0 to i do
                                    . Quadratic terms of H .
                    \(R \leftarrow R-q_{k-D} \cdot A_{i, j} \cdot x^{q^{\prime}+q^{j}} \cdot x^{k-D}\)
                end for
            end for
            \(\left.i \leftrightarrow \log _{q}(D)\right\rfloor\)
            if \(D \neq q^{i}\) then . In this part, the leading term is avoided.
            \(R \leftarrow R-q_{k-D} \cdot B_{i} \cdot x^{q^{\prime}} \cdot x^{k-D} \quad\). Linear term of \(H\).
            for \(j\) from 0 to \(\log _{q} D-q^{i}-1\) do Quadratic terms of \(H\).
                    \(R \leftarrow R-q_{k-D} \cdot A_{i, j} \cdot x^{q^{i}+q^{j}} \cdot x^{k-D}\)
            end for
            end if
            \(\mathrm{r}_{\mathrm{k}} \leftarrow 0 \quad\). The new R has a degree at most \(\mathrm{k}-1\).
        end for
        return ( \(Q, R\) )
    end function
```

When H is a H Fepolynomial (Equation (2.6)), we obtain Algorithm 37. Since $\mathrm{K}=0 \log _{q}(\mathrm{D})^{2}$ coeffients, this Euclidean division requires $0 D \log _{q}(D)^{2}$ field operations (by considering $d_{a}=$ $2 \mathrm{D}-2$ here). This bound is much better than the $0 \mathrm{D}^{2}$ field operations required by the dense divisors. It seems hard to propose better algorithms. Firstly, the fast Euclidean division of dense inputs cannot be better than $\mathscr{O}(D)$ field operations. The complexity of the naive approach is al ready close to this bound, and moreover, the fast multiplications (in particular the FFT) are slower in characteristic two. Secondly, the fast algorithms do not exploit the structure of inputs, in general. Therefore, we propose some methods to improve the number of operations by constant factors.

Improving the Euclidean division of a square by special
HFE polynomials. Here, we exploit the fact that the dividend is a square to improve Algorithm 37 (for $d_{a}=2 D-2$ ). All terms of odd degree are null. We show that the complexity can be divided by a maximum factor of two. This factor depends on the largest odd degree such that the corresponding term in the divisor is non-null. We introduce a new notation to define such an integer. Let $\quad Q$ be a univariate polynomial.

We denote by $\mathcal{D}(Q)$ the largest odd integer $i$ such that the degree- $i$ term of $Q$ is not null (i.e. $\left.q_{i} \neq 0\right)$. If it does not exist, we set $\mathcal{D}(Q)=-\infty$. The following lemma permits to demonstrate the main result (Theorem 10) of this part.

Lemma 8. Let $A \in \mathbb{F}_{q^{d}{ }^{\text {ext }}}[x]$ be a polynomial of degree at most $2 D-2, H \in \mathbb{F}_{q^{d}{ }^{d}}[x]$ be of degree $D, Q, R \in \mathbb{F}_{q^{d} e x t}[x]$ be respectively the quotient and remainder of the Euclidean division of $A$ by $H$ and $d=\mathcal{D}(H)$. If $\mathcal{D}(A)=-\infty$ and if $D$ is even, then $\mathcal{D}(Q) \leqslant d-2$.
Proof. Let $H={ }^{P} \underset{j=0}{D} h_{j} x^{j}$ and $Q={ }^{P}{ }_{j=0}^{D}-2 q_{j} x^{j}$. By definition of $\mathcal{D}, \mathcal{D}(Q) \leqslant d-2$ is equivalent to $\mathrm{q}_{\mathrm{i}}=0$ for all odd i such that $\mathrm{i}>\mathrm{d}-2$. By definition of $\mathrm{Q}, \mathrm{q}_{\mathrm{i}}=0$ for $\mathrm{i}<0$ and $\mathrm{i}>\mathrm{D}-2$, so we show the lemma for the values of $q_{i}$ such that $D-2 \geqslant i>\max (-1, d-2)$.

To do it, we use a proof by induction on an odd $j$ such that $D-1 \geqslant j>\max (-1, d-2)$. The base case, $\mathrm{j}=\mathrm{D}-1$, is trivial since $\mathrm{q}_{\mathrm{j}}=0$ for $\mathrm{j}>\mathrm{D}-2$. Now, assume that $\mathrm{q}_{\mathrm{k}}=0$ for all odd k such that $D-1 \geqslant k>j>\max (-1, d-2)$, and consider the coef ${ }_{j}(H)$ notation which corresponds to the coeffient of the power $j$ of $x$ in $H$. To show that $q_{j}=0$, firstly we show these two properties:
(1) $\operatorname{coef}_{\mathrm{D}+\mathrm{j}}(\mathrm{HQ})=0$,
(2) $\operatorname{coeff}_{\mathrm{D}+\mathrm{j}}(\mathrm{HQ})=\mathrm{q}_{\mathrm{j}} \mathrm{h}_{\mathrm{D}}$.

Proof of these two properties:
(1) By definition, $A=H Q+R$ and so $A-R=H Q$. Because $\mathcal{D}(A)=-\infty$ by hypothesis, $\mathcal{D}(A-R)=\mathcal{D}(R) \leqslant D-1<D+j$ and $D+j$ is odd so coef $D_{+j}(A-R)=0$.
 and $h_{D+j-}=0$ for $D+j-\gg D$, so $\operatorname{coeff}_{D+j}(H Q)={ }^{D}=j^{2} q \cdot h_{D+j-}$. When ${ }^{`}>j$ is odd, $\mathrm{q}^{\prime}=0$ by induction hypothesis. When `is even, \(\mathrm{h}_{\mathrm{D}+\mathrm{j}-`}=0\) because $\mathrm{D}+\mathrm{j}-$ ` is odd and $\mathcal{D}(H)=d<D+j-{ }^{\prime} . S_{0}{ }_{\because=j}^{D-2} q \cdot h_{D+j-}=q_{j} h_{D}$.
These two properties imply coef $\mathrm{D}_{+\mathrm{j}}(\mathrm{HQ})=\mathrm{q}_{\mathrm{j}} \mathrm{h}_{\mathrm{D}}=0$. Because $h_{D} \neq 0$, this implies that $\mathrm{a}_{\mathrm{j}}=0$. $\square$
We can now demonstrate Theorem 10.
Theorem 10. Let $H$ be a HFE polynomial of degree $D$ in $\mathbb{F}_{q^{d} \mathrm{ext}}[\mathrm{x}]$ where the $\boldsymbol{s}$ terms of highest odd degree have been removed $\left.\left(0 \leqslant \mathbf{s} \leqslant \log _{q}(D)\right\rceil\right)$, and let $A \in \mathbb{F}_{q^{d} \text { ext }}[x]$ be a square of degree at most $2 \mathrm{D}-2$. If D and q are even, then the computation of the classical Euclidean division (Algorithm 37) of A by H can be accelerated by a factor ( $\mathrm{D}-1) / \frac{\mathrm{D}}{2}+\left\lfloor q^{\left[\log _{q}(\mathrm{D})\right\rceil} \boldsymbol{s}^{\mathbf{s}-2}\right\rfloor$.
Proof. During Algorithm 37, A is a square and $q$ is even so $\mathcal{D}(A)=-\infty$, and so Lemma 8 can be applied. Let $d=\mathcal{D}(H)$, the iterations for $k$ odd and strictly greater than $D+d-2$ can be removed because $q_{k-D}=0$. So, the number of iterations for $k$ odd is $\max \frac{(D+d-2)-(D+1)}{2}+1,0=$ $\max \frac{d-1}{2}, 0$, whereas the number of iterations for $k$ even is $\frac{D}{2}$. So, Algorithm 37 can be used with $\max \frac{D+d-1}{H^{2}}, \frac{D}{2}$ iterations.
Then, $H$ is a $H F E$ polynomial and $q$ is even, so $d=-\infty, d=1$ or $d=q^{i}+1$ for $i>0$. Assume $\mathbf{s}<\left\lceil\log _{q}(\mathrm{D})\right\rceil$, implying $\mathrm{d}>0$. By removing the degree- $\left(q^{i}+1\right)$ terms for i from $\left\lceil\log _{q}(D)\right\rceil-1$ to $\left\lceil\log _{q}(D)\right\rceil \mathbf{s}$ by $-1, d$ is equal to 1 or $q^{\left\lceil\log _{q}(D)\right\rceil \mathbf{s}-1}+1$. This implies that the number of iterations can be written as $\frac{D}{2}+\left\lfloor q^{\left\lceil\log _{q}(D) 7\right.}{ }^{s-2}\right\rfloor$. Note that the floor of $q^{\left\lceil\log _{q}(D)\right.}{ }^{s-2}$ is useful only if $d \leqslant 1$, which makes $\frac{D}{2}$ iterations. This number cannot be smaller: all odd degree terms of the quotient
are null. Now, assume that $\mathbf{s}=\left\lceil\log _{q}(D)\right\rceil$, implying $d=-\infty$. As previously stated, we cannot do better than $\frac{D}{2}$ iterations. So, the previous formula is still correct.
Finally, Algorithm 37 requires $D-1$ iterations, so the proposed modification accelerates it of a factor $(D-1) / \frac{D}{2}+\left\lfloor q^{\left\lceil\log _{q}(D)\right\rceil \mathbf{s - 2}}\right\rfloor$. This factor is at most two.

Let $K$ be the number of terms of the HFEpolynomial (without removed terms), and $\mathbf{s}$ be the number of removed terms. For $\mathbf{s}=0$, the modular reduction costs $(D-1)(K-1)$ multiplications and additions in $\mathbb{F}_{q^{d} \text { ext }}$, whereas by removing terms (with an even value of $D$ ), the cost is $\max \frac{\mathrm{D}+\mathrm{d}-1}{2}, \frac{\mathrm{D}}{2}(\mathrm{~K}-1-\mathbf{s})$ field multiplications and additions. The main gain is due to the smaller number of loop rounds during Algorithm 37, which is given by Theorem 10. However, there is also a slight speed-up generated by the fact that terms are removed. Algorithm 37 has to be slightly modified to take into account this remark ( j can start to one instead of zero when i is greater or equal to $\left.\left\lceil\log _{q}(D)\right\rceil-\mathbf{s}\right)$.

Security and performance. When $H$ has no term of odd degree, we obtain that during the computation of $x^{q^{d} \text { ext }} \bmod H$, no odd degree term appears because $R=A-H Q$ and $A, H$ and $Q$ do not have odd degree terms. This result allows to perform computations only for even degree terms, dividing by two the cost of the squaring and this of the modular reduction. But in practice, removing all terms of odd degree of the HFEpolynomial decreases the security. By using the Frobenius sustainer [165], there exists an equivalent key between $H \quad x^{\frac{1}{2}}$ and $H(x)$ for $q=2$. So, the security is equivalent to a degree- $\frac{D}{2}$ HFEpolynomial. We will show in Table 9.14 that in this case, $D$ has to be multiplied by two to obtain the original security. We note that for $q>2$, if we remove all odd degree terms as well as $x^{2}$, then there exists an equivalent key between $H \quad x^{\frac{1}{9}}$ and $H(x)$. This fact implies a security corresponding to a degree- $\frac{D}{q}$ H FEpolynomial.

Table 9.14 studies the impact of $d=\mathcal{D}(H)$ on both the security and the theoretical speed-up over the classical Euclidean division compared to the case $D=513$. We have done an experimental test to analyze the degree of regularity [82, 11, 14, 22] (Section 4.4.1) in function of the number of removed terms. We measure it during the Gröbner basis attack on HFEfor $d_{\text {ext }}=m=30$. We observe that removing a small number of odd degree terms appears not to affct the security. The security decreases as soon as eight terms are removed. The results confirm that the security to attack $H$ of degree $D$ without odd degree terms is the same as attacking a HFEpolynomial of degree $\frac{D}{2}$ : the degree of regularity increases between $\frac{D}{2}=512$ and $\frac{D}{2}=513$. The case $d=1$ seems to have the same behavior, but in the general case, the degree of regularity does not necessarily decrease (for $D=130$, the degree of regularity is 4 for $d=-\infty$ but 5 for $d=1$, cf. Table 9.15).

The column speed-up on $k$ corresponds to the obtained speed-up by decreasing the number of iterations during Algorithm 37. The other speed-up column is the overall speed-up, which uses the fact that removing terms decreases the number of multiplications for one iteration. Removing the highest terms generates the main part of the overall speed-up. In Section 7.8.9, we propose to choose $\mathbf{s}=3$ for $\mathrm{D} \geqslant 128$.

Degree of regularity. We have measured the $D_{\text {reg }}^{\text {Exp }}$ observed in practice for HFEin function of $\mathbf{s}$. The results are summarized in Table 9.15. When $\mathbf{s}$ is small, the degree of regularity is not impacted. For the largest values of $\mathbf{s}$, the degree of regularity decrements. As soon as $D$ is multiplied by two, we have observed that the degree of regularity does not decrement anymore.

| D | d | removed terms | $\mathrm{D}_{\text {reg }}^{\text {Exp }}$ | nb . of it. | speed-up on k | speed-up |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 512 | 257 | none | 5 | 384 | 25\% | 27\% |
| 513 | 513 | none | 6 | 512 | reference | ref. |
| 514 | 257 | $x^{513}$ | 6 | 385 | 25\% | 25\% |
|  | 129 | $x^{513}, x^{257}$ |  | 321 | 37\% | 39\% |
|  | 65 | $x^{513}, x^{257}, x^{129}$ |  | 289 | 44\% | 46\% |
|  | 33 | $x^{513}, \ldots, x^{65}$ |  | 273 | 47\% | 50\% |
|  | 17 | $x^{513}, \ldots, x^{33}$ |  | 265 | 48\% | 53\% |
|  | 9 | $x^{513}, \ldots, x^{17}$ |  | 261 | 49\% | 54\% |
|  | 5 | $x^{513}, \ldots, x^{9}$ |  | 259 | 49\% | 56\% |
|  | 3 | $\mathrm{x}^{513}, \ldots, \mathrm{x}^{5}$ | 5 | 258 | 50\% | 57\% |
|  | 1 | $\mathrm{x}^{513}, \ldots, \mathrm{x}^{3}$ |  | 257 | 50\% | 58\% |
|  | $-\infty$ | all odds |  | 257 | 50\% | 59\% |
| 1024 | 1 | $\mathrm{x}^{513}, \ldots, \mathrm{x}^{3}$ | 5 | 512 | 0\% | 0\% |
|  | $-\infty$ | all odds |  | 512 | 0\% | 2\% |
| 1026 | 1 | $\mathrm{x}^{1025}, \ldots, \mathrm{x}^{3}$ | 6 | 513 | 0\% | -4\% |
|  | $-\infty$ | all odds |  | 513 | 0\% | -2\% |

Table 9.14: Impact of $d=\mathcal{D}(H)$ on both the cost of Algorithm 37 and $D_{\text {reg }}^{\text {Exp }}$ the degree of regularity of the corresponding HFEalgebraic system of 30 equations in 30 variables over $\mathbb{F}_{2}$.

| minimum m | D | 5 | $\mathrm{D}_{\text {rea }}^{\text {Exp }}$ |
| :---: | :---: | :---: | :---: |
| $\geqslant 9$ | 17 | 0 | 4 |
| $\geqslant 15$ | 18 | $\mathbf{s} \leqslant 3$ | 4 |
| $160 \geqslant m \geqslant 5$ |  | $4 \leqslant \mathbf{s} \leqslant 5$ | 3 |
| $\geqslant 16$ | 129 | 0 | 5 |
| $\geqslant 16$ | 130 | $\mathbf{s} \leqslant 5$ | 5 |
| $\geqslant 18$ |  | 6 | 5 |
| $\geqslant 23$ |  | 7 | 5 |
| $70 \geqslant m \geqslant 9$ |  | 8 | 4 |
| $\geqslant 24$ | 513 | 0 | 6 |
| $\geqslant 24$ | 514 | $\mathbf{s} \leqslant 6$ | 6 |
| $\geqslant 25$ |  | 7 | 6 |
| $35 \geqslant m \geqslant 16$ |  | $8 \leqslant 5 \leqslant 10$ | 5 |
| $\geqslant 32$ | 4097 | 0 | 7 |
| $\geqslant 32$ | 4098 | $\mathbf{s} \leqslant 10$ | 7 |
| $\geqslant 33$ |  | 11 | 7 |
| $35 \geqslant m \geqslant 24$ |  | $12 \leqslant \mathbf{s} \leqslant 13$ | 6 |

Table 9.15: Degree of regularity in the case of HFEalgebraic systems of $m$ equations in $m$ variables over $\mathbb{F}_{2}$, in function of $\mathbf{s}$. The maximum value of $\mathbf{s}$ is $\left\lceil\log _{2}(\mathrm{D})\right\rceil$.

About the $\quad \mathrm{MinRank}$ attacks. The security of HFEagainst the Kipnis-Shamir attack (Section 4.6.3) seems not to be impacted by the parameter s. Compared to a plain HFEpolynomial (i.e. $\mathbf{s}=0$ ), we set to zero the last $\mathbf{s}$ coeffients in the first column of $\quad \mathbf{F}$ (Figure 9.2). However, the first coeffient of $\mathbf{F}$ corresponds to $x^{2}$ which has an even degree, so the rank does not decrease. We also remark that the last row of $\quad \mathbf{F}$ is not null, since the leading coeffient corresponding to $\quad x^{2^{4}+2}$ is present.

$$
\mathbf{F}=\begin{array}{lllll}
* & 0 & 0 & 0 & 0 \\
* & * & 0 & 0 & 0 \\
0 & * & * & 0 & 0 \\
0 & * & * & * & \\
0 & * & 0 & 0 & 0
\end{array}
$$

Figure 9.2: Example of (truncated) matrix $\quad \mathbf{F} \in \mathcal{M} \quad \mathbb{F}_{2^{\mathrm{d} e x t}}$ for $\mathrm{D}=18$ and $\mathbf{s}=3$. The three removed coeffients are in bold.

## Removing even degree terms in characteristic two.

We can also remove some even degree terms. A ssume $D=q^{1}+1$ for $I>0$. Thus, by removing the terms of highest even degree, a part of even degree terms in the quotient becomes null. Similarly to the $\mathcal{D}$ notation, we introduce $\mathcal{D}_{\mathrm{e}}$, which corresponds to the largest even integer instead of odd integer in the definition of D.

Lemma 9. Let $A \in \mathbb{F}_{q^{d}{ }^{d} t}[x]$ be a polynomial of degree at most $2 D-2, H \in \mathbb{F}_{q^{d}}[x]$ be of degree $D, Q, R \in \mathbb{F}_{q^{d e x t}}[x]$ be respectively the quotient and remainder of the Euclidean division of $A$ by $H$ and $d=\mathcal{D}_{\mathrm{e}}(\mathrm{H})$. If $\mathcal{D}(\mathrm{A})=-\infty$ and if D is odd, then $\mathcal{D}_{\mathrm{e}}(\mathrm{Q}) \leqslant \mathrm{d}-2$.

Proof. The proof (Section B.10) is similar to this of Lemma 8. The fundamental idea is to remark that the first odd degree term appearing in the current remainder during the Euclidean division is $x^{D-2+d}$. To make it vanish, we use the term $x^{d-2}$ in the quotient, which will be the first even degree term appearing. So, terms of odd degree strictly greater than $\quad D-2+d$ are null in the current remainder, implying terms of even degree strictly greater than $d-2$ are null in the quotient.

With Lemma 9, we obtain that at most max $\frac{D+d-1}{2}, \frac{D}{2}$ terms of the quotient are not null, as when we removed odd degree terms. However, the default of this method is the value of d. Whereas by removing one odd degree term (with $\quad D$ even), $\mathcal{D}(H)=q^{\left\lceil\log _{q}(D)\right\rceil}{ }^{2}+1$, we need removing $\left\lceil\log _{q}(D)\right\rceil 1$ terms to obtain $\mathcal{D}_{e}(H)=q^{\left[\log _{q}(D) \nmid{ }^{2}\right.}$. So, it is faster to remove odd degree terms with an even D. M oreover, removing even degree terms could be dangerous for the security, especially because the term $x^{\left[\log _{q}(0)\right]}$ corresponds to vinegar variables in the HFEvpolynomial.

Results. In M Q soft, we have implemented in constant-time the classical Euclidean division and its fast version (Section 5.1.4). Then we have implemented Algorithm 37 which exploits the sparse structure of hFEpolynomials. In Table 9.16, we compare these methods. The classical Euclidean division requires approximately $D^{2}$ multiplications, like the classical multiplication. So, times are similar to these of Table 9.13. For the fast Euclidean division, we do not take into account the time to generate the inverse of the reciprocal polynomial of the divisor. In our practical applications, the latter can be computed one time for all modular reductions. So, the fast Euclidean division requires the lower half of the result of two multiplications. Except for $D=17$, we use K aratsuba's multiplication algorithm. The obtained timings correspond approximately to two times these of

Table 9.13. Then, when the dividend is a square, one of the two multiplications has a square as operand. We take advantage of this in our implementation of Karatsuba's algorithm, which divides (approximately) by two the cost of the corresponding multiplication. The obtained timings correspond to 1.5 times these of Table 9.13 , which is consistent with our improvement.

Finally, we compare our general Euclidean divisions with the division by a sparse H FEpolynomial. The latter is very effient because it requires approximately $\quad \frac{1}{2} \mathrm{D} \log _{2}(\mathrm{D})^{2}$ multiplications, and a speed-up of approximately $44 \%$ is obtained by removing three terms in the HFEpolynomial. We do not succeed to obtain a speed-up with the fast Euclidean division. This is explained by the use of $K$ aratsuba's multiplication algorithm. The cost of the latter is not quasi-linear, compared to the $\frac{1}{2} \mathrm{D} \log _{2}(\mathrm{D})^{2}$ multiplications of the sparse Euclidean division.

| $\mathrm{d}_{\text {ext }}$ | D | Euclidean div. | fast Euclidean div. |  | H FEEuclidean div. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | div. | div. Sqr. | div. | div. sqr. |
| 175 | 17 | 0.00509 | 0.00575 | 0.00465 | 0.00392 | $\times$ |
|  | 129 | 0.274 | 0.214 | 0.171 | 0.0700 | 0.0383 |
|  | 513 | 4.28 | 1.92 | 1.54 | 0.436 | 0.237 |
|  | 4097 | 274 | 51.1 | 41.0 | 5.81 | 3.30 |

Table 9.16: Number of megacycles to compute the remainder of the Euclidean division of a degree( $2 \mathrm{D}-2$ ) polynomial by a degree- D monic polynomial over $\mathbb{F}_{2^{d} \mathrm{ext}}$. We use a Skylake processor (LaptopS). In the div. sqr. column, we consider the division of a square. For the division by a HFE polynomial, we increment D and consider $\mathbf{s}=3$.

### 9.3.4 M odular Composition of Polynomials over $\quad \mathbb{F}_{2^{d \mathrm{ext}}}$

We have implemented our adaptation (Algorithm 20) of the modular composition of polynomials of Brent and Kung [42] over $\mathbb{F}_{2^{d} \text { ext }}$, without using matrix product over $\mathbb{F}_{2^{d_{\text {ext }}}}$. Coupled to our effient implementation of $K$ aratsuba's multiplication algorithm (Section 9.3.2), we obtain the results described in Table 9.17. Our modular composition is on average seven or eight times faster than the Com pM ofunction from NTL As for the polynomial multiplication over $\mathbb{F}_{2^{\mathrm{d}}}, \mathrm{M}$ agm ds three times slower than NTL(we used the M odularC om position function). Finally, we have studied the performance for $\mathbf{s}=3$, meaning we remove the terms of degree 33,65 and 129 (respectively 129,257 and 513) in the HFE vpolynomial for $D=130$ (respectively $D=514$ ). We obtain a very small speed-up, due to the improvement of the modular reduction of polynomials over $\quad \mathbb{F}_{2^{d} \text { ext }}$ when operands are squares (Section 9.3.3).

### 9.3.5 Frobenius Map in $\quad \mathbb{F}_{2^{d} \operatorname{sex}}[X]$

The core of A lgorithm 25 (Section 5.4.8) is to compute $X^{2^{\text {deet }}} \bmod H$. In Section 5.4.5, we show that this computation can be done with the classical repeated squaring algorithm, using or not multisquaring tables as in Section 9.2.5. The main diffence with Section 9.2 .5 is that the coeffients are in $\mathbb{F}_{2^{\text {dext }}}$ instead of $\mathbb{F}_{2}$. So, the tables are too large to be precomputed. However, they can be computed more quickly when H is a $\mathrm{H} F \mathrm{~F}$ polynomial. Then, these two strategies can be embedded with the use of modular composition (Algorithm 21). We can replace the last $\frac{d_{\text {dert }}^{2}}{2}$ squarings by a modular composition, coupled to a $2 \frac{d_{\text {ext }}}{2}$-exponentiation of the coeffients. For the first $\frac{d_{\text {ert }}}{2}$
squarings, we can repeat this process recursively by replacing the half of squarings by a modular composition, as done previously. So, an effient modular composition allows interesting speed-ups on the computation of the Frobenius map. For $\quad d_{\text {ext }} \leqslant 576$ and $D \leqslant 514$, we use up to three modular compositions to speed up the repeated squaring algorithm.

| $d_{\text {ext }}$ | D | $\mathbf{s}$ | modular composition |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | M agm a | N TL | M Q soft | (b) |
| 175 | 17 |  | 1.07 | 0.304 | $\mathbf{0 . 0 4 7 4}$ | (4) |
|  | 129 |  | 64.0 | 26.4 | $\mathbf{3 . 4 9}$ | $(8)$ |
|  | 130 |  | 62.8 | 30.8 | $\mathbf{3 . 2 7}$ | $(11)$ |
|  | 513 | 0 | 510 | 444 | $\mathbf{5 6 . 5}$ | $(16)$ |
|  | 514 | 3 | 499 | 501 | $\mathbf{5 3 . 0}$ | $(20)$ |
|  | 4097 | 0 | 94300 | 30400 | $\mathbf{3 5 9 0}$ | $(50)$ |
|  | 4098 | 3 | 93900 | 30600 | $\mathbf{3 4 0 0}$ | $(50)$ |

Table 9.17: Number of megacycles to compute the modular composition of two $D$-coeffient polynomials modulo a monic hFEpolynomial of degree $D$ over $\mathbb{F}_{2^{\text {dext }}}$. We use a Skylake processor (LaptopS). (b) corresponds to the chosen number of blocks for Algorithm 20. For $D=33$, we recommend $b=4$.

Let $\mathcal{C}_{F}$ be the cost of the Frobenius map in $\mathbb{F}_{q^{d}{ }^{\text {ext }}}[\mathrm{X}]$. When the input is a h FEpolynomial, we have three possible complexities, which correspond respectively to the classical Frobenius map, this based on the modular composition, and finally the Frobenius map using multi-squaring tables:

$$
\mathcal{C}_{F}=\begin{array}{ll}
0 d_{\text {ext }}-\left\lceil\log _{q}(D)\right\rceil \cdot \log _{2}(q) \cdot D \log _{q}(D)^{2} & \text { operations in } \mathbb{F}_{q^{d} \text { ext }}, \\
0 \log _{2}\left(d_{\text {ext }}\right) \cdot D^{2.085}+d_{\text {ext }} \cdot \log _{2}(q) \cdot D & \text { operations in } \mathbb{F}_{q^{d} \text { ext }}, \\
0 q^{k^{\prime}} \cdot D \log _{q}(D)^{2}+\frac{d_{\text {ext }}}{k^{\prime}} \cdot D \cdot D+k^{\prime} \log _{2}(q) & \text { operations in } \mathbb{F}_{q^{d} \text { ext }} .
\end{array}
$$

These complexities are obtained from Section 5.4.5, by replacing the cost of the modular reduction by this of Algorithm 37. The factor $D^{2.085}$ corresponds to $O D^{0.5}$ uses of $K$ aratsuba's polynomial multiplication algorithm over $\mathbb{F}_{q^{d} \text { ext }}$.

Table 9.18 summarizes the performance of both strategies for the Frobenius map, and compares our implementation to NTLand Magma We use the Modexpfunction from Magm and the PhinFrobeniusM ap and Com poseFrobeniisM afunctions from NTL, both computing $X^{2^{\text {dext }}} \bmod$ H. We have also studied the strategy from Section 9.3 .3 which permits to improve the Frobenius map by removing odd degree terms in the hFEpolynomial. We remove three terms when $\quad D=130$ or $D=514$. The results confirm the theoretical speed-ups: when the classical Frobenius map is used without the modular composition, M Q soft saves approximately $44 \%$ of computations by removing three terms. M agm is also improved by this trick, probably because it also uses the classical Euclidean division, and does not compute multiplication by zero. It is not the case for N TLbecause it uses the fast Euclidean division (A Igorithm 17).

The multi-squaring strategy is the fastest when $D$ is small compared to $d_{\text {ext }}$, and is improved thanks to modular composition. When D is larger, we find a threshold where the classical Frobenius map with modular composition is faster than the use of multi-squaring tables. Finally, we observe
a last threshold where the use of modular composition is clearly ineffient because $D$ is too large. Removing odd degree terms is interesting for HFEbased NIST submissions which use D equals 129 or more. This implies increasing by one the original parameters ( $D=129$ and $D=513$ ). Without taking into account this change, our best Frobenius map is 6 to 14 times faster than NTL M agm is faster than N TLfor fairly large degrees such as 513.

| $\mathrm{d}_{\text {ext }}$ | D | 5 | M agm a | NTL |  | M Q soft (rep. sqr) |  | M Q soft(multi-sqr) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | M odexp | normal | comp. | normal | comp. | normal | comp. |
| 175 | 17 | 0 | 11.3 | 4.46 | 2.12 | 0.696 | 0.280 | 0.274 | 0.204 |
|  | 129 | 0 | 159 | 130 | 123 | 12.0 | 9.30 | 11.2 | 9.88 |
|  | 130 | 3 | 101 | 146 | 134 | 6.73 | 6.65 | 11.2 | 9.67 |
|  | 513 | 0 | 957 | 1050 | 1870 | 74.9 | 92.6 | 151 | 139 |
|  | 514 | 3 | 606 | 1150 | 2050 | 41.6 | 73.4 | 150 | 135 |
| 358 | 17 | 0 | 36.5 | 15.0 | 4.31 | 3.95 | 0.892 | 1.43 | 0.694 |
|  | 129 | 0 | 539 | 466 | 257 | 72.0 | 35.5 | 61.7 | 37.9 |
|  | 130 | 3 | 329 | 524 | 280 | 39.4 | 26.8 | 61.2 | 36.5 |
|  | 513 | 0 | 3260 | 3460 | 3950 | 447 | 364 | 853 | 614 |
|  | 514 | 3 | 1980 | 3860 | 4260 | 245 | 256 | 845 | 600 |

Table 9.18: Number of megacycles to compute the Frobenius map modulo a H FEpolynomial over $\mathbb{F}_{2^{d} \text { ext }}$. We use a Skylake processor (LaptopS).

### 9.3.6 Greatest Common Divisor of Polynomials over $\mathbb{F}_{2^{\text {doext }}}$

The second most important step of the root finding algorithm (Algorithm 25) is the computation of the GCD of two degree- $D$ polynomials over $\mathbb{F}_{2^{d}{ }^{\text {ext }}}$ (Sections 5.4.1, 7.4.11 and B.8). We have implemented variable-time and constant-time GCD algorithms which require $0 D^{2}$ field multiplications. We have also implemented the half-GCD algorithm ([161, Algorithm 11.8], [36, Algorithm $6.8])$, which uses $0 \mathrm{M}(\mathrm{D}) \log (\mathrm{D})$ field multiplications. Our implementation is based on K aratsuba's polynomial multiplication algorithm (Section 9.3.2) and the fast Euclidean division. The half-GCD algorithm is variable-time, and is not interesting for a degree 514 or less. So, we do not consider it here. All algorithms used are implemented with a constant-time arithmetic, but the variable-time GCD algorithm is variable because of the variable number of successive remainders. We use M ethods 1 and 3 from Section 5.4.1 in Algorithm 18. Its constant-time implementation follows the principle of Algorithm 53, with optimizations due to the characteristic two.

| $\mathrm{d}_{\text {ext }}$ | D | M agm a | N TL | M Q soft(var.) | M Q soft(cst) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 175 | 17 | 0.716 | 0.236 | $\mathbf{0 . 0 1 3 7}$ | 0.0213 |
|  | 129 | 10.0 | 3.94 | $\mathbf{0 . 6 4 9}$ | 1.17 |
|  | 513 | 125 | 40.6 | $\mathbf{7 . 4 2}$ | 15.6 |
|  | 17 | 1.71 | 0.597 | $\mathbf{0 . 0 3 8 9}$ | 0.0528 |
|  | 129 | 21.5 | 7.94 | $\mathbf{1 . 7 6}$ | 3.14 |
|  | 513 | 228 | 75.0 | $\mathbf{2 0 . 7}$ | 39.5 |

Table 9.19: Number of megacycles to compute the GCD of two polynomials of degree $D$ and $D-1$ over $\mathbb{F}_{2^{d} \text { ext }}$. We use a Skylake processor (LaptopS).

Table 9.19 compares the performance of GCD algorithms. Our classical variable-time GCD is 3.5 to 4.5 times better than NTL This results of the diffence of performance between our operations in $\mathbb{F}_{2^{\text {dext }}}$, except for small degrees such as 17 where we obtain a factor 15 or 17 . In this case, the use of the Euclid-Stevin strategy which does not compute inverse in $\quad \mathbb{F}_{2 \text { dext }}^{\times}$is really effient. This strategy is rather recent (2019), which can explain that N TLdoes not use it for the moment.

### 9.3.7 Performance of the Root Finding Algorithm over $\quad \mathbb{F}_{2^{\mathrm{d}} \mathrm{ext}}$

Table 9.20 compares the best implementation of root finding algorithm of each library for the parameters of GeM SSand Gui The results are similar to the performance of Frobenius map, which is the critical part of the root finding algorithm. MQ softis six to thirteen times faster than NTL

| $\mathrm{d}_{\text {ext }}$ | D | $\mathbf{s}$ | M agm a | N TL | M Q soft |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 177 | 17 | 0 | 13.8 | 2.49 | $\mathbf{0 . 2 4 1}$ |
| 266 | 17 | 0 | 27.3 | 4.03 | $\mathbf{0 . 6 0 4}$ |
| 358 | 17 | 0 | 40.7 | 5.27 | $\mathbf{0 . 8 3 5}$ |
| 184 | 33 | 0 | 40.6 | 9.11 | $\mathbf{0 . 9 0 1}$ |
| 175 | 129 | 0 | 174 | 136 | $\mathbf{1 0 . 5}$ |
|  | 130 | 3 | 114 | 145 | $\mathbf{7 . 8 9}$ |
| $\mathbf{2 6 5}$ | 129 | 0 | 380 | 216 | $\mathbf{2 7 . 9}$ |
|  | 130 | 3 | 241 | 226 | $\mathbf{2 2 . 4}$ |
| 312 | 129 | 0 | 437 | 235 | $\mathbf{2 8 . 4}$ |
|  | 130 | 3 | 275 | 236 | $\mathbf{2 2 . 5}$ |
| 358 | 129 | 0 | 571 | 273 | $\mathbf{3 9 . 3}$ |
|  | 130 | 3 | 356 | 274 | $\mathbf{3 0 . 5}$ |
| $\mathbf{1 7 4}$ | 513 | 0 | 1140 | 1120 | $\mathbf{9 1 . 1}$ |
|  | 514 | 3 | 769 | 1140 | $\mathbf{5 8 . 7}$ |
| 265 | 513 | 0 | 2410 | 2360 | $\mathbf{2 8 1}$ |
|  | 514 | 3 | 1580 | 2380 | $\mathbf{1 8 3}$ |
| 354 | 513 | 0 | 3690 | 4520 | $\mathbf{3 9 9}$ |
|  | 514 | 3 | 2340 | 4550 | $\mathbf{2 8 5}$ |
| 448 | 513 | 0 | 4700 | 5560 | $\mathbf{5 8 0}$ |
|  | 514 | 3 | 2850 | 5430 | $\mathbf{4 5 7}$ |

Table 9.20: Number of megacycles to find the roots of a HFEpolynomial of degree $D$ over $\mathbb{F}_{2^{d} \mathrm{ext}}$. We use a Skylake processor (LaptopS).

We have presented in this section the main algorithms that we have implemented in $\quad \mathrm{MQ}$ softo find the roots of hFEpolynomials effiently. However, our library proposes extra functions. The half-GCD requires implementing Karatsuba's polynomial multiplication algorithm and the fast Euclidean division over $\mathbb{F}_{2^{\text {dext }}}$. So, we propose a fast version of the root finding algorithm, based on a Frobenius map using the fast Euclidean division. This permits to have an effient implementation of root finding for general applications, using a constant-time arithmetic in the base field.

### 9.4 Generation and Evaluation of MQ Systems

In this section, we study how to implement effiently important steps of the keypair generation (Algorithm 29) and verifying process (Algorithm 32) of GeM $S \$$ as well as for the verifying process (Algorithm 11) of D uaM odeM.SThese steps are based on multivariate quadratic (MQ) systems that we represent as quadratic forms.

In Section 9.4.1, we compute the multivariate representation (in $\quad \mathrm{n}_{\text {var }}$ variables) of HFEvpoly nomials. Then, we study effient implementations about multivariate quadratic systems. The evaluation can be implemented in variable-time to evaluate the public-key, unlike the HFEvpolynomial where the evaluation of the vinegar part has to be achieved in constant-time. We also note that for multivariate-based encryption schemes, we can re-use our constant-time implementation to evaluate the public-key. In addition, the performance of an evaluation depends mainly on the storage format. It is often faster to use padding to align data, but this increases the required size to store the multivariate quadratic system. To obtain the smallest size of public-key, we can pack data, then unpack it before performing the evaluation. However, the extra cost of unpacking can significantly impact the performance. So, we propose two kinds of algorithms. The first allows to directly evaluate the system, whereas the second minimizes the time to unpack and evaluate the system. Especially during the verifying process, we take into account that a system is sometimes unpacked one time for several evaluations.

Finally, the inner verifying process (Algorithm 4) cannot be re-used during the dual verifying process (A lgorithm 11). It is due to the number of equations, which falls to $\quad \alpha \leqslant 2$ equations instead of m . M oreover, this small number of equations is evaluated a large number of times. In Section 9.4.5, we introduce the idea of multipoint evaluation via a monomial representation of points. This method turns to be very effient over small fields in characteristic two, such as $\mathbb{F}_{16}$ and $\mathbb{F}_{256}$, but ineffient over $\mathbb{F}_{2}$. Over $\mathbb{F}_{2}$, we evaluate each equation in each point with the technique described in Section 9.4.2.

### 9.4.1 Generating the Components of a HFEvPolynomial

Here, we explain how to obtain the multivariate polynomials $f_{1, \ldots, f} d_{d_{\text {ext }}} \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]$ of $f$ from a $H F E$ vpolynomial $F \in \mathbb{F}_{q^{d}{ }^{\text {ext }}}\left[X, v_{1}, \ldots, V_{v}\right]$ (Section 7.1.2). The principle is to symbolically compute $F \quad P_{\substack{d_{\text {dext }} \\ k=1}} x_{k} \cdot \theta_{k}, v_{1}, \ldots, v_{v} \in \mathbb{F}_{q^{d} \text { ext }}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]$ in the form $P_{\substack{d_{\text {ext }}}} f_{k} \cdot \theta_{k}$ (Equation (7.2)). To do it, we start by introducing the matrix representation of $\quad \mathrm{F}$ over $\mathbb{F}_{q^{d} \text { ext }}$ based on quadratic forms. Then, we replace $X$ by $\underset{k=1}{d_{\text {ext }}} X_{k} \cdot \theta_{k}$ to obtain the multivariate representation of $\quad F$. This method is described in [84].

Matrix representation of HFE vpolynomials as quadratic forms. HFEpolynomials (Equation (2.6)) can be naturally represented by using the matrix representation of quadratic forms [111]
(Section 4.6.3), as for multivariate quadratic systems (Section 7.4.1). Let $R=\left\lfloor\log _{q}(D)\right\rfloor+1$ and

$$
X=X, X^{q}, X^{q^{2}}, X^{q^{3}}, \ldots, X^{q^{R-1}}
$$

Then, we have:

$$
\begin{equation*}
F(X)=\mathbf{X} \cdot Q \cdot \mathbf{X}^{\top}+L \cdot \mathbf{X}^{\top}+C \tag{9.2}
\end{equation*}
$$

with $L=\left(B_{0}, \ldots, B_{R-1}\right) \in \mathcal{M}{ }_{1, R} \mathbb{F}_{q^{d} \text { ext }}$ representing the linear terms of $F$, and where the matrix $\mathrm{Q} \in \mathcal{M} \mathrm{R}_{\mathrm{q}^{d_{\text {ext }}}}$ is upper triangular such that:

$$
\begin{array}{ll}
A_{i, i} & \text { if } i=j \text { and } q \neq 2, \\
Q_{i, j}=\begin{array}{l}
A_{j, i} \\
\\
0
\end{array} \text { if } \mathrm{i}<\mathrm{j}, \\
\text { otherwise. }
\end{array}
$$

Now, we extend this definition to include vinegar variables. Let $\quad \mathbf{v}=\left(\mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{v}}\right)$ be the vector of vinegar variables. The $\gamma\left(v_{1}, \ldots, v_{v}\right)$ map (Equation (2.9)) is quadratic in the vinegar variables.
So, we can write it as

$$
Y(\mathbf{v})=\mathbf{v} \cdot W \cdot \mathbf{v}^{\top}+V \cdot \mathbf{v}^{\top}+C,
$$

where $W \in \mathcal{M} \vee \mathbb{F}_{q^{d} \text { ext }}, V \in \mathcal{M}{ }_{1, v} \mathbb{F}_{q^{d} \text { ext }}$ and $C \in \mathbb{F}_{q^{d} \text { ext }}$ correspond respectively to the quadratic, linear and constant terms of $\gamma$, and $W$ is upper triangular. Similarly, the $\beta_{i}(\mathbf{v})$ are linear in the vinegar variables, and can be written as

$$
\beta_{i}(\mathbf{v})=V_{X}^{(i)} \cdot \mathbf{v}^{\top}+B_{i}, \text { for } 0 \leqslant i<R,
$$

where $V_{X}^{(i)} \in \mathcal{M}{ }_{1, v} \mathbb{F}_{q^{d} \text { ext }}$ and $B_{i} \in \mathbb{F}_{q^{d} \text { ext }}$ correspond respectively to the linear and constant terms of $\beta_{i}$. Let $V_{X} \in \mathcal{M}$ R,v $\mathbb{F}_{q^{d} \text { ext }}$ be the matrix generated from the row vectors $V_{X}^{(i)}$. Thus, Equation (9.2) becomes:

$$
\begin{equation*}
F(X, \mathbf{v})=\mathbf{X} \mathbf{v} \cdot \mathbf{O}_{\mathbf{0}_{v, R}}^{Q} V_{X} \quad \cdot \mathbf{X} \mathbf{v}^{\top}+L \quad V \cdot \mathbf{X} \mathbf{v}^{\top}+C . \tag{9.3}
\end{equation*}
$$

Note that the matrix of quadratic terms of $F$ is upper triangular.
Matrix representation of $\mathcal{F}$ from $F$. Now, we know the matrix representation of $F$, and we want to deduce this of $\mathcal{F}$. We start by replacing $X$ by $\phi^{-1}(\mathbf{x})$ in $F$. By using Equation (2.7), it is easy to check that $\mathbf{X}=\mathbf{x} \cdot \Gamma$ where $\Gamma \in \mathcal{M} d_{d_{\text {ext }, R}} \mathbb{F}_{q^{d}{ }^{\text {ext }}}$ is such that $\Gamma_{i, j}=\theta_{i+1}^{q^{1}}$. So, we deduce the multivariate quadratic form of F from Equation (9.3):

$$
\begin{equation*}
F \phi^{-1}(\mathbf{x}), \mathbf{v}=\mathbf{x} \mathbf{v} \cdot \underset{\mathbf{0}_{\mathrm{v}, \mathrm{~d}_{\mathrm{ext}}}}{\Gamma \cdot \mathrm{Q} \cdot \Gamma^{\top}} \underset{\mathrm{W}}{\Gamma \cdot V_{\mathrm{X}}} \cdot \mathbf{x} \mathbf{v}^{\top}+L \cdot \Gamma^{\top} \mathrm{V} \cdot \mathbf{x} \mathbf{v}^{\top}+C . \tag{9.4}
\end{equation*}
$$

Note that the matrix of quadratic terms of $\mathrm{F} \phi^{-1}(\mathbf{x}), \mathbf{v}$ can be chosen upper triangular. To do it, we take the matrix generated by the lower triangular terms (without the diagonal) of $\Gamma \cdot Q \cdot \Gamma^{\top}$, and we add its transposed to $\Gamma \cdot \mathrm{Q} \cdot \Gamma^{\top}$.

Finally, we obtain $\mathcal{F}$ as $\phi F \phi^{-1}(\mathbf{x}), \mathbf{v}$, which is equivalent to applying $\phi$ on each of the $N$ field elements of $F \phi^{-1}(\mathbf{x}), \mathbf{v}$.

Complexity. We start by evaluating the cost of computing $\mathrm{F} \phi^{-1}(\mathbf{x})$ via Equation (9.4), when no vinegar variable is considered.

- Firstly, the computation of $\Gamma$ requires $0 d_{\text {ext }} \log _{q}(D)$ field $q$-exponentiations. This matrix does not depend on F and so can be precomputed. The memory cost of storing $\mathrm{\Gamma}$ is $d_{\text {ext }}\left\lfloor\log _{q}(D)\right\rfloor+1$ elements of $\mathbb{F}_{q^{d e x t}}$.
- Secondly, the computation of $L \cdot \Gamma^{\top}$ requires $0 d_{\text {ext }} \log _{q}(D)$ operations in $\mathbb{F}_{q}[x]$ and $0 d_{\text {ext }}$ modular reductions (which is better than $0 d_{\text {ext }} \log _{q}(D)$ operations in $\mathbb{F}_{q^{d}{ }^{d e x t}}$ ).
- Then, we compute $\Gamma \cdot Q$ with a classical matrix product, requiring $0 d_{\text {ext }} \log _{q}(D)^{2}$ operations in $\mathbb{F}_{q}[x]$ and $0 d_{\text {ext }} \log _{q}(D)$ modular reductions.
- Finally, we multiply the previous result by $\Gamma^{\top}$, requiring $0 d_{\text {ext }}^{2} \log _{q}(D)$ operations in $\mathbb{F}_{q}[x]$ and $0 d_{\text {ext }}^{2}$ modular reductions.

Now, we consider vinegar variables. We add the following step.

- The computation of $\Gamma \cdot V_{x}$ requires $0 d_{\text {ext }} V \log _{q}(D)$ operations in $\mathbb{F}_{q}[x]$ and $0 d_{\text {ext }} V$ modular reductions.

By removing the precomputation step which requires $\quad 0 d_{\text {ext }} \log _{q}(D) \log _{2}(q)$ operations in $\mathbb{F}_{q^{d}{ }^{d} t}$, we obtain an overall cost of $0 d_{\text {ext }} \log _{q}(D) \cdot\left(n_{\text {var }}+\log _{q}(D)\right)$ operations in $\mathbb{F}_{q}[x]$ and $0 d_{\text {ext }} \cdot\left(n_{\text {var }}+\right.$ $\left.\log _{q}(D)\right)$ modular reductions.
Remark 17. For certain choices of $\boldsymbol{\theta}$, the computation of $\Gamma$, as well as the computations using it, could be less expensive. In the implementation of Gemssi is the canonical basis of $\mathbb{F}_{2^{d} \mathrm{ext}}$, and the field polynomial $f$ of $\mathbb{F}_{2^{d} \text { ext }}$ is a trinomial. This implies that the elements of $\Gamma$ are sparse, which simplifies the multiplication. When $f$ is a field AOP (Section 5.3.4), the (field) multiplication by $x^{i \cdot q}=x^{i \cdot q^{j}} \bmod d_{\text {ext }}+1 \bmod f$ is roughly a left (circular) shift by $i \cdot q^{j} \bmod \left(d_{\text {ext }}+1\right)$ positions.

### 9.4.2 Evaluation of a M Q Polynomial over $\mathbb{F}_{2}$

Here, we describe how to evaluate effiently a multivariate quadratic polynomial p, such that

$$
p=X_{i=1 j=1}^{X^{\operatorname{var}} X^{i}} p_{i, j} x_{i} x_{j}+X_{i=1}^{X_{\text {var }}} p_{i} x_{i}^{!}+c \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{v a r}}\right]
$$

This operation is used during the verifying process of $M$ Fbased schemes (Section 2.3.3), in particular when we use the hybrid representation of the public-key (Section 7.4.8). We also use it during the dual verifying process, when we verify the validity of $\sigma$ inner signatures with a derived public-key of $\alpha \leqslant 2$ equations (Section 3.4).

By using the matrix representation of quadratic forms, we can write $p$ as

$$
\begin{equation*}
p(\mathbf{x})=\mathbf{x} \cdot Q \cdot \mathbf{x}^{\top}+\mathbf{x} \cdot L^{\top}+c, \tag{9.5}
\end{equation*}
$$

where $c \in \mathbb{F}_{q}, \mathrm{~L} \in \mathcal{M}{ }_{1, \mathrm{n}_{\text {var }}} \mathbb{F}_{\mathrm{q}}$ and $\mathrm{Q} \in \mathcal{M} \mathrm{n}_{\text {var }} \mathbb{F}_{\mathrm{q}}$ is a lower triangular matrix. We emphasize that Q is not upper triangular here. This choice allows to improve the performance when the intuitive strategy is used. Thus, we store the $i$-th row of $Q$ over $\mathbb{F}_{2}$ as a $n_{\text {var }}$-bit integer for $1 \leqslant i \leqslant n_{\text {var }}$.

From now, we consider $q=2$, and we store $L$ on the diagonal of $Q$. An intuitive constant-time strategy is to directly compute Equation (9.5). In order to compute effiently $\quad \mathrm{Q} \cdot \mathbf{x}^{\top}$, we store Q in the row-major order such that each row is a vector of bits. Thus, each dot product can be computed with a bitwise logical AND followed by the computation of the parity bit of the Hamming weight. However, the latter is rather expensive compared to a simple logical a N D So, we do not compute it
fully．For each row of $Q$ ，we xor the products（which use $A N D$ ）in a $\omega$－bit register，then we directly multiply this non－reduced result by the corresponding value from $\mathbf{x}$ ．We accumulate vectors of bits instead of bits，and at the end of the evaluation，we compute only one time the parity bit of the Hamming weight．The latter can be computed by repeating the process of aligning the lower and higher parts，then xoring them，until a 64 －bit（or 32 －bit）vector is obtained．For these sizes， we could continue to repeat the previous dichotomic process，but the use of the PO PC Ninstruction （which computes the Hamming weight）is faster．When this instruction is not available，we can use the variable－precision SWAR（SIMD Within A Register）algorithm，our variant computing the parity of the Hamming weight，or the PCLM ULQ Diastruction to multiply the 64－bit vector（as a binary polynomial）by the degree－63 binary AOP，followed by a logical right shift by 63 positions．

```
Algorithm 38 Classical 64-bit implementation in c programming language of the SWA R algorithm.
    /* n is the input, a 64-bit register. */
    /* n is the output. n contains the Ham m ing w eight of the input. */
    \#define COUNTBITS64SW AR (n) \}
        \(n-=(n \gg 1) \&((u\) int64 _t)0x5555555555555555); /* HW of each 2-bit block *入
        \(\mathrm{n}=(\mathrm{n} \quad \&((\mathrm{u}\) int64 \(\quad \mathrm{t}) 0 \times 3333333333333333)) \backslash\)
            \(+((n \gg 2) \&((u i n t 64 \quad\) _t)0x3333333333333333)); /* HW of each 4-bit bbck *入
        \(\mathrm{n}=((\mathrm{n}+(\mathrm{n} \gg 4)) \&((\mathrm{u}\) int64 _t)0xFOFOFOFOFOFOFOF))\(/ * H W\) of each byte *入
            * ((uint64 _t) \(0 x 101010101010101)\) ) >> 56; \(\quad *\) sum of the 8 HW s */
    \#define PARITYCOUNTBITS68W AR (n) ** our varint com puting the parity bit \(* 入\)
        \(\mathrm{n}^{\wedge}=\mathrm{n} \gg 1\); /* parity of the HW of each 2 -bit block *
        \(n^{\wedge}=n \gg 2 ;\) (* parity of the HW of each 4-bit block *入
        \(\mathrm{n}=((\mathrm{n} \&((\mathrm{u}\) int64 \(\quad \mathrm{t}) 0 \mathrm{x} 1111111111111111)) \backslash\)
            * ((uint64 _t)0x8888888888888888)) >> \(63 ; / *\) sum of the 16 HW s m odulb 2 */
```

The evaluation of $p$ can be optimized with an unpacked representation of $Q$ ，where each row of Q is aligned to the used register size，with a zero padding．Compared to a packed representation， this avoids having to align $\mathbf{x}^{\top}$ for each dot product and turns to be more effient．However，a packed representation minimizes the required memory．So，the unpacked representation implies a memory penalty or adding an unpacking step，which can be expensive．We study this point in Section 7．4．8．

We note that［53］proposed a method which balances the size of the rows of $Q$ ．We denote this idea the diagonal strategy，since a diagonal representation of Q is used．The idea is to generate a matrix $Q^{\prime}$ whose $i$－th row is the diagonal of size $n_{\text {var }}-i$ of $Q$（from up to down）followed by this of size i ，for $0 \leqslant \mathrm{i} \leqslant \frac{\mathrm{n}_{\text {var }}}{2}$ ．The obtained matrix has $\frac{\mathrm{n}_{\text {var }}}{2}+1$ plain rows．This representation can seem better，since the number of rows is divided by two，and the balanced rows make easier the memory management．However，this representation requires shifting $\frac{n_{\text {var }}}{2}$ times the vector of variables during the evaluation．The implementation of this operation is rather slow over $\mathbb{F}_{2}$ ．That is why we use the intuitive strategy．

In our variable－time implementation over $\mathbb{F}_{2}$ ，we improve the intuitive strategy by using the fact that a random value of $x_{i}$ is null with probability 0.5 ．We know that each row of $Q \cdot \mathbf{x}^{\top}$ will be multiplied by $x_{i}$ ．So，when $x_{i}=0$ ，we do not compute the corresponding row．When the rows of $Q$ have to be unpacked，we can avoid unpacking its $i$－th row if $x_{i}=0$ ，also improving the unpacking step．

### 9.4.3 Variable-Time Evaluation of MQ Systems over

Now, we study how to take advantage of the structure of a multivariate quadratic system to evaluate it effiently. The evaluation of $M Q$ systems in variable-time is important for the verifying process of $m$ Ibased schemes (Section 2.3.3). Similarly to the previous section, let $\mathbf{p} \in \mathbb{F}_{q^{m}}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]$ be the monomial representation of a $M Q$ system of $m$ equations in $n_{\text {var }}$ variables over $\mathbb{F}_{q}$, such that

$$
\mathbf{p}(\mathbf{x})=\mathbf{x} \cdot \mathbf{Q} \cdot \mathbf{x}^{\top}+\mathbf{L} \cdot \mathbf{x}^{\top}+\mathbf{c}
$$

where $\mathbf{c} \in \mathbb{F}_{q^{m}}, \mathbf{L} \in \mathcal{M} 1, \mathrm{n}_{\text {var }} \mathbb{F}_{\mathrm{q}^{m}}$ and $\mathbf{Q} \in \mathcal{M} \mathrm{n}_{\text {var }} \mathbb{F}_{\mathrm{q}^{m}}$ is upper triangular. We can write $\mathbf{p}$ as:

$$
\mathbf{p}(\mathbf{x})=\mathbf{x} \cdot \mathbf{Q} \cdot \mathbf{x}^{\top}+\mathbf{L}^{\top}+\mathbf{c}
$$

In variable-time, and when $q$ is small enough, the classical trick [15] is to look the value of $x_{i} \in \mathbb{F}_{q}$ before computing the $i$-th row of $\mathbf{Q} \cdot \mathbf{x}^{\top}+\mathbf{L}^{\top}$. If $x_{i}$ is null, then we do not compute the $i$-th row since the latter will be multiplied by zero. This happens with probability $\frac{1}{q}$ for a random value of $X_{i}$. Else, the computation of the i-th row requires multiplying the i-th row of $\mathbf{Q}$ by $\mathbf{x}^{\top}$. Here again, we can optimize the multiplication by $\mathrm{x}_{\mathrm{j}} \in \mathbb{F}_{\mathrm{q}}$ for $\mathrm{i} \leqslant \mathrm{j} \leqslant \mathrm{n}_{\text {var }}$. If $\mathrm{x}_{\mathrm{j}}$ is null, then the multiplication can be avoided. We also note that when $x_{i}$ or $x_{j}$ is equal to one (or minus one), the multiplication becomes trivial. This strategy is very effient on $\quad \mathbb{F}_{2}$ (Algorithm 39), because approximately a quarter of the monomials are non-null. The average cost of this strategy is approximately $m \cdot \frac{n_{\text {var }} \cdot\left(n_{\text {var }}+1\right)}{2} \cdot \frac{(q-1)^{2}}{q^{2}}$ multiplications in $\mathbb{F}_{q}$. In our implementation, this strategy seems to give apparent speed-ups for $q \leqslant 16$. We also observe that the verification of $x_{i}$ alone can be more effient.

```
Algorithm 39 Variable-time evaluation of a \(M Q\) system of \(m\) equations in \(n_{\text {var }}\) variables over \(\mathbb{F}_{2}\).
    function Evaluation_M Qsystem \(\mathbf{p} \in \mathbb{F}_{2 m}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right], \mathbf{y}=\left(y_{1}, \ldots, y_{n_{\text {var }}}\right) \in \mathbb{F}_{2}^{n_{\text {var }}}\)
        acc \(\leftarrow \mathbf{c}\)
for ifrom 1 to \(n_{\text {var }}\) do
            if \(y_{i}=1\) then
                acc \(\leftarrow \operatorname{acc}+\mathbf{p}_{i} \quad\). Linear term of \(\mathbf{p}\).
                    for j from \(\mathrm{i}+1\) to \(\mathrm{n}_{\text {var }}\) do
                        if \(y_{j}=1\) then
                        acc \(\leftarrow \operatorname{acc}+\mathbf{p}_{\mathrm{i}, \mathrm{j}} \quad\). Quadratic term of \(\mathbf{p}\).
                    end if
                    end for
            end if
        end for
        return acc
    end function
```

The previous method exploits the potential low Hamming weight of $\quad \mathbf{x}$. However, this method is expensive for large Hamming weights. The authors of [15] proposed a diffrential trick over $\quad \mathbb{F}_{2}$. Let $\mathbf{L}_{\mathbf{1}}(\mathbf{x})$ be the following multivariate linear polynomial over $\mathbb{F}_{\mathrm{q}}$ :

Thus, we have the following diffential property:

$$
p(\mathbf{x})-\mathbf{p} \mathbf{x}+\mathbf{1}_{\mathrm{n}_{\mathrm{var}}}=\mathbf{L}_{\mathbf{1}}(\mathbf{x}) .
$$

So, the diffrence between $\mathbf{p}(\mathbf{x})$ and $\mathbf{p}\left(\mathbf{x}+\mathbf{1}_{\mathrm{n}_{\mathrm{var}}}\right)$ is linear. This property is well-known for MQ polynomials [58], by replacing $\mathbf{1}_{n_{\text {var }}}$ by any vector over $\mathbb{F}_{\mathrm{q}}$. However, the choice of $\mathbf{1}_{\mathrm{n}_{\text {var }}}$ allows the following strategy [15] to evaluate $\mathbf{p}$ over $\mathbb{F}_{2}$. If the Hamming weight of $\mathbf{x}$ is smaller than a certain threshold $t$ (e.g. $\frac{n_{\text {var }}^{2}}{2}$ ), then $\mathbf{p}(\mathbf{x})$ is directly computed. Else, $\mathbf{p}\left(\mathbf{x}+\mathbf{1}_{\mathrm{n}_{\text {var }}}\right)+\mathbf{L}_{1}(\mathbf{x})$ is computed. We summarize this strategy in Algorithm 40. The interest of Algorithm 40 is that Step 0 can be precomputed for a fixed public-key p. This requires storing $m \cdot\left(n_{\text {var }}+1\right)$ bits.

```
Algorithm 40 Variable-time evaluation of a MQ system over \(\mathbb{F}_{2}\) using the diffential trick.
Input: \(\mathbf{p} \in \mathbb{F}_{2^{m}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}_{\text {var }}}\right], \mathbf{y}=\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{\mathrm{n}_{\text {var }}}\right) \in \mathbb{F}_{2}^{n_{\text {var }}}, \mathrm{t} \in \mathbb{N}\).
Output: \(\mathbf{p}(\mathbf{y}) \in \mathbb{F}_{2 \mathrm{~m}}\).
0. Precompute \(\mathbf{L}_{\mathbf{1}}(\mathbf{x})=\mathbf{c}-\mathbf{p} \mathbf{1}_{\mathrm{n}_{\text {var }}}-\mathrm{P}_{\substack{n_{\text {var }} \\ i=1}}^{P} \underset{\substack{i-1 \\ j=1}}{ } \mathbf{p}_{j, i}+\underset{\substack{n_{\text {var }} \\ j=i+1}}{ } \mathbf{p}_{i, j} \quad \mathbf{x}_{\mathrm{i}}\). The latter depends
``` only on \(\mathbf{p}\).
1. Compute \(h\) the Hamming weight of \(\mathbf{y}\), e.g. with several calls to the POPCNinstruction or the SWAR algorithm 38.
2. If \(h \leqslant t\), then return \(\mathbf{p}(\mathbf{y})\) by using Algorithm 39 .
3. Else, return \(\mathbf{p} \mathbf{y}+\mathbf{1}_{n_{\text {var }}}+\mathbf{L}_{\mathbf{1}}(\mathbf{y})\) by using A Igorithm 39. Note that the computation of \(\mathbf{L}_{\mathbf{1}}(\mathbf{y})\) can be trivially included in the evaluation of \(\mathbf{p}\).

However, Algorithm 40 does not speed up the evaluation of the public-key in Gem SS We think this is due to the Hamming weight, which is close to \(\frac{\mathrm{n}_{\text {var }}}{2}\) for random vectors. Finally, we emphasize that we cannot use specific values of \(x_{i}\) to speed up a constant-time implementation.

\subsection*{9.4.4 Implementing an E ffient Evaluation of MQ Systems over}

Here, we study how to implement effiently the evaluation of multivariate quadratic systems over \(\mathbb{F}_{2}\). The evaluation of the public-key is the main part of the verifying process of Gem SS(Section 7.1.4). It is iterated nb _ite times. Since the verification is a public process, it does not need to be protected against timing attacks. As in Section 9.4.3, we can exploit the fact that for a random input, the evaluation of a monomial \(x_{i} x_{j}\) in \(\mathbb{F}_{2}\) is null with probability 0.75 , and so avoid \(75 \%\) of computations. However, the evaluation in constant-time is required during the signature generation (Section 7.1.3) and keypair generation by evaluation-interpolation (Section 7.4.7) to evaluate the \(\gamma\) map of the HFE vpolynomial (Equation (7.1)), which is quadratic in the vinegar variables. It is also used in other contexts, for example to encrypt a message for the h FEbased encryption schemes. In this section, we study both variable-time evaluation and constant-time evaluation.

To evaluate the public-key \(\mathbf{p}\), we can use diffrent representations. The representation by equation consists in storing the \(m\) equations of \(\mathbf{p}\) separately \(\left(\mathbf{p} \in \mathbb{F}_{2}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}\right)\), whereas the representation by monomial consists in storing the monomials of \(\mathbf{p}\) separately ( \(\mathbf{p} \in \mathbb{F}_{2 m}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]\) ).

In the previous section，we studied the fast evaluation of［53］，which applies naturally on the representation by equation（with a diagonal representation of each equation）．In［56］，the authors presented a faster evaluation．To do so，they used a monomial representation of the public－key． B oth，［53］and［56］，used the AV X 2 instruction set．We have chosen the monomial representation as in［56］，because it naturally exploits the fact that on average， \(75 \%\) of monomials are null．

Our variable－time evaluation only uses the classical method［15］，as presented in Algorithm 39. We initialize an accumulator acc to the constant term \(\mathbf{c} \in \mathbb{F}_{2 m}\) of \(\mathbf{p}\) ，and for each term \(\mathbf{p}_{\mathrm{i}, \mathrm{j}} \mathrm{x}_{\mathrm{i}} \mathrm{x}_{\mathrm{j}}\) with \(\mathbf{p}_{i, j} \in \mathbb{F}_{2^{m}}\) for \(1 \leqslant \mathrm{i}<j \leqslant \mathrm{n}_{\text {var }}\) ，we add \(\mathbf{p}_{\mathrm{i}, \mathrm{j}}\) to acc if and only if \(\mathrm{x}_{\mathrm{i}}=\mathrm{x}_{\mathrm{j}}=1\) ．

Then，we have vectorized Algorithm 39．To do it，we just store acc with 256 －bit registers，and we use 256 －bit bad，store and bitwise x0 Rinstructions to perform vectorial computations．When \(\frac{m}{64}\) is not a multiple of four，we sometimes add the use of 64 －bit or 128 －bit registers to speed up the implementation．Algorithm 39 is vulnerable to timing attacks（Section 4．7），since the bitwise xO Ris used if and only if \(x_{i}=x_{j}=1\) ．The traditional way to avoid this attack（Section 6．3．2）is to replace the conditional statement by a multiplication by \(\quad x_{i}\)（respectively \(x_{j}\) ）．But \(x_{i}\) and \(x_{j}\) are in \(\mathbb{F}_{2}\) ，so the multiplication can be accelerated：it is equivalent to applying a mask which is the duplication of \(x_{i}\)（respectively \(x_{j}\) ）m times．With this strategy，we obtain Algorithm 41.
```

Algorithm 41 Constant-time evaluation of a M Q system of $m$ equations in $n_{\text {var }}$ variables over $\mathbb{F}_{2}$.
function Cst-time_evaluation_M Qsystem $\mathbf{p} \in \mathbb{F}_{2 m}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right], \mathbf{y}=\left(y_{1}, \ldots, y_{n_{\text {var }}}\right) \in \mathbb{F}_{2}^{n_{\text {var }}}$
for $i$ from 1 to $n_{\text {var }}$ do
$\mathrm{T}_{\text {mask }}[\mathrm{i}] \leftarrow \mathrm{y}_{\mathrm{i}} \quad$. Duplicate the bit $\mathrm{y}_{\mathrm{i}}$ to create a mask.
end for
acc $\leftarrow \mathbf{c} \quad$. Constant term of $\mathbf{p}$.
for $i$ from 1 to $n_{\text {var }}$ do
$L \leftarrow \mathbf{p}_{\mathrm{i}}$
for j from $\mathrm{i}+1$ to $\mathrm{n}_{\text {var }}$ do
$L \leftarrow L+\mathbf{p}_{\mathrm{i}, \mathrm{j}}$ ANDT mask $[j]$. Apply the mask on $\mathbf{p}_{\mathrm{i}, \mathrm{j}}$ (compute $\mathbf{p}_{\mathrm{i}, \mathrm{j}} \mathrm{y}_{\mathrm{j}}$ ).
end for
$\operatorname{acc} \leftarrow \operatorname{acc}+\mathrm{L}$ ANDT $\mathrm{mask}^{[i]} \quad$. Apply the mask on $L$ (compute $L \cdot y_{i}$ ).
end for
return acc
end function

```

To vectorize Algorithm 41，acc and L are stored in 256－bit registers．However，the optimal way to put each mask in a 256 －bit register is not trivial．On the one hand，we can store 256 －bit masks in the array \(T_{\text {mask．}}\) ．In this way，the bad instruction permits to create the 256 －bit register．On the other hand，we can store 64 －bit masks in the array \(\mathrm{T}_{\text {mask }}\) ．The creation of the 256 －bit register is done by one call to VPBROADCAS⿴囗十心 ich duplicates a 64－bit mask in a 256－bit register．This idea is described in Algorithm 42．We propose a new idea，described in Algorithm 43．Firstly，we unroll with a depth four the loop in \(j\) ．Secondly，we store 64－bit masks in the array \(T_{\text {mask，}}\) but we load four 64 －bit masks in one 256 －bit register．Then，to create a 256 －bit mask from one of the four 64 －bit masks，we use the VPERM ịstruction．It permits to create a 256 －bit register where each 64 －bit part is one of the four 64－bit part of the input．In particular，we use it to duplicate one 64－bit part of the input（which is a mask）in a 256 －bit register．This method is the best：it requires only one load for four masks，unlike the two previous methods which require four loads（four 256 －bit loads for the first method and four 64－bit loads for the second method）．

Then, to apply the mask on \(\mathbf{p}_{\mathrm{i}, \mathrm{j}}\), we remark that the VPMASKM Oinstruction permits to load data and apply the mask in only one instruction. It permits to accelerate the evaluation.

M ore generally, our new method using VPERM Rermits to improve the constant-time vectormatrix product over \(\mathbb{F}_{2}\), but is interesting only when the variable \(\mathrm{T}_{\text {mask }}\) is computed one time for several products sharing the same vector. We remark that this method is faster on Skylake processors, but on Haswell processors, the use of VPBROADCAS(Adgorithm 42) remains faster.
```

Algorithm 42 Improvement of Algorithm 41 with AVX2, VPMASKM Oand VPBROADCASTQ
for $j$ from $i+1$ to $n_{\text {var }}$ do

```

```

    end for
    ```
```

Algorithm 43 Improvement of Algorithm 41 with AVX2, VPMASKM Oand VPERMQ
for j from $\mathrm{i}+1$ to $\mathrm{n}_{\text {var }}-3$ by 4 do
$\mathrm{y} 64 \mathrm{x} 4 \leftarrow \mathrm{VM}$ OVD QT $\left.\Psi_{\text {mask }}+j\right) \quad . \operatorname{Load} \mathrm{T}_{\text {mask }}[j], \mathrm{T}_{\text {mask }}[j+1], \mathrm{T}_{\text {mask }}[j+2]$ and $\mathrm{T}_{\text {mask }}[j+3]$.
$y 0 \leftarrow \operatorname{VPERM}($ Q64x4, 0 x 00$)$. Duplicate $\mathrm{T}_{\text {mask }}[j]$.
$\mathrm{y} 1 \leftarrow$ VPERM $($ Q64x4, $0 \times 55) \quad$. Duplicate $\mathrm{T}_{\text {mask }}[j+1]$.
$\mathrm{y} 2 \leftarrow \operatorname{VPERM}\left(\right.$ Q64x4, 0xAA) $\quad$. Duplicate $\mathrm{T}_{\text {mask }}[j+2]$.
$\mathrm{y} 3 \leftarrow \operatorname{VPERM}\left(\right.$ Q64x4, 0xFF) $\quad$. Duplicate $\mathrm{T}_{\text {mask }} \mathrm{k}[\mathrm{j}+3]$.
$\mathrm{L} \leftarrow \mathrm{L}+$ VPMASKM $\mathrm{Q} \mathbf{p}_{\mathrm{iq}}^{\mathrm{q}} \mathrm{l}, \mathrm{y} 0$ ) $\quad . \operatorname{Load} \mathbf{p}_{\mathrm{i}, \mathrm{j}}$ and apply the mask (compute $\mathbf{p}_{\mathrm{i}, \mathrm{j}} \mathrm{y}_{\mathrm{j}}$ ).
$L \leftarrow L+$ VPMASKM $\left.\alpha p_{i} i_{i+1}, \mathrm{y} 1\right) \quad$. Compute $\boldsymbol{p}_{i, j+1} \mathrm{y}_{\mathrm{j}+1}$.

```

```

        \(L \leftarrow L+\) VPMASKM \(\left.\alpha \mathbf{p}_{i \neq 1}+3, y 3\right) \quad\). Compute \(\mathbf{p}_{i, j+3} y_{j+3}\).
    end for
    for \(j\) from \(j\) to \(n_{\text {var }}\) do
    ```

```

    end for
    ```

Table 9.21 shows the performance of the evaluation that uses the \(\mathrm{AV} \times 2\) instruction set. To improve the performance, we use the -funrol-bops option of GCC which unrolls loops to improve the use of the pipeline. The factor of performance between variable-time and constant-time implementation depends on m : the factor is two for small values of m and four for larger values. The performance is affcted by cache penalties when the public-key is too large. For \(m=n_{\text {var }}=256\), we compare our code with the effient implementation of [56], by using a similar processor (ServerH). We have similar times for the constant-time evaluation, and a speed-up of 1.38 for the variable-time evaluation. This speed-up is mainly due to unrolled loops. M oreover, we have split the loop i (respectively the loop j) into two loops with an Euclidean division by 64: the first is a loop for iq from 0 to \(\frac{i}{64}\), and the second is a loop for ir from 0 to 63 . In this way, for extracting \(x_{i}\) which is the i-th bit from a vector of 64-bit words, we take the ir -th bit of the iq-th word. It permits to simplify the extraction of bits from 64-bit registers.

For the constant-time evaluation, we have obtained our best times on H aswell by using A lgorithm 42. However, on Skylake, A Igorithm 43 is faster. For a M Q system of 256 equations in 256 variables over \(\mathbb{F}_{2}\) (cf. Table 9.22), we obtain 61.4 kc with Algorithm 42 against 55.5 kc with Algorithm 43. Since Algorithm 42 is state-of-the-art on Haswell, we have obtained a new speed record on Skylake, by a factor 1.1. For comparison, we obtain 23.2 kc for the variable-time evaluation.

For m requiring one 64 -bit word (respectively two 64 -bit words), we use the 256 -bit registers to perform computations in \(\mathbb{F}_{2 \mathrm{~m}}\) by pack of four elements (respectively two elements). This method implies the use of masks to compute \(\mathbf{p}_{\mathrm{i}, \mathrm{j}} \mathrm{x}_{\mathrm{j}}\) for four (respectively two) successive values of j . Optimizing the cases m requiring one or two 64-bit words permits to use a new strategy of parallelization: with k cores, the public-key can be split into k packets of 64 equations (respectively 128 equations), and each core can apply one time the evaluation for its part of the public-key. In a general way, m can be split in the way to use evaluation algorithms for smaller number of equations.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline m & 64 & 128 & 192 & 256 & 320 & 384 & 448 & 512 \\
\hline constant-time & 2.01 & 14.1 & 44.7 & 89.1 & 196 & 318 & 478 & 853 \\
\hline variable-time & 1.15 & 6.46 & 17.1 & 37.3 & 74.5 & 120 & 191 & 205 \\
\hline
\end{tabular}

Table 9.21: Number of kilocycles to evaluate a \(\mathrm{M} Q\) system of m equations in m variables over \(\mathbb{F}_{2}\). We use a Haswell processor (ServerH) with the AV X2 instruction set. Turbo Boost is not used.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline m & 64 & 128 & 192 & 256 & 320 & 384 & 448 & 512 \\
\hline constant-time & 1.49 & 7.04 & 30.1 & 55.5 & 142 & 202 & 341 & 610 \\
\hline variable-time & 0.841 & 3.87 & 12.3 & 23.2 & 51.0 & 75.5 & 133 & 144 \\
\hline
\end{tabular}

Table 9.22: Number of kilocycles to evaluate a \(\mathrm{M} Q\) system of m equations in m variables over \(\mathbb{F}_{2}\). We use a Skylake processor (DesktopS) with the AV X2 instruction set. Turbo Boost is used.

\subsection*{9.4.5 Multipoint Evaluation of a M Q Polynomial}

Here, we study how to perform effiently the evaluation of a multivariate quadratic polynomial
\[
p=X_{i=1}^{X_{\text {var }} X_{\text {var }}} p_{i, j} x_{i} x_{j}+X_{i=1}^{X_{\text {var }}} p_{i} x_{i} \quad+c \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]
\]
in a set of evaluation points \(\mathbf{z}_{1}, \ldots, \mathbf{z}_{\sigma} \in \mathbb{F}_{q}^{n_{\text {var }}}\). This operation is used when we verify the validity of \(\sigma\) inner signatures with a derived public-key of \(\quad \alpha \leqslant 2\) equations (Section 3.4). For the sake of simplicity, we only consider the evaluation of the quadratic terms. A s in Section 9.4.3, the quadratic terms of \(p\) can be written as a quadratic form, i.e. \(\mathbf{x} \cdot \mathrm{Q} \cdot \mathbf{x}^{\top}\), where Q is an upper triangular matrix in \(\mathcal{M}_{n_{\text {var }}} \mathbb{F}_{q}\) such that for \(1 \leqslant i \leqslant j \leqslant n_{\text {var }}\), the coeffient \(\quad(i, j)\) of \(Q\) corresponds to the monomial \(x_{i} x_{j}\) of \(p\). We have:
\[
Q_{i, j}=\left(\begin{array}{ll}
p_{i, j} & \text { if } \mathrm{i} \leqslant \mathrm{j}, \\
0 & \text { otherwise. }
\end{array}\right.
\]

It is well-known that in characteristic two, the monomial representation of a MQ system is optimal for its evaluation in a point [15, 64]. It is due to the vectorization of the product of each monomial \(\mathrm{x}_{\mathrm{i}} \mathrm{x}_{\mathrm{j}}\) by the corresponding coeffient from each equation. In our case, this representation is not optimal since we only have \(\alpha \leqslant 2\) equations to evaluate (Section 8.6). So, we cannot re-use the code of the evaluation available in the inner mode to verify inner signatures during the dual verifying
process. However, we have a fairly large set of evaluation points ( \(16 \leqslant \sigma \leqslant 256\) ). We propose the dual idea of the previous evaluation. We store each equation one by one, but we use a monomial representation of the evaluation points. Then, we will be able to multiply effiently each coeffient of \(p\) by the corresponding variables from each evaluation point.

Let \(\mathbf{z}_{k}=z_{1}^{(k)} \cdots z_{n_{\text {var }}}^{(k)} \in \mathbb{F}_{q}^{n_{\text {var }}}\) for \(1 \leqslant k \leqslant \sigma\), and \(\mathbf{z} \in \mathcal{M} n_{\text {var }, \sigma} \mathbb{F}_{q}\) be the monomial representation of \(\mathbf{z}_{1}, \ldots, \mathbf{z}_{\sigma}\), i.e. \(\mathbf{z}\) is the following matrix stored in the row-major order:

Then, we demonstrate that:
where \(\odot\) stands for pointwise product.
Proof. Let \(k\) be an integer such that \(1 \leqslant k \leqslant \sigma\). By definition, we have:
\[
p\left(z_{k}\right)=X_{i=1}^{X_{\text {var }} X_{\text {var }}} p_{i, j} z_{i}^{(k)} z_{j}^{(k)}
\]

The coeffient \((i, k)\) of \(Q \cdot \mathbf{z}\) is \(P_{j=i}^{n_{\text {var }}} p_{i, j} z_{j}^{(k)}\), and its pointwise product with \(\quad \mathbf{z}\) gives \(z_{i}^{(k)} P_{j=i}^{n_{\text {var }}} p_{i, j} z_{j}^{(k)}\). Finally, the coeffient \(\quad(1, k)\) of \(1 \cdots \cdots c c c(Q \cdot \mathbf{z})\) is
\[
X_{i=1}^{X_{\text {var }}} z_{i}^{(k)}{ }_{j=i}^{X_{\text {var }}} p_{i, j} z_{j}^{(k)}
\]
which is exactly \(\mathrm{p}\left(\mathbf{z}_{\mathrm{k}}\right)\).

The matrix product \(Q \cdot \mathbf{z}\) is the core of this evaluation. By multiplying each coeffient of Q by the corresponding row of \(\mathbf{z}\), we can re-use the effient parallel multiplication by a scalar proposed in Section 7.4.9. Finally, the pointwise product can be performed with the parallel general multiplication also described in Section 7.4.9. This process is summarized in Algorithm 44.

Remark 18. The matrix product \(Q \cdot \mathbf{z}\) could be performed with a fast matrix product, but this would be ineffient for our practical sizes of parameters.

We summarize the results obtained with Algorithm 44 in Table 9.23. The chosen parameters correspond to the 128 -bit and 256 -bit security levels of \(\quad R\) ainbow and \(D\) ualM odeM \(\$\) Section 8.6). The multipoint evaluation is effient over \(\quad \mathbb{F}_{16}\) and \(\mathbb{F}_{256}\) : for each point, in one cycle, approximately 10 monomials of \(p\) are evaluated for \(q=16\), and 5 monomials of \(p\) are evaluated for \(q=256\). The
elements of \(\mathbb{F}_{256}\) are two times larger than in \(\mathbb{F}_{16}\), which explains the previous factor two. Over \(\mathbb{F}_{2}\), the evaluation seems not to be effient: only 26 monomials of \(\quad p\) are evaluated in one cycle, whereas 256 elements of \(\mathbb{F}_{2}\) can be multiplied in parallel. The monomial representation of points is not optimal for \(\mathbb{F}_{2}\), so our final implementation uses another approach (Section 9.4.2). However, it allows to easily vectorize the evaluation of a compressed equation, since the coeffients of \(p\) are bits extracted one by one. Then, for \(\mathrm{n}_{\text {var }}\) equals 88 and 96 , we propose two values of \(\sigma\). The first requires storing \(\sigma\) monomials on 128 bits, whereas the second requires 256 bits. On 256 bits, we completely exploit the AV X2 instruction set, whereas on 128 bits, the half of the register is not used. So, we have proposed specific implementations to fully exploit these registers. It is very effient over \(\mathbb{F}_{256}\) : the number of cycles by point is similar between \(\sigma=16\) and \(\sigma=32\). The implementation is less effient over \(\mathbb{F}_{16}\), with a loss of a factor of \(29 \%\) for \(\sigma=32\).
```

Algorithm 44 M ultipoint evaluation of one MQ polynomial (with linear part and constant).
function Multipoint_evaluation_MQ $p \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right], \mathbf{z}_{1}, \ldots, \mathbf{z}_{\sigma} \in \mathbb{F}_{q}^{n_{\text {var }}}$
acc $\leftarrow \mathrm{c} \cdots \quad \mathrm{c} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{o}}$. Duplication of the constant term of
for $i$ from 1 to $\mathrm{n}_{\text {var }}$ do
$\mathrm{L} \leftarrow \mathrm{p}_{\mathrm{i}} \cdots \mathrm{p}_{\mathrm{i}} \in \mathbb{F}_{\mathrm{q}}^{0} \quad$. Duplication of a linear term of
for j from i to $\mathrm{n}_{\text {var }}$ do
if $p_{i, j} \neq 0$ then . Optional improvement.
if $p_{i, j}=1$ then . Optional improvement.
$L \leftarrow L+z_{j}^{(1)} \ldots z_{j}^{(\sigma)}$
else
$\mathrm{L} \leftarrow \mathrm{L}+\mathrm{z}_{\mathrm{j}}^{(1)} \cdots \mathrm{z}_{\mathrm{j}}^{(\sigma)} \cdot \mathrm{p}_{\mathrm{i}, \mathrm{j}} \quad$. Multiplication by a scalar.
end if
end if
end for
$\mathrm{acc} \leftarrow \mathrm{acc}+\mathrm{L} \odot \mathrm{z}_{\mathrm{i}}^{(1)} \quad \cdots \mathrm{z}_{\mathrm{i}}^{(\sigma)} \quad$. Pointwise product of vectors.
end for
return acc . Return $p\left(\mathbf{z}_{1}\right) \cdots p\left(\mathbf{z}_{\sigma}\right)$ the vector of the $\sigma$ evaluations of $p$.
end function

```
\begin{tabular}{|c|c|c|c|c|c|}
\hline q & \(\mathrm{n}_{\text {var }}\) & N & \(\sigma\) & nb. kilocycles & nb. cycles by point \\
\hline 2 & 566 & 160462 & 256 & 1570 & 6140 \\
\hline \multirow{2}{*}{16} & \multirow{2}{*}{96} & \multirow{2}{*}{4656} & 32 & 18.0 & 563 \\
\cline { 4 - 6 } & & & 64 & 28.0 & 437 \\
\hline \multirow{2}{*}{256} & \multirow{2}{*}{88} & \multirow{2}{*}{3916} & 16 & 12.4 & 774 \\
\cline { 4 - 6 } & 188 & 17766 & 32 & 22.5 & 720 \\
\cline { 4 - 6 } & 182 & 90.6 & 2830 \\
\hline
\end{tabular}

Table 9.23: Performance of the evaluation of \(\alpha=1 \mathrm{MQ}\) equation in \(\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]\) in \(\sigma\) points. We use a Skylake processor (LaptopS), with the AVX2 instruction set. Turbo Boost is not used. The cost of computing the monomial representation of the points is included in the measurements.

\subsection*{9.5 M ultipoint E valuation of Univariate Polynomial Systems}

For each cryptographic operation of the dual mode (Chapter 3), we have to evaluate one or several univariate polynomials (the m A qpolynomials), whose coeffients live in a small degree extension of \(\mathbb{F}_{\mathrm{q}}\). Typically, we have \(\mathrm{q}=2\) for DuaM odeM sand \(\mathrm{q}=16\) or \(\mathrm{q}=256\) for DualR anbow (Section 8.6). M oreover, the extension field contains between \(2^{18}\) and \(2^{24}\) elements, and the degree of the M A qpolynomials is between \(2^{9}\) and \(2^{13}\). The number of equations and evaluation points depend on the cryptographic operations. So, we adapt our choice of algorithms accordingly.

\subsection*{9.5.1 Multiplication in \(\quad \mathbb{F}_{\mathrm{q}^{k}}\) and Accumulators}

The core of the multipoint evaluation of the macpolynomials is the multiplication in \(\mathbb{F}_{q^{k}}\). Here, we propose effient multiplications when \(q=2\). When \(q=16\) or \(q=256\), we use an isomorphism between \(\mathbb{F}_{\mathrm{q}^{k}}\) and \(\mathbb{F}_{2^{k}}\) with \(\mathrm{k}^{\prime}=\kappa \log _{2}(\mathrm{q})\), permitting to exploit these multiplications. For \(\mathrm{k}^{\prime} \leqslant 8\), the multiplication can be performed in parallel with the field representation used in Section 7.4.9. For larger extension degrees of \(\mathbb{F}_{2}\), it seems hard to have an effient parallel multiplication. The optimal way seems be to compute sequentially each multiplication with the PCLM ULQ dirstruction, which computes the product of two degree-63 polynomials in \(\mathbb{F}_{2}[x]\). So, we use the polynomial representation (Section 5.2.1). We define \(\mathbb{F}_{2^{k}}\) as \(\mathbb{F}_{2}\) quotiented by an irreducible trinomial of degree \(\kappa^{\prime}\), if the latter exists ( cf. Section B.9), or by an irreducible pentanomial of degree \(\kappa^{\prime}\) otherwise. This choice permits to compute the multiplication with the PCLM ULQ Dirstruction, followed by the field modular reduction based on algorithms dedicated to sparse polynomials (Section 5.3.3). We can also use an irreducible A OP or ESP (Section 5.3.4) for certain extension degrees.

Then, we propose a trick to perform two multiplications in \(\quad \mathbb{F}_{2^{\prime}}\), when \(\kappa^{\prime} \leqslant 21\), with only one call to PCLMULQDLet \(a_{0}, a_{1}, b_{0}, b_{1} \in \mathbb{F}_{2^{\prime}}\). The computation of \(a_{0} \times b_{0}\) and \(a_{1} \times b_{1}\) can be performed as following. We put the \(\kappa^{\prime}\) bits of \(a_{0}\) in the lower bits of a 64 -bit register, and the \(\kappa^{\prime}\) bits of \(a_{1}\) in the higher bits. We repeat this process for \(b_{0}, b_{1}\). Then, we call PCLMULQ Duchich returns the product in a 128-bit register \(R\). Finally, the \(2 k^{\prime}-1\) lower bits of \(R\) are \(a_{0} \times b_{0}\), whereas the \(2 k^{\prime}\) higher bits of \(R\) are \(a_{1} \times b_{1}\) (with the last bit which is necessarily null and so is useless). We have also computed \(a_{0} \times b_{1}+a_{1} \times b_{0}\) in the \(2 k^{\prime}-1\) middle bits of \(R\), and the remaining bits are null.

Example 5 (Double product via PCLM ULQDQLet \(a_{0}, a_{1}, b_{0}, b_{1} \in \mathbb{F}_{2^{21}}\). We set \(A=a_{0}+a_{1} X{ }^{43}\) and \(B=b_{0}+b_{1} X{ }^{43}\). The multiplication of \(A\) by \(B\) gives \(a_{0} b_{0}+\left(a_{0} b_{1}+a_{1} b_{0}\right) X^{43}+a_{1} b_{1} X^{86}\). Since the products are 41-coeffient polynomials over \(\quad \mathbb{F}_{2}\), the three parts of \(\mathrm{A} \times \mathrm{B}\) are disjoint.

The structure of the result is ineffient if the products have to be reduced directly after the multiplication, because it requires extracting them before performing the modular reduction. However, this structure is adapted to the concept of accumulator. Coupled to Algorithms 45 and 46 from Section 9.5.3, this trick permits to speed up the implementation by a factor two when \(\kappa^{\prime} \leqslant 21\). This factor can be improved with the VPCLM ULQ instruction, available since September 2019 on the Ice Lake processors (Section 6.1.3). The VPC LM U LQ ingtruction performs four times in parallel the PCLMULQ Dirstruction, multiplying by four the performance of the Horner strategy.

Remark 19. Our trick can also be used to accumulate products of degree-1 polynomials over \(\mathbb{F}_{2^{k}}\), when \(\kappa^{\prime} \leqslant 21\). The terms of degree zero, one and two from the result are respectively at the position \(0,64-\kappa^{\prime}\) and \(128-2 \kappa^{\prime}\).

Finally, we perform the modular reduction with the shift-and-add strategy (Section 9.2.3). When the products are 64-bit aligned, this permits to compute two modular reductions in parallel with the SSE 2 instruction set. For \(k^{\prime}=19\) and \(k^{\prime}=24\), we cannot define \(\mathbb{F}_{2^{k}}\), with an irreducible trinomial. So, we take an irreducible pentanomial, which slows down the performance of the modular reduction. We use the irreducible pentanomials \(x^{19}+x^{6}+x^{5}+x+1\) and \(x^{24}+x^{4}+x^{3}+x+1\). The fact that \(x^{1}\) appears allows a small optimization. M oreover, the modular reduction can be accelerated thanks to the specific relation \(x^{k_{3}}+x^{k_{2}}+x+1=(1+x) \cdot\left(1+x^{k_{2}}\right)\) (Section 9.2.4).

\subsection*{9.5.2 Structured Evaluation Point Set}

During the keypair generation of the dual mode, the number of equations is fairly large (between 48 and 512) and the number of evaluation points \(\tau\) is very large (between \(2^{18}\) and \(2^{24}\) ). However, we can choose these \(\tau\) points. We use the very effient additive FFT over \(\quad \mathbb{F}_{2^{k}}\) presented in Section 5.4.4. This method allows to choose a subset of \(\tau\) points corresponding to a basis of \(\log _{2}(\tau)\) elements in \(\mathbb{F}_{2^{k}}\). When \(q=16\) or \(q=256\), we use an isomorphism between \(\mathbb{F}_{q^{k}}\) and \(\mathbb{F}_{2^{k}}\) with \(\mathrm{K}^{\prime}=\mathrm{K} \log _{2}(\mathrm{q})\), then we use the previous method to solve the multipoint evaluation problem. Here, the multiplication in \(\mathbb{F}_{2^{{ }^{\prime}}}\), is the core of the FFT. M ore particularly, the results have to be reduced after each multiplication. Therefore, we cannot vectorize them with the trick from Section 9.5.1.

In Table 9.24, we summarize the results obtained with the additive FFT. The chosen parameters correspond to the 128 -bit and 256 -bit security levels of D ualM odeM and DualR a inbow. The additive FFT is very effient: the cost of each point is between 20 and 50 cycles, whereas the univariate polynomial has between 1000 and 8000 coeffients. The results are slower in \(\mathbb{F}_{2^{24}}\) because we cannot define this field with an irreducible trinomial over \(\mathbb{F}_{2}\).
\begin{tabular}{|c|c|c|c|c|}
\hline \(\mathrm{K}^{\prime}\) & \(\mathrm{D}_{\text {MAC }}\) & \(\tau\) & nb. megacycles & nb. cycles by point \\
\hline 21 & 1833 & \(2^{18}\) & 7.00 & 26.7 \\
\hline \multirow{2}{*}{20} & 931 & \(2^{18}\) & 6.14 & 23.4 \\
\cline { 2 - 5 } & 8023 & \(2^{18}\) & 11.1 & 42.3 \\
\hline \multirow{2}{*}{24} & 1305 & \(2^{18}\) & 8.27 & 31.5 \\
\cline { 2 - 5 } & 5921 & \(2^{18}\) & 12.0 & 45.9 \\
\hline
\end{tabular}

Table 9.24: Performance of the evaluation of a univariate polynomial of degree \(\mathrm{D}_{\mathrm{MAC}}\) over \(\mathbb{F}_{2^{\kappa^{\prime}}}\) in \(\tau\) points. We use a Skylake processor (LaptopS), with PCLMULQ Ia@d the AVX2 instruction set.

\subsection*{9.5.3 Random Evaluation Point Set}

During the signing and verifying processes of the dual mode, the univariate polynomial system has to be evaluated in a small number \(v\) of random points (between 16 and 53 ) in \(\mathbb{F}_{q^{k}}\). In this case, the additive FFT cannot be used because the evaluation point set has to be generated from a sub-basis of \(\mathbb{F}_{\mathrm{q}^{k}}\). So, we use Algorithm 20 as a variant of Horner's rule (Section 5.4.3). Let a be an evaluation point from a ring. The original rule consists in repeating the process of multiplying a degree-0 polynomial by \(a^{1}\) and adding it another degree-0 polynomial. In our variant (Algorithm 46), we multiply a degree- ( \(s-1\) ) polynomial by \(a^{s}\), with \(s\) a tuned parameter in function of the number of equations. This method requires a precomputation step (Algorithm 45): for each point, we have to compute the vector of its powers until \(s\). Then, we use them to evaluate each degree- \((s-1)\) polynomial via a dot product of the coeffient vector by this of the powers of the current point.
```

Algorithm 45 Horner precomputation (with a step of 4).
function powers a $\notin, s \in \mathbb{N}^{*}$
$\mathrm{a}_{0} \leftarrow 1, \mathrm{a}_{1} \leftarrow \mathrm{a}, \mathrm{a}_{2} \leftarrow \mathrm{a} \times \mathrm{a}_{1} \mathrm{a}_{3} \leftarrow \mathrm{a}_{2} \times \mathrm{a}_{1} \mathrm{a}_{4} \leftarrow \mathrm{a}_{3} \times \mathrm{a} \quad$. Initialization step, $\mathrm{a}_{\mathrm{i}}$ is $\mathrm{a}^{i} \in \mathcal{R}$.
for ifrom 1 to $\frac{s+1}{4}-1$ do . The products are independent and reduced in $\mathcal{R}$.
$a_{4 i} \leftarrow a_{4 i-4} \times a_{4}$
$a_{4 i+1} \leftarrow a_{4 i-3} \times a_{4}$
$a_{4 i+2} \leftarrow a_{4 i-2} \times a_{4}$
$a_{4 i+3} \leftarrow a_{4 i-1} \times a_{4}$
end for
for j from 0 to $\mathrm{s}+1 \bmod 4$ do
$a_{4(i+1)+j} \leftarrow a_{4 i+j} \times a_{4}$
end for
return $\left(a_{0}, a_{1}, \ldots, a_{s}\right)$
end function

```
```

Algorithm 46 Horner by block for the evaluation of a degree- $d$ univariate polynomial $G$ in a.
function Horner_by_block $G \in \mathbb{F}_{q^{k}}[X], a \in \mathbb{F}_{q^{k}}, s \in \mathbb{N}^{*}$
( $\left.\mathrm{a}_{0}, \mathrm{a}_{1}, \ldots, \mathrm{a}_{\mathrm{s}}\right) \leftarrow$ powers $(\mathrm{a}, \mathrm{s}) \quad$. Precomputation step for a fixed a .
$b \leftarrow \frac{d+1}{s}, r \leftarrow d+1 \bmod s$
acc $\leftarrow 0$
for i from 0 to $\mathrm{b}-1$ do
for j from 0 to $\mathrm{s}-1$ do . This loop can be unrolled (as in Algorithm 45).
acc $\leftarrow \operatorname{acc}+g_{i \cdot s+j} \times a^{j} \quad$. Multiplication without the modular reduction.
end for
$\operatorname{acc} \in \mathbb{F}_{\mathrm{q}^{k}} \quad$. Reduction in $\mathbb{F}_{\mathrm{q}^{k}}$.
acc $\leftarrow$ acc $\times a^{5} \quad$. Multiplication without the modular reduction.
end for
if $r \neq 0$ then
for j from 0 to $\mathrm{r}-1$ do
Multiplication without
end for
acc $\in \mathbb{F}_{\mathrm{q}^{k}}$
acc $\leftarrow \operatorname{acc} \times \mathrm{a}^{5} \quad$. Multiplication without the modular reduction.
end if
return acc $\in \mathbb{F}_{q^{k}}$. Reduction in $\mathbb{F}_{q^{k}}$.
end function

```

In Algorithms 45 and 46, we propose to unroll loops to remove dependencies between the multiplications. In this way, the implementation can be improved with vectorized multiplications in \(\quad \mathbb{F}_{2^{k}}\) (Section 9.5.1). We summarize the results obtained in Table 9.25. The chosen parameters correspond to the 128 -bit security level of DuaM odeM snd DualR aninbow. The evaluations are effient. The number of cycles to evaluate one polynomial is approximately its number of coeffients, so the evaluation of one coeffient costs just one cycle. We obtain a better performance for \(\mathrm{K}^{\prime} \leqslant 21\) by using the parallel multiplication presented in Section 9.5.1. Finally, when the number of equations
is 256 or more, the use of Algorithm 46 is similar to computing the dot product of the coeffient vector of \(G\) by the vector of the powers of a until \(D_{\text {MAC }}\)
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(\mathrm{K}^{\prime}\) & \(\mathrm{D}_{\mathrm{M} \mathrm{AC}}\) & nb. equations & s & nb. kilocycles & nb. cycles by equation \\
\hline \multirow{3}{*}{21} & \multirow{2}{*}{1833} & 256 & 1834 & 282 & 1102 \\
\cline { 3 - 6 } & & 2 & 108 & 2.70 & 1348 \\
\cline { 3 - 6 } & & 1 & 72 & 1.50 & 1504 \\
\hline \multirow{2}{*}{20} & \multirow{2}{*}{931} & 64 & 156 & 37.6 & 587 \\
\cline { 3 - 6 } & & 1 & 72 & 0.964 & 964 \\
\hline \multirow{2}{*}{24} & \multirow{2}{*}{1305} & 48 & 264 & 77.4 & 1612 \\
\cline { 3 - 6 } & & 1 & 44 & 2.12 & 2121 \\
\hline
\end{tabular}

Table 9.25: Performance of the evaluation of univariate polynomial systems of degree \(\quad \mathrm{D}_{\mathrm{MAC}} \mathrm{Over} \mathbb{F}_{2^{x^{\prime}}}\). We use a Skylake processor (LaptopS), with PC LM U LQ Ia@d the AV X2 instruction set.

\subsection*{9.6 Performance of M Q soft (Final Version)}

\subsection*{9.6.1 Detailed Performance of HFEB ased Keypair Generation}

Table 9.26 summarizes the time of most important steps of the keypair generation (Section 7.1.2). These steps are achieved in constant-time. The generation of \(\mathbf{f}\) is computed as explained in Section 9.4.1. We have vectorized the multiplication by \(\mathbf{S}\) and \(\mathbf{F}\), which is based on vector-matrix products over \(\mathbb{F}_{2}\) implemented with the AVX2 instruction set. When we use \(\mathbf{f}\), the multiplication by \(\mathbf{S}\) is the crucial part of the keypair generation (if PCLM ULQ Disqavailable). For the evaluation-interpolation strategy (Section 7.4.7), the computation of \(\mathcal{F} \mathcal{S}\) via our multipoint evaluation is very effient.
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline scheme & ( \(\mathrm{d}_{\text {ext }}, \mathrm{D}, \Delta, \mathrm{v}\) ) & gen. \(\mathbf{f}\) & \multicolumn{2}{|l|}{\(\mathrm{f}(\mathrm{x} \cdot \mathrm{S})\)} & \(\mathcal{F} \mathcal{S}\) & apply \(\overline{\text { P }}\) \\
\hline GeM SS 128 & \((174,513,12,12)\) & 4.87 & 25.7 & 25.8 & 11.0 & 7.02 \\
\hline B lueGeM SS 128 & \((175,129,13,14)\) & 3.80 & 26.8 & 26.9 & 9.42 & 7.30 \\
\hline Red©M SS 128 & \((177,17,15,15)\) & 2.28 & 28.1 & 28.6 & 6.89 & 7.63 \\
\hline GeM SS 192 & \((265,513,22,20)\) & 25.3 & 121 & 100 & 41.5 & 24.8 \\
\hline B lueGeM SS 192 & \((265,129,22,23)\) & 20.1 & 126 & 97.2 & 37.4 & 25.8 \\
\hline RedCM SS 192 & \((266,17,23,25)\) & 12.1 & 129 & 106 & 28.5 & 26.5 \\
\hline GeM SS 256 & \((354,513,30,33)\) & 59.7 & 380 & 384 & 75.4 & 74.7 \\
\hline B lueGeM SS 256 & \((358,129,34,32)\) & 47.8 & 393 & 394 & 67.5 & 76.6 \\
\hline Red©M SS 256 & \((358,17,34,35)\) & 28.6 & 405 & 410 & 57.4 & 78.1 \\
\hline Gui-184 & \((184,33,16,16)\) & 3.29 & 32.0 & 32.0 & 8.58 & 8.56 \\
\hline G ui-312 & \((312,129,24,20)\) & 27.3 & 197 & 199 & 47.2 & 48.0 \\
\hline G ui-448 & \((448,513,32,28)\) & 114 & 995 & 994 & 163 & 146 \\
\hline
\end{tabular}

Table 9.26: Number of megacycles for main steps of the keypair generation with our library. We use a Skylake processor (LaptopS). \(\mathcal{F} \mathcal{S}\) is computed from F with the evaluation-interpolation strategy. The column \(\mathbf{f}(\mathbf{x} \cdot \mathbf{S})\) is split in two. The first column corresponds to the composition of \(\mathcal{F}\) with \(\mathcal{S}\), whereas the second column corresponds to the composition of \(\pi\) o \(\circ \mathcal{F}\) with \(\mathcal{S}\).

\subsection*{9.6.2 Performance of HFEB ased Schemes}

In this part (Table 9.27), we give the last results of performance on the HFEv-based signature schemes GeM S sand Gui The performance for the variants of Gem Sisis available in Section 7.5.6, whereas the performance for a large set of parameters is given in Section 7.8.10. We have obtained interesting speed-ups compared to [84]. For G ui we obtain big speed-ups on the keypair generation. The keypair generation of M Q softis between 30 and 90 times faster than the round 1 implementation. This is due to our effient evaluation-interpolation algorithm, but also to the Gui implementation which does not consider important optimizations in their evaluation-interpolation algorithm. For the signing and verifying proçsses, we obtain respectively factors 2.5 and 1.8. The signing process of \(G\) uicosts approximately \({ }_{i=1}^{n b}\) ite \(\exp (i)\) times the cost of root finding (Table 9.20), which is consistent. The authors of Gui[62] claimed to achieve the EUF-CMA property (Section 7.6.2). Their method implies aborting as soon as one of the nb _ite calls to the root finding algorithm fails to find a unique root.
\begin{tabular}{|c|c|cc|cc|cc|}
\hline scheme & \(\left(\mathrm{d}_{\text {ext }}, \mathrm{D}, \Delta, \mathrm{v}, \mathrm{nb}\right.\) _ite \()\) & key gen. & \multicolumn{2}{c|}{ sign } & \multicolumn{2}{c|}{ verify } \\
\hline GeM S S 128 & \((174,513,12,12,4)\) & \(19.6 \times 6.03\) & \(608 \times 2.09\) & \(0.106 \times 1.57\) \\
\hline GeM S S 192 & \((265,513,22,20,4)\) & \(69.4 \times 7.9\) & \(1760 \times 1.83\) & 0.304 & \(\times 1.47\) \\
\hline GeM S S 256 & \((354,513,30,33,4)\) & \(158 \times 9.32\) & \(2490 \times 2.16\) & 0.665 & \(\times 1.76\) \\
\hline F GeM S \$266) & \((266,129,10,11,1)\) & 53.7 & \(\times 8.22\) & 44 & \(\times 2.9\) & 0.0365 & \(\times 2.64\) \\
\hline G ui-184 & \((184,33,16,16,3)\) & \(23.5 \times 31.7\) & \(28.5 \times 2.6\) & \(0.0712 \times 1.89\) \\
\hline G ui-312 & \((312,129,24,20,2)\) & \(116 \times 41.9\) & \(308 \times 2.53\) & \(0.161 \times 1.85\) \\
\hline G ui-448 & \((448,513,32,28,2)\) & \(356 \times 91.7\) & \(5710 \times 3.44\) & \(0.562 \times 1.62\) \\
\hline
\end{tabular}

Table 9.27: Number of megacycles (Mc) for each cryptographic operation with our library for a Skylake processor (L aptopS), followed by the speed-up between the best implementation provided for the NIST submissions (Table 7.37) versus our implementation. For example, \(19.6 \times 6.03\) means a performance of 19.6 Mc with \(\mathrm{M} Q\) soft, and a performance of \(19.6 \times 6.03=118 \mathrm{MC}\) for the NIST implementations.

\subsection*{9.6.3 Performance of the Dual Mode}

In Section 8.4.3, we presented large speed-ups obtained with M Q softon D uaM odeM. SIn Tables 9.28 and 9.29, we summarize the performance of the inner and dual modes. In Table 9.28, we provide two measurements for the signing process of the hFebased schemes. The first corresponds to the signing process with the time to decompress the secret-key, whereas the second assumes that the secret-key is already decompressed. This second value is useful to measure the impact of the inner mode on the dual mode: the secret-key is decompressed one time for \(\sigma\) inner signatures.

Impact of the inner mode. The keypair generation of the dual mode requires generating the keypair of the inner mode. This has a slight impact on the performance (at most 6\% of the dual keypair generation). Then, the dual signing process requires generating \(\sigma\) inner signatures. This is the core of the signing process, taking between \(41 \%\) and \(68 \%\) for DualR ainbow, between \(79 \%\) and \(92 \%\) for RedD uaM odeM, sind at least \(94 \%\) for DuaM odeM Swhich has a long signing process.

Finally, for \(D\) ualR ainbow, the multipoint evaluation of \(\quad \alpha\) multivariate quadratic equations (Section 9.4.5) is faster than the inner verifying process. Its impact is very low on the dual verifying process ( \(7 \%\), cf. Table 9.23 ). For the hFebased schemes, the field is \(\mathbb{F}_{2}\) so the multipoint evaluation is slower, but its impact on the dual mode is limited.
\begin{tabular}{|c|c|c|c|c|}
\hline scheme & ( \(\lambda q, \mathrm{n}_{\text {var }}, \mathrm{m}\) ) & key gen. & sign & verify \\
\hline FœM S \$266) & \multirow[b]{2}{*}{\((128,2,277,256)\)} & \multirow[t]{2}{*}{53.1} & \multirow[t]{2}{*}{44.0 (/ 43.8)} & \multirow[t]{2}{*}{0.0368} \\
\hline Inner.DuaM odeM S 128 & & & & \\
\hline Inner.D uaM odeM S 192 & \((192,2,420,384)\) & 203 & 89.2 (/ 88.3) & 0.124 \\
\hline Inner.D uaM odeM S 256 & \((256,2,566,512)\) & 609 & 153 (/ 145) & 0.377 \\
\hline Inner.R edD uaM odeM S 128 & \((128,2,280,256)\) & 45.7 & 2.24 (/ 0.973) & 0.0378 \\
\hline Inner.R edD uaM odeM S 192 & \((192,2,423,384)\) & 179 & 5.51 (/ 1.76) & 0.125 \\
\hline Inner.RedD uaM odeM S 25 & \((256,2,569,512)\) & 543 & 10.0 (/ 3.11) & 0.375 \\
\hline \(R\) ainbow -Ia & \((128,16,96,64)\) & 10.5 & 0.0692 & 0.0193 \\
\hline \(R\) ainbow -Ic & \((128,256,88,48)\) & 23.1 & 0.231 & 0.0591 \\
\hline \(R\) ainbow-IIC & (192, 256, 140, 72) & 97.3 & 0.637 & 0.114 \\
\hline R ainbow -V c & \((256,256,188,96)\) & 137 & 0.856 & 0.210 \\
\hline
\end{tabular}

Table 9.28: Performance of the inner mode in megacycles. We use a Skylake processor (LaptopS), with PC LM U LQ Tåd the AV X 2 instruction set. Turbo B oost is not used. The second value of the signing process corresponds to the time to sign without decompressing the secret-key.

Impact of the M A Cpolynomials. During the keypair generation, m univariate polynomials are evaluated in \(\tau\) points of \(\mathbb{F}_{2 \times \log }^{2(q)}\). For \(\tau=2^{18}\), this takes between \(39 \%\) and \(48 \%\) of the dual keypair generation ( cf. Table 9.24). For the signing process, the same polynomials are evaluated in \(\quad v\) points
 and \(24 \%\) for D ualR a inbow -Ic, cf. Table 9.25), and is negligible compared to the generation of the \(\sigma\) inner signatures in D uaM odeM \(\$\) less than \(3 \%\) of the dual signing process). Finally, the evaluation of \(\alpha\) MACpolynomials in \(v\) points is very negligible for the dual verifying process. Since \(\alpha \leqslant 2\), the evaluations are fast (between \(6 \%\) and \(12 \%\) of the dual verifying process for the 128 -bit security level, cf. Table 9.25).

Impact of the M erkle tree. During the keypair generation, the creation of the \(M\) erkle tree requires computing \(\tau\) digests from ( \(\mathrm{mk} \log _{2}(q)\) )-bit sequences and \(\tau-2^{6}\) digests from \(4 \lambda\)-bit sequences. For large values of \(\tau\), the number of computations is large and implies a slow keypair generation. The generation of the M erkle tree takes between \(31 \%\) and \(39 \%\) of the dual keypair generation for DualRanbow, whereas it takes between \(21 \%\) and \(24 \%\) for the HFEbased dual modes. Then, the verifying process requires computing \(v\) digests from \(\left(m \kappa \log _{2}(q)\right)\)-bit sequences and \(v \cdot\left(\log _{2}(\tau)-\delta\right)\) digests from \(4 \lambda\)-bit sequences. That makes between 200 and 700 digests for our parameters. The impact of the hash function on the dual verifying process is between \(37 \%\) and \(48 \%\) for \(\quad\) D ualR a inbow, and between \(21 \%\) and \(32 \%\) for the hFEbased dual modes. The performance of the hash function gives a lower bound on the practical effiency of the keypair generation and verifying process.

Remark 20. Here, we do not use the technique from Section 8.5 .5 which minimizes the size publickey plus signature. The latter requires computing at most \(2^{\left\lceil\log _{2}(v)\right\rceil}-2^{\delta}+v \cdot \log _{2}(\tau)-\left\lceil\log _{2}(v)\right\rceil\) digests from \(4 \lambda\)-bit sequences during the verifying process, which does not significantly change the performance compared to the parameter sets from Section 8.6 (where \(\delta=0\) ).
\begin{tabular}{|c|c|c|c|c|}
\hline scheme & ( 入оак \(\left.\quad \log _{2}(\tau), \nu \delta\right)\) & key gen. & sign & verify \\
\hline D uaM odeM S 128 & (128, 64, 2, 21, 18, 18, 4) & 3710 & 2800 & 0.643 \\
\hline D uaM odeM S 192 & (192, 96, 2, 20, 18, 33, 5) & 6770 & 8470 & 1.73 \\
\hline D uaM odeM S 256 & ( \(256,256,1,20,18,51,5)\) & 12700 & 38000 & 3.95 \\
\hline \multicolumn{2}{|l|}{RedD uaM odeM S \(128(128,128,1,18,18,19,5)\)} & 3800 & 136 & 0.743 \\
\hline \multicolumn{2}{|l|}{R edD uaM odeM S 192 ( \(192,192,1,18,18,34,6)\)} & 6870 & 409 & 1.85 \\
\hline \multicolumn{2}{|l|}{RedD uaM odeM S 256 ( \(256,256,1,18,18,53,6)\)} & 13000 & 1040 & 3.95 \\
\hline DualR anbow -Ia & \((128,32,1,5,18,16,4)\) & 999 & 3.21 & 0.265 \\
\hline DualR anbow-Ic & (128, 16, 1, 3, 18, 17, 4) & 969 & 5.49 & 0.299 \\
\hline D ualR anbow-HC & (192, 24, 1, 3, 18, 31, 5) & 1610 & 26.2 & 0.752 \\
\hline D ualR a \({ }^{\text {anbow }}\) - C & (256, 32, 1, 3, 18, 47, 6) & 2540 & 66.3 & 1.63 \\
\hline
\end{tabular}

Table 9.29: Performance of the dual mode in megacycles. We use a Skylake processor (LaptopS), with PCLM ULQ Ia@d the AV X 2 instruction set. Turbo Boost is not used.

Performance on Haswell. In Table 9.30, we show the impact of the processor on the dual mode. The performance of the PCLM ULQ Diastruction impacts the use of MACpolynomials in all cryptographic operations. M oreover, the arithmetic in \(\mathbb{F}_{q}\) of \(R\) anbow is impacted by the performance of the AVX2 instruction set, which is slower on Haswell.
\begin{tabular}{|c|c|c|c|c|}
\hline scheme & ( 入рак \(\left.\quad \log _{2}(\tau), \nu \delta\right)\) & key gen. & sign & verify \\
\hline D uaM odeM S 128 & \((128,64,2,21,18,18,4)\) & 3750 & 3650 & 0.635 \\
\hline DuaM odeM S 192 & (192, 96, 2, 20, 18, 33, 5) & 6720 & 10800 & 1.77 \\
\hline D uaM odeM S 256 & \((256,256,1,20,18,51,5)\) & 11900 & 45200 & 3.84 \\
\hline \multicolumn{2}{|l|}{R edD uaM odeM S 128 ( \(128,128,1,18,18,19,5)\)} & 3840 & 169 & 0.694 \\
\hline \multicolumn{2}{|l|}{R edD uaM odeM S 192 ( \(192,192,1,18,18,34,6)\)} & 6820 & 498 & 1.76 \\
\hline \multicolumn{2}{|l|}{R edD uaM odeM S256 ( \(256,256,1,18,18,53,6)\)} & 12100 & 1260 & 3.88 \\
\hline DualR anbow-Ia & \((128,32,1,5,18,16,4)\) & 938 & 3.78 & 0.268 \\
\hline DualR a inbow -Ic & (128, 16, 1, 3, 18, 17, 4) & 992 & 7.74 & 0.329 \\
\hline D ualR a mbow-IIC & (192, 24, 1, 3, 18, 31, 5) & 1910 & 41.8 & 0.913 \\
\hline DualR andow -V c & (256, 32, 1, 3, 18, 47, 6) & 3340 & 120 & 2.04 \\
\hline
\end{tabular}

Table 9.30: Performance of the dual mode in megacycles. We use a Haswell processor (ServerH), with PCLM ULQ Ia@d the AV X2 instruction set. Turbo Boost is not used.

\section*{Chapter 10}

\section*{A pproximate PoSSo}

In Chapter 8, we proposed DuaM odeM and DualR anbow, the dual modes respectively based on HFEv-and Rainbow. Their security relies on the hardness of APoSS (Problem 4), which is an open question (Section 4.5). We close the gap by proving that APoSSdंs NP-complete (Definition 1). In Section 10.1, we study APoSS dy using a reduction to the Generalized M inR ank problem [80], which provides a method to solve APoSS.o Then, we compute the dimension of APoSS.o The obtained result is identical to the dimension of \(\quad \mathrm{G}\) eneralized M inR ank. In Section 10.2, we study the relation between APoSS and PoSSo We obtain that APoSS ds similar to solving an instance of PoSS owhose considered system is the minus variant of the one considered in APoSS.oThe number of minus equations is the target rank of AP oS S.oIn particular, we introduce a reduction in polynomial time from APoSS do PoSS \(\rho\) which leads to demonstrate the NP-completeness of APoSS.oFinally, we confirm our results with practical experiments highlighting the behavior of APoSSdSection 10.3).

\subsection*{10.1 Reduction from APoSS to Generalized M inRank}

We propose to consider the matrix representation of the APoSS problem (Problem 4).
Problem 6. Approximate \(\operatorname{PoSSo}(\operatorname{APoSS}(\mathrm{q}, \mathrm{om}, \mathrm{n}\) var, \(\mathrm{D}, \mathrm{r}))\), matrix version. Let \(\mathrm{q}, \mathrm{m}, \mathrm{n}_{\text {var }}, \mathrm{D}, \sigma\) and \(r\) be non-negative integers such that \(r<\min (o m)\). Given \(p\) a degree- \(D\) multivariate polynomial system in \(\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}\) and \(\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma}\) in \(\mathbb{F}_{q}^{m}\), the problem is to find vectors \(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\) in \(\mathbb{F}_{q}^{n_{\text {var }}}\) such that the rank of the matrix
\[
\mathbf{M}=\begin{gather*}
\mathbf{p}\left(\mathbf{x}_{1}\right)-\mathbf{y}_{1}  \tag{10.1}\\
\vdots \\
\mathbf{p}\left(\mathbf{x}_{\sigma}\right)-\mathbf{y}_{\sigma}
\end{gather*} \in \mathcal{M}_{\mathrm{m}} \quad \mathbb{F}_{\mathrm{q}}
\]
is less or equal to \(r\).
This problem is similar to the \(G\) eneralized \(M\) inRank problem [80] (Problem 7). Here, we introduce a reduction from APoSS do \(G\) eneralized \(M\) in ank.

Problem 7. \(\quad G\) eneralized \(M\) in \(R\) ank ( \(G M \not \approx q, \sigma m, k, D, r\) )). Let \(q, m, k, D, \sigma\) and \(r\) be non-negative integers such that \(r<\min (\sigma m)\), and \(\mathbb{K}\) be a field. Given \(M\) a matrix in \(\mathcal{M}_{m}\) whose entries are degree- \(D\) polynomials in \(\mathbb{K}\left[x_{1}, \ldots, x_{k}\right]\), the problem is to find the set of points at which the evaluation of \(M\) has rank at most \(r\). In this thesis, we consider \(\mathbb{K}=\mathbb{F}_{q}\).

Theorem 11. Let \(\mathrm{q}, \mathrm{m}, \mathrm{n}_{\text {var }}, \mathrm{D}, \sigma\) and \(\mathrm{r}<\min (\sigma \mathrm{m})\) be integers.
Then, \(\left.\left.\operatorname{APoSS}(\not), \sigma m, n_{\text {var }}, D, r\right) \leqslant G M \notin q, \sigma m, \sigma \cdot n_{\text {var }}, D, r\right)\).
Proof. Let \(M\) be the matrix defined by Equation (10.1). By definition of the APoSS problem, we search \(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\) in \(\mathbb{F}_{q}^{n}{ }^{n}\) var such that \(\operatorname{rank}(M) \leqslant r\). Here, we do not have an instance of \(G\) eneralized \(M i n R\) ank the variables of \(p\) are shared by the columns of \(M\), but the solution vector changes between each row. Therefore, we just extend the number of variables to \(\quad \sigma \cdot n_{\text {var }}\), then we create the matrix \(\quad M^{\prime}\) in \(\mathcal{M}_{\mathrm{m}} \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1,1}, \ldots, \mathrm{x}_{\mathrm{m}}\right.\) var \(]\) such that its i -th row only contains the i -th block of \(\mathrm{n}_{\text {var }}\) variables. \(M^{\prime}\) is as follows:
\[
M^{\prime}=\begin{gather*}
\mathbf{p}\left(x_{1,1}, \ldots, x_{1, n_{\mathrm{var}}}\right)-\mathbf{y}_{1} \\
\vdots  \tag{10.2}\\
\mathbf{p}\left(x_{i, 1}, \ldots, x_{i, n_{\mathrm{var}}}\right)-\mathbf{y}_{\mathrm{i}} \\
\vdots \\
\mathbf{p}\left(\mathrm{x}_{\rho 1}, \ldots, x_{\sigma}{ }_{\mathrm{var}}\right)-\mathbf{y}_{\sigma}
\end{gather*} .
\]

We obtain an instance of \(G M\) mq, om, \(\sigma \cdot n_{\text {var }}, D, r\) ), which once solved, returns a solution vector \(\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right) \in \mathbb{F}_{q}^{\sigma \cdot n_{\text {var }}}\). The evaluation of \(M^{\prime}\) in \(\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\) is equal to \(M\). So, its rank is at most \(r\) and \(\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\) solves the instance of the APoSS problem.

This reduction allows to use the known attacks against \(G\) eneralized \(M \operatorname{in} R\) ank to study the hardness of APoSS oand its dimension. In Section 10.3, we propose experiments to evaluate the practical hardness of solving the APoSS problem. To do it, we modelize the APoSS problem as a non-linear multivariate system whose equations live in \(\mathbb{F}_{q}\left[x_{1,1}, \ldots, x_{m}{ }_{\text {var }}\right]\), then we solve it by computing its Gröbner basis (as in Section 4.4). The complexity of the Gröbner basis algorithms is exponential in the number of solutions. In DuaM odeM \$Chapter 8), we only need one solution to forge a signature. Thus, we fix variables to solve a zero dimensional system. Since each fixed variable decrements the dimension of APoSS othe number of variables that we fix is the dimension of APoSS.o We compute it in Theorem 12 under the assumption that the top left block of size \(r \times r\) of \(M^{\prime}\) (Equation (10.2)) is invertible in the fraction field, then we remove this assumption in Corollary 2. The result coincides with the dimension of \(G\) eneralized \(M \operatorname{in} R\) ank [80, Theorem 10].

Theorem 12. Let \(q, m, n_{\text {var }}, D, \sigma\) and \(r<\min (\sigma m)\) be integers, \(p \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{v a r}}\right]^{m}\) be a system of \(m\) degree- \(D\) polynomials in \(n_{\text {var }}\) variables, \(\mathbf{p}^{*} \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}\) be \(\mathbf{p}\) without its constant terms, and \(\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{m}}\). If the top left \(r \times r\) block of \(M^{\prime}\) (Equation (10.2)) is invertible in the fraction field, if the polynomials of \(\mathbf{p}^{*}\) are \(\mathbb{F}_{\mathrm{q}}\)-linearly independent, and if \(\sigma \cdot \mathrm{n}_{\text {var }} \geqslant\) \((\sigma-r)(m-r)\), then the dimension of APoSS \(\left(6 q, \sigma m, n \quad{ }_{\text {var }}, D, r\right)\) instantiated with \(\mathbf{p}\) and \(\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma}\) is \(\sigma \cdot n_{\text {var }}-(\sigma-r)(m-r)\).

Proof. In the APoSS problem, we search \(\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\) such that rank( \(M\) ) \(\leqslant r\) (Equation (10.1)). We propose to use a reduction to the PoSS oproblem. To do it, we use linear combinations of the first \(r\) rows of \(M^{\prime}\) (Equation (10.2)) to make the first \(r\) columns of its last \(\sigma-r\) rows vanish, then we build an instance of \(\operatorname{PoSS}\) owith the last \(\sigma-r\) rows of \(M^{\prime}\).

Let
\[
M_{r}^{\prime}=M_{r, r}^{\prime} \quad M_{r, m-r}^{\prime} \in \mathcal{M}_{r, m} \quad \mathbb{F}_{q}\left[x_{1,1}, \ldots, x_{r, n} \text { var }\right]
\]
be the submatrix of \(M^{\prime}\) created from its first \(r\) rows. We want to make the first \(r\) columns of the last \(\sigma-r\) rows of \(M^{\prime}\) vanish, i.e. for \(r<i \leqslant \sigma\), we search a vector \(z_{i}=\left(z_{i, 1}, \ldots, z_{i, r}\right)\) such that:

Let \(\mathbf{y}_{k}=\left(y_{k, 1}, \ldots, y_{k, m}\right) \in \mathbb{F}_{q}^{m}\) for \(1 \leqslant k \leqslant \sigma\). For a fixed \(i\), we search \(\mathbf{z}_{\mathrm{i}}\) such that:
\[
\mathbf{z}_{i} \cdot M_{r, r}^{\prime}=-p_{1}\left(x_{i, 1}, \ldots, x_{i, n_{v a r}}\right)-y_{i, 1}, \ldots, p_{r}\left(x_{i, 1}, \ldots, x_{i, n}{ }_{\text {var }}\right)-y_{i, r} .
\]

This is equivalent to solving a classical linear algebra system. Under the assumption that
invertible in the fraction field, i.e. in \(\mathbb{F}_{q}\left(x_{1,1}, \ldots, x_{r, n}\right) \quad M_{r, r}^{\prime}\), we solve this system by using
\(M r, r\) \(\mathcal{M}_{r} \mathbb{F}_{\mathrm{q}}\left(\mathrm{x}_{1,1}, \ldots, \mathrm{x}_{\mathrm{r}, \mathrm{n} \text { var }}\right)\). We only use the fraction field to allow the use of Gaussian elimination (represented by \(M_{r, r}^{\leftarrow}{ }^{-1}\) ). We obtain:
\[
\mathbf{z}_{i}=-p_{1}\left(x_{i, 1}, \ldots, x_{i, n_{\text {var }}}\right)-y_{i, 1}, \ldots, p_{r}\left(x_{i, 1}, \ldots, x_{i, n} n_{\text {var }}\right)-y_{i, r} . M_{r, r}^{\leftarrow} .
\]

Now that \(\left.\mathbf{z}_{i} \in \mathbb{F}_{q}\left(x_{1,1}, \ldots, x_{r, n}, x_{\text {var }}, x_{i, 1}, \ldots, x_{i, n}\right)_{v a r}\right)^{r}\) is known, we conclude by computing Equation (10.3). For \(r<i \leqslant \sigma\), the \(i\)-th row of \(M^{\prime}\) is given by:
\[
\begin{align*}
& \mathbf{z}_{i} \cdot M_{r}^{\prime}+\mathbf{p}\left(x_{i, 1}, \ldots, x_{i, n}\right)-\mathbf{y}_{i}=p\left(x_{i, 1}, \ldots, x_{i, n} n_{\text {var }}\right)-\mathbf{y}_{i} \cdot I_{m} \\
& \quad-p_{1}\left(x_{i, 1}, \ldots, x_{i, n}\right)-y_{i, 1}, \ldots, p_{r}\left(x_{i, 1}, \ldots, x_{i, n_{v a r}}\right)-y_{i, r} \cdot M_{r, r}^{\leftarrow 1} \cdot M_{r, r}^{\prime} \quad M_{r, m-r}^{\prime} . \tag{10.4}
\end{align*}
\]

We remark that this transformation is equivalent to the computation of \(\quad \mathbf{p}\left(x_{i, 1}, \ldots, x_{i, n}\right)-\mathbf{y}_{\mathrm{i}} \cdot \mathbf{T}^{\prime}\), for \(\mathbf{T}^{\prime} \in \mathcal{M} \mathbb{F}_{\mathrm{q}}\left(\mathrm{x}_{1,1}, \ldots, \mathrm{x}_{\mathrm{r}, \mathrm{n}}\right.\) var \()\) such that:

We deduce that \(M^{\prime}\) is as follows:
\[
\begin{aligned}
& \mathbf{p}\left(\mathrm{x}_{1,1}, \ldots, \mathrm{x}_{1, \mathrm{n}_{\text {var }}}\right)-\mathbf{y}_{1}
\end{aligned}
\]

We have built \(M^{\prime}\) from \(M^{\prime}\) by using operations on rows of \(M^{\prime}\), implying rank( \(\left.M^{\prime}\right)=r a n k\left(M^{\prime}\right)\). Now, we study when \(\operatorname{rank}\left(\mathrm{M}^{\prime}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\right) \leqslant r\). On the one hand, \(\mathrm{M}^{\prime}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\) is defined only if we choose \(\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\) in \(\mathbb{F}_{q}^{n_{\text {var }}}\) such that \(\operatorname{det}\left(M_{r, r}^{\prime}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\right)\right) \neq 0\). So, \(\operatorname{rank}\left(M_{r}^{\prime}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\right)\right)=r\). On the other hand, the last \(\sigma-r\) rows of \(M^{\prime}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\) are independent of the first \(r\) rows because
\(\operatorname{det}\left(M_{r, r}^{\prime}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\right)\right) \neq 0\) and the first \(r\) columns of the last \(\sigma-r\) rows are null (Equation (10.3)). Thus, we obtain \(\operatorname{rank}\left(M^{\prime}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\right) \leqslant r\) if and only if the last \(\sigma-r\) rows of \(M^{\prime}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\) are null. The corresponding rows of \(M^{\prime}\) generate an instance of \(P\) oSS oof at most \((\sigma-r)(m-r)\) nonzero equations in \(\sigma \cdot n_{\text {var }}\) variables. To obtain the dimension of this system, we have to demonstrate that these equations are \(\mathbb{F}_{q}\)-linearly independent.

We start by demonstrating under what assumptions these \((\sigma-r)(m-r)\) equations are non-zero. Let \(r<i \leqslant \sigma\) and \(r<j \leqslant m\). From Equation (10.4), the coeffient ( \(i, j\) ) of \(M^{\prime}\) is zero if and only if \(p_{j}\left(x_{i, 1}, \ldots, x_{i, n}\right.\) var \()-y_{i, j}\) is equal to the \((j-r)\)-th component of:
\[
p_{1}\left(x_{i, 1}, \ldots, x_{i, n_{v a r}}\right)-y_{i, 1}, \ldots, p_{r}\left(x_{i, 1}, \ldots, x_{i, n_{v a r}}\right)-y_{i, r} \cdot M_{r, r}^{\leftarrow 1} \cdot M_{r, m-r}^{\prime} .
\]

Since the set of variables of \(p_{j}\left(x_{i, 1}, \ldots, x_{i, n}{ }_{\text {var }}\right)-y_{i, j}\) is disjoint from these of \(M_{r, r}^{\leftarrow} \stackrel{1}{r} \cdot M_{r, m}^{\prime}{ }_{r}\), this equality is possible if and only if \(p_{1}-y_{i, 1}=\cdots=p_{r}-y_{i, r}=p_{j}-y_{i, j}=0\) or if the \((j-r)\)-th column of \(M_{r, r}^{\leftarrow} \cdot M_{r, m-r}^{\prime}\) lifts in \(\mathbb{F}_{q}\). So, we assume the negation of both previous cases. Here, we note that the second case implies that \(p_{j}\left(x_{i, 1}, \ldots, x_{i, n}\right)-y_{i, j}\) is the \(\mathbb{F}_{q}\)-linear combination of the \(p_{k}\left(x_{i, 1}, \ldots, x_{i, n}\right.\) var \()-y_{i, k}\) for \(1 \leqslant k \leqslant r\), defined by the \((j-r)\)-th column of \(M_{r, r}^{\leftarrow} \stackrel{1}{r} \cdot M_{r, m-r}^{\prime}\).

Then, we demonstrate under what new assumptions the \((\sigma-r)(m-r)\) equations are \(\mathbb{F}_{q}\)-linearly independent. Since the set of variables of \(p_{j}\left(x_{i, 1}, \ldots, x_{i, n}\right.\) var \()-y_{i, j}\) depends on \(i>r\), we just verify that for a fixed \(i\), the \(p_{j}\left(x_{i, 1}, \ldots, x_{i, n}\right.\) var \()-y_{i, j}-p_{1}\left(x_{i, 1}, \ldots, x_{i, n}\right.\) var \()-y_{i, 1}, \ldots, p_{r}\left(x_{i, 1}, \ldots, x_{i, n}\right.\) var \()-\) \(y_{i, r} . M_{r, r}^{\leftarrow}{ }^{1} . M_{r, m-r}^{\prime}\) for \(j>r\) are \(\mathbb{F}_{q}\)-linearly independent. Previously, we assumed that the columns of \(M_{r, r}^{\stackrel{1}{1}} \cdot M_{r, m}^{\prime}, r\) do not lift in \(\mathbb{F}_{q}\). So, we can just consider the part \(p_{j}\left(x_{i, 1}, \ldots, x_{i, n}\right.\) var \()-y_{i, j}\) of each equation. We obtain that the \(p_{j}\left(x_{i, 1}, \ldots, x_{i, n}\right.\) var \()-y_{i, j}\) for \(j>r\) have to be \(\mathbb{F}_{q}\)-linearly independent.

Finally, these assumptions are equivalent to considering that for all \(i>r\), the vectors of \(\mathbf{p}\left(x_{1}, \ldots, x_{n_{\text {var }}}\right)-\mathbf{y}_{i}\) have to be \(\mathbb{F}_{q}\)-linearly independent. We satisfy the latter by assuming that the polynomials of \(\mathbf{p}^{*}\) are \(\mathbb{F}_{\mathbf{q}}\)-linearly independent.

By construction, if we find \(\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\) such that \(\operatorname{rank}\left(M^{\prime}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\right) \leqslant r\), we obtain that \(\operatorname{rank}\left(M\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\right) \leqslant r\), and so \(\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\) solves the instance of APoSS.o If \(\sigma \cdot n_{\text {var }} \geqslant(\sigma-\) \(r)(m-r)\), the dimension of the studied instance of PoSS ois \(\sigma \cdot n_{\text {var }}-(\sigma-r)(m-r)\), and this dimension is the dimension of APoSS.o

In Theorem 12, we give the dimension of APoSS dby assuming that the top left block of size \(r \times r\) of \(M^{\prime}\) is invertible. Without loss of generality, this assumption allows to simplify the proof by considering this block for the Gaussian elimination. In the proof of Corollary 2 , we demonstrate that the existence of an invertible block of size \(r \times r\) in \(M^{\prime}\) is enough.

Corollary 2. Let \(q, m, n_{\text {var }}, D, \sigma\) and \(r<\min (o m)\) be integers, \(p \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}\) be a system of \(m\) degree- \(D\) polynomials in \(n_{\text {var }}\) variables, and \(\mathbf{p}^{*} \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}\) be \(\mathbf{p}\) without its constant terms. If the polynomials of \(\mathbf{p}^{*}\) are \(\mathbb{F}_{q}\)-linearly independent, and if \(\sigma \cdot n_{\text {var }} \geqslant(\sigma-r)(m-r)\), then the dimension of \(\operatorname{APoSS}(\infty), \sigma m, n \quad\) var \(, D, r)\) instantiated with \(p\) is \(\sigma \cdot n_{\text {var }}-(\sigma-r)(m-r)\).

Proof. Let \(\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma} \in \mathbb{F}_{q}^{m}\). We start by permuting rows and columns of \(M^{\prime}\) (Equation (10.2)) in order to make invertible in the fraction field the top left block of size \(r \times r\) of the transformed \(M^{\prime}\). This permutation exists because if the polynomials of \(\quad \mathbf{p}^{*}\) are \(\mathbb{F}_{q}\)-linearly independent, then we can find \(r\) columns which are \(\mathbb{F}_{q}\)-linearly independent, and so \(\operatorname{rank}\left(M^{\prime}\right) \geqslant r\).
- Firstly, assume that \(\sigma_{1}, \ldots, \sigma_{r}\) are indices such that the corresponding rows of \(M^{\prime}\) are \(\mathbb{F}_{q^{-}}\) linearly independent. In this case, there exists a permutation matrix \(\quad P_{1} \in \mathcal{M} \sigma \mathbb{F}_{q}\) such that \(P_{1} \cdot M^{\prime}\) is the matrix \(M^{\prime}\) where the rows \(i\) and \(\sigma_{i}\) have been permuted for \(1 \leqslant i \leqslant r\). The new APoSS problem corresponds to search \(\left(\mathbf{x}_{1}^{\prime}, \ldots, \mathbf{x}_{\sigma}^{\prime}\right)^{\top}=P_{1} \cdot\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)^{\top}\) in \(\mathbb{F}_{q}^{\sigma \cdot n_{v a r}}\) such that the dimension of the vector space generated by \(\mathbf{p}\left(\mathbf{x}_{1}^{\prime}\right)-\mathbf{y}_{1}^{\prime}, \ldots, \mathbf{p}\left(\mathbf{x}_{\sigma}^{\prime}\right)-\mathbf{y}_{\sigma}^{\prime}\) is less or equal to \(r\), for \(\left(\mathbf{y}_{1}^{\prime}, \ldots, \mathbf{y}_{\sigma}^{\prime}\right)^{\top}=P_{1} \cdot\left(\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma}\right)^{\top}\) in \(\mathbb{F}_{q}^{\sigma \cdot m}\).
- Secondly, assume that \(\sigma_{1}^{\prime}, \ldots, \sigma_{r}^{\prime}\) are indices such that the corresponding columns of the first \(r\) rows of \(P_{1} \cdot M^{\prime}\) are \(\mathbb{F}_{q}\)-linearly independent. Once again, there exists a permutation matrix \(P_{2} \in \mathcal{M} m \mathbb{F}_{q}\) such that \(P_{1} \cdot M^{\prime} \cdot P_{2}\) is the matrix \(P_{1} \cdot M^{\prime}\) where the columns \(i\) and \(\sigma_{i}^{\prime}\) have been permuted for \(1 \leqslant \mathrm{i} \leqslant \mathrm{r}\). The new APoSS problem corresponds to search \(\mathbf{x}_{1}^{\prime}, \ldots, \mathbf{x}_{\sigma}^{\prime}\) in \(\mathbb{F}_{\mathrm{q}}^{n_{\text {va }}}\) such that the dimension of the vector space generated by \(\quad \mathbf{p}^{\prime}\left(\mathbf{x}_{1}^{\prime}\right)-\mathbf{y}_{1}^{\prime}, \ldots, \mathbf{p}^{\prime}\left(\mathbf{x}_{\sigma}^{\prime}\right)-\mathbf{y}_{\sigma}^{\prime}\) is less or equal to \(r\), for \(\mathbf{p}^{\prime}=\boldsymbol{p} \cdot P_{2}\) and \(\left(\mathbf{y}_{1}^{\prime}, \ldots, \mathbf{y}_{\sigma}^{\prime}\right)^{\top}=\left(\mathbf{y}_{1}^{\prime}, \ldots, \mathbf{y}_{\sigma}^{\prime}\right)^{\top} \cdot P_{2}\) in \(\mathbb{F}_{\sigma}^{\sigma \cdot m}\).

So, the instances of APoSS associated to \(\mathrm{M}^{\prime}\) and \(\mathrm{P}_{1} \cdot \mathrm{M}^{\prime} \cdot \mathrm{P}_{2}\) are equivalent. We conclude by calling Theorem 12 on the latter instance to obtain the expected dimension.

We confirm Corollary 2 by experiments in \(\quad \mathrm{M}\) agm a Section 6.2.1). We have measured the dimension of random instances of APoSS verifying the assumptions of Corollary 2. To do it, we use the reduction to \(G\) eneralieed \(M \operatorname{inR}\) ank described in Theorem 11. Then, we compute the Gröbner basis of the obtained system via the F4 algorithm (Section 4.4). Thereby, we obtain the dimension. However, the degree of regularity increases quickly for small parameters, whereas the F4 algorithm is exponential in the degree of regularity. This reduces the number of parameter sets in our experiments.

In Table 10.1, we instantiate APoSS dwith square systems. The practical dimension coincides with the theory. When \(m, n \operatorname{var}\) and \(r\) are fixed, we increase \(\sigma\). Thus, the dimension grows like \(\sigma\).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline r & \(\mathrm{m}=\mathrm{n}_{\text {var }}\) & \multicolumn{21}{|c|}{ dimension } \\
\hline 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 \\
\hline 1 & 3 & 4 & 5 & & & & & & & & & \\
\hline 2 & 3 & \(\times\) & 8 & 10 & 12 & 14 & 16 & 18 & & & & \\
\hline & \(\sigma \rightarrow\) & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 \\
\hline
\end{tabular}

Table 10.1: Practical dimension of APoSS over \(\mathbb{F}_{65521}\), for \(D=2\).
In Table 10.2, we take smaller values of \(\sigma\), but we propose a larger variation of other parameters. Once again, the practical dimension coincides with the theory.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \(\sigma\) & \multicolumn{8}{|c|}{2} & \multicolumn{11}{|c|}{3} & \multicolumn{4}{|c|}{4} \\
\hline m & \multicolumn{3}{|c|}{2} & \multicolumn{3}{|c|}{3} & \multicolumn{2}{|c|}{4} & \multicolumn{3}{|c|}{2} & \multicolumn{6}{|c|}{3} & \multicolumn{2}{|c|}{4} & 2 & \multicolumn{2}{|c|}{3} & 4 \\
\hline \(\mathrm{n}_{\text {var }}\) & 2 & 3 & 4 & 2 & 3 & 4 & 3 & 4 & 2 & 3 & 4 & 2 & 3 & 4 & 2 & 3 & 4 & 3 & 4 & 2 & 3 & 3 & 4 \\
\hline r & \multicolumn{8}{|c|}{1} & \multicolumn{6}{|l|}{11} & \multicolumn{5}{|c|}{2} & \multicolumn{2}{|l|}{1} & 2 & 3 \\
\hline dim & 3 & 5 & 7 & 2 & 4 & 6 & 3 & 5 & 4 & 7 & 10 & 2 & 5 & 8 & 5 & 8 & 11 & 7 & 10 & 5 & 6 & 10 & 15 \\
\hline
\end{tabular}

Table 10.2: Practical dimension of APoSS over \(\mathbb{F}_{65521}\), for \(\mathrm{D}=2\).

\subsection*{10.2 Double Reduction between}

In [157], the authors quickly gave a reduction from APoSS ๓f m equations to PoSS (Problem 1) of \(m-r\) equations. This reduction is explained in Section 4.5. Here, we further study this reduction and how the structure of \(\mathbf{p}\) in APoSSdmpacts that of PoSSo Then, we introduce the reduction in the opposite direction, allowing to have the equivalence. We recall that the question of the hardness of APoSS dwas an open question. We start by demonstrating the reduction from APoSS do PoSSo

Theorem 13. Let \(q, m, n_{\text {var }}, D, \sigma\) and \(r<\min (\sigma m)\) be integers, \(p \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{v a r}}\right]^{m}\) be a system of \(m\) degree- \(D\) polynomials in \(n_{\text {var }}\) variables, \(\mathbf{c} \in \mathbb{F}_{q}^{m}\) be the vector of constant terms of \(\mathbf{p}\), \(\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma} \in \mathbb{F}_{q}^{m}\), and \(\mathbf{T}^{\prime}\) be a matrix in \(\mathcal{M}_{\mathrm{m}} \mathbb{F}_{\mathrm{q}}\) such that r columns are null and \(\operatorname{rank}\left(\mathbf{T}^{\prime}\right)=m-r\). If \(\mathbf{c}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{r}\) are linearly independent, then we have APoSS(oq,om, \(n\) var, \(\left.D, r\right) \leqslant \operatorname{PoSS} \phi q, m-\) \(\left.r, n_{\text {var }}, \mathrm{D}\right)\). Moreover, an instance of APoSSoinstantiated with \(\mathbf{p}\) and \(\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma}\) is reduced to instances of PoSS oinstantiated with \(\mathbf{p}_{i}^{\prime}=\left(\mathbf{p}-\mathbf{y}_{\mathrm{i}}\right) \cdot \mathbf{T}^{\prime}\) for \(\mathrm{r}<\mathrm{i} \leqslant \sigma\).

Proof. We search \(\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\) such that \(\operatorname{rank}(M) \leqslant r\) (Equation (10.1)). The idea of this reduction is to fix \(r\) rows of \(M\) to reach a rank \(r\), then use linear combinations of these rows to make \(r\) elements in the other rows of \(M\) vanish. We finish by solving instances of PoSS oto make the remaining elements vanish.
We start by randomly fixing \(\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\). Let \(R\) be the matrix in \(\mathcal{M}_{r, m} \mathbb{F}_{q}\) generated by the first \(r\) rows of \(M\), and assume \(\operatorname{rank}(R)=r\). Let \(R_{1}\) and \(R_{2}\) be the matrices respectively in \(\mathcal{M}_{r} \mathbb{F}_{q}\) and \(\mathcal{M}_{r, m-r} \mathbb{F}_{q}\) such that \(R=R_{1} R_{2}\). Without loss of generality, we can assume that \(R_{1}\) is invertible. Else, we can swap columns of \(M\) in the initial problem without changing the set of solutions.
Now, we want to make the first \(r\) columns of the last \(\sigma-r\) rows of \(M\) vanish. For \(r<i \leqslant \sigma\), we search a vector \(\mathbf{z}_{i}=\left(z_{i, 1}, \ldots, z_{i, r}\right)\) such that for \(1 \leqslant j \leqslant r\),
\[
X_{k=1}^{X_{i, k}} p_{j}\left(x_{k}\right)-y_{k, j}=-p_{j}\left(x_{i, 1}, \ldots, x_{i, n_{\text {var }}}\right)-y_{i, j},
\]
i.e. the linear combination of the rows of \(R\) makes \(M_{i, j}\) vanish. This is equivalent to solving classical linear algebra systems. \(\quad R_{1}\) is invertible so we can find \(\mathbf{z}_{i}\) such that
\[
\mathbf{z}_{i} \cdot R_{1}=-p_{1}\left(x_{i, 1}, \ldots, x_{i, n} \text { var }\right)-y_{i, 1}, \ldots, p_{r}\left(x_{i, 1}, \ldots, x_{i, n} \text { var }\right)-y_{i, r} .
\]

We conclude by adding this linear combination to the i-th row of \(M\). We obtain:
\[
\mathbf{p}-\mathbf{y}_{i}+\mathbf{z}_{i} \cdot R=\left(\mathbf{p}-\mathbf{y}_{i}\right) \cdot I_{m}-p_{1}\left(x_{i, 1}, \ldots, x_{i, n_{\mathrm{var}}}\right)-y_{i, 1}, \ldots, p_{r}\left(x_{i, 1}, \ldots, x_{i, n} \text { var }\right)-y_{i, r} \cdot R_{1}^{-1} \cdot R .
\]

So, this transformation is equivalent to the computation of \(\quad\left(\mathbf{p}-\mathbf{y}_{i}\right) \cdot \mathbf{T}^{\prime}\), with \(\mathbf{T}^{\prime}\) such that:
\[
\mathbf{T}^{\prime}=\underset{\mathbf{0}_{\mathrm{m}, \mathrm{r}, \mathrm{r}}}{\mathbf{0}_{\mathrm{r}}} \quad \begin{gathered}
-\mathrm{R}_{1}^{-1} \cdot \mathrm{R}_{2} \\
\mathrm{I}_{\mathrm{m}-\mathrm{r}}
\end{gathered} \in \mathcal{M} \mathrm{~m} \mathbb{F}_{\mathrm{q}}
\]

The new instances of PoSS ohave at most \(m-r\) non-zero components. The transformation by \(\mathbf{T}^{\prime}\) keeps the original degree of \(\mathbf{p}\). So, we obtain ( \(\sigma-r\) ) instances of PoSS \(6 \mathrm{q}, \mathrm{m}-\mathrm{r}, \mathrm{n}_{\text {var }}, \mathrm{D}\) ), which once solved, return \(\mathbf{x}_{r+1}, \ldots, \mathbf{x}_{\sigma}\). By construction, the last \(\sigma-r\) rows of \(M\) are null, and so \(\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\sigma}\right)\) solves the instance of APoSS.o

However, we assumed that \(\operatorname{rank}(R)=r\). If \(\operatorname{rank}(R)<r\), we can change the choice of \(\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\). Since we assume that \(\mathbf{c}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{r}\) are linearly independent, we propose to set \(\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\) to zero. In this way, the rows of \(R\) are composed of \(\mathbf{c}-\mathbf{y}_{1}, \ldots, \mathbf{c}-\mathbf{y}_{r}\), and so \(\operatorname{rank}(R)=r\) by hypothesis.

Remark 21. In a realistic attack, the adversary does not set \(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\mathrm{r}}\) to zero, but uses the fact that \(\operatorname{rank}(R)<r\) to speed up the attack. Indeed, the adversary can randomly fix \(\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\), such that the rank of the first \(r^{\prime}\) rows of \(M\) is exactly \(r\). If he finds \(\mathbf{x}_{1}, \ldots, \mathbf{x}_{0}\) such that rank \((M) \leqslant r\), then the instance of APoSS ds solved. Else, he attacks the last \(\sigma-r^{\prime}\) rows of \(M\), generating \(\sigma-r^{\prime}\) instances of PoSS \(\left.\mathrm{q}, \mathrm{m}-\mathrm{r}, \mathrm{n}_{\text {var }}, \mathrm{D}\right)\).

So, the obtained instances of PoSS are linear combinations of the original system. We use this property to study the structure of the m Ibased systems in the instances of PoSSoln particular, Corollary 3 shows that Theorem 13 reduces a HFEbased instance of APoSSdn instances of HFEwith \(r\) minus equations.

Corollary 3. Let \(q, m, n_{\text {var }}, D, \sigma\) and \(r<\min (o m)\) be integers, \(p \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}\) be a M \(\mathcal{F}\) based system (like HFEand \(R\) ainbow) of \(m\) degree- \(D\) polynomials in \(n_{\text {var }}\) variables, i.e. \(p=T \neq \mathrm{S}\), \(\mathbf{c} \in \mathbb{F}_{\mathrm{q}}^{m}\) be the vector of constant terms of \(\mathbf{p}\), and \(\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{m}}\). If APoSS \((6 \mathrm{q}, \mathrm{om}, \mathrm{n}\) var, \(\mathrm{D}, \mathrm{r})\) is instantiated with \(\mathbf{p}\) and \(\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma}\), and if \(\mathbf{c}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{r}\) are linearly independent, then the reduction to \(\left.\operatorname{PoSS} \phi q, m-r, n_{\text {var }}, D\right)\) corresponds to solve the minus variant of a new system keeping the structure of \(\mathbf{p}\).

Proof. Let \(\mathfrak{p}=T \mathcal{F} \circ S\) be the m Ibased system which instantiates APoSS(aq,om, \(n\) var, \(D, r)\). According to Theorem 13, for \(r<i \leqslant \sigma\), the instance of PoSS \(\left.\phi q, m-r, n_{\text {var }}, D\right)\) is instantiated with \(\mathbf{p}_{i}^{\prime}=T_{i}^{\prime} \circ \mathcal{F} \circ S\) for \(T_{i}^{\prime}\) a map such that:
\[
\begin{aligned}
\mathrm{T}_{\mathrm{i}}^{\prime}: \mathbb{F}_{\mathrm{q}}^{m^{\prime}} & \rightarrow \mathbb{F}_{\mathrm{q}}^{\mathrm{m}} \\
& \mathrm{v}
\end{aligned}{\mathrm{v} \cdot \mathbf{T}^{\prime}+\mathrm{t}_{\mathrm{i}}^{\prime},} .
\]
where \(\mathbf{T}^{\prime}=\mathbf{T T}{ }^{\prime}\) and \(\mathrm{t}_{\mathrm{i}}^{\prime}=\left(\mathrm{t}-\mathbf{y}_{\mathrm{i}}\right) \mathbf{T}^{\prime}\). The first r columns of \(\mathbf{T}^{\prime}\) are null, implying the first r columns of \(\mathbf{T}^{\prime}\) and \(\mathrm{t}_{\mathrm{i}}^{\prime}\) are null. So, \(\mathbf{p}_{i}^{\prime}\) has exactly \(m-r\) non-zero equations, and the underlying structure corresponds to a M Fbased system with \(r\) minus equations.

We note that when \(m^{\prime}>m\), the initial \(m\) Ibased system uses the minus variant. In this case, we have to only take the first \(m\) polynomials of \(\boldsymbol{p}\) (Section 2.2). To be consistent, we set \(\mathcal{F}\) the matrix generated by the first \(m\) columns of \(\mathbf{T}\), and set \(\mathbf{T}^{\prime}=\mathbf{F T}{ }^{\prime}\).

Remark 22. Theorem 13 can be used with a reduction to PoSS \(\left.\phi q, m-r^{\prime}, n_{\text {var }}, D\right)\), where \(r^{\prime} \leqslant r\). This allows to choose the value of \(r^{\prime}\) which minimizes the complexity of attacks against HFEbased instances of APoSS.o

Then, we introduce the reduction from PoSSoto APoSS.o
Theorem 14. Let \(q, m, n_{v a r}, D, \sigma\) and \(r<m i n(\rho m)\) be integers. If \(0 \leqslant r<m\), then PoSS \(\phi q, m-\) \(\left.r, n_{\text {var }}, D\right) \leqslant \operatorname{APoSS}\left(q, r+1, m, n_{\text {var }}, D, r\right)\). M oreover, an instance of PoSSoinstantiated with \(p=\) \(\left(p_{1}, \ldots, p_{m-r}\right) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m-r}\) can be reduced to an instance of APoSSdinstantiated with \(\mathbf{p}^{\prime}=\left(0, \ldots, 0, p_{1}, \ldots, p_{m-r}\right) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}\).

Proof. The idea of this proof is to create an instance of APoSS such that solving it is equivalent to finding the zeros of \(\mathbf{p}\). To do it, we have to take \(\mathbf{p}\) as input of APoSS.o Then, we would like to have \(\operatorname{rank}(\mathrm{M}) \leqslant r\) if and only if (for example) its last row is null. So, we propose to choose \(\mathbf{y}_{1}, \ldots, \mathbf{y}_{r}\) to force the first \(r\) rows of \(M\) to be independent, for any choice of \(\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\). This choice does not seem trivial. So, we propose to expand M with the r columns of the identity matrix.

Let \(\mathbf{p}^{\prime}=\left(0, \ldots, 0, p_{1}, \ldots, p_{m-r}\right) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n_{\text {var }}}\right]^{m}\) and \(\mathbf{y}_{1}, \ldots, \mathbf{y}_{\mathrm{r}+1} \in \mathbb{F}_{\mathrm{q}}^{m}\) such that \(\mathbf{y}_{\mathrm{r}+1}\) is the null vector, and for \(1 \leqslant \mathrm{i} \leqslant \mathrm{r}, \mathbf{y}_{\mathrm{i}}\) is the vector whose i -th component is minus one, and the other components are null. A ssume we can solve an instance of APoSs(ba, \(\left.r+1, m, n_{\text {var }}, \mathrm{D}, \mathrm{r}\right)\) instantiated with \(\mathbf{p}^{\prime}\) and \(\mathbf{y}_{1}, \ldots, \mathbf{y}_{\mathrm{r}+1}\). We obtain \(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\mathrm{r}+1} \in \mathbb{F}_{\mathrm{q}} \mathrm{n}_{\text {var }}\) such that rank( M\() \leqslant \mathrm{r}\), where \(M \in \mathcal{M}{ }_{r+1, m} \mathbb{F}_{q}\) from Equation (10.1) becomes:
\[
\mathrm{M}=\begin{array}{ccccc}
1 & 0 & \cdots & 0 & \mathbf{p}\left(\mathbf{x}_{1}\right) \\
0 & 1 & \ddots & \vdots & \mathbf{p}\left(\mathbf{x}_{2}\right) \\
\vdots & \ddots & \ddots & 0 & \vdots \\
0 & \cdots & 0 & 1 & \mathbf{p}\left(\mathbf{x}_{\mathrm{r}}\right) \\
0 & \cdots & 0 & 0 & \mathbf{p}\left(\mathbf{x}_{\mathrm{r}+1}\right)
\end{array}
\]

The first \(r\) rows of \(M\) are independent, so \(\operatorname{rank}(M)=r\). M oreover, \(M\) is in row echelon form, so \(\boldsymbol{p}\left(\mathbf{x}_{r+1}\right)=\mathbf{0}_{m-r}\) and \(\mathbf{x}_{r+1}\) is a solution of the instance of PoSS \(\left.6 q, m-r, n_{\text {var }}, D\right)\). Here, we assume the existence of solutions. By construction, the instance of APoSS oloes not have solutions if and only if the instance of \(\operatorname{PoSS}\) odoes not have solutions (since \(\operatorname{rank}(M)=r+1\) for any choice of \(\left.\mathbf{x}_{1}, \ldots, \mathbf{x}_{\mathrm{r}+1}\right)\).

Since PoSS ois NP-complete when solved over a finite field with \(\quad \mathrm{D} \geqslant 2\) [135] (Section 2.2), we obtain by Theorem 14 that APoSSds NP-hard. In fact, APoSSds NP-complete, because we also have that a candidate solution of AP oSS cean be verified in polynomial time (Lemma 10).

Lemma 10. A PoSS ds in NP.
Proof. For demonstrating this, we provide the following verifier. In input, we consider an instance
 in the size of the instance). We evaluate the \(m\) polynomials of \(\boldsymbol{p}\) in each point of this certificate, in polynomial time. Thus, we obtain the M matrix (Equation (10.1)) whose coeffients live in \(\mathbb{F}_{\mathrm{q}}\). Then, we compute in polynomial time its row echelon form with a classical Gaussian elimination in \(\mathcal{M}_{\mathrm{m}} \mathbb{F}_{q}\), which directly gives its rank. Finally, we check if the latter is less or equal to \(r\). If the verification succeeds, then we return accept. Else, we return reject.

We conclude by the reciprocal reduction between PoSS and APoSSdTheorem 15).
Theorem 15. Let \(\mathrm{q}, \mathrm{m}, \mathrm{n}_{\text {var }}, \mathrm{D}, \sigma\) and \(\mathrm{r}<\min (\mathrm{mm})\) be integers, \(\mathrm{p} \in \mathbb{F}_{\mathrm{q}}\left[\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n} \text { var }}\right]^{m}\) be a system of \(m\) degree- \(D\) polynomials in \(n_{\text {var }}\) variables, \(\mathbf{c} \in \mathbb{F}_{q}^{m}\) be the vector of constant terms of \(\mathbf{p}\), and \(\mathbf{y}_{1}, \ldots, \mathbf{y}_{\sigma} \in \mathbb{F}_{q}^{m}\). If \(\mathbf{c}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{r}\) are linearly independent, then \(\operatorname{APoSS}(\mathrm{aq}, \mathrm{om}, \mathrm{n}\) var, \(\mathrm{D}, \mathrm{r}) \equiv\) PoSS \(\left.\quad q, m-r, n_{\text {var }}, D\right)\).

Proof. By Theorems 13 and 14, and by using the trivial reduction APoSS(oq, \(\left.r+1, m, n_{\text {var }}, \mathrm{D}, \mathrm{r}\right) \leqslant\) APoSSlay, om, \(n\) var, \(D, r)\), we have the double implication.

\subsection*{10.3 Experimental Attacks on APoSSo}

Finally, we propose some experiments to confirm the behavior of APoSS after reduction to PoSSo To do it, we study the hardness of solving:
- random instances of APoSScompared to random systems ( PoSS \(\phi\),
- HFEbased instances of APoSS compared to instances of HFE-(Section 2.4.1),
- \(R\) ainbow-based instances of AP oSS compared to instances of \(R\) ainbow-(Section 2.4.3).

We compute the Gröbner basis of these instances and compare the reached degree of regularity (Section 4.4.1). We optimize the attacks by randomly fixing variables until a square system is obtained, i.e. a zero dimensional system. We also fix \(\sigma=r+1\) to reduce the APoSS problem to just one instance of PoSSo We note that R ainbow - is introduced only to observe the behavior of the degree of regularity.

H F Ebased instances of AP oSS over \(\mathbb{F}_{2}\). We compute the Gröbner basis over \(\mathbb{F}_{2}\) by adding the field equations to the PoSS osystem (Sections 4.3 and 4.4.1). In this case, the degree of regularity of a random system of \(m\) quadratic equations in \(n_{\text {var }}\) variables is the smallest index \(i\) such that the term \(z^{i}\) of the Hilbert series \(G\) (Equation (4.8)) is non-positive.

In Figure 10.1, we show the evolution of the degree of regularity in function of \(m-r\), for instances of APoSS oinstantiated with random square systems and HFEsquare systems. The instances of AP oSS instantiated with random systems of \(m\) equations have exactly the same degree of regularity as a random system of \(m-r\) equations, confirming Theorem 13. Then, for a HFEdegree 17, the degree of regularity of the HFEbased instances of APoSS ds bounded by 4 for \(r \in 1,2\}\), by 5 for \(r \in 3,4\}\), and by 6 for \(r=5\). It is exactly the behavior of a \(H F E\)-system of \(m-r\) equations in \(m\) variables (once \(r\) variables are randomly fixed), as studied in Table 7.17, and confirms Corollary 3.


Figure 10.1: Degree of regularity of \(\operatorname{APoSS}(2, r+1, m, m, 2, r)\) in function of \(m-r\). The HFEbased instances of APoSS dave a HFEdegree 17.

R ainbow-based instances of APoSS ©ver \(\mathbb{F}_{256}\). We compute the Gröbner basis over \(\mathbb{F}_{256}\) without adding the field equations to the PoSS osystem. In this case, the degree of regularity of a random system of \(m\) degree- \(d\) equations in \(n_{\text {var }}\) variables is the smallest index \(i\) such that the term \(z^{i}\) of the Hilbert series H (Equation (10.5)) is non-positive [14, Proposition 6].
\[
\begin{equation*}
H(z)=\frac{1-z^{d^{m}}}{(1-z)^{n_{\text {var }}}} . \tag{10.5}
\end{equation*}
\]

When \(d=2\) and \(n_{\text {var }}=m\), it is well-known that the degree of regularity is \(m+1\). Then, we propose to use the hybrid approach [20,21]. We randomly fix \(n_{\text {var }}-m+`\) variables to decrease the degree of regularity. For a random system, Equation (10.5) with \(\quad n_{\text {var }}=m-\) ' gives the degree of regularity. In a realistic attack, an exhaustive search is performed on the `variables, requiring to solve q instances of PoSS o In our experiments, we do not try to find a solution. We just compare the degree of regularity between instances of PoSS oand AP oSS do confirm the behavior of APoSS.o

In Figure 10.2, we show the evolution of the degree of regularity in function of \(m-r\), for instances of APoSS dnstantiated with random systems and R ainbow systems. Each curve corresponds to the behavior of a R ainbow-based APoSS csystem by using the hybrid approach (we remove `variables). These curves also correspond to the behavior of an instance of \(R\) ainbow - with \(r\) minus equations, since we obtain exactly the same results for these systems. Our experiments are consistent with Corollary 3. We also obtain that these curves coincide with the behavior of a random instance of APoSS,oas well as a random system of \(m-r\) equations. It is due to the secure choice of \(0_{1}, 0_{2}\) and \(\mathrm{V}_{1}\), which is similar to the \(R\) anbow schemes [64] of the NIST PQC standardization process.


Figure 10.2: Degree of regularity of \(\operatorname{APoSS}(256, r+1,2 m, m, 2, r)\) in function of \(m-r\), by using the hybrid approach. In the \(R\) ainbow-based instances of APoSS,o \(0_{1}=\frac{m}{2}, 0_{2}=\frac{m}{2}\) and \(v_{1}=2 \mathrm{~m}\). Here, we complete some missing experimental results, represented by empty geometric forms, by using the Hilbert series (Equation (10.5)). The other empty geometric forms are not visible because of the perfect superposition with their respective full geometric forms.

In Figure 10.3, we fix \(m=16\), and we study the degree of regularity in function of \(r\). Here, we have chosen \(v_{1}=1\) to have low instances of \(R\) ainbow. The results obtained for \(R\) ainbow-based instances of AP oSS of \(m\)-r equations are identical to instances of \(R\) anibow -with \(r\) minus equations, confirming Corollary 3. As for the HFE-based schemes, the minus variant increases the security (when \(r\) is reasonable). For \(r \geqslant 7\), the degrees of regularity coincide with the values of \(m-r\) in Figure 10.2, which are also the degrees of regularity of a random system of \(m-r\) equations.


Figure 10.3: Degree of regularity of \(\operatorname{APoSS}(256, r+1,17,16,2, r)\) in function of \(r\), by using the hybrid approach. \(R\) ainbow is used with \(0_{1}=0_{2}=8\) and \(v_{1}=1\).

\section*{Conclusion}

In this PhD thesis, we improve the effiency of HFEbased schemes and the SBP transformation. HFE is a 25 -year-old M Fbased scheme, which provides a large public-key but very short signatures. Its signing process is equivalent to finding the roots of a sparse polynomial, which is rather slow, whereas its verifying process is fast since this corresponds to the evaluation of a multivariate quadratic system. Introduced in July 2017, the SBP technique is a secure transformation which provides dual sizes. Its security is based on the APoSS problem, which is assumed hard to solve. Here, we summarize how this PhD thesis contributes to the history of HFEand the SBP transformation.
- We proposed two digital signature schemes to the NIST PQC standardization process. On the one hand, DuaM odem sis based on a new technique, implying that it was not worked enough to be competitive with other candidates. Therefore, D uaM odeM svas not selected to the second round, but we greatly improve its performance in this PhD thesis. On the other hand, GeM Ssis currently an alternate candidate of the third round. This scheme proposes the smallest signature size of the NIST candidates. We propose an important state-of-theart of cryptanalysis techniques, as well as a method to select security parameters. At each round of the competition, we proposed new parameters to improve the performance of GeM SS Unfortunately, a recent attack (November 2020 [158]) seriously impacts the security of Gem S \(\$\) as well as HFEv-in general. For the future, we should study this attack in order to repair HFE if it is possible.
- We propose a large range of algorithms to compute effiently arithmetic operations in finite fields, leading to a root finding algorithm in an extension field. Some of them are specialized in characteristic two. In particular, we exploit the structure of squares. We also minimize the number of modular reductions to improve the core of polynomial arithmetic. Our algorithms are dedicated to sparse polynomials, including optimizations for hFEpolynomials. When several strategies are possible to solve a problem, we select the best by comparing their performance in function of the parameters.
- M Q soft is a new library which implements effiently these algorithms. M Q softoutperforms the implementation of arithmetic in binary fields from NTLor M agm,aas well as the existing implementations of HFEv-based schemes. We use the AVX2 instruction set and the PCLMULQDQ instruction to accelerate them. We are careful about the use of secret data, which is always used in constant-time. An exception is made about the degree of \(\operatorname{GCD}\left(H, x^{q^{d} \text { ext }}-x \bmod H\right)\) during the root finding algorithm, but we propose constant-time split root finding algorithms when the degree is strictly less than four.
- M Q softsupports the H FEv-based schemes for a large number of parameter sets. This feature allows a better understanding of the impact of the parameters on the performance.
- We propose the first effient implementation of the SBP transformation. We succeed to obtain interesting performance, making DualGeM SSand DualR ainbow competitive with the other NIST candidates. These results are obtained from algorithms adapted to the parameters, an effient use of vector instructions, as well as proposals to optimize parameters without loss of security.
- The APoSS qproblem is the core of the security of the SBP transformation. We study the dimension of APoSSothen we make the link between the APoSS problem of a polynomial system, and the PoSS oproblem of its minus variant. Both results are supported by experiments.
- We introduce the proof that APoSS \(\dot{s}\) hard in the worst case. Now, we should study if APoSS o is hard on average.

M Q softbeing a new library, it can be improved. We propose some ideas to improve it.
- Our implementation of matrix operations over \(\mathbb{F}_{2}\), such as the matrix product, determinant, Gaussian elimination and matrix inversion, does not exploit vector instructions. This could slightly improve the keypair generation of HFEbased schemes, as well as the signing process when the secret-key is generated from a seed.
- M Q soft does not exploit the AVX-512 instruction set. Our implementation could be easily extended to support it, which would significantly improve the performance.
- M Q softdoes not exploit the VPC LM U LQ ingtruction. The latter allows to significantly improve the polynomial multiplication over \(\mathbb{F}_{2}\), which significantly impacts the keypair generation and signing process. However, finding the best implementation of the polynomial multiplication requires a serious and careful study.
- When the PCLMULQ dimstruction is not available, the multiplication in \(\mathbb{F}_{2^{d} \operatorname{ext}}\) of \(M Q\) soft is slow. We have proposed a SSE 2 implementation to decrease the slow-down, but we think the best solution is to use isomorphisms between \(\mathbb{F}_{2^{d} \mathrm{ext}}\) and \(\mathbb{F}_{16^{d} \mathrm{~d}_{\text {ext }} / 4}\) or \(\mathbb{F}_{256^{\mathrm{d} \text { ext } / 8}}\), as suggested for the third round. This implies implementing effient multiplications in \(\quad \mathbb{F}_{2^{d}}{ }^{\text {ext }}\), based on parallel multiplications in \(\mathbb{F}_{16}\) and \(\mathbb{F}_{256}\).
- Our polynomial operations over \(\mathbb{F}_{2^{d} \operatorname{ext}}\) are based on the classical multiplication and \(K\) aratsuba's algorithm. It could be interesting to try faster multiplications such as the Toom-Cook multiplication or the FFT convolution algorithm.
- The keypair generation of the dual mode is based on an additive FFT. We use the PCLMULQDQ instruction to perform multiplications, but we should compare this method to the use of bitslicing.
- \(R\) ainbow, as submitted to the second round [64], is broken [10]. We have to update \(M\) Q soft according to the third round submission of \(R\) ainbow [65].
- We propose DualR ainbow, the dual mode of \(R\) ainbow, but we do not consider the dual mode of cyclic \(R\) ainbow, which allows to generate a large part of the public-key from a seed. This process allows to decrease the size of the signature of its dual mode. Our implementation could be updated to support this technique.
- Finally, we could propose an implementation of \(R\) ainbow in \(M Q\) soft For the moment, we use this of \(R\) anibow [64] for an experimental use of its dual mode.

The author of this PhD thesis entirely implemented M Q soft, which can be improved. However, the end of this PhD thesis sounds like the end of \(M Q\) soft We have studied many algorithms to obtain an effient arithmetic. Proposing a new library in this direction seems to be a very interesting perspective of research. M oreover, we could improve the parallelism by coupling parallel algorithms to the use of several cores, as well as SIMD instruction sets, on the core of arithmetic. In this sense, the new HP \(F A\) (High-Performance Finite Field A rithmetic) library could fully exploit the power of computers.
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\section*{A ppendices}

\section*{Appendix A}

\section*{Size of M FB ased NIST Candidates}

The secret-key of M Ibased schemes (Section 2.4) is composed of two affie (or linear) maps, and a trapdoor function. In this part, we compute exactly the size of the trapdoor for hFEyUOVand Ranbow. Then, we give the exact sizes of the corresponding NIST candidates (Tables A. 1 and A.2), by taking into account their specificity.

HFEvtrapdoor. We compute the number of coeffients of a HFEvpolynomial, which permits to derive the secret-key size. Let \(r=\left\lfloor\log _{q}(D)\right\rfloor\). From Equation (2.9), we observe that:
- The number of coeffients of \(\gamma\left(v_{1}, \ldots, v_{v}\right)\) is given by Equation (2.3) specialized for \(v\) variables and \(d\) equals two. We obtain \(\underset{2}{v+2}\) coeffients in \(\mathbb{F}_{q^{d} \text { ext }}\) if \(q \neq 2\), and \(\underset{2}{v+1}+1\) coeffients otherwise.
- The number of coeffients of each \(\beta_{i}\left(v_{1}, \ldots, v_{v}\right)\) is given by Equation (2.3) specialized for \(v\) variables and \(d\) equals one. We obtain \(\stackrel{v+1}{ }=v+1\) coeffients in \(\mathbb{F}_{q^{d} \text { ext }}\). Then, \(\beta_{i}\left(v_{1}, \ldots, v_{v}\right)\) is defined for \(0 \leqslant i \leqslant r\), implying a total of \((r+1)(v+1)\) coeffients in \(\mathbb{F}_{q^{d} \text { ext }}\).
- The number of coeffients corresponding to \(A_{i, j}\) is \({ }_{2}^{r+1}+\left[\log _{q}\left(D+1-q^{r}\right)\right\rfloor\) if \(q \neq 2\), and \({ }_{2}^{r}+\left\lfloor\log _{q}\left(D+1-q^{r}\right)\right\rfloor\) otherwise. The part with the binomial corresponds to exponents strictly less than \(\mathrm{q}^{r}\), whereas the part with the logarithm counts the number of exponents strictly greater than \(q^{r}\).

Therefore, the total number of coeffients of a \(\quad\) HFE vpolynomial in \(\mathbb{F}_{q^{d}{ }^{\text {dext }}}\left[\mathrm{X}, \mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{v}}\right]\) is:
\[
N_{D, v, q}=\begin{align*}
\frac{(v+r+2)^{2}+v-r}{2}+\log _{q}\left(D+1-q^{r}\right) & \text { if } q \neq 2  \tag{A.1}\\
\frac{3+(v+r+1)^{2}+v-r}{2}+\log _{q}\left(D+1-q^{r}\right) & \text { otherwise. }
\end{align*}
\]

Observe that HFEpolynomials are sparse: only \(N_{D, 0, q}=0 \quad \log _{q}(\mathrm{D})^{2}\) coeffients are non-zero. This property is important to accelerate the root finding algorithm (Section 5.4.8) used during the signing process (Section 2.3.2).

U O vtrapdoor. \(\quad\) For one equation of \(\mathcal{F}\) (Equation (2.10)), its number of coeffients in \(\quad \mathbb{F}_{\mathrm{q}}\) is:
\[
N_{\mathcal{F}}=\begin{align*}
& \frac{(v+1)(v+2)}{2}+(v+1) m^{\prime} \quad \text { if } q \neq 2  \tag{A.2}\\
& \frac{v(v+1)}{2}+1+(v+1) m^{\prime} \quad \text { otherwise. }
\end{align*}
\]

Thus, the size of \(\mathcal{F}\) is \(\mathrm{m}^{\prime} \mathrm{N}_{\mathcal{F}} \log _{2}(\mathrm{q})\) bits.
\(R\) ainbow trapdoor. The size of \(\mathcal{F}\) is the sum of \(u\) trapdoors of \(U O V V\) ia Equation (A.2), we obtain that \(\mathcal{F}\) contains:
\[
\begin{aligned}
& X_{k=1}^{X_{k}} o_{k} \cdot \frac{\left(v_{k}+1\right)\left(v_{k}+2\right)}{2}+\left(v_{k}+1\right) o_{k} \\
& X_{k=1} 0_{k} \cdot \frac{v_{k}\left(v_{k}+1\right)}{2}+1+\left(v_{k}+1\right) o_{k} \\
& \text { elements of } \mathbb{F}_{q} \text { if } q \neq 2
\end{aligned}
\]
\begin{tabular}{|c|c|c|c|c|c|}
\hline scheme & (level , q, \(\mathrm{d}_{\text {ext }}, \mathrm{D}, \Delta, \mathrm{v}, \mathrm{nb}\) _ite) & |pk | (kB) & |sk| (kB) & |seed | (B) & |sign | (B) \\
\hline Q UARTZ & \(\left(80^{(1)}, 2,103,129,3,4,4\right)\) & \(72.2375{ }^{(2)}\) & \(3.733375{ }^{(3)}\) & 16 & 16 \\
\hline G ui-184 & \(\left(11^{(4)}, 2,184,33,16,16,2\right)\) & \multirow[t]{2}{*}{\(422.121^{(5)}\)} & \multirow[t]{2}{*}{\(14.984^{(5)}\)} & \multirow[t]{2}{*}{no seed} & \(29^{(6)}\) \\
\hline G ui-184 (updated) & (II, 2, 184, 33, 16, 16, 3) & & & & \(33^{(6)}\) \\
\hline G ui-312 & (IV , 2, 312, 129, 24, 20, 2) & \(1990.044^{(5)}\) & \(41.754^{(5)}\) & no seed & \(47^{(6)}\) \\
\hline G ui-448 & (VI, 2, 448, 513, 32, 28, 2) & \(5903.404{ }^{(5)}\) & \(94.756^{(5)}\) & no seed & \(67^{(6)}\) \\
\hline GeM S S 128 & (1, 2, 174, 513, 12, 12, 4) & 352.188 & 13.43775 & \multirow{6}{*}{16} & 32.25 \\
\hline B heGeM S S 128 & \((1,2,175,129,13,14,4)\) & 363.609 & 13.696375 & & 33.75 \\
\hline Red@M SS 128 & (1, 2, 177, 17, 15, 15, 4) & 375.21225 & 13.104 & & 35.25 \\
\hline W hiteGeM SS 128 & \((1,2,175,513,12,12,3)\) & 358.172125 & 13.558625 & & 29.375 \\
\hline C yancem SS 128 & (1, 2, 177, 129, 14, 13, 3) & 369.72475 & 13.40675 & & 30.5 \\
\hline M agentacem SS 128 & (I, 2, 178, 17, 15, 15, 3) & 381.46075 & 13.222375 & & 31.625 \\
\hline GeM S S 192 & (III, 2, 265, 513, 22, 20, 4) & 1237.9635 & 34.069375 & \multirow{6}{*}{24} & 51.375 \\
\hline B lueGeM S S 192 & (III, 2, 265, 129, 22, 23, 4) & 1264.116375 & 35.377375 & & 52.875 \\
\hline Redce SS 192 & (III, 2, 266, 17, 23, 25, 4) & 1290.542625 & 34.791125 & & 54.375 \\
\hline W hiteGeM SS 192 & (III, 2, 268, 513, 21, 21, 3) & 1293.84775 & 35.766125 & & 46.625 \\
\hline C yancem SS 192 & (III, 2, 270, 129, 23, 22, 3) & 1320.801625 & 35.26175 & & 47.75 \\
\hline M agentaCeM SS 192 & (III, 2, 271, 17, 24, 24, 3) & 1348.033375 & 34.69225 & & 48.875 \\
\hline GeM SS 256 & (V, 2, 354, 513, 30, 33, 4) & 3040.6995 & 75.892125 & \multirow{6}{*}{32} & 72 \\
\hline B lueGeM SS 256 & (V, 2, 358, 129, 34, 32, 4) & 3087.963 & 71.4595 & & 73.5 \\
\hline R ed@M SS 256 & (V, 2, 358, 17, 34, 35, 4) & 3135.591 & 71.887375 & & 75 \\
\hline W hiteGeM SS 256 & (V, 2, 364, 513, 31, 29, 3) & 3222.69075 & 70.994125 & & 64.125 \\
\hline C yance SS 256 & (V, 2, 364, 129, 31, 32, 3) & 3272.016375 & 73.201 & & 65.25 \\
\hline M agentaCeM SS 256 & (V, 2, 366, 17, 33, 33, 3) & 3321.716625 & 70.408125 & & 66.375 \\
\hline F ¢eM S \$266) & \multirow[t]{2}{*}{\((1,2,266,129,10,11,1)\)} & 1232.128 & 24.553625 & 16 & 34.625 \\
\hline Inner.DuaM odeM S \(12 \beta\) & & 1232.128 & 24.553625 & 16 & 34.625 \\
\hline F@M S \$402) & (III, 2, 402, 640, 18, 18, 1) & \multirow[t]{2}{*}{4243.728} & 62.60175 & \multirow[t]{2}{*}{24} & \multirow[t]{2}{*}{52.5} \\
\hline Inner.D uaM odeM S 192 & (III, 2, 402, 129, 18, 18, 1) & & 59.586750 & & \\
\hline F@eM S \$537) & (V, 2, 537, 1152, 25, 26, 1) & 10161.088 & 122.721875 & \multirow[t]{2}{*}{32} & 70.375 \\
\hline Inner .D uaM odeM S 25 ¢ & \((\mathrm{V}, 2,540,129,28,26,1)^{(7)}\) & 10269.568 & 116.252 & & 70.75 \\
\hline
\end{tabular}
\({ }^{(1)}\) Original security level in bits, but QUARTEas broken.
\({ }^{(2)}\) The authors did not provide the exact size, and seemed to consider the linear terms of p. We compute the public-key size without these terms to be consistent with other schemes.
\({ }^{(3)}\) The authors did not provide the exact size. However, they claimed to use 30497 random bits to generate the secret-key from the seed, when the LU decomposition is used. They considered \(\quad \mathcal{T}\) in \(A f f n_{\text {var }}^{-1} \mathbb{F}_{q}\), but in reality \(\mathcal{T}\) is in Aff \({ }_{d_{\text {ext }}}^{-1} \mathbb{F}_{q}\). So, the correct number is 29657 bits. We deduce the secret-key size by adding 210 bits, corresponding to the fact that the LU decomposition in \(\mathbb{F}_{2}\) allows to save the random generation of the diagonal.
\({ }^{(4)}\) The original security level was 128 bits, but the generic attack from Section 7.7 .2 breaks it in \(\quad 2^{112}\) evaluations.
\({ }^{(5)}\) The sizes of [62, Table 2] are wrong. In particular, the public-key size contains the size of quadratic terms \(x_{i}^{2}\). The sizes that we compute here are consistent with the practical implementation provided by [62] (by removing an extra useless byte from this implementation).
\({ }^{(6)}\) The signature size is given without the 128 -bit salt.
(7) The original scheme used \(d_{\text {ext }}=544\) and \(\Delta=v=32\). However, the correction of an error in [83, Table 13] implies \(\Delta+v=54\) instead of 64 . So, we update parameters according the philosophy of GeM SS

Table A.1: Exact size of the keys and signature of the \(\quad \mathrm{HFEv}\)-based schemes submitted to the NIST PQC standardization process, as well as QUARTfrom the NESSIE project [145].
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline round & scheme & \(\left(q, v_{1}, 0_{1}, 0_{2}\right)\) & |pk | (kB) & |sk| (kB) & |seed | (B) & |sign | (B) \\
\hline \multirow{9}{*}{1} & R a inbow - -a & \((16,32,32,32)\) & 152.096 & 100.208 & \multirow{9}{*}{no seed} & 64 \\
\hline & R ainbow - lb & \((31,36,28,28)\) & 151.583625 & 106.180875 & & 78 \\
\hline & \(R\) ainbow -Ic & \((256,40,24,24)\) & 192.24 & 143.384 & & 104 \\
\hline & R aṅbow-Ilb & \((31,64,32,48)\) & 524.40175 & 380.3535 & & 112 \\
\hline & R a anbow -Ille & \((256,68,36,36)\) & 720.792 & 537.78 & & 156 \\
\hline & R anbow-IV a & \((16,56,48,48)\) & 565.488 & 376.14 & & 92 \\
\hline & R ainbow -Vc & \((256,92,48,48)\) & 1723.68 & 1274.316 & & 204 \\
\hline & \(R\) anbow \(-V\) Ia & \((16,76,64,64)\) & 1351.36 & 892.078 & & 118 \\
\hline & \(R\) aninow \(-V\) lb & \((31,84,56,56)\) & 1352.70375 & 944.5795 & & 147 \\
\hline \multirow{8}{*}{2} & R ainbow - Ia & \multirow[t]{2}{*}{\((16,32,32,32)\)} & 148.992 & \multirow[t]{2}{*}{92.992} & no seed & \multirow[t]{2}{*}{64} \\
\hline & cyclic R anbow-Ia & & 58.144 & & \(64^{(2)}\) & \\
\hline & R ainbow -Ic \({ }^{(1)}\) & \multirow[b]{2}{*}{\((256,40,24,24)\)} & 187.968 & \multirow[b]{2}{*}{132.64} & no seed & \multirow[b]{2}{*}{104} \\
\hline & cyclic R aṅbow -Ic \({ }^{(1)}\) & & 58.496 & & \(64^{(2)}\) & \\
\hline & \(R\) anbow -IIC & \multirow[t]{2}{*}{\((256,68,36,36)\)} & 710.64 & \multirow[t]{2}{*}{511.480} & no seed & \multirow[t]{2}{*}{156} \\
\hline & cyclic \(R\) a inbow-IIC & & 206.744 & & \(64^{(2)}\) & \\
\hline & R ainbow \(-V \mathrm{c}\) & \multirow[t]{2}{*}{\((256,92,48,48)\)} & 1705.536 & \multirow[t]{2}{*}{1227.136} & no seed & \multirow[t]{2}{*}{204} \\
\hline & cyclic \(R\) anjow \(-V \mathrm{c}\) & & 491.936 & & \(64^{(2)}\) & \\
\hline \multirow{6}{*}{3} & R ainbow - Ia & \multirow[t]{2}{*}{\((16,36,32,32)\)} & 161.6 & \multirow[t]{2}{*}{103.648} & no seed & \multirow[t]{2}{*}{66} \\
\hline & C Z R a inbow - \({ }^{(3)}{ }^{(3)}\) & & 60.192 & & \(64^{(2)}\) & \\
\hline & \(R\) anbow -IIC & \multirow[t]{2}{*}{\((256,68,32,48)\)} & 882.08 & \multirow[t]{2}{*}{626.048} & no seed & \multirow[t]{2}{*}{164} \\
\hline & C Z R a inbow -IIC \({ }^{(3)}\) & & 264.608 & & \(64^{(2)}\) & \\
\hline & \(R\) ainbow \(-V C\) & \multirow[t]{2}{*}{\((256,96,36,64)\)} & 1930.6 & \multirow[t]{2}{*}{1408.736} & no seed & \multirow[t]{2}{*}{212} \\
\hline & \(\mathrm{C} Z \mathrm{R}\) a inbow \(-\mathrm{V} \mathrm{C}^{(3)}\) & & 536.136 & & \(64^{(2)}\) & \\
\hline
\end{tabular}
\({ }^{(1)}\) R a ninow -Ic is not submitted to the second round of the NIST PQC standardization process. However, this implementation is available in the submitted implementation. We use this scheme in Section 8.6.3.
\({ }^{(2)}\) The secret-key contains the 32-byte public seed. The latter is also stored in the public-key.
\({ }^{(3)}\) circum zenithalR ainbow, new name of cyclic \(R\) aninbow .
Table A.2: Exact size of the keys and signature of \(\quad R\) anbow submitted to the NIST PQC standardization process. We consider the evolution of these schemes during the three rounds.

\section*{Appendix B}

\section*{More Algorithms in \(\quad \mathbb{F}_{q}[\mathrm{x}]\)}

In this appendix, we give more details about methods used for arithmetic in \(\quad \mathbb{F}_{q}[x]\) (or \(\mathbb{F}_{q^{d}}{ }^{\text {ext }}[x]\) when relevant). In particular, we present some algorithms mentioned in Chapter 5.

\section*{B. 1 K aratsuba-Like Formulae}

In Section 5.1.2, we mentioned the three-term K aratsuba-like formulae [124], which allows to multiply two degree-two polynomials with only six multiplications (instead of seven with the standard method). Here, we explain one of these formulae [124, Equation (3) with
\(C=0]\).
Let \(A, B\) be polynomials in \(\mathbb{F}_{q}[x]\) such that
\[
A=A_{0}+A_{1} x+A_{2} x^{2}, B=B_{0}+B_{1} x+B_{2} x^{2}
\]

One way to compute \(A \times B\) is to compute the six following products:
- \(P_{0}=A_{0} \times B_{0}\),
- \(P_{1}=A_{1} \times B_{1}\),
- \(P_{2}=A_{2} \times B_{2}\),
- \(Q_{0}=\left(A_{0}+A_{1}\right) \times\left(B_{0}+B_{1}\right)\),
- \(\mathrm{Q}_{1}=\left(\mathrm{A}_{0}+\mathrm{A}_{2}\right) \times\left(\mathrm{B}_{0}+\mathrm{B}_{2}\right)\),
- \(Q_{2}=\left(A_{1}+A_{2}\right) \times\left(B_{1}+B_{2}\right)\).

Then, we write \(A \times B\) with these six products:
\[
A \times B=P_{0}+\left(Q_{0}-P_{0}-P_{1}\right) x+\left(Q_{1}-P_{0}+P_{1}-P_{2}\right) x^{2}+\left(Q_{2}-P_{1}-P_{2}\right) x^{3}+P_{2} x^{4}
\]

In characteristic two, we can save an addition by computing only one time \(P_{0}+P_{1}\) or \(P_{1}+P_{2}\).

\section*{B. 2 Euclidean Division without Computing the Remainder}

In Section 5.1.4, we explained that the computation of the quotient can be separated from the computation of the remainder, because the quotient depends only on the higher degree terms of degree terms of \(A\). Thus, the remainder could be computed as \((A-B \times Q) \bmod x^{d_{b}}\).
```

Algorithm 47 Polynomial Euclidean division without computing the remainder.
function EuclideanDiv $A \in \mathbb{F}_{q}[x], B \in \mathbb{F}_{q}[x]^{*}$
$c \leftarrow b_{d_{b}}^{-1}$
$\mathrm{Q} \leftarrow \mathrm{A} / \mathrm{X}^{d_{b}} \quad$. Quotient of the Euclidean division of A by $\mathrm{X}^{d_{b}}$.
for $i$ from $d_{a}-d_{b}$ to $\max \left(1, d_{b}\right)$ by -1 do
$q_{i} \leftarrow q_{i} \times c$
$\mathrm{Q} \leftarrow \mathrm{Q}-\mathrm{q}_{\mathrm{i}} \times \quad \mathrm{B}-\mathrm{b}_{\mathrm{d}_{\mathrm{b}}} \mathrm{x}^{\mathrm{d}_{\mathrm{b}}} \times \mathrm{x}^{i-\mathrm{d}_{\mathrm{b}}}$
end for
for $i$ from $\max \left(1, d_{b}\right)-1$ to 1 by -1 do
$q_{i} \leftarrow q_{i} \times c$
$\mathrm{Q} \leftarrow \mathrm{Q}-\mathrm{q}_{\mathrm{i}} \times \quad \mathrm{B}-\mathrm{b}_{\mathrm{d}_{b}} \mathrm{x}^{\mathrm{d}_{b}} / \mathrm{x}^{\mathrm{d}_{b}-\mathrm{i}}$
end for
$\mathrm{q}_{0} \leftarrow \mathrm{q}_{0} \times \mathrm{c}$
return $Q$
end function

```

\section*{B. 3 Newton Iteration}

The fast Euclidean division (Section 5.1.4) requires computing the modular inverse of F mod H , for \(H=x `\) with ` \(\in \mathbb{N}^{*}\). This can be performed effiently with Newton iteration [161, A lgorithm 9.3].
The latter is presented in Algorithm 48, which requires \(f_{0}=1\). When \(f_{0}=0, F\) is not invertible since \(x\) divides \(F\). Else, when \(f_{0} \neq 1\), we can call Algorithm 48 with \(F^{\prime}=f_{0}{ }^{-1}\). \(F\). The latter will return \(G^{\prime}\) such that \(F^{\prime} \cdot G^{\prime}=1 \bmod x\), and so \(f_{0}^{-1} \cdot G^{\prime}\) is the inverse of \(F\) modulo \(x^{\prime}\).
```

Algorithm 48 Newton iteration.
function Newtonlter $F \in \mathbb{F}_{q}[x]$ such that $f_{0}=1, ` \in \mathbb{N}^{*}$
$\left.r \leftarrow \log _{2}\left(^{\prime}\right)\right\rceil$
$\mathrm{G}_{0} \leftarrow 1 \quad . \mathrm{F} \cdot \mathrm{G}_{0}=1 \mathrm{mod} \mathrm{x}$.
for $i$ from 1 to $r$ do
$\mathrm{G}_{\mathrm{i}, 0} \leftarrow \mathrm{G}_{\mathrm{i}-1}$

```

```

    the higher half of the result.
            \(\left.G_{i} \leftarrow G_{i, 0}+G_{i, 1} \cdot x^{\lceil-i+1}\right\rceil\)
        .F \(\cdot G_{i}=1 \bmod x^{\left\lceil\frac{\vdots}{2^{r-1}}\right\rceil}\).
        end for
        return \(\mathrm{G}_{\mathrm{r}}\).F \(\cdot \mathrm{G}_{\mathrm{r}}=1 \mathrm{mod} \mathrm{x}\).
    end function
    ```

Newton iteration is an iterative process which computes \(\quad \mathrm{F}^{-1}\) with a precision of \({ }^{\text {' coeffients }}\) (i.e. \(F \cdot F^{-1}=1 \bmod x^{\prime}\) ). It starts with a precision of one coeffient, then doubles the precision at each iteration until it reaches a precision of `coeffients. So, at each step, the lower half of \(G_{i}\) is \(G_{i-1}\), whereas its higher half is computed with one squaring and one multiplication in \(\mathbb{F}_{q}[x]\). The size of the polynomials increases during the algorithm, so the cost of Algorithm 48 is much less than \(2\left\lceil\log _{2}(`)\right\rceil\) operations in \(\mathbb{F}_{\mathrm{q}}[x]\). Its cost is bounded by \(3 M(`)+0(`)\) field operations [161, Exercise 9.6].

Remark 23. In characteristic two, squaring is linear and so the cost of Algorithm 48 is bounded by \(2 \mathrm{M}(`)+0(`)\) field operations.

\section*{B. 4 FFT Variant of the Polynomial Evaluation}

In Section 5.4.3, we proposed a B aby-Step Giant-Step approach to compute the evaluation of \(G \in \mathbb{F}_{\mathrm{q}}[\mathrm{x}]\) in an element \(a \in \mathcal{R}\), for \(\mathcal{R}\) a ring. Here, we note that \(G\) can also be split by using the FFT decomposition (Section 5.4.4). In Algorithm 49, the b blocks are generated from the coeffients whose indices are equal modulo b. This strategy is very similar to the Baby-Step GiantStep strategy. Roughly, we just swap a and c compared to Algorithm 20, and the matrix from Step 2 is transposed.

Algorithm 49 Polynomial evaluation using the FFT decomposition.
Input: \(G \in \mathbb{F}_{\mathrm{q}}[\mathrm{x}], \mathrm{a} \in \mathcal{R}, \mathrm{b} \in \mathbb{N}^{*}\) such that \(\mathrm{b} \leqslant \mathrm{d}_{\mathrm{g}}+1\).
Output: \(G(a)\).
0. Let \(s=\frac{{ }_{\frac{d}{g}+1}^{b}}{m}\) and \(G(x)=P_{i=0}^{b-1} G_{i} x^{b} \cdot x^{i}\), with \(G_{i} \in \mathbb{F}_{q}[x], \operatorname{deg}\left(G_{i}\right)<s\).
1. Let \(c=a^{b}\) and compute \(c, c^{2}, c^{3}, \ldots, c^{s-1}\) (e.g. with Algorithm 45). These are the baby steps.
2. Re-use them to evaluate \(G_{0}, \ldots, G_{b-1}\) in \(c\). These evaluations can be performed with the following matrix-vector product:

3. Compute \(G(a)\) as:
\[
x_{i=0}^{x-1} G_{i}(c) \times a^{i}
\]

Equation (B.1) can be performed with Horner's rule, which allows to save the computation of the powers of \(a\). These are the giant steps.

The cost of Algorithm 49 is similar to Algorithm 20, with an additional penalty to compute during Step 1.

\section*{B. 5 Frobenius Map, Right-to-Left Version}

Here, we present the right-to-left square-and-multiply algorithm of the Frobenius map (Algorithm 50) described in Section 5.4.5. Algorithm 50 requires \(\left\lfloor\log _{2}(k)\right\rfloor+H h(k)-1\) modular compositions in \(\mathbb{F}_{q^{d} \text { ext }}[x]\) and \((k-1) \cdot d_{h} q\)-exponentiations in \(\mathbb{F}_{q^{d}}\) ext . However, the latter can be computed with
\(\left\lfloor\log _{2}(k)\right\rfloor+H h(k)-1 \cdot d_{h}\) calls to Algorithm 22, using \(\left\lfloor\log _{2}(k)\right\rfloor+H W(k)-1\) multi-squaring tables.
```

Algorithm 50 Frobenius map using the right-to-left square-and-multiply algorithm on $q^{k}$.
function $\operatorname{FrobM} \operatorname{apRL} H \in \mathbb{F}_{q^{d} \text { ext }}[x], k \in \mathbb{N}^{*}$
$\left.r \leftarrow \log _{2}(k)\right\rfloor$
$X_{0} \leftarrow x^{q} \bmod H \quad . X \quad X_{0}=x^{q^{20}} \bmod H$.
for $i$ from 1 to ${ }^{r}$ do

$$
X_{i} \leftarrow X_{\left.e^{\left(2^{i}-1\right.}\right)} \circ X_{i-1} \bmod H
$$

                . Square: \(X_{i}=x^{q^{q^{i}}} \bmod H\).
        end for \(\quad\) We can compute \(\chi_{i}^{\left(k \bmod 2^{i}\right)}\) then \(\chi_{i}^{\left(2^{i}\right)}\) for \(\frac{k}{2^{i}} \bmod 2=1\).
        \(\mathrm{i}_{0} \leftarrow 0\)
        while \(\frac{k}{2^{\prime}} \bmod 2=0\) do
            \(\mathrm{i}_{0} \leftarrow \mathrm{i}_{0}+1\)
        end while \(\quad\) i \(o\) is the greatest integer such that \(\quad 2^{i_{0}}\) divides k .
        \(Y_{i_{0}} \leftarrow X_{i_{0}}\)
        for \(i\) from \(i_{0}+1\) to \(r\) do
            if \(\frac{k}{2^{\prime}} \bmod 2=1\) then
                \(Y_{i} \leftarrow \lambda_{i}^{\left(k \bmod 2^{i}\right)} \circ Y_{i-1} \bmod H\)
            else
            \(Y_{i} \leftarrow Y_{i-1}\)
            end if
        end for
        return \(Y_{r} \quad . i=r\) and \(Y_{r}=x^{q^{k}} \bmod H\).
    end function
    ```

\section*{B. 6 Structured Exponentiation and Frobenius Norm}

In Section 5.4.5, we studied how to optimize the exponentiation to the power \(q^{k}\). The Hamming weight of \(q^{k}\) in base \(q\) is one and so can be performed with \(k\) exponentiations to the power \(q\) or by using multi-squaring tables. Here, we study how to optimize the exponentiation to the power \(q^{k}-1\) for \(\mathrm{k} \in \mathbb{N}\), which is useful to compute the inverse by Fermat's little theorem (Equation (5.11)).
The inversion in \(\mathbb{F}_{q^{d} \text { ext }}^{\times}\)requires the exponent \(\quad q^{d_{\text {ext }}}-2\) that we can write as \(\left(q^{k}-1\right) \times q+q-2\), for \(k=d_{\text {ext }}-1\) (cf. Algorithm 52). We show that the exponentiation algorithm used in ITM IA [108] can be generalized when the power is the sum of the terms of a geometric sequence with common ratio q . In particular, this concerns the Frobenius norm, defined by:
\[
\begin{equation*}
N_{k}(x)={ }_{i=0}^{q-1} x^{q^{i}}=x \sum_{i=0}^{P_{i=1}^{k} q^{i}} . \tag{B.2}
\end{equation*}
\]

Raising an element \(A\) to the power of \(q^{k}-1\) with the square-and-multiply algorithm (where square is a \(q\)-exponentiation) is expensive. The Hamming weight of \(q^{k}-1\) in base \(q\) is \(k\), implying k-1 steps of multiplication. In 1988, T. Itoh and S. Tsujii introduced the Itoh-Tsujii M ultiplicative Inversion Algorithm ( ITM IA) [108]. This algorithm allows to compute the power \(q^{k}-1\) with only \(0 \log _{2}(k)\) steps of multiplication. Firstly introduced for \(\quad q=2\) (Algorithm 36), we remark that the strategy used can be naturally generalized for any power having the form
\[
K=c \sum_{i=0}^{x^{-1}} q^{\prime \cdot i}=c \times \frac{q^{k}-1}{q^{\prime}-1}, \quad \in \mathbb{N}^{*}, c<q
\]

In fact, \(K\) is the \(\left(k-{ }^{`}\right)\)-degree \({ }^{`}\)-ESP [109] evaluated in \(q\) and multiplied by the constant \(\quad c\) (Section 5.3.4). This form allows to perform operations directly on the power of \(q\) (from the numerator) instead of the power of A. Similarly to Equation (5.14), the following properties are used to perform the multiplication by two and the addition on the power of q :
\[
\begin{align*}
& A^{\mathrm{c}^{\frac{q^{2} k^{\prime}}{}-1}} \mathrm{q}^{-1}=A^{\mathrm{c}^{{\frac{q}{k^{\prime}}-1}_{q-1}^{q}-1} \mathrm{q}^{k^{\prime}}} \times A^{\mathrm{C} \frac{\mathrm{q}^{k^{\prime}}-1}{q-1}} \\
& A^{c \frac{q^{k^{\prime}+k^{\prime}}-1}{q-1}}=A^{C^{\frac{q^{k^{\prime}}-1}{q-1}}} \quad \times A^{q^{k^{\prime}}}{ }^{c^{\frac{q^{k^{\prime}}-1}{q}-1}} . \tag{B.3}
\end{align*}
\]

So, K can be computed by decomposing \(\quad \underset{\sim}{\mathrm{K}}\) in base two, then by applying the square-and-multiply algorithm, where squaring corresponds to multiply the exponent by two, whereas multiply corresponds to add ` to the exponent ( i.e. \(\mathrm{k}^{\prime}=\) ` in Equation (B.3)). We obtain Algorithm 51, which requires only \(0 \log _{2}\) k steps of multiplication.
```

Algorithm 51 Itoh-Tsujii exponentiation for a specific (left-to-right) addition chain. $\mathcal{R}$ is a ring.
function $I \operatorname{Texp} A \in R, q \geqslant 2, k \in \mathbb{N}^{*},{ }^{\prime} \in \mathbb{N}^{*}, c<q$
$\mathrm{n} \leftarrow \stackrel{\mathrm{k}}{\leftarrow}$
$\mathrm{m} \leftarrow 1 \quad . C \operatorname{casei}=\left\lfloor\log _{2}(n)\right\rfloor$.
$A_{K} \leftarrow A^{c} \quad . A^{c}{ }_{i=0}^{m-1} q^{i}=A^{c}$.
for i from $\left\lfloor\log _{2}(n)\right\rfloor-1$ to 0 by -1 do
$\mathrm{Q} \leftarrow \mathrm{A}_{\mathrm{K}}^{q^{\cdot} \cdot \mathrm{m}} \quad$. Multi-squaring to obtain
$A_{K} \leftarrow Q \times A_{K}$
$m \leftarrow \frac{n}{2^{i}}$
if $m \bmod 2=1$ then
$A_{K} \leftarrow A_{K}^{q} \times A^{c}$
end if
end for
return $\quad A_{k}$
end function

```

Link with the Frobenius trace. Consider the modified Algorithm 51 where the multiplications are replaced by additions ( i.e. \(\times\) becomes + ). Thus, we obtain Algorithm 23 where \(y\) is initialized to A and the modular composition is replaced by an exponentiation (the Frobenius map is removed).
With this change, we can compute \(\operatorname{Tr}_{k}\left(r_{0} x\right) \in \mathcal{R}=\mathbb{F}_{q^{d e x t}}[x] /(H)\) with \(\operatorname{IT} \exp \left(r_{0} x, q, k, 1,1\right)\) and \(H \operatorname{Tr}_{k}(A) \in \mathcal{R}=\mathbb{F}_{2^{d} \mathrm{ext}}\) with \(\operatorname{IT} \exp (\mathrm{A}, 2, \mathrm{k}+1,2,1)\), both with only \(0 \log _{2}(\mathrm{k})\) additions.

Use of the modular composition. As in Section 5.4.6, the modular composition can be used when the exponentiation is computed modulo a univariate polynomial. A first version of this strategy is proposed in [161, Algorithm 14.55] to compute the Frobenius norm (Equation (B.2)). This algorithm can be improved and generalized by coupling Algorithms 50 and 51 , or by modifying Algorithm 23.

Applications. The inverse in \(\mathbb{F}_{\text {q }^{d} \text { ext }}^{\times}\)can be computed by using A Igorithm 52 , which is the so-called Itoh-Tsujii Multiplicative Inversion A Igorithm when \(\quad q=2\) (A Igorithm 36).
```

Algorithm 52 ITM IA for a specific (left-to-right) addition chain.
function Inverse $A \in \mathbb{F}_{q^{d} \text { ext }}^{\times}$
$A_{K} \leftarrow I \operatorname{Texp}\left(A, q, d_{\text {ext }}-1,1, q-1\right)$
return $\quad A_{k}^{q} \times A^{q-2}$
$. A_{K}=A \xlongequal{P^{d_{\text {ext }}-2}(q-1) q^{i}}=A q^{d^{d} \text { ext }-1}-1$.
. $A q^{q^{d e x t}-2}=A^{-1}$.
end function

```

The Itoh-Tsujii exponentiation can be used for other structured powers. In Example 6, we propose a simple idea to compute the cubic root. This method can be used to compute r-th roots in \(\mathbb{F}_{2^{d} \text { ext }}\) for certain values of \(r\) and \(d_{\text {ext }}\).
Example 6 (Cubic root in \(\quad \mathbb{F}_{2^{d_{e x t}}}\) ). Let \(d_{\text {ext }}\) be an odd positive integer, \(K=\frac{1}{3} 2^{d_{\text {ext }}+1}-1 \in \mathbb{N}\) and \(A \in \mathbb{F}_{2^{d} \text { ext }}\). We have \(K=1 \times \frac{2^{d} e^{2}+1}{2^{2}-1}=P \frac{d_{\text {ext }}}{i=0^{2}}-12^{2}{ }^{\text {i }}\), i.e. \(K=111 \ldots 111\) in base four. So, we can compute \(A^{K}\) with \(I \operatorname{Texp}\left(A, 2, d_{\text {ext }}+1,2,1\right)\). Note that \(A^{K}\) is the cubic root of \(A\), since \(A^{3 K}=A^{2^{d}{ }^{\text {ext }}+1}-1=A 2^{2^{d} \text { ext }} A^{2^{d e x t}-1}=A\).

\section*{B. 7 D egree-Two Split Root Finding in Characteristic Two}

In Section 5.4.7, we presented classical methods to solve \(X^{2}+X+A=0\) in \(\mathbb{F}_{2^{d} \text { ext }}[X]\). Here, we show that the computation of the half-trace is equivalent to computing a vector-matrix product over \(\mathbb{F}_{2}\), whose matrix depends only on the field polynomial of \(\mathbb{F}_{2^{d} \text { ext }}\). Then we study the behavior of \(M_{2}\) (Equation (5.16)) for irreducible trinomials and AOPs when we solve \(X^{2}+X+A=0\) as a linear system over \(\mathbb{F}_{2}\). We also study how to solve effiently this equation in normal basis.
When \(d_{\text {ext }}\) is odd, we have:

Thus, we have:
\[
\begin{array}{lllllllll}
r_{0} & r_{1} & \cdots & r_{d_{\text {ext }}-1} & \left.=\begin{array}{lllll}
a_{0} & a_{1} & \cdots & a_{d_{\text {ext }}-1} & \cdot M_{H}
\end{array}\right)
\end{array}
\]
where
\[
M_{H}=\begin{gathered}
\phi\left(\operatorname{HTr}_{d_{\text {ext }}}\left(\theta_{0}\right)\right) \\
\phi\left(\operatorname{HTr}_{d_{\text {ext }}}\left(\theta_{1}\right)\right) \\
\vdots \\
\phi\left(H \operatorname{Tr}_{d_{\text {ext }}}\left(\theta_{d_{\text {ext }}-1}\right)\right)
\end{gathered} \in \mathcal{M} d_{d_{\text {ext }}} \mathbb{F}_{2}
\]

This method is roughly equivalent to proposing the inverse of a specific \(\quad \mathscr{G}_{2} \in G L_{d_{\text {ext }}} \mathbb{F}_{2}\) for solving the following classical linear algebra problem:
\[
\begin{array}{llll}
r_{0} & r_{1} & \cdots & r_{d_{\text {ext }}-1}
\end{array} \cdot M_{2}=\begin{array}{llll}
a_{0} & a_{1} & \cdots & a_{d_{\text {ext }}-1}
\end{array}
\]
where
\[
M_{2}=\begin{array}{cc}
\phi \theta_{0}^{2}+\theta_{0} \\
\phi \theta_{1}^{2}+\theta_{1} \\
\vdots \\
\phi \theta_{d_{\text {ext }}-1}^{2}+\theta_{d_{\text {ext }}-1}
\end{array} \quad=I_{d_{\text {ext }}}+\begin{gathered}
\phi \theta_{0}^{2} \\
\phi \theta_{1}^{2} \\
\vdots \\
\phi \theta_{d_{\mathrm{ext}}-1}^{2}
\end{gathered} \in \mathcal{M} \mathbb{d}_{\mathrm{d}_{\mathrm{ext}}} \mathbb{F}_{2}
\]

Solving \(X^{2}+X+A=0\) in the canonical basis for a field trinomial. Now, we consider \(\mathcal{B}\) the canonical basis of \(\mathbb{F}_{2^{d} \mathrm{ext}}\). We start by making the sparse structure of \(M_{2}\) explicit for field trinomials. By using results from Section 5.3.3, we obtain:
\[
M_{2}=I_{d_{\text {ext }}}+\begin{array}{lr}
\phi\left(\theta_{2 i}\right) & 0 \leqslant 2 i<d_{\text {ext }} \\
\begin{array}{l}
\phi\left(\theta_{2 j}-d_{\text {ext }}+\theta_{2 j-d_{e x t}}+k_{1}\right) \\
\phi\left(\theta_{2 k-d_{e x t}}+\theta_{2 k-2 d_{e x t}}+k_{1}+\theta_{2 k-2 d_{\text {ext }}+2 k_{1}}\right)
\end{array} & 2 d_{e x t}-k_{1} \leqslant 2 k \leqslant 2 d_{e x t}-2 .
\end{array}
\]

Then, we study how to make \(M_{2}\) invertible. To do it, we introduce the following lemma.
Lemma 11. Let \(f_{3}=x^{d_{\text {ext }}}+x^{k_{1}}+1 \in \mathbb{F}_{2}[x]\) for \(0<k_{1} \leqslant \frac{d_{\text {ext }}}{2}\), and \(f \in \mathbb{F}_{2}[x]\) be an irreducible polynomial of degree \(d_{\text {ext }}\). We define \(\mathbb{F}_{2^{d e x t}}\) as \(\mathbb{F}_{2}[\alpha] /(f(\alpha))\). We have the following properties:
1. If \(d_{\text {ext }}\) is odd and if \(\mathcal{D}_{e}(f) \leqslant 0\), then the zero-th column of \(M_{2}\) is null.
2. If \(d_{e x t}\) is even, if \(k_{1}\) is odd and if \(f=f_{3}\), then the \(\left(d_{\text {ext }}-k_{1}\right)\)-th column of \(M_{2}\) is null.
3. If \(d_{\text {ext }}\) is odd, if \(k_{1}\) is even and if \(f=f_{3}\), then the zero-th and ( \(\left.d_{\text {ext }}-k_{1}\right)\)-th columns of \(M_{2}\) are equal. M oreover, only their \(\left(d_{\text {ext }}-\frac{\mathrm{k}_{1}}{2}\right)\)-th row is set.

Proof. Let \(d=d_{\text {ext }}-k_{1}\). We prove each property.
1. Let \(Q_{i}\) and \(R_{i}\) in \(\mathbb{F}_{2}[x]\) be respectively the quotient and the remainder of the Euclidean division of \(x^{2 i}\) by \(f\) for \(0 \leqslant i<d\) ext. From Lemma 9, we know that \(\mathcal{D}_{e}\left(Q_{i}\right)=-\infty\), i.e. \(Q_{i}\) does not have even degree terms. In particular, \(x\) divides \(Q_{i}\). For \(0<i<d\) ext, we obtain that \(x\) divides \(x^{2 i}-f \cdot Q_{i}=R_{i}\), and so \(x\) divides the reduced form of \(x^{2 i}+x^{i}\). For \(i=0, x\) divides \(x^{2 i}+x^{i}=0\). All in all, the zero-th column of \(M_{2}\) is null.
2. We check that the \(d\)-th column of each row of \(M_{2}\) (Equation (B.4)) is null.
- For \(0 \leqslant 2 i<d_{\text {ext }}, d\) is odd so \(\theta_{d} \neq \theta_{2 i}\).
- For \(d_{\text {ext }} \leqslant 2 j<2 d_{\text {ext }}-k_{1}\), we have \(j=2 j-d_{\text {ext }}+k_{1}\) and so \(\theta_{2 j-d_{\text {ext }}+k_{1}}+\theta_{j}=0\) for \(j=d\). Otherwise, \(\theta_{d} \neq \theta_{2 j-d_{\text {ext }}+k_{1}}\). Note that \(\theta_{d} \neq \theta_{2 j-d_{\text {ext }}}\) since \(2 j-d_{\text {ext }}<d\).
- For \(2 d_{\text {ext }}-k_{1} \leqslant 2 k \leqslant 2 d_{\text {ext }}-2\), \(d\) is odd so \(\theta_{d} \neq \theta_{2 k-2 d_{\text {ext }}+2 k_{1}}\). M oreover, \(d_{\text {ext }}\) is even implies \(\theta_{d} \neq \theta_{2 k-d_{\text {ext }}}\) and \(k_{1} \leqslant \frac{d_{\text {ext }}}{2}\) implies \(\theta_{d} \neq \theta_{2 k-2 d_{\text {ext }}+k_{1}}\).
3. We check that the zero-th and d-th columns of each row of \(M_{2}\) (Equation (B.4)) are null except for the \(\left(d_{\text {ext }}-\frac{k_{1}}{2}\right)\)-th row.
- For \(0 \leqslant 2 i<d_{\text {ext }}, d\) is odd so \(\theta_{d} \neq \theta_{2 i}\), whereas \(\theta_{2 \times 0}+\theta_{0}=0\) and \(\theta_{0} \neq \theta_{2 i}\) otherwise.
- For \(d_{\text {ext }} \leqslant 2 j<2 d_{\text {ext }}-k_{1}\), we have \(j=2 j-d_{\text {ext }}+k_{1}\) and so \(\theta_{2 j-d_{\text {ext }}+k_{1}}+\theta_{j}=0\) for \(j=d\). Otherwise, \(\theta_{d} \neq \theta_{2 j-d_{\text {ext }}+k_{1}}\). Then, \(d_{\text {ext }}\) is odd so \(\theta_{0} \neq \theta_{2 j-d_{\text {ext }}}\). Note that \(\theta_{d} \neq \theta_{2 j-d_{\text {ext }}}\) and \(\theta_{0} \neq \theta_{2 j-d_{\text {ext }}+k_{1}}\) since \(2 j-d_{\text {ext }}<d\) and \(2 j-d_{\text {ext }}+k_{1} \geqslant k_{1}>0\).
- For \(2 d_{\text {ext }}-k_{1} \leqslant 2 k \leqslant 2 d_{\text {ext }}-2\), \(d\) is odd so \(\theta_{d} \neq \theta_{2 k-2 d_{\text {ext }}+2 k_{1}}\). M oreover, \(k_{1} \leqslant \frac{d_{\text {ext }}}{2}\) implies \(\theta_{d} \neq \theta_{2 k-2 d_{\text {ext }}+k_{1}}\). Finally, \(k_{1}\) is even implies \(\theta_{2 k-2 d_{\text {ext }}+k_{1}}=\theta_{0}\) and \(\theta_{2 k-d_{\text {ext }}}=\theta_{d}\) when \(k=d_{\text {ext }}-\frac{k_{1}}{2}\). Otherwise, \(\theta_{d} \neq \theta_{2 k-d_{\text {ext }}}\) and \(\theta_{0} \neq \theta_{2 k-2 d_{\text {ext }}}+k_{1}\). Note that \(\theta_{0} \neq\) \(\theta_{2 \mathrm{k}-\mathrm{d}_{\mathrm{ext}}}\) and \(\theta_{0} \neq \theta_{2 \mathrm{k}-2 \mathrm{~d}_{\text {ext }}+2 \mathrm{k}_{1}}\) since \(2 \mathrm{k}-\mathrm{d}_{\text {ext }} \geqslant \mathrm{d}_{\text {ext }}-\mathrm{k}_{1}\) and \(2 \mathrm{k}-2 \mathrm{~d}_{\text {ext }}+2 \mathrm{k}_{1} \geqslant \mathrm{k}_{1}\).

From Lemma 11, coupled to the fact that the zero-th row of \(M_{2}\) is null, we deduce:
- When \(k_{1}, \ldots, k=d_{\text {ext }}\) are odd, including irreducible trinomials ( \(\quad=2\) ) and pentanomials ( \(\quad=4\) ), the zero-th column of \(M_{2}\) is null and this implies that \(a_{0}=0\). We can make \(M_{2}\) invertible by setting to one the coeffient \(\quad(0,0)\) of \(\mathrm{M}_{2}\).
- For trinomials, when \(d_{\text {ext }}\) is even and \(k_{1}\) is odd, the \(\left(d_{\text {ext }}-k_{1}\right)\)-th column of \(M_{2}\) is null and this implies that \(a_{d_{\text {ext }}-k_{1}}=0\). We can make \(M_{2}\) invertible by setting to one the coeffient ( \(0, \mathrm{~d}_{\text {ext }}-\mathrm{k}_{1}\) ) of \(\mathrm{M}_{2}\).
- For trinomials, when \(d_{\text {ext }}\) is odd and \(k_{1}\) is even, the zero-th and \(\left(d_{\text {ext }}-k_{1}\right)\)-th columns of \(M_{2}\) are equal and this implies that \(a_{0}=a_{d_{\text {ext }}-k_{1}}\) (we also know that \(r_{d_{\text {ext }}-\frac{k_{1}}{2}}=a_{0}\) ). We can make \(M_{2}\) invertible by setting to one the coeffient \(\quad(0,0)\) or the coeffient \(\quad\left(0, d_{\text {ext }}-k_{1}\right)\) of \(M_{2}\).

Lemma 11 allows to precompute more easily the inverse of a chosen \(\mathscr{f}_{2}\) for irreducible trinomials such that \(k_{1} \leqslant \frac{d_{\text {ext }}}{2}\), as well as for certain pentanomials. We can also use \(M_{H}\) when \(d_{\text {ext }}\) is odd.

Solving \(X^{2}+X+A=0\) in the normal basis. When we consider \(\mathcal{B}\) the normal basis of \(\mathbb{F}_{2^{d} \text { ext }}\) (Section 5.2.2), \(X^{2}+X+A=0\) can be solved very effiently. This is due to the relationship \(\left(r_{i} \cdot \theta_{i}\right)^{2}=r_{i} \cdot \theta_{i+1} \bmod d_{\text {ext }}\), which implies that:
\[
\begin{aligned}
& \left(r_{0}=r_{d_{\text {ext }}-1}+a_{0},\right. \\
& r_{i+1}=r_{i}+a_{i+1} \text { for } 0 \leqslant i<d_{\text {ext }}-1 .
\end{aligned}
\]

Since \(R\) and \(R+1\) are solutions of \(X^{2}+X+A=0\), with \(\phi(1)=(1, \ldots, 1)\), we can set one variable to zero or one, e.g. \(r_{d_{\text {ext }}-1}=0\). Thus, we obtain an iterative process to compute a solution of \(X^{2}+X+A=0\), requiring only \(O\left(d_{\text {ext }}\right)\) operations in \(\mathbb{F}_{2}\). In fact, we have:
\[
\begin{aligned}
& r_{d_{\text {ext }}-1}=0, \\
& r_{i}={ }_{j=0}^{d} a_{j}={ }_{j=i+1}^{d \not x_{t}-1} a_{j} \text { for } 0 \leqslant i<d_{\text {ext }} .
\end{aligned}
\]

This process is iterative but we can compute \(\omega\) successive \(r_{i}\) in parallel. To do so, duplicate the current \(r_{i}\) in a \(\omega\)-bit word acc. Then, compute \(r_{i+1}, \ldots, r_{i+\omega}\) with \(\omega\) parallel additions in \(\mathbb{F}_{2}\) as follows: for \(1 \leqslant \mathrm{j} \leqslant \omega\), duplicate \(a_{i+j}\) in a \(\omega\)-bit word, use a precomputed mask to mask its first \(j-1\) elements, and finally xor it to acc. Store the obtained result and repeat this process with \(i+\omega\) instead of \(i\) as times as necessary.

Additionally, we make \(\mathrm{M}_{2}\) explicit. Note that the previous method is a sophisticated multiplication of \(\phi(A)\) by the inverse of \(\hbar_{2}\), and so is necessarily faster than the latter.
\[
M_{2}=\begin{array}{ccccc}
1 & 1 & 0 & \cdots & 0 \\
0 & 1 & 1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & 1 & 1 \\
1 & 0 & \cdots & 0 & 1
\end{array}
\]

Solving \(X^{2}+X+A=0\) in the canonical basis for a field AOP. \(\quad W\) hen the field polynomial \(f\) is an AOP (Section 5.3.4), \(d_{\text {ext }}\) is even and \(M_{2}\) has the following form:
\[
\left.M_{2}=I_{d_{\text {ext }}}+\begin{array}{cc}
\phi\left(\theta_{2 i}\right) \\
\phi\left(f\left(\theta_{1}\right)-\theta_{1}^{d_{\text {ext }}}\right) \\
\phi\left(\theta_{2 j}-1-d_{\text {ext }}\right)
\end{array}\right) ~ \begin{gathered}
0 \leqslant i<\frac{d_{\text {ext }}}{2} \\
\frac{d_{\text {ext }}}{2}<j<d \text { ext }
\end{gathered}
\]

The columns of \(M_{2}\) generate the following system:
\[
\begin{aligned}
r_{\frac{d_{\text {ext }}^{2}}{}} & =a_{( }^{a_{0}}, \\
r_{i}+a_{i}+r_{\frac{d_{\text {ext }}^{2}}{}} & =r_{\frac{i}{2}} \text { if } i \text { is even, for } 0 \leqslant i<d_{\text {ext }}-1, \\
r_{\frac{d_{\text {ext }}}{2}+\frac{i+1}{2}} & \text { if } i \text { is odd, for } 0 \leqslant i<d_{\text {ext }}-1,
\end{aligned}
\]

Once again, we can solve \(X^{2}+X+A=0\) with an iterative process [154]. From \(a_{a_{\text {dext }}}\), we deduce \(r_{1}\) for a certain \(I \in \mathbb{N}^{*}\). Then, we compute \(r_{1}+a_{1}+a_{0}\) and obtain \(r_{\text {J }}\) for a certain \(J \in \mathbb{N}^{*}\). By repeating this process, we obtain all values of \(r_{i}\) for \(0<i<d\) ext. Indeed, from Lemma 1, 2 is a generator of \(\mathbb{F}_{\mathrm{d}_{\text {ext }}+1}^{\times}\), and \(\mathrm{J}=1 \cdot 2^{-1}=1 \cdot \frac{\mathrm{~d}_{\text {ett }}}{2}+1 \bmod \left(\mathrm{~d}_{\text {ext }}+1\right)\). M oreover, we stop this process as soon as \(I=d_{\text {ext }}-1\), avoiding the indices \(d_{\text {ext }}\) and \(\frac{d_{\text {ext }}}{2}\) of \(r_{J}\). Thus, we avoid \(d_{\text {ext }}\) and set \(r_{\frac{d_{\text {ext }}}{}}=a_{0}\). Let \(g_{j}=\frac{d_{\text {ext }}}{2} . \frac{d_{\text {ext }}}{2}+1{ }^{j} \in \mathbb{F}_{d_{\text {ext }}+1}^{\times}\)for \(j \in \mathbb{N}\). In fact, we have:
\[
\begin{aligned}
& { }^{d} y_{t}-2 a_{g_{j}}={ }^{d} y_{t}-1 \quad a_{j}=0, \\
& j=0 \quad j=1 \\
& r_{g_{0}}=a_{0}, \\
& r_{g_{i}}+(1-i \bmod 2) \cdot a_{0}={ }_{j=0}^{X^{-1}} a_{g_{j}}={ }_{j=i}^{d \not x_{i}-2} a_{g_{j}} \text { for } 0 \leqslant i<d_{\text {ext }}-1 \text {. }
\end{aligned}
\]

Once \(\mathrm{g}_{\mathrm{j}}\) is known (or precomputed) for \(0 \leqslant \mathrm{j}<\mathrm{d}_{\text {ext }}-1\), solving this system requires only \(\mathrm{O}\left(\mathrm{d}_{\text {ext }}\right)\) operations in \(\mathbb{F}_{2}\). We remark that \(r_{g_{i}}=r_{g_{i-1}}+a_{g_{i-1}}+a_{0}\) for \(0<i<d\) ext -1 , and the division by two is cheap since \(n \cdot 2^{-1} \bmod \left(d_{\text {ext }}+1\right)\) is exactly \(\left\lfloor\frac{n}{2}\right\rfloor+(n \bmod 2) \cdot \frac{d_{\text {ext }}}{2}+1\) for \(0 \leqslant n \leqslant d_{\text {ext }}\).

\section*{B. 8 Constant-Time GCD for Berlekamp's Algorithm}

In this section, we present an adaptation of the constant-time GCD algorithm of [19] (Section 7.4.11) for the root finding algorithm (A Igorithm 25). This adaptation works in \(\mathbb{F}_{\mathrm{q}}[\mathrm{x}]\) for any q . Its extended version can be used for computing the inverse in \(\quad \mathbb{F}_{\mathrm{q}}^{\times}\)(Section 5.4.2).

During the root finding algorithm, \(\operatorname{GCD}\left(\mathrm{R}_{2}, \mathrm{H}\right)\) has to be computed. We could compute it in constant-time via [19], but the strategy used requires the degree of inputs is public and reached. The polynomial \(H\) has exactly a degree \(d_{h}\), but \(R_{2}\) is the result of the Frobenius map modulo Its degree is secret, and less or equal to \(d_{h}-1\).

However, we observe that the constant-time GCD algorithm of [19] can be used with only one (non-zero) operand whose degree is public and reached. A public upper bound on the degree of the other operand is enough. The algorithm takes this upper bound, and while the current (assumed) leading term is null, the degree will decrement. If a non-zero term is found, then the exact degree is found, and the algorithm runs with the original requirements.

In Algorithm 53, we present a constant-time implementation of this idea, accepting an upper bound on the degree of the left operand. Our description is a bit diffrent from the original [19, Figure 5.1], for several reasons.
- We do not take the reciprocal polynomial of inputs. This implies the use of multiplications by x instead of divisions by x . We think it simplifies the implementation.
- We swap the operands. This multiplies \(\delta\) by minus one compared to the original algorithm. This choice is consistent with the Euclidean division algorithm. The (assumed) higher degree is naturally the left operand in a Euclidean division (since it is common to write the dividend at the left of the divisor).
- The original algorithm deals with power series field. For our practical use, we restrict it to the polynomial ring. We make this change carefully, in particular about the precision of computations in power series field. To do that, we do not consider the monomials \(x^{0}, \ldots, x^{d_{\text {max }}-n b}\) _step during Steps 16,17 and 18 if nb_step \(\leqslant d_{\text {max }}\). In fact, the new F from Step 18 is multiple of \(\mathrm{x}^{\max \left(0, d_{\max }+1-n b \_s t e p\right)}\) because the old F is zero, or H and the old F are multiple of \(x^{\max \left(0, d_{m a x}+1\right.}-\) nb_step \()\). We know that \(f_{0}, \ldots, f_{d_{\text {max }}-n b \_s t e p}\) are null.

With Algorithm 53, we can now compute \(G C D\left(R_{2}, H\right)\) as \(G C D \_E u c l i d S t e v i n\left(R_{2}, H, d_{h}-1\right)\). This method requires \(3 \cdot\left(d_{h}^{2}-d_{h}\right)\) field multiplications.

Remark 24. As explained in Section 5.4.1, the Euclid-Stevin relationship (Step 18) can be replaced by a classical Euclidean relationship, i.e. \(\mathrm{F} \leftarrow \mathrm{F}-\mathrm{f}_{\mathrm{d}_{\max }} \cdot \mathrm{h}_{\mathrm{d}_{\max }}^{-1} \cdot \mathrm{H}\). Thus, we obtain a constant-time version of the classical Euclidean algorithm. We know that \({ }_{d_{d_{\max }}}\) is always invertible. The computation of \(f_{d_{\text {max }}} \cdot h_{d_{\text {max }}}^{-1}\) requires one inversion field but divides by two the number of field multiplications.
```

Algorithm 53 Constant-time GCD of F and H , where $\mathrm{d}_{\mathrm{h}}$ is public and $\mathrm{d}_{\mathrm{f}}$ is a public upper bound
on $\operatorname{deg}(F)$.
function GCD_EuclidStevin $F \in \mathbb{F}_{\mathrm{q}}[\mathrm{x}], \mathrm{H} \in \mathbb{F}_{\mathrm{q}}[\mathrm{x}]^{*}, \mathrm{~d}_{\mathrm{f}} \geqslant \operatorname{deg}(\mathrm{F})$
$\mathrm{d}_{\mathrm{h}} \leftarrow \operatorname{deg}(\mathrm{H}), \mathrm{d}_{\text {max }} \leftarrow \max \left(\mathrm{d}_{\mathrm{f}}, \mathrm{d}_{\mathrm{h}}\right)$
$\delta \leftarrow d_{f}-d_{h}{ }^{2}$. Gap between $d_{f}$ and $d_{h}$.
if $\delta<0$ then $\quad$. Alignment of the leading terms of F and H .
$F \leftarrow F \cdot x^{-6}$
else
$H \leftarrow H \cdot x^{\delta}$
end if
for nb_step from $d_{f}+d_{h}$ to 1 by -1 do
if $\mathrm{f}_{\mathrm{d}_{\text {max }}} \neq 0$ and $\delta<0$ then . Use of constant-time comparison.
$b_{5} \leftarrow 1$
else
$\mathrm{b}_{\mathrm{s}} \leftarrow 0$
end if
$\delta \leftarrow \delta \operatorname{XOR}(\delta \times O R-\delta) \cdot b_{s} \quad$. When $F$ and $H$ are swapped, $\delta \leftarrow \delta$.
$G \leftarrow(F \operatorname{XORH}) \cdot b_{s}$
$\mathrm{F} \leftarrow \mathrm{F}$ XORG,H $\leftarrow \mathrm{H}$ XORG . Conditional swap.
$\mathrm{F} \leftarrow \mathrm{h}_{\mathrm{d}_{\max }} \cdot \mathrm{F}-\mathrm{f}_{\mathrm{d}_{\max }} \cdot \mathrm{H}$. Note that the new $\mathrm{f}_{\mathrm{d}_{\text {max }}}$ is necessarily null.
. M oreover, if nb_step $\leqslant d_{\text {max }}$, then the new $f_{0}, \ldots, f_{d_{\max }-n b \text { _step }}$ are necessarily null.
$F \leftarrow F \cdot x, \delta \leftarrow \delta-1$
end for
$\mathrm{d} \leftarrow \frac{6}{2} \quad$. Integer division ( $\delta$ is even).
return $H / X^{d_{m a x}+d},-d$. Return the GCD and its degree. The division (a simple shift of
coeffients) has to be performed in constant-time.
end function

```

Remark 25. In characteristic two, the conditional swap of F and H does not modify the result of \(h_{d_{\text {max }}} \cdot F-f_{d_{\text {max }}} \cdot H\). It is due to the symmetry that appears in this relationship. Instead of the conditional swap, H should be updated independently of F once the relationship is computed.

About the constant-time computation of
\(H / x^{d_{\text {max }}+d}\). At the end of Algorithm 53, we have to compute \(H / x^{d_{\text {max }}+d}\). This operation is equivalent to shifting by \(d_{\max }+d\) positions the coeffients of \(H\). Since \(-d \leqslant d_{h}\), we can perform in variable-time \(H^{\prime}=H / x^{d_{\max }-d_{h}}\), then compute \(H^{\prime} / x^{d_{h}+d}\) in constant-time. Our approach is to perform secretly \(d_{h}\) shifts by one position. The first \(d_{h}+d\) are true shifts of coeffients, unlike the last -d shifts which are dummy shifts. This approach requires \(\frac{1}{2} \cdot d_{h} \cdot\left(d_{h}+1\right)\) uses of masks and xor on elements of \(\mathbb{F}_{\mathrm{q}}\). In our practical use, when we reject polynomials having more than x roots (Section 7.4.12), we can apply the previous strategy with x instead of \(d_{h}\). This turns to be cheap for small values of \(x\).

Remark 26. We propose to keep secret the degree of the GCD during the root finding algorithm. However, we do not have constant-time split root finding algorithm, except for small degrees. So, when we use a variable-time split root finding algorithm, the division by \(x^{d_{\text {max }}+d}\) is performed in variable-time.

\section*{B. 9 List of Irreducible Polynomials over \(\quad \mathbb{F}_{2}\)}

In Section 5.3, we propose several kinds of irreducible polynomials over \(\mathbb{F}_{2}\) to create a degree- \(d_{\text {ext }}\) extension field of \(\mathbb{F}_{2}\), for \(\mathrm{d}_{\text {ext }} \geqslant 2\). Here, we enumerate the possibilities for small enough extension degrees. For \(d_{\text {ext }} \geqslant 4\), it is conjectured that an irreducible pentanomial of degree \(d_{\text {ext }}\) exists.

For \(d_{\text {ext }}<593\), there exist irreducible trinomials of degree \(d_{\text {ext }}\) over \(\mathbb{F}_{2}\) if and only if \(d_{\text {ext }} \& 2,3,4\), \(5,6,7,9,10,11,12,14,15,17,18,20,21,22,23,25,28,29,30,31,33,34,35,36,39,41,42,44,46,47,49\), \(52,54,55,57,58,60,62,63,65,66,68,71,73,74,76,79,81,84,86,87,89,90,92,93,94,95,97,98,100\), \(102,103,105,106,108,110,111,113,118,119,121,123,124,126,127,129,130,132,134,135,137,140\), \(142,145,146,147,148,150,151,153,154,155,156,159,161,162,166,167,169,170,172,174,175,177\), 178, 180, 182, 183, 185, 186, 191, 193, 194, 196, 198, 199, 201, 202, 204, 207, 209, 210, 212, 214, 215, 217, 218, 220, 223, 225, 228, 231, 233, 234, 236, 238, 239, 241, 242, 244, 247, 249, 250, 252, 253, 255, 257, 258, \(260,263,265,266,268,270,271,273,274,276,278,279,281,282,284,286,287,289,292,294,295,297\), \(300,302,303,305,308,310,313,314,316,318,319,321,322,324,327,329,330,332,333,337,340,342\), \(343,345,346,348,350,351,353,354,358,359,362,364,366,367,369,370,372,375,377,378,380,382\), \(383,385,386,388,390,391,393,394,396,399,401,402,404,406,407,409,412,414,415,417,418,420\), \(422,423,425,426,428,431,433,436,438,439,441,444,446,447,449,450,455,457,458,460,462,463\), \(465,468,470,471,473,474,476,478,479,481,484,486,487,489,490,492,494,495,497,498,500,503\), \(505,506,508,510,511,513,514,516,518,519,521,522,524,526,527,529,532,534,537,538,540,543\), \(545,550,551,553,556,558,559,561,564,566,567,569,570,574,575,577,580,582,583,585,588,590\}\).

For \(d_{\text {ext }}<1116\), the degree- \(d_{\text {ext }}\) AOP over \(\mathbb{F}_{2}\) is irreducible if and only if \(d_{\text {ext }} \& 1,2,4,10,12,18\), \(28,36,52,58,60,66,82,100,106,130,138,148,162,172,178,180,196,210,226,268,292,316,346,348\), \(372,378,388,418,420,442,460,466,490,508,522,540,546,556,562,586,612,618,652,658,660,676\), \(700,708,756,772,786,796,820,826,828,852,858,876,882,906,940,946,1018,1060,1090,1108\}\).

For \(d_{\text {ext }}<3660\) and \(s>1\), the degree- \(d_{\text {ext }} s\)-ESP over \(\mathbb{F}_{2}\) is irreducible if and only if \(\left(d_{\text {ext }}, s\right)\) \& \((6,3),(18,9),(20,5),(54,27),(100,25),(110,11),(156,13),(162,81),(342,19),(486,243),(500,125)\), \((812,29),(1210,121),(1332,37),(1458,729),(2028,169),(2500,625),(2756,53),(3422,59)\}\).

\section*{B. 10 Proof of Lemma 9}

Proof. Let \(H={ }_{P}^{D_{j=0}} h_{j} x^{j}\) and \(Q={ }_{P}^{P_{j=0}-2} q_{j} x^{j}\). By definition of \(\mathcal{D}_{e}, \mathcal{D}_{e}(Q) \leqslant d-2\) is equivalent to \(q_{i}=0\) for all even \(i\) such that \(i>d-2\). By definition of \(Q, q_{i}=0\) for \(i<0\) and \(i>D-2\), so we show the lemma for the values of \(q_{i}\) such that \(D-2 \geqslant i>\max (-1, d-2)\).

To do it, we use a proof by induction on an even \(j\) such that \(D-1 \geqslant j>\max (-1, d-2)\). The base case, \(\mathrm{j}=\mathrm{D}-1\), is trivial since \(\mathrm{q}_{\mathrm{j}}=0\) for \(\mathrm{j}>\mathrm{D}-2\). Now, assume that \(\mathrm{q}_{\mathrm{k}}=0\) for all even \(k\) such that \(D-1 \geqslant k>j>\max (-1, d-2)\). On the one hand, \(\mathcal{D}(A-R)=\mathcal{D}(R)\) because \(\mathcal{D}(A)=-\infty\) by hypothesis, then \(\mathcal{D}(R) \leqslant D-1<D+j\) and \(P+j\) j \({ }_{2}\) odd. We obtain \(\operatorname{coeff}_{\mathrm{D}+j}(H Q)=\operatorname{coef}_{\mathrm{D}+j}(A-R)=0\). On the other hand, \(H Q={ }_{r=0}^{2 D-2}{ }_{r}^{r}{ }_{=0} q^{\cdot} h_{r-} \cdot x^{r}\), so

 odd, \(h_{D+j-}=0\) because \(D+j-`\) is even and \(\mathcal{D}_{e}(H)=d<D+j-\) S So \(^{P}{ }_{D}^{D}=-2 q \cdot h_{D+j-}=q_{j} h_{D}\). Finally, we have that coef \(D+j(H Q)=q_{j} h_{D}=0\). Because \(h_{D} \neq 0\), this implies that \(q_{j}=0\).

\section*{Appendix C}

\section*{Addition Chains for the ITMIA}

In Table C.1, we propose addition chains for the Itoh-Tsujii Multiplicative Inversion A Igorithm in \(\mathbb{F}_{2^{d} \text { eext }}\) (Sections 9.2.6 and B.6). The values of \(d_{\text {ext }}\) are used in multivariate cryptography (Table 7.38). In A Igorithm 36, we read the binary decomposition of \(d_{\text {ext }}-1\) from left to right for generating the addition chain. This implies restricting \(k^{\prime}\) to 1 . (and \(\mathrm{k}^{\prime}\). \()\) ) in Equation (B.3). This choice seems minimized the number of multiplications for certain values of \(\quad d_{\text {ext }}\) (corresponding to yes in the last column of Table C.1). For other values of \(d_{\text {ext }}\), we decrease this number by allowing other values of \(k^{\prime}\) (represented in bold in the addition chain). For example, we compute 51 as \(48+3\) in the first addition chain. We take small bold values for improving the use of multi-squaring tables.
\begin{tabular}{|c|c|c|c|}
\hline \(\mathrm{d}_{\text {ext }}\) & addition chain of \(\mathrm{d}_{\text {ext }}-1\) & nb. of mul & used in Algorithm 36? \\
\hline 103 & 1, 2, 3, 6, 12, 24, 48, 51, 102 & 8 & no-9 multiplications \\
\hline 174 & 1, 2, 4, 5, 10, 20, 21, 42, 84, 168, 173 & 10 & no-11 multiplications \\
\hline 175 & 1, 2, 4, 5, 10, 20, 40, 41, 82, 87, 174 & 10 & no - 11 multiplications \\
\hline 177 & 1, 2, 4, 5, 10, 11, 22, 44, 88, 176 & 9 & yes \\
\hline 184 & 1, 2, 3, 4, 7, 11, 22, 44, 88, 176, 183 & 10 & no-12 multiplications \\
\hline 185 & 1, 2, 4, 5, 10, 11, 22, 23, 46, 92, 184 & 10 & yes \\
\hline 265 & 1, 2, 4, 8, 16, 32, 33, 66, 132, 264 & 9 & yes \\
\hline 266 & 1, 2, 4, 8, 16, 32, 33, 66, 132, 264, 265 & 10 & yes \\
\hline 312 & 1, 2, 4, 5, \(\underline{,}, 14, \underline{19}, 38,76,152,304,311\) & 11 & no-13 multiplications \\
\hline 313 & 1, 2, 3, 6, \(9,18,36,39,78,156,312\) & 10 & no-11 multiplications \\
\hline 354 & 1, 2, 4, 5, 10, 11, 22, 44, 88, 176, 352,353 & 11 & yes \\
\hline 358 & 1, 2, 4, 5, 10, 11, 22, 44, 88, 176, 352, 357 & 11 & no-12 multiplications \\
\hline 364 & 1, 2, 4, 5, 10, 11, 22, 44, 88, 176, 352, 363 & 11 & no-13 multiplications \\
\hline 366 & 1, 2, 4, 5, 10, 20, 40, 45, 90, 180, 360, 365 & 11 & no-13 multiplications \\
\hline 402 & 1, 2, 3, 6, 12, 24, 25, 50, 100, 200, 400, 401 & 11 & yes \\
\hline 448 & 1, 2, 3, 6, 12, 24, 27, 54, 108, 111, 222, 444, 447 & 12 & no-15 multiplications \\
\hline 540 & 1, 2, 3, 4, 8, 16, 32, 64, 67, 134, 268, 536, 539 & 12 & no - 13 multiplications \\
\hline 544 & 1, 2, 3, 6, 12, 15, 30, 33, 66, 132, 264, 528, 543 & 12 & no-14 multiplications \\
\hline
\end{tabular}

Table C.1: Proposed addition chains to minimize the number of multiplications in \(\mathbb{F}_{2^{\mathrm{dext}}}\).
The bold numbers are used to create the underlined numbers of the chain.

\begin{abstract}
\section*{Résumé}

Dans cette thèse, nous étudions la conception de cryptosystèmes multivariés qui sont résistants contre les ordinateurs classiques et quantiques. En particulier, nous proposons deux schémas de signature digitale que j'ai soumis au processus de standardisation de cryptographie post-quantique du NIST: GeMSS et DualModeMS. Ces schémas sont basés sur la famille HFE. N ous proposons des paramètres de sécurité basés sur un état de l'art de vingt ans de cryptanalyse intensive. Puis, nous sélectionnons des paramètres qui maximisent I'effacité. Nous la mesurons avec une nouvelle bibliothèque : MQsoft. MQsoft est une bibliothèque efface en \(\quad\) C qui supporte un large ensemble de paramètres pour les schémas basés sur HFE. Sa performance surpasse toutes les bibliothèques existantes. Nous expliquons dans cette thèse comment nous obtenons une telle performance. Tandis que GeMSS est un schéma qui a une grande clé publique, mais une signature très courte, DualModeMS est basé sur une transformation qui inverse ce comportement. Cependant, sa sécurité est basée sur l'hypothèse que le problème AMQ est diffile. Nous démontrons que cette hypothèse est vérifiée, et nous confirmons nos résultats avec des expériences utilisant les bases de Gröbner. Finalement, nous proposons la première implémentation de DualModeMS. Nous étudions comment l'implémenter effàcement, et comment optimiser le choix des paramètres de sécurité. Nous étendons aussi DualModeMS à l'utilisation du cryptosystème Rainbow à la place de HFE. Ceci permet d'obtenir des tailles de clés et signature intéressantes.
\end{abstract}

\begin{abstract}
In this thesis, we study the design of multivariate cryptosystems, which are resistant against classical and quantum computers. In particular, we study two digital signature schemes that I submitted to the NIST Post-Quantum Cryptography standardization process: GeMSS and DualModeMS. These schemes are based on the HFE family. We propose security parameters based on a state-of-the-art of twenty years of intensive cryptanalysis. Then, we select secure parameters which maximize the practical effiency. We measure this with a new library: MQsoft. MQsoft is a fast library in C which supports a large set of parameters for HFE-based schemes. Its performance outperforms all existing libraries. We explain in this thesis how we obtain this result. Whereas GeMSS is a scheme which has a large public-key but a very short signature, DualModeMS is based on a transformation inverting this trade-off H owever, its security is based on the assumption that the AMQ problem is hard. We demonstrate that this assumption is verified, and we confirm our results with experiences using Gröbner basis. Finally, we propose the first implementation of DualModeMS. We study how to implement it effiently, as well as how to optimize the choice of security parameters. We also extend DualModeMS to the Rainbow cryptosystem instead of HFE. This allows to have interesting key sizes and signature sizes.
\end{abstract}```
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