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Résumé en Français

L’accélération par sillage laser dans un plasma (LWFA) est une technique qui permet d’accé-
lérer des particules, et en particulier des électrons, à des vitesses relativistes en utilisant les
très forts champs électriques associés à l’onde plasma générée dans le sillage d’une impul-
sion laser ultra-courte (fs) et très intense (I>1 × 1018 W cm−2). Les champs accélérateurs ainsi
produits peuvent atteindre plus de 100 GV/m, soit trois ordres de grandeur supérieurs aux
champs réalisables avec des accélérateurs conventionnels utilisant des cavités radiofréquence.
Cela permet ainsi de réaliser des accélérateurs extrêmement compacts. Les expériences d’accé-
lération laser-plasma utilisent typiquement des lasers de 100 térawatts à pétawatts avec plu-
sieurs joules d’énergie par impulsion et une durée d’impulsion de 30 fs, pour accélérer des
faisceaux d’électrons à plusieurs GeV, qui peuvent être utilisés par exemple pour générer des
sources secondaires de rayons X femtosecondes. Mais ces systèmes laser à haute énergie ne
fonctionnent qu’à un taux de répétition compris entre 0,1 et 10 Hz, ce qui limite considérable-
ment le nombre d’expériences d’applications qu’un accélérateur laser-plasma serait en mesure
de réaliser. Il est donc fondamental d’augmenter le taux de répétition des accélérateurs laser-
plasma pour en faire une technologie compétitive pouvant être utilisée pour des expériences
d’application.

Cette thèse de doctorat présente le travail expérimental sur le développement d’un accélérateur
par sillage laser dans un plasma à haute taux de répétition (kHz) réalisé avec des impulsions
d’énergie de quelques millijoules et une durée extrêmement courte de 3,5 fs (1,3 cycle optique).
Ce nouveau régime d’interaction permet l’accélération de faisceaux d’électrons à une éner-
gie de l’ordre du MeV sur une échelle micrométrique, avec une charge typique de quelques
pC par tir, qui pourraient être utilisés dans des expériences de diffraction d’électrons ou pour
l’irradiation d’échantillons biologiques. Nous explorons un large ensemble de paramètres ex-
périmentaux pour optimiser l’accélérateur en contrôlant la densité et le profil du plasma, la
durée des impulsions, le type de gaz et le mécanisme d’injection utilisés dans les expériences.
Nous démontrons une amélioration significative des performances, notamment avec les pro-
grès réalisés sur la stabilité et la fiabilité à long terme de l’accélérateur avec un fonctionnement
continu et stable de l’accélérateur pendant plusieurs heures, accumulant ainsi un record de 18
millions de tirs consécutifs et également une bonne répétabilité du régime d’accélération d’un
jour à l’autre. Nous obtenons ce gain de stabilité en utilisant un nouveau type de cible gazeuse
qui produit un choc hydrodynamique oblique asymétrique permettant l’injection d’électrons
dans la transition de densité descendante de la région choquée. En utilisant des simulations
numériques de type particle-in-cell, les causes sous-jacentes menant à un régime d’accéléra-
tion optimisé et stable sont étudiées. Nous constatons notamment que la zone de densité plus
élevée induite par le choc favorise l’auto-focalisation du laser, augmentant son intensité juste
avant la transition de densité où l’injection est facilitée par la combinaison du profil du plasma
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et de l’intensité accrue du laser. Ce résultat initie un changement de paradigme, faisant passer
les accélérateurs laser-plasma d’expériences de preuve de principe où quelques bons tirs sélec-
tionnés sont présentés, vers des installations fiables fournissant des faisceaux d’électrons pour
des applications scientifiques. En effet, profitant de cette stabilité nouvellement acquise, nous
avons réalisé une première expérience d’application avec notre accélérateur, où nous avons ir-
radié des cellules cancéreuses avec des faisceaux d’électrons de quelques MeV pour mesurer
leur taux de survie en fonction de la dose délivrée. Cette expérience de preuve de principe a
démontré notre capacité à irradier des échantillons biologiques avec une dose contrôlée et un
débit de dose moyen élevé d’environ 1 Gy/s, et appelle d’autres études prometteuses sur les
effets temporels associés au dépôt de dose avec les sources par laser.

Dans un effort similaire d’amélioration des performances de l’accélérateur, l’énergie typique
du faisceau d’électrons a également été multipliée par deux, passant de 4 MeV initialement à
8 MeV, avec une divergence du faisceau réduite à 3 mrad. Ce résultat a été obtenu en utilisant
de l’hélium au lieu de l’azote comme gaz pour former le plasma. En effet, les nombreux ni-
veaux d’ionisation de l’azote sont à l’origine d’une inhomogénéité de densité associée au profil
d’intensité transverse du laser. Ce profil transverse du plasma, et son indice de réfraction cor-
respondant, agissent comme une lentille défocalisante sur le laser réduisant ainsi l’intensité
au foyer. Mais comme chaque molécule d’hélium fournit moins d’électrons que l’azote tout en
offrant une efficacité de pompage plus faible, il a été nécessaire de développer un système de
pompage différentiel pour pouvoir utiliser un flux continu et haute pression d’hélium dans la
chambre d’interaction tout en conservant un niveau de vide suffisant pour la propagation du
laser.

Un autre aspect important du travail présenté dans ce manuscrit est l’étude fondamentale de
l’interaction d’impulsions à cycle quasi unique avec un plasma sous-dense qui se produit dans
notre accélérateur. En effet, l’interaction d’impulsions de 30 fs à plusieurs cycles généralement
utilisées dans l’accélération laser-plasma, est bien décrite dans le cadre de l’approximation pon-
déromotrice, où l’effet du champ électrique est moyenné sur le cycle optique. Dans cette ap-
proche, la réponse du plasma dépend uniquement de l’enveloppe de l’impulsion et est donc in-
dépendante de la polarisation. Mais, lorsqu’on considère des impulsions beaucoup plus courtes
dont la durée est proche du cycle optique, l’enveloppe et la porteuse de l’impulsion évoluent
sur une échelle de temps similaire et l’approximation pondéromotrice n’est plus valable. Il
est donc nécessaire de prendre en compte la forme réelle du champ électrique via la phase
porteuse-enveloppe (CEP). Il a notamment été prédit que les impulsions monocycles peuvent
conduire à une asymétrie transverse de l’onde plasma dans le plan de polarisation qui dépend
de la CEP du laser, mais cela restait à observer expérimentalement. La CEP de nos impulsions
proche du cycle optique est stabilisée et contrôlable, et nous observons et contrôlons expéri-
mentalement pour la première fois les effets de la CEP dans un accélérateur par sillage laser
dans un plasma, qui se manifestent par une dépendance du pointé du faisceau d’électrons à la
phase optique initiale du laser. Nous observons également des variations de charge significa-
tives (jusqu’à 30%) dans certains cas lorsque l’on change la valeur de la CEP. Les simulations
numériques particle-in-cell indiquent que ces effets sont dus à l’injection périodique hors axe
de plusieurs sous-faisceaux d’électrons déclenchée par l’oscillation de l’asymétrie de l’onde du
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plasma dans la direction de la polarisation du laser en raison du glissement de la CEP pen-
dant la propagation à cause de la dispersion dans le plasma. De plus, le rôle des imperfections
de l’impulsion expérimentale est étudié en utilisant la tache focale mesurée expérimentale-
ment dans les simulations, ce qui montre un couplage entre l’asymétrie dépendante de la CEP
et l’asymétrie associée à l’impulsion imparfaite qui amplifie les variations des paramètres du
faisceau. Enfin, des résultats préliminaires sur les effets de la CEP dans le cas de l’injection par
ionisation sont présentées, notamment avec une variation importante du spectre des électrons
mesurés en fonction de la valeur de la CEP du laser.
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Introduction

Particle accelerators play an important role in fundamental scientific discoveries, notably with
high energy colliders [1], but also through secondary light sources such as free-electron lasers
[2] and synchrotrons [3]. Accelerated electron beams can also be used to probe fast dynam-
ics in material science in electron diffraction experiments [4, 5]. Particle accelerators are also
widely used for many industrial and medical applications such as non-destructive testing, ra-
diation hardness studies and radiotherapy [6]. Conventional accelerators use radio-frequency
(RF) electromagnetic fields synchronized with the propagation of particles to accelerate them
to high energies. These RF cavities can support higher fields (10-100 MV/m) than when using
electrostatic fields before electrical breakdown occurs between the electrodes. The two main
types of accelerators are linear particle accelerators (LINAC) and synchrotrons, where particles
are accelerated along a circular trajectory. The highest energies are achieved in synchrotrons
because their geometry allows for the particles to be indefinitely accelerated, with the well
known Large Hadron Collider (LHC) and its 27 km circumference being capable of accelerat-
ing protons up to an energy of 7 TeV. But, for accelerating electrons and positrons, LINACs are
often preferred because of the loss of energy via synchrotron radiation that occurs when they
travel in a circular trajectory, except when electrons are accelerated in synchrotrons specifically
to induce X-ray light via synchrotron radiation. Indeed, the energy radiated by a particle scales
with Eloss ∝ m−4 which limits the energy accessible by lighter particles in synchrotrons (i.e. elec-
trons can be accelerated to ‘only’ 206 GeV at LHC). But in order to reach higher energies with
LINACs, they must be scaled up to very large dimensions, for instance the linear accelerator at
SLAC is 3.2 km long and accelerates electrons up to 50 GeV. The cost of these installations thus
becomes considerable, and gaining a few orders of magnitude in energy seems prohibitively
costly.

In 1979, Tajima and Dawson proposed laser-plasma acceleration [7] as a new scheme to bring
particles, electrons in particular, to high energy. Their idea was to use an intense laser pulse
propagating in a plasma to excite a high amplitude electronic wave (or plasma wave) via the
ponderomotive force which expels the electrons from the high intensity zone. The charge sep-
aration induced by this plasma wave (the ions are too heavy to move in a first instance) can
lead to massive longitudinal electric fields (100 GV/m), 3-4 orders of magnitude stronger than
in radio-frequency accelerators, enabling the acceleration of electrons on very short distances.
The plasma wave travels in the wake of the laser at the speed of light, leading to the name
of laser-wakefield accelerator (LWFA) for this technique. The invention of the chirped-pulse
amplification (CPA) technique [8] led to the development ultra-intense and ultra-short lasers
that enabled experimental realization of laser-wakefield accelerator in the 90’s, at first using the
self-modulation of a few hundreds of femtoseconds laser pulses [9–11]. With the continuous
progress in ultra-short laser development, and the advent of Joule-class, 30 fs titanium-sapphire
lasers achieving relativistic intensities (I > 1018 W/cm2) and resonance with the plasma wave,
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3.4 km

a)

b)

Figure 1 – a) Aerial view of the European XFEL LINAC accelerating electrons to 17.5 GeV and photo of
the tunnel (top left corner) [from xfel.eu]. b) Schematic of laser wakefield acceleration taken from [20].

high-quality, monoenergetic, collimated laser-accelerated electron beams were obtained [12–
14] with energies >100 MeV. Then, additional development in the injection techniques enabled
the enhancement the quality of the beam [15], while the guiding of the pulse further increased
the beam energy yielding the first GeV laser-accelerated electrons [16]. The use of guiding
methods in combination with the new generation of PW-class lasers allowed to reach the cur-
rent energy record of 8 GeV in a laser-plasma accelerator [17]. These advances made possible
the demonstration of a long-time goal of LWFA: a free-electron laser driven by a laser-wakefield
accelerator, but only with electron beams of few hundreds of MeV and not a the GeV level yet
[18, 19].

All these results were achieved with lasers that operate at repetition rates between 0.1 Hz and
10 Hz, mostly due to thermal limitations of titanium-sapphire crystals. But using LPA for ap-
plications will require much higher repetition rates to acquire statistically meaningful data sets
from scans on several parameters. For instance in colliders, the small cross sections often result
in only a few collision events per beam crossing, depending on the particles and their energy.
So in order to accumulate enough signal, the repetition rate of the accelerator must be large
to amplify the signal which is why the LHC collider operates at 40 MHz. If we now look at
the XFELs driven by LINACs, the LCLS at SLAC currently provides coherent X-ray pulses at
120 Hz, but its upgrade LCLS-II is supposed to reach 1 MHz repetition rate in a close future
[21], while the European XFEL is currently operating at an average repetition rate of 27 kHz
[22]. This means that actual applications of LPA as tools for science experiments and in in-
dustry will necessarily involve increasing their repetition rate to kilohertz and even megahertz
levels in the long run. Additionally, a high-repetition rate will enable the use of active feed-back
loops and on-line monitoring of the performances to further stabilize the accelerator.

High repetition rate laser-wakefield acceleration has thus been gaining interest in the past
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decade, taking advantage of existing multi-mJ, kilohertz laser systems. A first experiment at
CUOS in Michigan achieved in 2013 to accelerate electrons to sub-relativistic energies (<100 keV)
at 0.5 kHz using 8 mJ, 30 fs pulses [23, 24]. This was then followed by the acceleration of MeV
electrons at 1 kHz by a group of the University of Maryland in 2017, using a <10 mJ, 30 fs laser
and high plasma density ne > 4× 1020 cm−3 to reach the self-modulated regime [25]. The same
year, the APPLI group at LOA (that I later joined to carry out my research presented in this
manuscript) achieved to accelerate electrons to 5 MeV at a kilohertz repetition rate, using the
Salle Noire 2.0 few-mJ pulses post-compressed to nearly a single optical cycle duration τ =
3.5 fs at lower plasma density ne ∼ 1 × 1020 cm−3 [26] achieving higher laser intensity and op-
erating near the resonant bubble regime [27]. These are the first pioneer experiments operating
at a kilohertz repetition rate, and because of the moderate pulse energy achievable with current
kHz lasers, they yield relatively low energy electrons compared to the accelerators driven by
100 TW or PW lasers discussed earlier. But with future increase in power of high-repetition rate
lasers, one can anticipate the production of kHz 100s of MeV and even GeV beams. Still, efforts
remained to be made to bring this existing few-MeV source to the performances, stability and
reliability necessary to use as an accelerator for applications.

Moreover, in this new acceleration regime using near-single cycle pulses, contrarily to multi-
cycle pulses where the cycle-average ponderomotive framework applies, the optical phase or
carrier-envelope phase (CEP) of the pulse can impact the response of the plasma and lead to
asymmetries of the plasma wave [28]. And while the effects of CEP have been observed in laser-
plasma experiments on solid targets [29–34] where the CEP has a fixed value on the surface of
the target, it had yet to be demonstrated in laser-wakefield experiments in underdense plasma
where the optical phase shifts during propagation due to dispersion in the plasma. Some pre-
liminary results hinting for an effect of the CEP on the energy spectrum of the electrons were
observed on the experiment prior to my arrival [35, 36] but were lacking repeatability and re-
mained non-conclusive. The usual physical description of laser-wakefield acceleration largely
relies on the ponderomotive approximation, so observing CEP effects in laser-plasma acceler-
ation would be of fundamental interest, demonstrating an interaction beyond the ponderomo-
tive force.

Motivations and comparison to other MeV sources

The motivation of my research, and more generally of our group is dual. Our goal is to develop
a kilohertz LPA oriented towards applications and delivering high quality MeV electron beams.
But in the meantime, we explore and study the specifics of the physical regime occurring dur-
ing the interaction of near-single cycle pulses with an underdense plasma, notably through the
impact of the carrier-envelope phase, but also other laser and plasma parameters. Originally,
the main purpose of the electron source was to carry-out pump-probe ultrafast electron diffrac-
tion (UED) experiments to resolve the fast dynamics of phase transitions in crystalline solids.
Conventional sources for such experiments are electron gun, constituted of a photo-cathode
from which electron are extracted by a laser pulse and accelerated by an electric field to en-
ergies up to 100 keV [5]. But due to the relatively low energy of the electrons, the temporal
resolution is limited by space charge dispersion of the bunch, and the bunch cannot be com-
pressed much more than 100 fs. By using a RF cavity to accelerate the beam after the electron
gun to few MeV, the bunch is not as much impacted by space charge and durations under 30 fs
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RMS can be achieved [37] but timing jitter associated with shot-to-shot fluctuations of the RF
amplitude and phase still limits the resolution to around 100 fs. In this context, a LWFA source
capable to accelerate sub-5 fs electron bunches to a few MeV could provide an important plat-
form to study the dynamics of phase transition of material in the 10-100 fs range, which was
inaccessible to conventional UED experiments. However, during the course of my PhD, the
temporal limitations associated with the jitter of RF cavities has been greatly reduced by using
a magnetic bunching chicane that compressed the bunch and strongly reduced its jitter down
to 25 fs [38] and to 8 fs RMS in another experiment [39] thus achieving a global UED resolution
of 30 fs (RMS). While a LPA source for UED remains interesting and could still achieve a signif-
icantly higher temporal resolution, this progress of RF based electron source brings to light the
importance to explore and direct the development of our kHz accelerator towards other poten-
tial applications such as radiobiology with a high mean dose rate (see section 4.4), or a X-ray
source via Compton scattering [40, 41] that would require to increase the energy to >10 MeV
to be of interest. Indeed a Compton source driven by 10-20 MeV electrons would be able to
generate ultrashort X-rays in the 2-10 keV range at a kHz repetition rate.

Peak performances of the accelerator (having a higher charge, more energy, lower divergence)
on a few selected shots are not the sole issue to solve in order to make LPA competitive sources
for applications. Indeed, a fundamental aspect for application experiments is the stability, ro-
bustness and reliability of the source i.e. when an acceleration regime of interest is achieved,
one should be able to obtain the same beam every shot for extended period of time, and con-
sistently on several days/weeks/months. So this will also be a fundamental concern in the
development and enhancement of our accelerator.

Outline of the thesis

This manuscript is organized as follows:

— Chapter 1 presents the global theoretical framework of laser-wakefield acceleration. The
basic equations are detailed in the linear regime, and then the non-linear bubble regime
is described. The scaling laws of laser-wakefield acceleration are detailed and applied
to our millijoule laser driver. The question of injection of electrons in the plasma wave is
addressed, and injection methods relevant to our work are discussed. Then, we study dif-
ferent effects impacting the propagation of ultra-intense, ultra-short pulses in a plasma.
Finally, we present the theoretical predictions regarding the carrier-envelope phase ef-
fects that can be expected when using near-single cycle pulses to drive a LPA.

— Chapter 2 details the experimental set-up and methods used during my thesis. We start
by presenting the Salle Noire 2.0 laser system, and then the LWFA set-up, with notably
the electron beam diagnostics and plasma density characterization. We also details the
characteristics of the particle-in-cell (PIC) code that was used to carry-out numerical sim-
ulations.

— In Chapter 3, we study theoretically and numerically oblique shocks in supersonic hy-
drodynamic flows. Computational fluid dynamics simulations are performed to study
the impact of different parameters of symmetric shock gas nozzles on the flow. Then a
new type of asymmetrically shocked gas target suitable for gradient injection is proposed,
modeled and experimentally characterized.
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— Chapter 4 details the experimental efforts made to optimize and stabilize the kilohertz
LWFA. We start by performing an extensive scan in plasma density and laser pulse dura-
tion to study different acceleration regimes and determine the optimum. Then, the results
of a 5h continuous hands-off operation of the LPA made possible by the use of the new
type of shocked gas jets are presented and supported by PIC simulations. In addition,
we demonstrate a significant increase in the electron energy by using helium gas instead
of nitrogen for the plasma. Finally we show how the improved long-term stability and
reliability enabled the use of our accelerator for a first application experiment in radiobi-
ology.

— In Chapter 5, we study carrier-envelope phase effects in laser-wakefield acceleration
driven by near-single cycle pulses. We observe CEP effects experimentally though the
variation of the electron beam pointing with the laser optical phase, in a nitrogen plasma,
and then in a helium plasma. PIC simulations are carried-out to understand in details the
mechanisms leading to the observed effects. Then, we present preliminary results of the
impact of the carrier-envelope phase in the context of ionization injection.

— Finally, we conclude on the work carried out during this thesis, and address the future
perspectives for this experiment, but also for high-repetition rate laser-wakefield acceler-
ation in general.
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Chapter 1

Theory of laser-wakefield acceleration
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The aim of this chapter is to summarize the main theoretical basis of the interaction of an ultra-
short laser of relativistic intensity with an underdense plasma leading to the formation of a
wakefield that can accelerate electrons to relativistic velocities.

1.1 Plasma formation: barrier-suppression ionization

First, we will see how the intense electric field of a laser can lead to ionization of a gas into a
plasma. Let us consider the bound electron of an atom placed in an exterior electric field E. In
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the absence of electric field, the electron is simply bound to the atom by the Coulomb potential
from the nucleus on the x axis taking into account the screening of other electrons [42]:

Vc = − Z∗e2

4πϵ0|x|
(1.1)

Where Z∗ is the effective atomic number taking into account the screening from remaining
electrons. When adding an exterior electric field E = Eex, its potential is added to the Coulomb
potential, and the total potential seen by the electron is thus:

Vtot = − Z∗e2

4πϵ0|x|
− eEx (1.2)

The maximum value of the total potential for x>0 is found by taking the derivative of Vtot:

(∂Vtot/∂x) and finding the position in x where it is zero: xm = ±
(

Z∗e
4πϵ0E

)1/2
. The maximum

value of the potential at this position xm is thus:

Vmax(xm) = −2e
(

Z∗eE
4πϵ0

)1/2

(1.3)

Therefore, for a sufficiently high amplitude electric field, the potential can be lower than the
ionization level, Vmax < −Ei (see Fig. 1.1), and the electron becomes unbound: the atom is

ionized. The electric field necessary to reach this barrier-supression is: Ebs =
πϵ0E2

i
Z∗e3 . This

threshold electric field translates into the barrier-suppression intensity:

Ibs =
π2cϵ3

0E4
i

2e6Z∗2 (1.4)

That can be written in practical units:

Ibs [W cm−2] = 4 × 109 E4
i [eV]

Z∗2 (1.5)

We can then look at the intensity necessary to ionize different levels of atoms typically used
in LWFA, showed in Table 1.1. We note that for hydrogen, helium, and the five first levels of
nitrogen, a laser intensity of I ∼ 1016 W cm−2 is sufficient to ionize them and therefore create
a plasma. This level of intensity is two orders of magnitude lower than the typical relativistic
peak intensities reached by the pulse, the plasma is thus created by the very front of the laser
pulse. We also note that some higher ionization levels (such as N6+, N7+) require intensities
higher than 1019 W cm−2 to reach the barrier-suppression limit. This means that these levels
will be, depending on the laser intensity, ionized only at the center of the pulse where the laser
is most intense, or only marginally via tunnel ionization [43] (see. Fig. 1.1).
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barrier-supp.

tunnel-Ei -Ei

Figure 1.1 – a) Coulomb potential of a bound electron without external electric field. b) Potential on
an electron with an external electric field over the barrier-suppression intensity (solid) and in the tunnel

ionization regime (dashed).

1+ 2+ 3+ 4+ 5+ 6+ 7+

H Ei (eV) 13.6
Ibs (W cm−2) 1.4 × 1014

He Ei (eV) 24.6 54.4
Ibs (W cm−2) 1.5 × 1015 8.8 × 1015

N Ei (eV) 14.5 29.6 47.4 77.5 97.9 552.1 667.0
Ibs (W cm−2) 1.7 × 1014 7.7 × 1014 2.3 × 1015 9.0 × 1015 1.5 × 1016 1.0 × 1019 1.6 × 1019

Table 1.1 – Ionization energies and corresponding barrier-suppression intensities for hydrogen, helium
and nitrogen [44].

1.2 Plasma wave generation

When focusing an intense, finite-extent laser pulse into an underdense plasma, the laser expels
the electrons from the high-intensity zones through the ponderomotive force, while the ions
remain still at the considered timescale due to their much larger inertia (mp = 1836me). This
leads to the formation of an electron density perturbation, or plasma wave in the wake of
the laser, co-moving with it at the laser group velocity vg. This plasma wave, by creating an
important charge separation, induces a structure of extremely strong longitudinal electric fields
(∼ 100 GV/m) traveling near the speed of light and capable of accelerating electrons to very
high energies. In this section we develop the basic theory of plasma wave generation by an
intense laser pulse in the linear regime, then we present a phenomenological analysis of the
strongly non-linear bubble regime. We then discuss the problematic of electron trapping in the
plasma wave and present different practical methods of injection.

1.2.1 Basic equations

Laser parameters

The laser is an electromagnetic field that satisfies Maxwell’s equations:



10 Chapter 1. Theory of laser-wakefield acceleration

∇ · E =
ρ

ϵ0
(1.6)

∇ · B = 0 (1.7)

∇× E = −∂B
∂t

(1.8)

∇× B =
1
c2

∂E
∂t

+ µ0j (1.9)

(1.10)

where ϵ0 is the vacuum permittivity, µ0 the vacuum permeability, ρ the charge density, and j
the current density in the propagation medium of the electromagnetic wave. We can rewrite
the electric and magnetic fields using the vector and scalar potentials:

B = ∇× A (1.11)

E = −∇Φ − ∂A
∂t

(1.12)

(1.13)

We will use the Coulomb gauge ∇ · A = 0 so that the Poisson equation becomes:

∇2Φ =
ρ

ϵ0
(1.14)

We define the normalized vector potential a = eA
mec and a0 = e|A|

mec its amplitude. We can write
a0 as a function of the laser intensity I0 and wavelength λ0:

a0 =

(
e2

2π2ϵ0m2
e c5 I0λ2

0

)1/2

= 0.85(I18λ2
µm)1/2 (1.15)

Where I18 is the laser intensity measured in 1018 W.cm−2 and λ µm the wavelength expressed in
microns.

For a laser propagating along the z axis and polarized along x, a is written as follow:

a = â(x, y, z − vgt) cos(kz − ωt)ex (1.16)

where k is the wave-vector and ω the pulsation of the laser, vg the laser group velocity and â is
an envelope function that represents the spatial distribution of the pulse.

Plasma equations

We will consider in our theoretical framework a cold and non-collisional plasma. This plasma
can be modeled through Eulerian equations describing the motion of the fluid electrons. The
ions are assumed to be immobile during the considered timescales due to their large inertia.
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We start by writing the continuity and equation of motion:

∂n
∂t

+∇(nv) = 0 (1.17)

∂v
∂t

+ (v · ∇)v = − e
me

(EL + ve × BL −∇Φ) (1.18)

where the laser electric and magnetic field are given by EL = ∂A
∂t and BL = ∇× A and ∇Φ is

the plasma electrostatic field.

1.2.2 Ponderomotive force

In this section we will derive the expression of the ponderomotive force which is the driver of
the wakefield during the interaction of the laser with the plasma. For additional clarity, in a
first instance we will neglect the plasma fields, considering that the electrons only see the fields
from the laser. The Euler equation is then written as follows:

∂v
∂t

+ (v · ∇)v = − e
me

(EL + v × BL) (1.19)

We place ourselves in the linear regime, and consider only small perturbations of the electron
velocity, that can be therefore written as follow: v = v1 + v2 where v1 is the first-order com-
ponent, and v2 the second order non-linear term. So at the first order the equation of motion
gives:

∂v1

∂t
= − e

me
EL (1.20)

This equation tells us that the main, first order motion of the electrons is a transverse oscillation
in the laser field at the laser frequency. Now by taking the curl of this expression, and using
Maxwell-Faraday equation:

∂∇× v1

∂t
= − e

me
∇× EL =

e
me

∂BL

∂t
(1.21)

which gives BL = me/e∇× v1. We can then plug this relation in the second order Euler equa-
tion:

∂v2

∂t
+ (v1 · ∇)v1 = v1 ×∇× v1 (1.22)

∂v2

∂t
= −∇(v1

2/2) (1.23)

where we used the vector identity: ∇(v1
2/2) = v1 ×∇× v1 + (v1 · ∇)v1. By using the relation

v1 = eA/me, we can replace: ∇(v1
2/2) = c2∇(a2/2). The equation of motion can now be

written:
∂v
∂t

= − e
me

EL − c2∇a2

2
(1.24)
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We can separate the dynamics between the very fast timescales (laser oscillations) and the
slower timescales (evolution of the pulse envelope) by averaging on the laser optical cycle. This
assumes that the envelope does not evolve during an oscillation of the electric field, meaning
ω ≫ 2π/τ. When averaging over the optical cycle, the contribution of the electric field disap-
pears ⟨EL⟩ = 0 but not the square of the normalized potential: ⟨a2⟩ = â2/2, which yields:

∂vslow

∂t
= −c2∇ â2

4
(1.25)

where â is the spatial envelope of the laser pulse and vslow the electron velocity averaged on
the fast oscillations. This term on the right corresponds to the ponderomotive force, it pushes
the electrons from the higher intensity zone towards the lower intensity zones. It depends
purely on the envelope and therefore is polarization independent. This means that, even if a
laser polarized linearly in one direction (e.g ex) could a priori induce an asymmetry between
the x and y directions in the problem, the ponderomotive force which is the main driver of the
plasma wave, enables the interaction to remain symmetric in the transverse direction. This is
of course valid only upon the verification of the ponderomotive approximation that requires
the envelope the beam to be much longer than the optical cycle.

1.2.3 Generation of the plasma wave in the linear regime

Once again, we place ourselves is the small perturbations linear regime (a2
0 ≪ 1). We write

the local plasma density as the equilibrium density n0 plus a small density perturbation δn:
ne = n0 + δn. The Poisson equation is therefore written:

∇2Φ =
e
ϵ0

δn (1.26)

The linear continuity equation becomes:

∂δn
∂t

+ n0∇vslow = 0 (1.27)

And without neglecting the plasma field, the motion equation 1.25 becomes:

∂vslow

∂t
= −c2∇ â2

4
+

e
me

∇Φ (1.28)

By deriving 1.27 and using the Poisson and motion equation, we obtain the equation for the
electron density perturbation:

(
∂

∂t
+ ω2

p

)
δn
n0

= c2∇2 â2

4
(1.29)

The equation 1.29 shows that it is the ponderomotive force that drives the density perturbation,
and creates the plasma wave. By using the Poisson equation 1.26 to replace the density pertur-
bation by the potential, and defining a normalized potential ϕ = eΦ/mec, we can simplify the
equation by removing the Laplace operators and get the potential equation:
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(
∂

∂t
+ ω2

p

)
ϕ = ω2

p
â2

4
(1.30)

Since the laser driver propagates at a velocity vg, it is relevant to use longitudinal coordinate
coupling z and t via: ζ = z − vgt. By performing the change of variables (z, t) → (ζ , t′),
equation 1.30 becomes:

(
∂2

∂t′2
− 2c

∂2

∂ζ∂t′
+ c2 ∂2

∂ζ2 + ω2
p

)
ϕ = ω2

p
â2

4
(1.31)

We can then perform the quasistatic approximation, assuming that the laser pulse and the
plasma wave only slowly evolve in time, meaning ∂

∂t′ ≪ vg
∂

∂ζ . The temporal derivative can
therefore be neglected, which yields (with kp = ωp/c):

(
∂2

∂ζ2 + k2
p

)
ϕ(x, y, ζ) = k2

p
â2

4
(x, y, ζ) (1.32)

By solving this second order differential equation looking for solutions in the form ϕ(r, ζ) =

A(r, ζ) sin kpζ + B(r, ζ) cos kpζ we find:

ϕ(r, ζ) = − kp

4

∫ ∞

−ζ
â2 sin[kp(ζ − ζ ′)]dζ ′ (1.33)

The constant of integration has been chosen so that ϕ(r, ζ) is zero before the pulse (ζ = +∞),
and the wake appears behind the pulse where â = 0 so that we can extend the lower bound of
the integral to −∞:

ϕ(r, ζ) = − kp

4

∫ ∞

−∞
â2 sin[kp(ζ − ζ ′)]dζ ′ (1.34)

And by assuming that â is a pair function, finally we obtain the general solution for ϕ:

ϕ(r, ζ) = − kp

4
sin(kpζ)

∫ ∞

−∞
â2 cos(kpζ ′)dζ ′ (1.35)

Gaussian laser driver

We can look at the case where the laser pulse is gaussian: â2 = a2
0 exp(−ζ2/L2

0) exp(−r2/σ2
r ).

Inserting this expression of â in the equation 1.35 yields:

ϕ(r, ζ) = − kp

4
exp(−r2/σr)

∫ ∞

−∞
a2

0 exp(−ζ ′2/L2
0) exp(ikpζ ′)dζ ′ (1.36)

= −
√

πa2
0

kpL0

4
exp(−k2

pL2
0/4) exp(−r2/σ2

r ) sin(kpζ) (1.37)

We can then retrieve the electric field through E
E0

= 1
kp
∇ϕ, with E0 = mecωp/e. The longitudi-

nal and radial electric fields are then:
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Figure 1.2 – On axis solution for the longitudinal electric field (blue) and density perturbation (black,
dashed) in the wakefield for the linear regime, with a gaussian laser pulse (red).

Ez = E0
√

πa2
0

kpL0

4
exp(−k2

pL2
0/4) exp(−r2/σ2

r ) cos(kpζ) (1.38)

Er = −E0
√

π
a2

0
2

exp(−k2
pL2

0/4)
L0r
σ2

r
exp(−r2/σ2

r ) sin(kpζ) (1.39)

The longitudinal and radial electric fields are dephased by π/2, which means that the plasma
wave will be both accelerating and focusing on a quarter plasma wavelength. And finally,
using the Poisson equation, we can retrieve the electron density perturbation:

δn
n0

=
√

πa2
0

kpL0

4
exp(−k2

pL2
0/4) exp(−r2/σ2

r ) sin(kpζ)

[
1 +

4
σ2

r k2
p

(
1 − r2

σ2
r

)]
(1.40)

We see from the equation 1.38 that there is a value of kpL0 maximizing the longitudinal (accel-
erating) electric field. This is called the resonance condition, and it is verified for:

kpL0 =
√

2 (1.41)

This condition indicates that the laser has to have a longitudinal extent on the order of half a
plasma wavelength in order to be resonant and drive a high amplitude plasma wave.

1.3 The non-linear and blow-out regimes

Up until now, we have considered only small density perturbations, which allowed us to use
the linearized fluid equations. Expanding this analytical theory to non-linear relativistic cases
with a0 > 1 is still possible but limited to a 1D description [45, 46]. In this non-linear, relativistic
regime, the motion equation is now:

∂

∂t
(p − eA) = e∇Φ − mec2∇γ (1.42)
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Figure 1.3 – Wakefield in the bubble regime obtained with a PIC simulation with the code FBPIC. The
electron density is showed in gray, the laser electric field in a blue-red colormap. The parameters are

a0 = 4, τ = 5 fs, λ0 = 800 nm, the waist w0 = 4 µm and ne = 5 × 1019 cm−3

where γ =
√

1 + p2/m2
e c2 is the Lorentz factor. Using the quasi-static approximation, the 1D

fluid system of equation allows us to compute the following equation for the potential:

∂2ϕ

∂ζ2 = k2
pγ2

[
βp

(
1 − 1 + â2/2

γ2(1 + ϕ)2

)−1/2

− 1

]
(1.43)

where βp = vp/c is the ratio of the plasma wave phase velocity to c. This equation has no
analytical solution, but can be solved numerically. When using relativistic laser potentials a0 >

1, the fields of the plasma wave steer away from the sinusoidal shape of the linear case and
tend towards steeper profiles. When increasing a0 the electron density perturbation becomes a
succession of very fine high amplitude peaks, that can support very strong accelerating fields.

The 3D non-linear relativistic regime cannot be described analytically, and is therefore studied
mainly through numerical particle-in-cell (PIC) simulations [27] where it has been observed
that for relativistic intensities, the wake just behind the laser takes the form of a plasma cav-
ity almost completely devoid of electrons, surrounded by a fine sheath of very high electronic
density. This regime is known as the blow-out or bubble regime, and is particularly interesting
because of the very strong accelerating fields it creates, and also because this bubble structure
support fields that are both accelerating and focusing on a larger extent than only a quarter of
the plasma wavelength. Reaching this regime experimentally has allowed to accelerate high
quality electron beams [12–14] with a narrow energy spread and a low beam divergence. Fig-
ure 1.3 shows a snapshot of a wakefield driven by a laser with a0 = 4 from a PIC simulation,
highlighting the bubble regime. We can see the round-shaped cavity completely depleted from
background electrons, and the high-density sheath around it. Due to the extremely high accel-
erating fields at the back of the cavity, as it it the case in Fig.1.3, electron can be self-injected in
the plasma wave.

A phenomenological theory of the bubble regime has been developed by Lu et al. [47] and
indicates the conditions necessary to achieve it. We detail and apply it to scale the bubble
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regime to our kilohertz laser in the next section.

1.4 Scaling the bubble regime to millijoule pulses

The phenomenological analysis developed by Lu et al. [47] and supported by PIC simulations,
allows to retrieve simple and general scaling laws to reach the bubble regime depending on
the experimental conditions, and the order of magnitude of the maximum energy at which the
electron can be accelerated.

Firstly, the non-linearity condition require a0 > 2 for the laser to be able to expel all the electrons
from the axis through the ponderomotive force. Then we can estimate the optimal matching
spot size by considering that the transverse ponderomotive force kp∇a2

0/γ ∼ a0/(kpR) where
R is the bubble radius, is balanced by the restoring force of the ion cavity Er ∼ kpR. This
yields kpR ∼ √

a0, and the size of the bubble follows the laser waist so kpw0 ∼ √
a0 for trans-

verse matched conditions. Simulations indicate a slightly corrected version of this matching
condition:

kpw0 = 2
√

a0 (1.44)

Then we have to derive a condition on the longitudinal extent, or duration of the pulse. For this,
we consider two important characteristics lengths describing the acceleration process. Firstly,
during its interaction with the plasma the driving laser loses its energy and is depleted (or
etched) on a length Letch ≃ c

vetch
cτf whm where vetch is the velocity at which the front of the pulse

driving the wake moves backward by etching. This etching velocity is estimated based on
non-linear 1D theory in [48] as vetch ≃ cω2

p/ω2
0, which finally yields:

Letch =
ω2

0
ω2

p
cτf whm (1.45)

The second important length to consider is the dephasing length which is the wake propagation
distance after which the injected electrons catch-up with the decelerating field of the bubble.
The phase velocity of the wake is the laser group velocity, minus the etching velocity which
lowers the actual velocity of the pulse: vϕ = vg − vetch. The laser group velocity is vg =

c
√

1 − ω2
p

ω2
0
≃ c(1 − 1

2
ω2

p

ω2
0
) for a strongly underdense plasma, so that the wake phase velocity

is vϕ = vg − vetch ≃ c(1 − 3
2

ω2
p

ω2
0
). The electrons have to travel a blow-out radius to enter the

decelerating phase, so the dephasing length can therefore be written:

Ld =
c

c − vϕ
R ≃ 2

3
ω2

0
ω2

p
R (1.46)

In order to reach their maximal energy, the pulse should not be depleted before the electron
reach the decelerating phase, meaning Letch > Ld, which yields:

cτf whm >
2
3

R (1.47)
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Another condition to maintain the bubble regime on distances sufficiently long to accelerate
electrons despite the diffraction of the laser is to overcome it by the relativistic self-focusing
[49]. A typical assumption is to assume it is necessary for the laser power to exceed the rela-
tivistic self-focusing limit by a factor of 2 [47]:

P > 2Pc = 2 × 17
nc

ne
[GW] (1.48)

where nc = ϵ0meω
2
0/e2 is the critical density

The maximum energy of the accelerated electrons is then estimated by using ∆E = qELW Lacc,
where ELW is the average accelerating field in the bubble, and Lacc the accelerating length. We
assume the electrons are accelerated during the whole dephasing length Ld. Lu et al. estimate
ELW ≃

√
a0

2
mcωp

e , which yields, using the matching condition and the expression of the dephas-
ing length in 1.46:

∆E = eELW Ld ≃ 2
3

mc2
(

ω0

ωp

)2

a0 ≃ mc2
(

P
m2c5/e2

)1/3 (nc

ne

)2/3

(1.49)

We can now apply these scaling laws numerically to existing laser systems. Firstly, we can look
at the parameters of the typically used 50 TW lasers such as in Salle Jaune at LOA, with pulse
duration τ ∼ 30 fs, and typical energy on target Elas ∼ 1 J that operates at a typical repetition
rate of 1 Hz. In order to reach a0 = 2.5 (corr. to I = 1.4 × 1019 W cm−2) it is necessary to
focus the pulse to a spot with w0 = 13 µm. The matching condition 1.44 then indicates that
a plasma density of ne = 1.8 × 1018 cm−3 is necessary to be resonant. The condition on the
pulse duration 1.47 indicates an minimal pulse duration τf whm = 27 f s matching quite well
the laser. These parameters yield a maximum energy gain for the electrons ∆E ≃ 800 MeV
using equation 1.49, on a typical acceleration length λacc = 20 mm. We note that the energy
gain seems a bit overestimated with regard to experimental results achieved in this regime.
Indeed, without external guiding, the typical maximum energy reached in Salle Jaune at LOA
is more around 200-300 MeV [14, 15] mostly because the plasma densities that are necessary in
these experiments are higher than the ones predicted by the scaling laws, leading to a shorter
dephasing length.

Applying the same scaling laws to our kilohertz laser delivering typically 2.5 mJ energy on tar-
get with a pulse duration τ = 4 fs, leads to (aiming for a0 = 2.2): w0 = 2 µm, ne = 7× 1019 cm−3

and an optimal τf whm = 4.3 f s to reach the bubble regime. These parameters yield a maximum
energy gain for the electrons ∆E ≃ 19 MeV on a typical acceleration length λacc = 35 µm. In our
regime using near-single cycle pulses, some of these scaling laws might be limited to some ex-
tent. Firstly, the laser intensities we are able to reach are only mildly relativistic (a0 ∼ 1.5) and
therefore we will not necessarily obtain a perfectly formed bubble. Additionally, the etching
and self-guiding concept are not completely relevant to single-cycle pulses. Indeed, what we
observe in simulations is not an etching of the laser pulse due to depletion, but on the contrary
it extends longitudinally due to dispersion. This dispersion also competes with self-focusing,
making self-guiding on extended lengths impossible. However, despite these apparent flaws,
these scaling laws still succeed quite well at predicting optimal operating conditions and the
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achievable acceleration regime.

1.5 Injecting electrons in the wakefield

We have seen how the laser creates the plasma, and how it can drive non-linear plasma waves
that can accelerate electrons to very high energies over small distances. The question of how to
inject electrons at the right phase of the wakefield so that they can be trapped in the accelerating
structure remains to address. There are many phenomena and techniques that can lead to
electron injection, and the objective of this section is not to give an exhaustive picture of all
these trapping mechanisms, but to describes the main injection situations that will be relevant
in our experiments.

1.5.1 General Hamiltonian formalism of electron trapping

The Hamiltonian formalism is quite convenient to describe the trapping of an electron in a
wakefield [50, 51]. Let us consider the case of an electron in 1D (z) plasma wave of potential Φ.
Its Hamiltonian is:

H =
√

1 + u2
⊥ + u2

z − ϕ(z − vpt) (1.50)

With uz = Pz/mec the normalized longitudinal momentum of the electron, vp the phase ve-
locity of the plasma wave, and ϕ = eΦ/mec2 the normalized potential. We can transform
this Hamiltonian by using the ζ = z − vpt variable through the canonical transformation:
(z, uz) → (ζ, uz) using the generating function F = uz × (z − vpt):

H =
√

1 + u2
⊥ + u2

z − ϕ(ζ)− βpuz (1.51)

The transverse momentum can be written as the sum of the electron initial momentum and
the momentum gained through the laser: u⊥ = u⊥,0 + a. Because we consider a 1D case,
the canonical transverse momentum is preserved: −∂H/∂r = 0 so H does not depend on the
transverse direction. This means that u⊥ = cst and assuming that the electron is initially at
rest:

u⊥ = a (1.52)

This Hamiltonian does not depend on time anymore, just on the spatial coordinate ζ, and
therefore is invariant, meaning H = H0, with H0 a constant defined by the initial conditions. It
can be written as a second order polynomial equation:

(H0 + ϕ + βpuz)
2 = 1 + u2

z + a(ζ)2 (1.53)

Its solutions are:
uz = βpγ2

p(H0 + ϕ)± γp

√
γ2

p(H0 + ϕ)2 − γ2
⊥ (1.54)

These solutions are represented in Figure 1.4 for different initial values of the Hamiltonian
H0, corresponding to different initial momenta. Depending on their initial momentum, we
can differentiate two different populations of electrons: the trapped orbits and the fluid orbits.
The limit between the two is called the separatrix, and is represented in red in Fig. 1.4. If its
energy is too low, the electron cannot be injected, its trajectory is open, and it simply oscillates
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Figure 1.4 – a) Wakefield potential (black) and laser envelope (red) in the linear approximation with
a0 = 1. b) Electron phase-space for different initial energy of the electrons. The separatrix highlights the

limit between the fluid and the trapped orbits.

in the plasma wave. Those electrons are the one forming the wakefield. But if the electron
initial energy (in ζ = +∞) is between the lower and upper limits defined by the separatrix,
it can be trapped in the plasma wave and can gain energy. The position of the separatrix can
be found by assuming that at the minimum of the potential, the particle energy should be
γ = γp to be trapped. Its Hamiltonian is therefore Hs = 1/γp − ϕmin. This corresponds to an
electron traveling at vp at the position where Ez = 0 and thus it feels no force. The maximum
and minimum of energy are obtained at the maximum and minimum of potential so that the
extrema of momentum on the separatrix can be written assuming ϕmax = −ϕmin = ϕ0:

umax
z,min = βpγp(1 + 2γpϕ0)± γp

√
(1 + 2γpϕ0)2 − γ2

⊥ (1.55)

Which yields the maximum momentum gain for an electron ∆uz (and its approximation when
γpϕ0 ≫ 1:

∆uz = 2γp

√
(1 + 2γpϕ0)2 − γ2

⊥ ≃ 4γ2
pϕ0 (1.56)

So we have seen that if they have a sufficiently high initial momentum, some electrons can
interact with the accelerating phase of the wakefield for a sufficiently long time to catch up
with its velocity and therefore be trapped in it, continuously gaining energy up to the point
where they reach the decelerating phase of the plasma wave.
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Figure 1.5 – Trajectories of trapped (solid) and untrapped (dashed) electrons in a spherical bubble taken
from [55].

1.5.2 Self-injection

One of the most commonly used technique to trap electrons in the wake is self-injection, mainly
because it is easy to implement as it occurs naturally in experiments, without the need of an
external element. It occurs if the plasma wave is of sufficiently high amplitude and some con-
ditions detailed later are met. An electron can be injected in the wakefield if its velocity is
sufficiently high so that its momentum is comprised between the two separatrix in the phase
space of Fig.1.4. In that case it can be trapped in the accelerating field and gain energy. But
the plasma wave moves at the velocity very close to c (depending on ne), and therefore the
trapping velocity is much higher than the typical velocity of the plasma electrons. By adopting
a fluid description of the wakefield, self-injection can be explained by the wave-breaking of the
plasma wave. In the non-linear regime, the shape of the wakefield deviates from its sinusoidal
shape and steepen up to a singularity point where the electric field reaches the wave-breaking
threshold EWB, fluid trajectories cross and the wave breaks [52, 53]. Even though both longi-
tudinal and transverse wave-breaking can occur in multi-dimensional wakefields, it has been
observed that transverse wave-breaking largely dominates in 3D structures [54]. The trans-
verse wave-breaking of a multidimensional plasma wave can be seen as the point where the
electron displacement ξ induced by the non-linear wave becomes of the order of the curvature
of the wake phase surface. This means that during this displacement, the electron can enter the
accelerating field from a transverse direction and gain longitudinal momentum, thus leading
to the breaking of the wave and the injection of electrons.

An analytical model based on an Hamiltonian description of the trajectories of the electrons in
the bubble regime [55] gives us more insight on the mechanism leading to self-injection. The
electrons are pushed off-axis by the ponderomotive force, and recalled toward it by the field
of the ion-cavity, leading to trajectories with a circular curvature leading to the formation of
the sheath of the bubble. Depending on their trajectory, the electrons can be accelerated by the
longitudinal field and be trapped when reaching the back of the bubble. Figure 1.5 shows two
different trajectories leading to trapped and untrapped electrons. If the initial distance of the
electron from the axis is close to the bubble radios ρ ≃ R, the electron will enter the bubble
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in its second half, and therefore will purely see the accelerating field. When reaching the back
of the bubble, it has been sufficiently accelerated for its velocity to be higher than the wake
phase velocity, and it is thus trapped in the bubble. For the other trajectories with ρ < R, the
electron enter the bubble in a decelerating phase in which in will acquire negative longitudinal
momentum before reaching the accelerating phase. In the end, its final momentum resulting
from the sum of the decelerating and accelerating fields is not sufficient to be trapped in the
bubble. This model is coherent with the observation in [54] where, in 3D-PIC simulations, the
electrons from transverse self-injection originate from a ring of radius similar to the laser waist
(and therefore the bubble radius). This analytical model also provides a condition on the radius
of the bubble and the Lorentz factor of the wake in order to inject electrons:

kpr ≥
√

2γp (1.57)

Where r is the bubble radius. A numerical application of this formula for a plasma density ne =

1 × 1020 cm−3 yields rmin = 3.1 µm, and ne = 1 × 1019 cm−3 yields rmin = 31 µm. These values
are overestimated because the bubble field enhancement at the back of the bubble associated
with electron trajectory crossing [47, 53, 55]. The formula 1.57 indicates that the minimum
radius at which self-injection is possible scales with n−1

e , as higher densities lead to a slower
wakefield which lowers the injection threshold. We also note that the Lorentz factor γp is the
local factor at the back of the bubble, which can be different of the Lorentz factor at the front
of the bubble if it is evolving in time. For instance, in the case of self-focusing, a0 can increase
sharply leading to an increase of the bubble radius while lowering the gamma factor at the back
of the bubble due to the local slow down induced by its enhanced size, thus triggering self-
injection. The formula 1.57 also indicates that the minimum injection radius scales with λ−1

0 ,
meaning higher laser wavelengths are favorable to injection because the laser, and therefore
the wake will propagate at slower velocity. This means that the redshift of the laser during the
propagation in the plasma can participate in reducing the threshold for self-injection.

Self-injection has been used in many experiments [12, 14, 56] because of its simplicity as it oc-
curs spontaneously, and it enabled to obtain good quality, low-divergence, quasi-monoenergetic
electrons beams. But it depends of strongly non-linear phenomena such as relativistic self-
focusing and redshift of the laser that occur during the propagation in the plasma which makes
it very difficult to control and can lead to strong shot-to-shot variations of the accelerator. A
possibility to overcome this issue would be to control self-injection by triggering an increase of
the bubble size through an external effect. This is addressed in the following section.

1.5.3 Injection in a density gradient

We observed in the previous section that the evolution of the bubble size could trigger injection
[57] by lowering the threshold. A possibility to gain control over injection would be to trigger
a longitudinal expansion of the plasma bubble through a controlled density downramp in the
plasma profile [58, 59]. Depending on the size of the gradient scale relatively to the plasma
wavelength λp, two different regimes can be identified.
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Long density gradient Lgrad > λp

When the gradient scale Lgrad is larger than the plasma wavelength λp, the plasma wave will
evolve progressively during its propagation in the gradient. As the plasma wavelength (or
bubble size) scales with n−1/2

e , it increases progressively while crossing the gradient. This leads
to an effective slow-down of the back of the plasma bubble due to its expansion, with the wake
phase velocity being in a density gradient [59]:

vp = c
1

1 + (z − ct) 1
kp

dkp
dz

(1.58)

with kp(z) = ωp(z)/c ∝ n1/2
e (z). We see that for a density downramp (dkp/dz < 0), the

local phase velocity decreases in the co-moving frame with the laser co-moving coordinate
(z − ct). Therefore the phase velocity of the back of the bubble decreases. This lowered phase
velocity decreases the wave-breaking threshold and therefore can trigger injection during the
propagation in the density gradient. Additionally, this effect is not limited to the first bucket
of the plasma wave, and the phase velocity decreases even more in the buckets that are further
away from the laser. Indeed, the plasma wavelength expansion of each bucket in the front
accumulates leading to a stronger slow-down which can lead to injection of electrons in many
different buckets at the back of the laser pulse. This regime of injection was demonstrated
experimentally in proof-of-principle experiments [60, 61] by focusing the laser downstream of
a gas jet, in the density downramp.

Short density gradient Lgrad ≤ λp

When the density gradient is sharp, meaning Lgrad ≤ λp, the plasma bubble expands abruptly
longitudinally when crossing the gradient, leading to the trapping of electrons of the plasma
wave that end up in the accelerating phase of the wake at the back of the bubble. This regime
is advantageous because the electron trapping is much more localized, and occurs in the first
plasma bucket, which allows to accelerate higher quality electron beam, with low energy spread,
and short bunch duration. This has been demonstrated in several experiments [62–64] with en-
hanced stability compared to uncontrolled self-injection.

1.5.4 Ionization injection

Ionization injection [65–68] is based on the fact that for certain high-Z atoms (e.g nitrogen)
the barrier-suppression ionization of some higher levels occur only at the peak intensity of
the pulse. For example, the ionization of nitrogen up to N5+ require a laser intensity of I =

1.5 × 1016 W cm−2 (see sec. 1.1) which is reached quite far in the front of the pulse, but the
levels of N6+ and N7+ require intensities respectively of I = 1.0 × 1019 W cm−2 and 1.6 ×
1019 W cm−2, which are reached only near the peak of the pulse. The ions being too heavy to
be significantly impacted by the ponderomotive force at the considered timescales, they are
not expelled and remain near the axis. Therefore, when the inner K-shell electrons are ionized
by the high fields at the peak of the pulse, they are created already inside the plasma wake
and can be injected even though they have zero initial longitudinal momentum. The behavior
of the electrons depending on their ionization level is highlighted in Figure 1.6. The nitrogen
L-shell electrons (from N1−5+) are ionized well before the pulse, are will therefore be expelled
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Figure 1.6 – Principle of ionization injection. The laser pulse envelope is showed in red scale. The
typical trajectories of L-shell electrons (from N1−5+) are displayed in green, the trajectories of injected

K-shell electrons (from N6−7+) are showed in red.

by the ponderomotive force and participate in the formation of the bubble (fluid trajectories).
The K-shell shell electrons (from N6−7+) are created near the peak of the pulse, already inside
the bubble, they are trapped by the plasma fields and injected in the accelerating structure.

Ionization injection can be implemented by using pure nitrogen gas, but also by using a mix-
ture of helium with a small percentage of nitrogen. This allows to limit ionization defocusing
[69] induced by the numerous ionization levels of nitrogen, while still providing K-shell elec-
trons for injection. This method can provide quite stable and reproducible beams, because the
electrons are injected close to the laser axis, but as injection continues to occur as long as the
intensity is higher than the threshold, it can lead to beams with large energy spreads because
electrons are injected during an extended period of time. Additionally, the ionization process
can lead to a residual transverse momentum of the electrons [68]. Indeed, when the electrons
are ionized slightly away from the maximum of the electric field (a = 0 at Emax), they are cre-
ated with a non-zero transverse momentum in the polarization direction which will usually
result in a beam elongated on this axis.

1.6 Propagation of an ultra-intense, ultra-short laser pulse in an un-
derdense plasma

When propagating into a plasma, an intense femtosecond pulse will experience several linear
and non-linear phenomena that will modify its characteristics and behavior which can have a
fundamental impact of the process of laser-wakefield acceleration. It is therefore important to
know and quantify these effects in order to anticipate the actual state of the laser at the point
of interaction, and its further evolution during the acceleration process.
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1.6.1 Dispersion in a plasma

The refractive index of an underdense plasma is:

η =

√
1 −

ω2
p

ω2
0
≃ 1 − 1

2
ω2

p

ω2
0
= 1 − 1

2
ne

nc
(1.59)

We see that the refractive index depends on the laser frequency ω0, and by considering the
uncertainty relation ∆t∆ω = 1/2, ultra-short laser pulses have necessarily a large spectrum
and therefore the dispersion of the plasma will be of importance, especially with near-single
cycle pulses. Let us consider the electric field in the spectral domain:

E(ω) = |E(ω)| exp(iϕ(ω)) (1.60)

where ϕ(ω) is the spectral phase. We compute its derivative:

dE
dω

=

(
d|E(ω)|

dω
+ i

dϕ

dω
|E(ω)|

)
exp(iϕ(ω)) (1.61)

We can then compute the mean value ⟨t⟩:

⟨t⟩ =
∫ +∞

−∞
t|E(t)|2dt = −i

∫ +∞

−∞
E∗(t)itE(t)dt = −i

∫ +∞

−∞
E∗(ω)

dE
dω

dω

2π
(1.62)

= −i
∫ +∞

−∞
|E(ω)

d|E(ω)|
dω

dω

2π
+
∫ +∞

−∞

dϕ

dω
ω|E(ω)|2 dω

2π
(1.63)

= −i
[

1
2
|E(ω)|2|

]+∞

−∞
+ ⟨ dϕ

dω
⟩ (1.64)

The first term is zero so we can deduce:

⟨t⟩ = ⟨dϕ(ω)

dω
⟩ (1.65)

We can then compute the second moment ⟨t2⟩:

⟨t2⟩ =
∫ +∞

−∞
t2|E(t)|2dt =

∫ +∞

−∞
|itE(t)|2dt =

∫ +∞

−∞

∣∣∣∣ dE
dω

∣∣∣∣2 dω

2π
(1.66)

=
∫ +∞

−∞

(
d|E(ω)|

dω

)2 dω

2π
+
∫ +∞

−∞

(
dϕ(ω)

dω

)2

|E(ω)|2 dω

2π
(1.67)

= ⟨t2⟩ϕ=0 + ⟨
(

dϕ

dω

)2

⟩ (1.68)

The term ⟨t2⟩ϕ=0 is the square of the Fourier transform limited pulse duration in absence of
spectral phase: ∆t2

0 = ⟨t2⟩ϕ=0. We can deduce the rms pulse duration after adding an arbitrary
spectral phase From the expression 1.68:

∆t =
√

∆t2
0 + ∆τ2

g (1.69)
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Where τg = dϕ/dω is the the group delay, and ∆τ2
g = ⟨τ2

g ⟩ − ⟨τg⟩2. The propagation in a
plasma of refractive index η(z) on a distance z leads to the accumulation of the spectral phase:

ϕ(z) = −ω

c

∫ z

0
η(z)dz (1.70)

If we assume a constant plasma density over the propagation distance z we can compute the
pulse duration [70]:

∆t = ∆t0

√
1 +

z2

L2
d

(1.71)

With Ld the characteristic dispersion length:

Ld =
2c∆t0

ω2
p

〈(
1

ω2 −
〈

1
ω2

〉)2〉−1/2

(1.72)

Which can be simplified assuming a narrow distribution δω ≪ ω0:

Ld = 2c∆t2
0

ω3
0

ω2
p

(1.73)

Note that the narrow spectrum approximation is at the limit of validity for near single cycle
pulses, as for a 4 fs pulse, δω/ω0 ≃ 1/3. The pulse durations is taken as rms. The FWHM
duration is therefore τf whm = 2

√
2 ln 2∆t ≃ 2.355∆t.

Let us first consider a 30 fs FWHM pulse propagating in a plasma of density ne = 5× 1018 cm−3.
After 10 mm of propagation, its duration is almost unchanged τdisp = 30.2 f s, and therefore
dispersion can be neglected in this regime. Let us consider now the propagation of a near-
single pulse with τf whm = 4 fs in a plasma of density ne = 1× 1020 cm−3. After a propagation of
100 µm, the pulse is stretched to a duration τdisp = 6.9 fs which corresponds to a 40% intensity
loss.

But dispersion is a linear phenomenon, which can be compensated by applying the opposite
dispersion beforehand, for example by propagating in a medium of index η > 1 such as fused
silica (glass). We can compute the second order phase corresponding to the dispersion in a
plasma:

ϕ2 =

(
∂2ϕ

∂ω2

)
ω0

(1.74)

Where the phase accumulated by the propagation in the plasma is: ϕ(z) = −ω/c
∫ z

0 η(z)dz ≃
−ω/c

∫ z
0 [1 − ω2

p/2ω2
0]dz. By assuming a constant density and computing the second order

derivative, we can express the chirp after a propagation distance z in a plasma:

ϕ2 = − z
c

ω2
p

ω3
0

(1.75)

The quadratic phase (or chirp) accumulated during a 100 µm propagation in a ne = 1× 1020 cm−3

plasma is therefore ϕ2 = −8 fs2. The group velocity dispersion of fused silica at 800 nm is
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36 fs2/mm [71], therefore it is possible to pre-compensate the dispersion of the plasma by
adding 220 µm of fused silica in the beam propagation beforehand.

1.6.2 Relativistic self-focusing

When a relativistic laser pulse propagates in an underdense plasma, two physical effects can
contribute to modulate the refractive index radially with a maximum on axis, thus creating a
self-focusing effect. First, the effective mass of the electrons is increased by the local Lorentz
factor γ due to their transverse oscillation motion in the laser. Second, the ponderomotive force
expels the electrons from the higher intensity zones, thus creating a radial density gradient. The
refractive index is then written:

η =

√
1 −

ω2
p

γω2
0
=

√
1 − ne

γnc
(1.76)

where γ = (1+ u2
⊥+ u2

z)
1/2. With u⊥ = a and uz ≪ u⊥, the Lorentz factor can be approximated

as: γ ≃ 1+ a2/2. By expanding this expression of the refractive index, and assuming a tenuous
plasma, it can be expressed in first approximation as [72]:

η = 1 − 1
2

ω2
p

ω2
0

(
1 +

δne

ne
− ⟨a2⟩

2

)
(1.77)

Where δne/ne is the ponderomotive term, and ⟨a2⟩/2 the relativistic term. The threshold power
at which the laser will self-focus can be expressed as [49, 73]:

Pc[GW] = 17.4
(

ω

ωp

)2

= 17.4
(

nc

ne

)
(1.78)

If P < Pc the diffraction dominates and the laser is not self-focused, but if P > Pc the laser self-
focus and under the right conditions, diffraction and self-focusing can compensate and result
in a self-guiding regime.

1.6.3 Self-compression and redshift of the pulse

We can now consider the longitudinal variations of the refractive index. While radial variations
of the index can lead to self-focusing of the pulse, fast longitudinal variations can lead to a
change in the instantaneous frequency of the pulse after a small propagation δz:

ω =
∂ϕ

∂t
= ω0 −

ω0

c
∂n
∂t

δz (1.79)

The frequency variation is thus:

δω = ω − ω0 = −ω0

c
∂η

∂t
δz (1.80)
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Figure 1.7 – Principle of the frequency shift δω associated with the relativistic (red) and ponderomotive
(black) terms

Which can be expressed in the laser co-moving frame (ζ = z − ct):

δω = −ω

c
∂η

∂ζ

∂ζ

∂t
δz = ω

∂η

∂ζ
δz (1.81)

Equation 1.81 indicates that if the refractive index decreases longitudinally, δω < 0, lower fre-
quency are produced (redshift) and if it increases, δω > 0 and higher frequency are produced
(blueshift). Now if we consider the refractive index from equation 1.77, the relativistic and
ponderomotive terms will have different physical effects. The relativistic term −⟨a2⟩/2 leads
to the redshift of the front (negative gradient) and blueshift of the back (positive gradient) of
the pulse (see Fig.1.7). Then, due to dispersion in the plasma, the redshifted front will propa-
gate at a slower velocity than the blueshifted back, which can lead to self-compression of the
pulse and result in shorter duration than initially [74–76]. The term in δne/ne will induce a
negative gradient of the index between the back and the front of the pulse: the back is inside
the ion cavity, the local index is maximum. In the front, the electrons have not yet been expelled
by the ponderomotive force, the local index is minimum (see Fig.1.7). If the pulse is sufficiently
short compared to the plasma wavelength λp, this results in a global redshift of the pulse.

1.6.4 Ionization defocusing

When an intense laser pulse is focused in a gas jet, the very front of the pulse ionizes the atoms
via barrier-suppression and the rest of the pulse propagates in a plasma. But, if the center of
the pulse has a sufficiently high intensity to fully ionize helium and hydrogen, or ionize up
to N5+ nitrogen, this is not necessarily the case further away from the axis where the laser in-
tensity is lower. This results is a radial distribution of the plasma density which is maximum
on-axis and decreases with r, with steps corresponding to the ionization levels. This means
that the center of the beam will experience a lower refractive index than the edges thus cre-
ating a defocusing lens effect [69, 77]. It can prevent the laser to reach its diffraction-limited
vacuum spot size, therefore reducing the maximum intensity. But this phenomenon strongly
depends on the ionization levels of the gas used. Figure 1.8 shows a simplistic modeling of
the radial plasma density by an intense laser, assuming a level is ionized if the laser intensity is



28 Chapter 1. Theory of laser-wakefield acceleration

5 0 5
r [ m]

0.00

0.25

0.50

0.75

1.00

n e
 (r

) [
a.

u]
N
He
H
a2

Figure 1.8 – Simplified modeling of the normalized radial plasma density for different molecules as-
suming a level is ionized when the laser intensity reaches its associated barrier suppression threshold

I > Ibs.

over the barrier-suppression limit. It shows that, for nitrogen, the several ionization levels with
the fifth being at relatively high intensity (Ibs = 1.5 × 1016 W cm−2) lead to a decreasing radial
density with several steps, therefore nitrogen will lead to strong defocusing. On the contrary,
hydrogen has only one ionization level, at a lower intensity (Ibs = 1.4 × 1014 W cm−2) and thus
its defocusing effect will be much lower. Helium is intermediate, with two ionization levels
at moderate intensities. This leads to two conclusions to minimize the detrimental effect of
ionization defocusing: (i) using low-Z gas such as hydrogen or helium should yield better per-
formances because of the lower number of ionization levels and the lower intensity necessary
to reach it, (ii) the propagation in plasma before the focus should be limited in order to prevent
the defocusing of the laser before self-focusing is able to compensate it.

Additionally, a similar step-profile associated with the different ionization levels is produced
longitudinally associated with the temporal distribution of the laser intensity which can con-
tribute to blueshift the front of the pulse.

1.7 Carrier-envelope phase effects: theoretical predictions

1.7.1 Context and general observations on CEP

Let us consider the expression of the electric field of a laser pulse with a gaussian envelope
with a carrier frequency ω0:

E(z, t) = E0 exp(−t2/2τ2) exp[i(kz − ω0t + ϕCEP)] (1.82)

The carrier-envelope phase (CEP) of the pulse is the phase ϕCEP between the carrier-wave of
the electric field and its envelope. It is a global phase term, constant on the whole spectrum
which does not result in a instantaneous frequency. While it is defined for any pulse length,
CEP becomes a meaningful quantity when the number of optical cycle in the pulse becomes
close to one. Indeed, for many cycles pulses such as showed in the top panel of figure 1.9, the
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Figure 1.9 – Temporal electric field (red) and its envelope (blue) corresponding to a 30 fs (top) and a 3 fs
(bottom) pulse at λ0 = 800 nm, for different carrier-envelope phases (CEP). Pulse duration is taken as

FWHM of intensity.

envelope evolves slowly compared to the oscillations of the electric field. Therefore a different
CEP induces only a small shift in the relative position of the carrier and the envelope, and the
electric fields for the two different CEP in the 30 fs case are almost indistinguishable. But when
considering a near-single cycle pulse (3 fs is 1.1 optical cycle at 800 nm), both the carrier and the
envelope evolve on a similar timescale and different CEP lead to significantly different shapes
of the electric field.

The break-down of the ponderomotive force

The usual description of the interaction between the laser and the plasma in a laser-wakefield
accelerator is based on the effect of the ponderomotive force of the pulse which expels the
electrons from the higher intensity zones and excite a plasma wave, as seen in section 1.2. And
because the ponderomotive force depends solely on the envelope of the pulse, the interaction
has an axial symmetry and is independent from the polarization. But in order to derive this
ponderomotive force, we had to assume that two separate time scales govern the physics: a
fast motion on the timescale of the electric field, and a slower one corresponding to the pulse
envelope. This assumption is valid in the case of many cycle pulses, but breaks down for
single cycle or near-single cycle pulses where the timescales for the electric field oscillations
and the envelope variation are similar. It is therefore necessary to consider the actual shape of
the waveform, taking into account the carrier-envelope phase, and a deviation from the axial
symmetry usually imposed by the ponderomotive force can be anticipated.
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The slippage of CEP in a plasma

When a laser pulse propagates in a plasma, its phase velocity vph = c
(

1 − ω2
p/ω2

0

)−1/2
is

higher than its group velocity vg = c
√

1 − ω2
p/ω2

0 because of the plasma dispersion. Therefore,
the CEP changes during propagation, and the typical length after which it has slipped from 2π

can be expressed as:

L2π =
c

vph − vg
λ0 ≃ nc

ne
λ0

(
ne

nc
≪ 1

)
(1.83)

If we consider a plasma density of ne = 1 × 1020 cm−3 typical of our kilohertz LWFA regime
with near-single cycle pulses, the CEP slippage length is L2π = 14 µm which is a very short
distance. This has several implications on a potential study of carrier-envelope phase effects in
a laser-wakefield accelerator:

— The CEP value at the interaction point will necessarily be different from the initial CEP

— The value of the CEP will change significantly during the propagation and interaction,
and will even perform several 2π loops

— In order to be able to observe an effect of different initial CEP on a process of the inter-
action (e.g. the injection), this process has to be localized on distance inferior to L2π. If
it is not the case, the effects associated with all the different instantaneous values of the
shifting CEP will average out and no particular effect of the CEP on the electron beam
will be detected.

The slippage of the carrier-envelope phase is one the main reasons for which observing effects
of the CEP during the interaction of a laser with an underdense plasma remains a challenge,
and require a very fine control of the parameters. On the other hand, it has been demonstrated
in several experiments in the case of solid targets [29–34], in which the interaction is localized
to the surface of the over-critical plasma, and therefore the CEP has a fixed value.

1.7.2 Transverse asymmetry of the plasma wave

The complex interaction of near-single cycle, or few-cycle laser pulses with an underdense
plasma has been first studied in numerical simulations that pointed out a transverse oscillation
of the plasma bubble and a modulation of the self-injected electron beam in the polarization
plane [79, 80]. This effect was in a first instance attributed in [80] to the hosing instability of
the laser pulse and the electron beam, but the standard description of this instability [81, 82]
fits well in the cycle-averaged ponderomotive framework and fails to explain the observed
polarization dependence. Nerush and Kostyukov [28] showed by using a perturbation devel-
opment of the plasma response to a near-single cycle pulse up to the second order, that when
considering higher-order terms, an asymmetry appears in the transverse momentum py of the
electrons scattered by the laser pulse in the polarization direction (y). This asymmetry depends
on the value of the laser carrier-envelope phase, and leads to the formation of an asymmetric
bubble in the polarization plane, while it remains perfectly symmetric in the perpendicular di-
rection. The authors define the quantity Λ = py(y0) + py(−y0), the sum of the momenta of two
electrons that have gone through the laser with an initial transverse position symmetric with
respect to the propagation axis, in order to quantify the asymmetry. In absence of asymmetry,
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Figure 1.10 – Images of the bubble in the polarization plane from PIC simulations from [28] and the
corresponding on-axis laser electric field at two different times of the simulation, corresponding to two

different laser CEP.

Λ = 0. They find that the momentum asymmetry in the polarization direction scales as:

Λ ∝
a3

0

w2
0τ2

λ4
0 cos(ϕcep) (1.84)

Where w0 is the laser spot size, τ the pulse duration, λ0 the laser central wavelength, and ϕcep

the CEP. In the perpendicular direction, the bubble remains symmetric at the second order. A
more convenient measurement of this asymmetry is the deviation of the centroid of the high
density electron sheath forming the bubble, normalized to the laser waist, which can be ex-
pressed:

Γy =

∫
neydy

w0
∫

nedy
(1.85)

Where ne in the plasma density. It was observed from PIC simulations in [28] that Γy is pro-
portional to Λ and therefore has the same scaling. From the scaling 1.84, we deduce that the
asymmetry that arises in the polarization plane depends indeed on the value of the CEP, which
is illustrated by the image of the wake in Fig. 1.10 for two different CEP. When ϕcep = π/2, the
positive and negative peaks of the electric field have the same amplitude, their effect on the
electron compensate and it yields a symmetric bubble. When ϕcep = 0, the positive peak of the
electric field is higher amplitude than the the two negative peaks, the electrons will therefore
be pushed slightly more towards the y < 0 and the bubble is shifted downward. A CEP of π

will result in the opposite case of a bubble shifted upwards.

Now if we consider, as explained is the previous section, that the value of the CEP evolves
during the propagation in the plasma due to the dispersion, it follows that the plasma bub-
ble oscillates transversely in the polarization direction with a spatial period L2π. This be-
havior was indeed observed in our PIC simulations carried out by Julius Huijts [78] (see Fig.
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Figure 1.11 – PIC simulation from [78], with a 3 fs pulse at λ0 = 800 nm focused to a 5 µm spot with
a0 = 4 in a plasma density ne = 4.3 × 1019 cm−3. a) Asymmetry of the bubble (blue) in the polarization
plane (solid) and in the perpendicular plane (dotted), and evolution of the carrier-envelope phase (CEP)
of the laser driver (red). b) Snapshot of the asymmetric plasma wave in the polarization plane, as well

as the laser electric field (red) and envelope (blue). From

a) b)

Figure 1.12 – a) Ionization injection with a near-single cycle pulse. Representation of the trajectories
of electrons injected at different peaks of the electric field. b) Energy spectrum of electrons injected by

ionization by a near-single cycle pulse for different initial laser CEP, from a PIC simulation from [84]

1.11) intended to determine the effects of carrier-envelope phase in a favorable high-intensity
case with parameters quite different from the regime achieved in our experiment (a0 = 4,
ne = 4.3 × 1019 cm−3). This work also identified the variation of the beam pointing as a key ex-
perimental observable associated with CEP effects in laser-wakefield acceleration. By using an
Hamiltonian description, and a simplified model of this oscillating wakefield represented by a
positively charged spherical bubble propagating at uniform velocity and oscillating vertically,
Kim et al. [83] showed that this transverse oscillation of the accelerating structure can trigger
periodic injection of electrons with a period L2π/2.

1.7.3 CEP and ionization injection

Ionization injection occurs in a high-Z gas such as nitrogen in which the ionization of N5+

and N6+ levels requires a high intensity that can be reached solely near the peak of the pulse.
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Additionally, ionization occurs preferably near the peaks of the electric field. So when the laser
pulse is near-single cycle, only a few peaks will contribute to the injection, and the separation
between each peak is significant compared to the whole pulse envelope. The injection will thus
be discontinuous in space, with several separate bunches originating from different extrema
of the electric field. Lifschitz and Malka [84] showed with PIC simulations that these bunches
originating from different peaks of the electric field, and therefore from a different position
relative to the bubble, end up with different energies because of their trajectories is associated
to different initial conditions. This leads to an energy spectrum with several narrow peaks
associated to different ionization peaks (see Fig. 1.12). When varying the laser CEP, the position
of each peak is shifted (for example, when CEP is shifted from 0 to π/2, a position where E
was 0 is now an ionizing extrema) which leads to different trajectories of the injected electrons
and therefore shifted energy peaks (see Fig. 1.12b). Additionally, the initial residual transverse
momentum p⊥,i = aioniz, and thus the final pointing of each injected bunch depends on the sign
of the ionizing electric field. So there is a clear correlation between the semi-cycle responsible
for the ionization and the exit angle of a bunch in the polarization direction. Because different
semi-cycles yield different energies, a correlation arises between the energy and the pointing
direction of each bunch. This means that experimentally, we can expect to observe in case of
ionization injection injection, oscillations in the beam pointing and a spectra of the electrons
correlated with the angle of observation.
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2.1 The Salle Noire 2 laser system

We have seen that in order to scale efficiently LWFA to kilohertz laser systems delivering pulse
energies of a few millijoules, it is necessary to reduce the pulse duration close to one single
optical cycle. This requirement was well in line with the goal of the PCO (Physique du Cycle
Optique) group led by Rodrigo Lopez-Martens to develop a kilohertz laser system able to reach
the so-called lambda-cubed regime [85]. In this regime, light is focused down to a ∼ λ spot
size with a single cycle pulse duration, in order to drive efficient and high-repetition rate High
Harmonic generation (HHG) from the interaction of the relativistic pulse with a plasma mirror.
To achieve this, the PCO group developed a laser system with a global architecture that differs
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Figure 2.1 – Post-compression setup. CM: chirped mirror, QWP: quadri-wave plate, MCC: concave
mirror (ROC=2.5m), MCX: convex mirror (ROC=-2m).

from usual multi-cycle 10s of TW or 100s of TW lasers. These standard titanium-sapphire
systems amplify spectra with a bandwidth that do not support pulse durations much shorted
than 20 fs. The goal of this section is to present an overview of this laser system and some of the
diagnostics relevant to our experiment. A much more detailed description of the Salle Noire 2
system can be found in Marie Ouillé’s thesis [86, 87].

2.1.1 Double CPA chain

The first brick of this laser, which is actually composed itself of many different elements, is a
double CPA system that delivers 10 mJ, 25 fs pulses at a kilohertz repetition rate. To reach this
point, we start from a commercially available oscillator (Rainbow, Femtolaser) that produces
nJ-level pulses at 80 MHz. They are then amplified to 1.3 mJ by the first CPA stage which is a
10 pass Ti:Sa amplifier (Femtopower, Femtolaser), in which the repetition rate is brought down
to 1 kHz by a Pockels cell. The next step is then to increase the temporal contrast of the pulse
through a Cross-Wave Polarization (XPW) filter. The XPW technique [88] uses a third order
non-linear effect that leads to the generation of a light wave with a polarization orthogonal
from the incident one. The efficiency of the conversion scales with the cube of the incident
intensity so that only the high intensity part of the pulse has its polarization rotated. A polarizer
then selects the rotated wave, which cleans the pulse from its lower intensity parts. Finally, the
pulse is sent through the second CPA, composed of two amplification stages: a 6 pass Booster
(Femtolaser) that bring the energy to 3.3 mJ and a homemade 2 pass Power Amplifier. After
recompression by the gratings, the energy is around 10 mJ per pulse, and the duration between
25 and 30 fs.
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Figure 2.2 – Left: Spectra of the laser after the HCF in vacuum (no compression). Right: Spectra after
the HCF filled with 1100 mbar of helium.

2.1.2 Post-compression in a hollow-core fiber

The double CPA laser system just described produces multi-cycle pulses of 25 fs, quite far for
the near-single cycle, sub-5fs pulses for which we aim for to resonantly drive a wakefield with
few millijoules of energy. It is therefore necessary to create additional frequency components
to obtain a spectrum sufficiently broad to support a sub-5 fs Fourier-transform limited (FTL)
pulse duration. This spectral broadening is obtained by focusing the pulse into a 536 µm diam-
eter, 2.5 m long hollow-core fiber (HCF) filled with helium gas [89, 90], in which the laser will
experience self-phase modulation resulting in the creation of new frequencies on each side of
the spectrum.

More precisely, after the gratings the pulse is not perfectly compressed to prevent the appari-
tion of non-linear effects on the gratings and through the following window, and it is then
finely adjusted via a set of 8 chirped mirrors. The pulse is then focused into the hollow-core
fiber and a fast beam-stabilization ensures that the pointing matches the position of the en-
trance of the fiber. The linear polarization is converted to circular with a quarter-waveplate in
order to reduce the peak electric field in the fiber and thus limit ionization. A helium gradi-
ent is imposed in the fiber by setting a pressure value at the exit (typically 1000 mbar), and
keeping the entrance chamber under vacuum by pumping it continuously. This ensures a
more efficient coupling through the fiber while reducing ionization and self-focusing due to
Kerr effect [91]. Figure 2.2 shows the laser spectra after the HCF when there is no compres-
sion (PHCF = 0 mbar) and for maximum compression (PHCF = 1100 mbar), corresponding to a
pulse duration of 3.5 fs. In the latter case, the spectrum covers the whole 450-1000 nm range.
The typical transmission of the HCF is around 50%. The polarization is then converted back
to linear with a quarter-wave plate, and sent through a window to a vacuum chamber, where
the dispersion accumulated in the fiber is compensated by a set a chirped mirrors (Initially 12,
and then 16 after a modification). A pair of motorized wedges can be translated to fine tune the
dispersion and achieve optimal compression, or slightly chirp the pulse. The pulse is then sent
toward our experimental chamber. An interesting feature of post-compression using a HCF is
that by changing the value of the pressure of helium in the fiber, we can continuously tune the
pulse duration between 25 fs and 3.5 fs without impacting the other parameters such as pulse
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Figure 2.3 – a)-b) Measured and retrieved d-scan trace of the SHG spectrum as a function of the insertion
of the wedges. c) Spectral intensity and phase retrieved by the d-scan measurement. d) Temporal
intensity and squared electric field of the pulse measured by the d-scan. The pulse duration is 3.6 fs

FWHM.

energy and size of the focal spot.

2.1.3 Pulse duration measurement with the d-scan

In order to measure the duration of pulses as short as the ones achieved in Salle Noire 2, that
can go as low as 3.5 fs, we use a commercially available d-scan (Sphere Photonics [92]). It allows
to characterize the pulse duration and spectral phase of the laser in a relatively user-accessible
manner. The principle of the measurement is to frequency double the laser in a BBO crystal and
measure the second harmonic spectrum as a function of the group-delay dispersion (GDD) by
varying the insertion of motorized fused silica wedges in the beam. The optimal compression
corresponds to the insertion of the wedges that yields the broadest SHG spectrum. An iterative
algorithm [93] is used to retrieve the spectral phase. The complex electric field in the spectral
domain can be written:

Ẽ(ω) = |Ẽ(ω)| exp(iϕ(ω)) (2.1)

Where |Ẽ(ω)| is given by the fundamental spectrum, and ϕ(ω) is the spectral phase. The
temporal amplitude of the frequency doubled pulse is proportional to square of the electric



2.1. The Salle Noire 2 laser system 39

field that propagated in a thickness z of glass beforehand:

U(t, z) ∝
(∫ +∞

−∞
Ẽ(Ω) exp(ik(Ω)z) exp(iΩt)dΩ

)2

(2.2)

Where U is the temporal amplitude of the SHG pulse, and k(Ω) the frequency dependent wave-
number of the pulse in fused silica. By Fourier transform we obtain the spectral intensity of the
SHG pulse:

S(ω, z) ∝

∣∣∣∣∣
∫ (∫ +∞

−∞
Ẽ(Ω) exp(ik(Ω)z) exp(iΩt)dΩ

)2

exp(iωt)dt

∣∣∣∣∣
2

(2.3)

The algorithm starts from an initial guess of the spectral phase, and retrieves the spectral inten-
sity of the SHG for each insertion of the wedges with this method. The SHG trace is compared
to the measured one, and a new guess of the spectral phase is performed using a minimization
technique. After convergence the spectral phase of the pulse is thus characterized, while the
spectral amplitude is measured with a spectrometer. Figure 2.3 shows the result of a d-scan
measurement for a 1100 mbar pressure of helium in the HCF. The spectral phase is relatively
flat on the whole spectrum, except for wavelength under 500 nm, where the signal is very low.
Oscillations of the phase can be observed in the 550 nm-700 nm range of the spectrum and are
most probably due to the phase response of the chirped mirrors. This data allows us to retrieve
the temporal pulse shape, with a pulse duration in this case of 3.6 fs FWHM. Note that here, the
pulse is arbitrarily represented with a carrier-envelope phase of 0 (maximum of the envelope
synchronized with the maximum of the electric field) but the d-scan cannot measure the actual
value of the CEP.

2.1.4 Estimation of the peak intensity

The laser peak intensity is an important parameter of the interaction with the plasma, as it in-
forms us if the laser is sufficiently intense to drive a high amplitude wakefield for accelerating
electrons. It integrates three different measurements of the laser parameters: the energy per
pulse, the duration, and the spatial profile at focus. The pulse energy is measured using a laser
calorimeter (gentc-EO) just before the final focusing parabola. The pulse duration measure-
ment method has been described in the previous section. In order to obtain the focused laser
spatial profile, we attenuate it first by the reflection on a glass plate, and then by inserting a
pellicle attenuator in the beam. The focal spot is then imaged by a microscope objective onto a
CCD camera providing us with the spatial distribution at focus.

We can express the laser energy as the integral in space and time of the intensity:

Elas =
∫∫∫ +∞

−∞
I(x, y, t)dxdydt (2.4)

By assuming a gaussian temporal and spatial profile , one can obtain:

Elas =
I0πw0

2

√
πτf whm√
4 ln 2

(2.5)
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Where w0 is the waist of the laser, and τf whm the full width half maximum pulse duration. And
therefore:

I0 =
2Elas

πw0

√
4 ln 2√

πτf whm
≃ 2Elas

πw0τf whm
(2.6)

This is useful to have a rough idea of the peak intensity considering typical parameters, but it
does not precisely describe the experimental reality where pulses can deviate significantly from
the gaussian profile. To retrieve the real vacuum intensity from measured data, we neglect
spatio-temporal couplings and therefore that we can write the intensity as:

I(x, y, t) = I0 f (x, y)g(t) (2.7)

Where f(x,y) is the normalized spatial intensity of the focal spot, given by the image from the
camera, and g(t) the normalized temporal intensity measured with the d-scan. The laser energy
is thus written:

Elas = I0

∫∫ +∞

−∞
f (x, y)dxdy

∫ +∞

−∞
g(t)dt (2.8)
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And the peak intensity is obtained via:

I0 =
Elas∫∫ +∞

−∞ f (x, y)dxdy
∫ +∞
−∞ g(t)dt

(2.9)

Which can be integrated numerically using experimental data.

Figure 2.4 shows the laser spot at focus and at a Rayleigh length on both sides, when using
a f/2 off-axis parabola. The spatial profile is quite nice, mainly because the hollow-core fiber
acts as a spatial filter that results in a clean laser profile. The spot is 3.1×3.0 µm FWHM. Using
a measured on-target energy of 2.9 mJ, a pulse duration of 3.8 fs and integrating the spatial
intensity of the pulse, we retrieve I = 5.2 × 1018 W cm−2. An if we take into consideration
the temporal profile measured with the d-scan and integrate over it, this yields the corrected
intensity: Iexp = 4.1 × 1018 W cm−2.

2.1.5 CEP stabilization

We have seen in section 1.7 that the carrier-envelope phase of the laser could impact the physics
of laser-wakefield acceleration driven by near-single cycle pulses. In order to study these effects
we need to measure and control the CEP of the laser. Stabilizing the CEP was an important
part of Marie Ouille’s PhD work, and it has enabled the results on CEP presented later in
this manuscript. A thorough description of the details of CEP stabilization is presented in her
manuscript [86], while we will simply give here a general picture of the method.

CEP stabilization of the oscillator

In an oscillator, the CEP shifts from one pulse to the other is associated to an offset of the
frequency comb in the spectral domain [94]. If this offset is equal to the repetition rate of the
oscillator (which is the distance between two peaks of the comb), two consecutive pulses will
have the exact same spectra and therefore same CEP. In the temporal domain, this means that
the CEP shift associated with a round trip in the dispersive medium of the cavity should be 2π

so that two consecutive pulses have the same phase. In practice, it is not necessary that every
consecutive pulse have the same CEP because the repetition rate of our laser (1 kHz) is much
lower than the oscillator (80 MHz). The phase shift between two consecutive pulses is thus set
to π/2 meaning every fourth pulse of the oscillator will have the same CEP which is largely
sufficient in our case. The CEP of the oscillator is then stabilized by a feedback loop on the
oscillator which modulates the power of the pump laser through an acousto-optic modulator
(managed by an XPS800 by Menlo Systems, Garching, Germany). This modifies the strength
of the Kerr-lens effect and therefore slightly changes the effective optical path in the cavity [94,
95].

Sources of CEP instabilities

We can distinguish three main sources of instability affecting the laser chain:

— A linear one associated with fluctuations in the optical path because of a change in the
refractive index due to temperature variation, or of the traveled length due to vibrations
and misalignment.



42 Chapter 2. Experimental set-up and methods

0 0 2 0

0.0

0.2

0.4

0.6

0.8

1.0
I 
[a

.u
]

If
Ish
Itot

0.1

0.0

0.1

I i
[a

.u
]

cep = 0

0 4 0/3 5 0/3 2 0

0.1

0.0

0.1

I i
[a

.u
]

cep =

a)
b)

c)

Figure 2.5 – Principle of the f-2f interferometer. a) Spectral intensities of the fundamental (red) the
frequency doubled pulse (blue) and the resulting interferometry pattern (green). b)-c) Fringes intensity

corresponding to Ii = Itot − I f − Ish, for an initial CEP of 0 and π

Figure 2.6 – Single-shot CEP stabilized and measured by the Fringeezz over 2 minutes. The typical
stability here is 350 mrad RMS.

— A non-linear one coming from the change in the non-linear phase accumulated at high
intensity due to variations of the energy or intensity.

— The amplification process can lead to phase changes associated to resonances in the medium.
Therefore variations of the pump power can lead to CEP instability.

This means that even if the CEP is stabilized at the output of the oscillator, all these sources of
noise further in the laser system will make the CEP very unstable. A solution is to add another
feedback loop measuring the CEP at the end of the system.
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f-2f interferometer and second feedback loop

In order to measure the CEP near the end of the system (after spectral broadening and com-
pression), we send a wedge reflection of part of the beam into a f-2f interferometer [96]. A f-2f
interferometer is based on spectral interferometry of the fundamental pulse at the frequency ω0

with a frequency doubled pulse at 2ω0. To do this, the fundamental is slightly chirped before
the doubling so that the blue part from the fundamental and the frequency doubled pulse are
separated by a time τ. Let us consider two components from the broad fundamental E f at ω0

and 2ω0:

E f (ω0) = E0(ω0) exp(−iω0t + iϕcep) (2.10)

E f (2ω0) = E0(2ω0) exp(−i2ω0(t − τ) + iϕcep) (2.11)

The component at ω0 is then frequency doubled to Esh(2ω0):

Esh(2ω0) = Esh0(2ω0) exp(−i2ω0t + i2ϕcep) (2.12)

The two components around 2ω0: E f (2ω0) and Esh(2ω0) interfere and yield an intensity:

Itot(ω) = I f (ω) + Ish(ω) + 2
√

I f (ω)Ish(ω) cos(ωτ + ϕcep) (2.13)

As represented in Fig. 2.5 there are intensity fringes with a frequency interfringe iω = 2π/τ.
We see from equation 2.13 and from Fig. 2.5b-c that a change of CEP will translate by the same
phase change on the interference fringes, we can thus retrieve the relative CEP between pulses.

Our f-2f interferometer consists of a β-barium borate crystal for frequency doubling and a po-
larizer to project the fundamental and second harmonic polarizations onto the same axis. The
interference spectrum is analyzed shot-to-shot by a Fringeezz [97] (Fastlite, Antibes, France) to
measure changes in the CEP. This measurement is fed back to an acousto-optic programmable
dispersive filter (Dazzler, Fastlite, Antibes, France) in the first amplification stage to stabilize
the CEP.

The CEP single shot measurements for a stabilization over 2 minutes with a stability of 350 mrad
RMS is showed in Fig. 2.6. During my PhD, the typical stability of the CEP ranged between
250 mrad and 500 mrad RMS, depending on various elements and changes in the laser chain.
CEP is en extremely sensitive parameter, and therefore its control on a complex laser system
such as in Salle Noire 2 requires steady efforts to maintain it to an acceptable level of stability.

2.2 LWFA experimental setup

A simplified representation of the experimental setup of LWFA experiments is showed in Fig-
ure 2.7. The main beam is focused by a 2" silver coated 90° off-axis parabola onto a continu-
ously flowing gas jet. A plasma is created by the front of the pulse, and electrons are accelerated
along the laser axis. The electron beam profile and charge can be directly measured by a fiber
optic scintillator (FOS) which is imaged by a CCD (see Sec. 2.3.1). A motorized magnetic spec-
trometer composed of an array of pinholes and two permanent magnets (see sec. 2.3.2) can be
inserted in the beam to measure the electron energy. A probe pulse, obtained using the leak
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Figure 2.7 – Experimental setup of the LWFA experiments.

of the main beam through a mirror with a small hole, illuminates the plasma from the side.
A system of lenses allows us to retrieve the shadowgraphic image of the plasma on a CCD,
or to perform gas or plasma density measurements using a commercially available SID4-HR
wavefront sensor from Phasics (see sec. 2.4). A pick-off mirror and a microscope objective are
mounted on a motorized translation stage in order to image the focal spot of the attenuated
main beam on a CCD.

2.3 Electron beam and plasma diagnostics

2.3.1 Beam profile and charge measurement

We discuss here the setup and method used to characterize the electron beam profile and
charge. To achieve that, the magnetic spectrometer is removed from the axis of the electrons
so as to let the whole beam pass. The electron beam arrives on a 2" CsI(Tl) scintillating screen
with an array of fiber optics at the back (FOS for fiber optic scintillator). The energy of the
electrons is converted into photons by the scintillator, which are then imaged by an optical
system composed of two lenses onto a 14-bit CCD camera (QImaging EXi Blue) which permits
to retrieve the electron beam profile. A 50 µm aluminum foil is placed in front of the screen to
shield it from the light from the laser, and block the lower energy electrons (<120 KeV). Figure
2.8 shows a measurement of a laser-accelerated electron beam on the FOS scintillator. For the
last experimental campaigns of my PhD, the FOS was replaced by a 3", 1 mm thick YAG crystal
scintillator yielding more signal while allowing to measure the beam on a larger field of view.
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Figure 2.8 – Laser-accelerated electron beam measured on the FOS scintillator with a 2.3 pC/shot
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Figure 2.9 – Energy radiated by the scintillator as a function of the energy of the incident electron, for
the FOS (blue) and the YAG (orange).

Obtaining a correspondence between the light collected by the system and the actual charge of
the electron beam required a two-step calibration method performed before my arrival, which
is detailed in Dominykas Gustas’s thesis [35]. The first step consists in the estimation of the
relative radiated light energy by the scintillator depending on the incident electron energy
and the scintillator material. This is proportional to the curve of the energy deposited by the
electrons as a function of their energy, which is estimated via Monte-Carlo simulations using
the code GEANT4 [98]. The spectral distribution of the emission of the scintillator (given by the
manufacturer), the transmission of the optical system and the efficiency of the CCD depending
on the wavelength also have to be taken into account. Using all this information, we can deduce
the relative quantity of counts measured by the camera per electron depending on their energy.

The second step consisted in estimating the coefficient linking the deposited energy and the
radiated energy through an experimental calibration on a linear accelerator in Laboratoire de
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l’Accélérateur Linéaire. The whole imaging system was brought in order to preserve the origi-
nal geometry. The accelerator at LAL was accelerating electrons to 3.8 MeV with a charge that
could range from 30 pC to 70 pC. The exact charge from each shot was non-destructively mea-
sured with an integrating current transformer (ICT). Another scintillator composed of a YAG
crystal was also calibrated using the same geometry. This measurement allowed to determine
the absolute response of the scintillators which are plotted in figure 2.9. It shows that for both
materials, the radiated energy strongly depends on the incident electron energy for energies
<2 MeV, but remains constant for higher energies. The peak efficiency of the FOS is at 500 KeV
where it yields three times more signal than at 3 MeV. Additionally, in the steady region for
E > 3 MeV, the YAG yields 2.3 times more signal than the FOS.

In the last year of my PhD, we decided to change the geometry of the beam imaging system
in order to use a 3" YAG crystal and 3" lenses for the imaging system. This enabled to have a
wider field of view for the electrons, while collecting more light and having a better conversion
efficiency at energies higher than 1 MeV. The energy radiated by the YAG had been calibrated
during the LAL experiment, but not the new imaging system. We thus performed a cross
calibration of the light collected by the two imaging systems using a radioactive tritium light
source which has the particularity to be extremely stable and steady in time. We found that
the new 3" geometry yielded 1.3 times more light than the previous 2" system. Therefore, this
upgrade in the electron beam diagnostics allowed us to obtain 3 times more signal at energies
>3 MeV taking into account the increased efficiency of the YAG.

But, this calibration method has some limitations, mainly of reliability over long (years) period
of time. Indeed, using the LAL accelerator requires to move the whole setup in another lab,
obtaining beam time and is valid only in the conditions in which the calibration has been done.
Therefore, when changing things on the beam diagnostics (such as the change from 2" to 3" ge-
ometry) one has to limit to cross calibrations over the initial geometry. Moreover, it is possible
that the efficiency of the scintillators, or the transmission of the optical system changes over
long periods of time. All of this induces a significant uncertainty on the accelerated charge. In
order to be able to calibrate frequently this diagnostics, it would be relevant to have our own
ICT to measure the absolute beam charge, but they are expensive (30k€).
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2.3.2 Electron spectrometer

We measure the energy of the electrons with a magnetic spectrometer [99]. The electrons are
sent in the magnetic field created by a dipole of two permanent magnets, the lower energy
electrons are more deflected than the higher energy ones, and the dispersion on the scintillator
thus corresponds to the energy spectrum. The electrons are moved due to the Lorentz force:

FL = −ev × B (2.14)

Which induces a circular trajectory in the plane perpendicular to the B field with a radius of
gyration rg:

rg =
γmev

eB
(2.15)

If the extent of the magnetic field is lower than this gyration radius, the electron will just be
deflected by an angle depending on their energy and continue in a straight line.

Figure 2.10 shows the geometry of the spectrometer. Pinholes of 500 µm diameter in a 3mm
thick lead plate are placed at 125 mm from the electron source. The electrons are then deflected
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electron energy.

vertically and measured on the scintillator. In order to associate a dispersion distance on the
screen to a specific energy, it is necessary to compute the trajectories of the electrons in the
magnetic field. We thus have to characterize the B-field of the magnetic dipole. To do so, we
use the electro-magneto-static code Poisson Superfish [100] that calculates the static field E and
B in 2D. We take advantage of the axial symmetry of our dipole to fully model it. Figure 2.11
shows the on-axis B-field computed from a Poisson Superfish simulation in the case of a dipole
composed of two cylindrical permanent magnets of diameter 20 mm and thickness 5 mm, with
a distance between the two magnets of 34 mm, yielding a maximum on-axis B-field of 58 mT.
It also shows the experimental measurement of this on-axis field with a Hall probe, which
matches extremely well the simulation. Note that the magnetic field increases when moving
away transversally from the axis and getting closer to either of the magnets, meaning that the
electrons passing through the off-centered pinholes will see a higher magnetic field and will be
slightly more deflected.

Then we numerically solve the equation of motion for the electrons in the magnetic field for
different energies, which allows us to retrieve the relation between the dispersion on the screen
and the energy of the electrons. Figure 2.12 shows the modeled dispersion on the screen as well
as the spectrometer resolution as a function of the electron energy. It highlights the fact that
using a higher magnetic field significantly increases the resolution (at 5 MeV: 55% vs 15%), but
then lower energy electrons are deflected too far to be detected on the 25 mm high half-screen
of the 2" FOS. Depending on the typical regime achieved in the different experimental cam-
paigns, we will therefore use different sets of magnets to obtain the best compromise between
an adequate measurement range and spectrometer resolution.
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Figure 2.13 – a) Phase map obtained with the wavefront sensor, b) molecular density map retrieved
via Abel inversion and c) density lineout at 150 µm from the nozzle’s exit. The nozzle is a symmetric

supersonic target with a backing pressure Pback = 50 bar of N2 gas.

2.4 Density characterization and pumping system

To understand the physical processes occurring when the laser propagates in the plasma, and
be able to explain the outcome of a laser-plasma experiment, it is important to measure the
plasma density and characterize the profile of the target. To achieve this, a common method
consist of illuminating the gas jet with a probe pulse and retrieving the phase shift associated
with the refractive index of the gas via interferometry with a reference beam [101]. The gas
density profile can then be retrieved using Abel inversion if the profile has an axial symmetry
[102]. If the profile is asymmetric, it can be obtained through a tomographic reconstruction
using measurements at different angles of rotation of the nozzle [103]. Another possibility is to
directly measure the density of the ionized plasma column which still has axial symmetry [63,
104] which is the solution we implemented because tomography requires a very high level of
precision in the rotation of the jet to be able to reconstruct the profile, which is quite complicated
to achieve when using micrometer-scale targets.

The two cases of symmetric and asymmetric profiles are discussed in this section, as well as
the pumping system that has been implemented to be able to support a continuous flow of gas
in order to effectively run the accelerator at 1 kHz repetition rate.

2.4.1 Gas measurement of symmetric profiles

When the jet is symmetric, the molecular gas density can be directly retrieved from the 2D
phase map via Abel inversion (see Fig. 2.13). To obtain the phase shift associated with the gas
jet density, we use a commercially available quadri-wave lateral shearing interferometer [105,
106] (QWLSI) wavefront sensor (SID4-HR, Phasics) that is able to retrieve the local phase shifts
thanks to the interference pattern of four tilted replica of the wavefront obtained by using a
chessboard diffraction grating placed at a few millimeters from a CCD camera. This type of
wavefront sensor allows to use a broadband, white LED lamp as a source for the transverse
illumination of the gas jet. The gas density measurement is typically performed in nitrogen
due to its high index of refraction that provides sufficient signal. Once the molecular density is
obtained, the plasma density is obtained by assuming the laser ionizes the five first ionization
levels of nitrogen, each molecule of N2 thus releasing 10 electrons. Indeed, the threshold inten-
sity for ionization up to N5+ is I = 1.5× 1016 W cm−2 which is easily achieved during the whole
propagation into the plasma, while the intensity necessary to ionize further is 1 × 1019 W cm−2
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Figure 2.14 – a) Experimental shadowgraphic image of the plasma. The black dotted line suggests the
inner walls of the nozzle, the white dotted lines suggest the position of the shock front. b) Normalized
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inversion of the phase map.

(see sec. 1.1), which is higher than our laser peak intensity. When the measurement is per-
formed in helium, full ionization into He2+ is assumed. For instance, the peak N2 density mea-
sured at 150 µm from the exit of the nozzle (typical distance at which the laser is shot) in Figure
2.13 is 2.2 × 1019 cm−3 for a backing pressure of Pback = 50 bar. The corresponding plasma den-
sity will thus be 2.2 × 1020 cm−3. Additionally, this density is expected to scale linearly with
the backing pressure [107], we can therefore use this measurement to scale the density at other
pressures. In practice, we found that some discrepancies in the density profile could arise for
large pressure differences (e.g. 10 bar vs 150 bar), most likely due to boundary layer affects. It is
thus preferable to perform several measurements at different pressures as references, and use
the closest one to the pressure used in an experiment to rescale and retrieve the peak density
and density profile.

2.4.2 Plasma measurement of asymmetric profiles

When the gas profile is not axially symmetric, Abel inversion cannot be performed and there-
fore the previous method cannot be used to characterize the density profile. To solve this issue,
we restore an axial symmetry by measuring directly the phase shift associated with the plasma
column ionized by the main beam, which is illuminated from the side by the laser probe beam.
Indeed, the small radial extent of the plasma (∼ 20 µm) allows us to neglect the density varia-
tion between each side of the laser axis and therefore assume a radial symmetry of the plasma.
This way, the plasma density can be obtained by performing Abel inversion on the phase map
of the plasma column along the laser propagation axis. Figure 2.14 shows an example of a
plasma density measurement of an asymmetric gas jet with an oblique shock (the principle
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and physics of these nozzles is detailed in section 3). This time, the plasma density is directly
measured instead of the gas density.

But this kind of measurement is significantly harder to perform than the gas density one.
Firstly, it requires both laser main and probe beams to be synchronized, while the gas mea-
surement requires only a white LED lamp. Additionally, the ionizing laser intensity has to be
controlled quite precisely. Indeed, if the laser intensity is too high, the laser will self-focus,
reaching very high intensities, and the light from Thomson scattering will perturb the mea-
surement, while the effective Rayleigh length will be reduced due to the smaller dimensions of
the laser spot. But if the intensity is too low, the laser will not be able to ionize the 5 first levels
of nitrogen during the whole propagation, which would induced errors in the measurement.
We aim for typical peak intensities reduced to I ∼ 2 − 5 × 1017 W cm−2, by using the uncom-
pressed 25 fs pulse and reducing the beam energy using an iris (which also have the beneficial
effect of increasing the Rayleigh length). This intensity range ensures that the first five levels of
nitrogen are ionized on-axis over a few Rayleigh lengths while limiting the chaotic propagation
and light emission associated with relativistic intensity.

2.4.3 Pumping system

In order to be able to operate the accelerator at the effective repetition rate of 1 kHz, the nozzle
has to be continuously flowing. But, if the residual pressure in the chamber increases too much,
it will impact negatively the propagation of the laser pulse, for instance through ionization
defocusing. A strong pumping system able to evacuate the large quantity of gas continuously
injected in the chamber and keep the residual pressure below ∼ 10−2 mbar is thus necessary.

Pumping system at the beginning of my PhD

When I started my PhD, the gas evacuation system on the experiment was organized as fol-
lows. The gas jet was flowing directly inside the large vacuum chamber, which was pumped
by a large 4400 l/s turbo-molecular pump and a roots pump. Without influx of gas, this al-
lows to bring the pressure inside the chamber down to ∼ 10−5 mbar. Using nitrogen gas, it
could support the continuous flow of 100 µm diameter throat nozzles (the throat diameter im-
poses the mass flow) with backing pressures around 100 bar which is largely sufficient to reach
plasma densities of a few 1020 cm−3. But, in this configuration, using lighter gas such as helium
was not possible, as its pumping is less efficient, and its requires higher operating pressures to
achieve the wanted plasma density because it releases less electrons per atom.

Differential pumping system

We installed during the spring 2021 a differential pumping system in order to increase our
capacity of pumping and be able to use continuous flows of helium in our experiments. In this
new configuration, the gas jet does not flow in the large vacuum chamber anymore, but in a
small centimeter-sized chamber pumped separately by another system of primary pumps (see
Fig. 2.15). The small chamber is linked to the large vacuum chamber through two small 1 mm
diameter openings to let the focused laser beam through. It also has two small windows on
the sides to let the probe beam through. As highlighted by Figure 2.16, this largely increased
the pumping capacity of our experiment, making the use of high pressure (>100 bar) of helium
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Figure 2.15 – a) Schematic representation of the differential pumping system. b) Drawing of the minia-
ture chamber used in the differential pumping system, with a nozzle inside.
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Figure 2.16 – Comparison of the pumping performances in the old configuration , and with the differ-
ential pumping system. The nozzle used has a throat with a 100 µm diameter, which is the largest used

in our experiments .

through 100 µm throat nozzles possible while keeping the residual pressure inside the vacuum
chamber below 10−2 mbar. Note that this system, due to space requirement of the mechanical
pieces, makes it impossible to use the f’=50 mm off-axis parabola, and requires a parabola with
at least f’=100 mm, which means larger focal spots.
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2.5 Particle-in-cell simulations

2.5.1 General principle of PIC simulations

Particle-in-cell (PIC) [108] codes are widely used to model the physics of laser-plasma inter-
action and particularly laser-wakefield acceleration. In PIC codes, the plasma is modeled as a
set of discrete charged particles that interact together through electromagnetic interactions. In
practice, this consists in solving the equations of motion of the charged particles coupled with
Maxwell’s equations. The particles move in a continuous space while the field are interpolated
on a grid. Additionally, the simulated particles do not represent a single electron as this would
be too numerically expensive (at ne = 1 × 1020 cm−3, there are 108 electrons in a 1 µm3 volume)
but many physical particles. Such numerical entities are called macroparticles. The PIC loop
can then be summarized as follows:

— Interpolation: the fields are interpolated from their value of the grid, to the actual position
of the macroparticles.

— Particle pusher: The equation of motion are integrated to retrieve the particle positions
and momenta. Usually, this is performed using a leap-frog type Boris Pusher [109].

— Charge and current deposition: from the new positions of the charged particles, source
terms of the Maxwell’s equations are computed on the grid.

— Maxwell solver: using the source term from the previous steps, Maxwell equations are
solved numerically to retrieve the new fields on the grid. The code can then loop back
and interpolate these fields at the particle positions again.

2.5.2 Particularities of FBPIC: cylindrical geometry and spectral solver

The PIC code that is used to model the laser-plasma interaction in this manuscript is FBPIC
(Fourier-Bessel Particle-in-cell) [110]. It uses a cylindrical geometry with azimuthal decompo-
sition that allows to model 3D problems with a close-to-cylindrical symmetry with a quasi-2D
computation cost.

Cylindrical grid with azimuthal decomposition

One of the main distinctive feature of FBPIC is that instead of using a 3D Cartesian grid, it uses
a cylindrical geometry (r, θ, z) where the fields are decomposed as a Fourier series expansion in
the azimuthal direction θ. This is the same method as used in the code Calder-Circ [111]. For a
given field A:

A(r, θ, z) = Re

(
∞

∑
m=0

Ãm(r, z) exp(−imθ)

)
(2.16)

Where Ãm is the mth Fourier coefficient. For a geometry close to the cylindrical symmetry, the
first few modes will be sufficient to model the system. The complexity of the 3D simulation is
thus reduced from N3 to mN2 where m is an integer typically between m = 2 and m = 5.
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Spectral solver

In most PIC codes, the Maxwell’s equations are solved using a finite-difference solver [112].
These solver can lead to numerical artifacts due to errors in the evaluation of differentials,
leading to non physical dispersion of the laser even in vacuum, numerical Cherenkov radiation
[113] and emittance growth [114].

But FBPIC uses a spectral solver [110, 115] in which the fields are solved in Fourier domain
where derivatives can be computed analytically. This means that at each iteration, the code
transforms the fields to spectral space, advances them in time, and transforms them back to
real domain. Thanks to this algorithm, FBPIC is dispersion-free which is very important when
simulating near-single cycle pulses, and mitigates numerical Cherenkov radiation and emit-
tance growth.

Centering in time and space

The standard PIC algorithm uses staggered fields, meaning for instance that the electric field E
is computed at integer time-step (n, n+1), while the magnetic field is computed at half-integer
time-steps (n-1/2, n+1/2). This might lead to an overestimation of the force in situations where
the amplitude of E and v × B are similar, which can be the case when a relativistic particle co-
propagates with the laser. FBPIC defines all the fields (at the exception of the currents) at the
same point in time and space, which allows to avoid such artifacts. This is of particular interest
for section 5.1.4 where a similar situation is studied.

2.5.3 Modeling experimental laser data in simulations

In order to match more precisely experimental results, in some cases we will use the tempo-
ral and/or the spatial profile of the laser measured experimentally. To achieve this, the laser
field is initialized at focus using a virtual antenna, which is a virtual 2D-array of oscillating
macroparticles that self-consistently generate the fields matching the input focal spot and tem-
poral profile. The pulse is then retro-propagated by simulating vacuum propagation up to the
starting point of the simulation, assuming a flat spatial phase at focus. Finally, the obtained
pulse is launched in the forward direction into the plasma. Note that this does not take into
account the effect of a non-flat spatial phase of the laser spot, nor spatio-temporal couplings.

Typically, our simulations have a grid with a longitudinal resolution ∆z ∼ λ0/40 and ∆r ∼ 2−
3∆z (λ0 = 800 nm) and we use 4-5 azimuthal Fourier modes. The simulations are initialized with
neutral atoms (nitrogen or helium), and their ionization is simulated using the ADK tunnel
ionization model [43]. We use between 16 and 96 neutral macroparticles per cell, each of which
can liberate 7 (nitrogen) or 2 (helium) electrons via ionization. The simulations are parallelized
and were run on between 2 and 8 simultaneous graphic processors (GPU) for typically 3 to 5
hours per simulation. I carried out most of the simulations presented in this manuscript, apart
from the simulations of section 4.1 on the effect of the FTL pulse duration and plasma density,
and the 3D simulation on WarpX in section 5.2.2 that were performed by Igor Andriyash.
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The gas targets play a fundamental role in laser-wakefield acceleration. Tailoring precisely the
plasma profile can enable to: better control propagation effects such as self-focusing or ion-
ization defocusing, trigger injection in a downramp [58, 116–118], optimize betatron radiation
[119–121] or increase the energy of the electrons via rephasing in a density up-ramp [122–124].
Two main types of gas targets are used in LWFA: gas cells/capillary [16] and gas jets [101].
In experiments using a gas cell operating in steady flow regime it has been showed to benefit
from an increased stability [125] but in our case we will prefer gas jets for two main reasons.
Firstly, reaching sufficiently small profile widths of the order of ∼100 µm with a cell is a tech-
nical challenge. Additionally, gas cells tend to be damaged by the laser faster than gas nozzles,
which is an issue when operating at 1 kHz.

The gradient injection scheme has been used in numerous experiments and has proven very
efficient to increase beam quality and stability. It has been mainly implemented through laser-
induced density transition [61, 126] and by inserting a thin blade in the outflow of a supersonic
gas jet [62–64, 127] which results in the formation of a shock-front in the gas profile. The physics
of supersonic gas jets impinged by a blade has been recently thoroughly described [128] and
such design works well with millimetric-scale targets used in experiments with high-power
lasers where the Rayleigh length is relatively long, and thus where distance and positioning
constraints are not too stringent. But current high-repetition rate laser-plasma accelerators the
targets are scaled down to micrometric dimensions, and the laser is focused at around 150 µm
from the nozzle. With such small dimensions, inserting a knife-edge in the flow with good
precision can prove difficult. Moreover, as LPA technology advances, questions of stability and
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reproducibility gain importance in the perspective of applications, and integrating the shock
formation in the design of the nozzle would offer a more compact, robust and simple solution
than the blade technique. This comes at the cost of the real-time tunability that is achieved with
a motorized knife-edge that can be inserted at different positions in the jet.

In this chapter, we study supersonic shock-nozzles of micrometric-dimensions, relying on the
formation of oblique shocks due to the sudden change of flow direction in the final section of
the nozzle, with fluid simulations and experimental measurements. A symmetrically shocked
design yielding a high on-axis density, with peaked profile [129] is studied through simula-
tions, which are validated by an experimental measurement. We then propose and characterize
a newly designed one-sided shocked (OSS) nozzle intended to provide the density downramp
followed by a plateau, necessary to gradient injection.

3.1 Theory of supersonic gas flows and shock formation

3.1.1 1D isentropic flow

We consider the behavior of a compressible, one-dimensional flow in a varying area duct, under
the following assumptions [107]:

— The flow is in steady-state (no time dependence)

— The flow is isentropic (no heat transfer or dissipation via friction): δq = 0, ds = 0

— The potential energy change is negligible: dz = 0

— No shaft work: δw = 0

Let us start by writing the first principle of thermodynamics stating the conservation of energy
of an open system:

d(e + pv) = δq + δw (3.1)

Where e is the total energy of the system: e = u + v2/2 + gz, with u the internal energy, v2/2
the kinetic energy (v is the velocity of the flow) and gz the potential energy. Every term is given
per unit of mass. We introduce the enthalpy h = u + pv. The first principle becomes:

dh +
dv2

2
+ gdz = δq + δw (3.2)

Under the assumptions above, the energy conservation equation can be simplified:

dh = −vdv (3.3)

Then using the following property relation Tds = dh − dp/ρ which simplifies for an isentropic
flow (ds = 0):

dh =
dp
ρ

(3.4)

Then combining 3.3 and 3.4 yields:

dv = −dp
ρv

(3.5)
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Figure 3.1 – Sketch of a “de Laval” nozzle producing a supersonic flow.

Let us now consider the continuity equation (mass conservation) for a steady, 1D flow:

ṁ = ρAv = cst (3.6)
dρ

ρ
+

dA
A

+
dv
v

= 0 (3.7)

Where A is the area of the duct and v the velocity of the flow. Using 3.5 we show that:

dp
ρ

= v2
(

dρ

ρ
+

dA
A

)
(3.8)

We introduce the sonic velocity:

a2 =

(
∂p
∂ρ

)
s
=

dp
dρ

(3.9)

Using the sonic velocity in equation 3.8 yields:

dρ

ρ
= M2

(
dρ

ρ
+

dA
A

)
(3.10)

Where M = v/a the Mach number of the flow. This allows us to express the density as a
function of the mach number and the area change:

dρ

ρ
=

(
M2

1 − M2

)
dA
A

(3.11)

By substituting it in the continuity equation, we obtain the relation between the velocity varia-
tion and the area change:

dv
v

= −
(

1
1 − M2

)
dA
A

(3.12)

The equation 3.12 allows us to understand qualitatively the behavior of the flow depending
on the duct geometry, and the Mach number:

— if M<0 (subsonic) and the area is increasing (diverging), the flow velocity decreases

— if M<0 (subsonic) and the area is decreasing (converging), the flow velocity increases

— if M>0 (supersonic) and the area is increasing (diverging), the flow velocity increases

— if M>0 (supersonic) and the area is decreasing (converging), the flow velocity decreases
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Figure 3.2 – Evolution of hydrodynamic parameters of a nitrogen flow inside a de Laval nozzle with a
50 µm throat, 150 µm exit diameter and a diverging section length of 500 µm, with a reservoir pressure
P0 = 50 bar. a) Mach number and flow velocity normalized to the sonic velocity in the reservoir a0 =√

γRT, b) Gas temperature, c) Normalized pressure and mass density, d) Molecular gas density as a
function of the position in the nozzle. The throat is positioned at z = 0 µm and the exit is at z = 500 µm.

So let us consider the situation of a subsonic flow inside a converging duct, its velocity will
increase up to the point where it will reach a Mach number M = 1. If after reaching a sonic
velocity, the duct starts diverging, then the flow velocity will become supersonic, and will con-
tinue to increase. This kind of converging-diverging geometry (see Fig. 3.1) capable to generate
supersonic flows is called a “de Laval” nozzle.

When considering an ideal gas, the flow parameters, namely the temperature T, the pressure p
and the density ρ, can be expressed, using the governing equations of the flow, according to the
Mach number M and their initial value in the reservoir [107]. The coefficient γ is the specific
heat ratio of the gas, which is 5/3 for monoatomic gases and 7/5 for diatomic gases. At is the
cross-section area of the nozzle at the throat (M=1), and A the area at the interest point.

At

A
= M

[
1 +

γ − 1
γ + 1

(M2 − 1)
]− γ+1

2(γ−1)

(3.13)

T
T0

=

(
1 +

γ − 1
2

M2
)−1

(3.14)

p
p0

=

(
1 +

γ − 1
2

M2
)− γ

γ−1

(3.15)

ρ

ρ0
=

(
1 +

γ − 1
2

M2
)− 1

γ−1

(3.16)

It appears that all the physical quantities are determined by the ratio between the area of the
nozzle at the throat and the area at the considered point. Figure 3.2 shows the evolution of
the hydrodynamic parameters of a nitrogen flow inside a de Laval nozzle computed using this
isentropic model. We see than the flow indeed reaches a Mach number M = 1 at the throat, an
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then becomes supersonic in the diverging section. The final Mach number for a ratio of the exit
diameter on the throat diameter ϕe/ϕt = 3 is M = 3.8. Figures 3.2a-b show that as the velocity
of the flow increases, its temperature decreases: the nozzle converts the enthalpy of the gas
into kinetic energy.

Due to their supersonic velocity, de Laval nozzles provide more collimated flows when ex-
panding into vacuum, which results in steeper transverse density profiles [130] as well as a
slower decrease in the density when moving away from the nozzle. Switching from subsonic
to supersonic targets has been shown to significantly enhance the performances of the acceler-
ator during the thesis of Dominykas Gustas [35, 131], mainly by mitigating detrimental effects
of the plasma on the propagation of the laser in the jet up-ramp.

3.1.2 Oblique shocks

θ
βM1, ρ1 M2, ρ2

sh
ock 
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nt

Figure 3.3 – Wedge-like configuration leading to an oblique shock. For a shock to occur, it is necessary
that M1 > 0. The deflection angle θ and the shock angle β are indicated.

A shock in a supersonic flow is characterized by a sudden reduction of the Mach number at a
certain position, leading to the compression of the gas in the shocked region. This compression
leads to higher density which can be interesting for gas target design. When a supersonic
flow changes direction abruptly, such as when encountering a wedge with a moderate (we will
see later what is moderate in this case) deflection angle θ, it generates an oblique shock-wave
originating from the corner of the wedge and at an angle β to the original flow direction (see
Fig. 3.3). The relation between the shock angle β, the deflection angle θ and the Mach number
before the shock M1 is given by the following equation [107, 132]:

tan θ = 2 cot β
M2

1 sin2 β − 1
M2

1 (γ + cos 2β) + 2)
(3.17)

Equation 3.17 does not enable to explicitly express β according to θ and M1, but we can de-
termine it graphically. The solution of β − θ according to θ for different Mach numbers is
displayed in Fig. 3.4b. For each deflection angle there are two solutions, one with a low shock
angle, corresponding to a weak shock leading to a still supersonic Mach number after the shock
M2 > 1, and one with a higher shock angle, corresponding to the strong shock case, with a
subsonic downstream flow. Even if no clear mathematical criterion is known, in practice, the
weak shock case is almost always observed in experiments, as the strong shock requires a higher
pressure downstream [133] obtained only in specific conditions. In our case where a supersonic
flow expands into near-vacuum, the weak shock will thus occur.
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Figure 3.4 – a) Sketch of a nozzle leading to the formation of converging oblique shocks. b) Shock angle
as a function of the deflection angle for different Mach numbers. The dashed blue line represents the

angle of 10° used later in the design of our jets.

We propose to study the configuration sketched in Fig. 3.4a where a straight duct added at the
end of the diverging section of a de Laval nozzle induces a shock-front of angle β − θ with the
longitudinal axis. The shock-fronts then converge on-axis at a distance zm from the nozzle exit
determined by the shock angle and the length of the straight duct. This configuration yields a
peaked gas profile with high density relatively far from the nozzle [129]. Equation 3.17 does
not have any solution for deflection angles θ > θmax depending on the Mach number, in this
case the shock solution is not an oblique shock but a detached bow-shock [107].

It is then possible to determine geometrically the on-axis position of the shock, thanks to the
angle β − θ:

zm =
ϕe/2

tan (β − θ)
− L (3.18)

Where L is the length of the straight section at the end of the diverging section, and ϕe is the
exit diameter of the nozzle (see Fig. 3.4a). Even though the oblique shock originates from the
corner of the wedge, the on-axis shock position zm is given with respect to the exit of the nozzle,
(hence the subtraction of L) because this is the relevant quantity from an experimental point of
view.

In order to have a shock position far from the nozzle and preserve its integrity, the shock angle
should be kept small. As is clear from 3.4b, this can be obtained through a sufficiently high
Mach number (> 3) at the end of the diverging section (determined by Ae/At) and selecting
an adequate deflection angle for which β − θ is minimal. Although very useful to determine
the above principles, this geometrical model does not give indications on the density obtained,
nor on the effect of the length of the straight section. Numerical simulations are therefore
needed to understand these characteristics. It is important to note that this simplified model
(1D-isentropic flow expansion + geometric oblique shock) does not take into account the effects
of the boundary layer, i.e the region near the wall where the flow velocity transitions from 0%
to 90% of the center velocity and where the isentropic assumption is not valid. These boundary
layers impose a velocity gradient between the walls and more inner parts of the flow. With this
reduced velocity near the walls, one can expect the shock angle to be higher than predicted by
the simplified model.
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Figure 3.5 – 2D mesh for the axisymmetric CFD simulations of the symmetric shock nozzle with ϕt =
60 µm, ϕe = 180 µm and a straight duct length L = 100 µm

3.2 CFD simulations of symmetric shocked gas jets

The study of symmetric shock-jets can be performed in 2D-axisymmetric geometry. From this
cost-efficient study, we will analyze with computational fluid simulations how the nozzle pa-
rameters impact the shock formation. This understanding can then be used in the context of
the asymmetric shock-jet of section 3.3, which requires full-3D simulations.

3.2.1 Methods

The simulations are carried out with the CFD software ANSYS Fluent which solves the Navier-
Stokes equations. The k-ω shear stress transport (k-ω SST) turbulence model [134, 135] is used.
It is a robust and efficient model which uses the k-ω formulation near the boundary layers, and
switches to the k-ϵ formulation in the free-stream. Simulations are performed using nitrogen
N2. The symmetric geometry of the nozzle allows to use a 2D-axisymmetic modeling to lower
computing costs. The mesh is refined around regions of interest, and is composed of ∼ 105

cells in the 2D case. A convergence study has been performed to ensure that further refining of
the mesh does not significantly change the solution. Full-multigrid initialization (FMG) is used
to obtain an initial guess of the solution thus allowing faster convergence. Figure 3.5 shows a
typical mesh used to simulate a 2D-axisymmetric shock jet.
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Figure 3.6 – a) Simulated and b) experimental nitrogen molecular density map of a symmetric shock
nozzle with a backing pressure Pback = 50 bar c) Comparison of the simulated (dashed) and measured

(solid) density profiles at z = zm

3.2.2 Comparison between measurement and simulation

In order to validate our CFD simulations, we have performed measurements of the gas density
profile of a symmetric shock-jet. Figure 3.6 shows the results of the measurement performed
on a jet with ϕt = 60 µm, ϕe = 180 µm, and a 10◦ diverging section, with a straight duct
length L = 100 µm, and the comparison with the simulated profile. The isentropic model
predicts a Mach number of 3.8 at the end of the diverging section, which would result in a
13◦ β − θ shock angle. The geometric model of section 3.1.2 predicts an on-axis shock position
at zm,th = 289 µm.

The measurement indeed shows the convergence of shock structures on the jet axis, yielding
a substantially high density and peaked profile. The simulation prediction of the position of
the shock is zm,s = 176 µm while the measured position is zm,m = 166 µm, which shows a
fairly good agreement. These values are significantly lower than predicted by the geometrical
model, indicating that the boundary layer plays an important role in the physics of micrometric
jets. In the simulation, the center Mach number at the end of the diverging section is 3.6, and
the flow velocity decreases near the walls. The simulated and measured gas density transverse
profiles at the on-axis shock position are showed on Fig. 3.6c. Both profiles have similar widths,
but in the experimental case, the peak density is significantly lower. This could be due to an
insufficient resolution (phase resolution is 3.2 µm) combined with the high on-axis noise of the
Abel inversion used to retrieve the density from the measured phase. Still, the good overall
agreement between measurement and simulation validates the use of CFD simulations for the
design and study of shocked gas jets.

3.2.3 Parametric study of symmetric shock nozzles

We numerically study the influence of two parameters, the length of the final straight duct L,
and the diameter of the throat ϕt, on the position zmax where the shock structures meet on the
axis thus forming a peaked density profile, and on the density nmax at this position. The exit
diameter is fixed at 300 µm, the angle of the diverging section is fixed at 10◦, the origin of the z
axis is the exit of the nozzle

A numerical study of the effect of the straight duct length, in Fig. 3.7a is of particular interest,
as no information on the matter is given by the theoretical model. In Fig. 3.7a, it appears that
for L< 100 µm an increase in the length of the straight section leads to the shock being formed
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a) b)

Figure 3.7 – a) Simulated on-axis shock position (blue cross) and linear fit for the two regimes, nitrogen
molecular density at this position (orange dots), as a function of the length of the final straight duct
L. α1 and α2 are the slopes of the linear fits. Throat diameter is fixed at ϕt = 100 µm. Simulations are
performed in nitrogen with a backing pressure Pback = 50 bar. b) Evolution of the on-axis shock position
(blue cross) and of the maximum density at this point (orange dot) as a function of the throat diameter,
and corresponding Mach number at the end of the diverging section. The blue dashed line represents
the predictions of the geometrical model of section 3.1.2. The orange line is a power fit of the maximum

density data. Simulations are performed in nitrogen with a backing pressure Pback = 50 bar.

closer to the nozzle, with a slope of -2.5. For higher values of L, a further increase of the straight
duct length has almost no significant effect on the position of the shock other than the nozzle’s
exit being brought closer to it due to the length increase. On the other hand, the maximum
density increases with L, until it saturates at L=150 µm. These results show that a compromise
on the final duct length has to be made to obtain high density sufficiently far away from the
nozzle to prevent from damaging. In our configuration, values of L larger than 150 µm do not
provide any benefit.

The influence of L on the shock is highlighted by Figure 3.8 which shows the flow velocity
vectors and radial velocity amplitude for shock nozzles with a short (L = 50 µm) and and long
(L = 150 µm) flat duct. Upon crossing an oblique shock, the flow velocity is slowed down
in the direction perpendicular to the shock and velocity along the shock remains unaffected
[107]. This tends to reduce the velocity in the radial direction to align the flow with the flat
duct direction. But for short L, the zone imposing an horizontal flow is limited, and it rapidly
recovers a behavior of expansion in vacuum, with increasing radial velocities. Because of this
competing expansion, the loss of radial velocity across the shock is not as strong as if the duct
was infinitely long, which leads to a smaller shock angle. For sufficiently long L (bottom) the
zone for which the horizontal velocity is imposed is larger, meaning that the flow does not
expands directly into vacuum right after the shock. The radial velocity is thus more strongly
reduced, which leads to a higher shock angle. Because this radial velocity is smaller for longer
L, the flow is more compressed at the shock and the density is higher than for shorter L.

Figure 3.7b shows the numerical evolution of those two same quantities, shock position and
maximum density, as well as the prediction of the geometric model of section 3.1.2 for the shock
position, as a function of the throat diameter, with the same geometry as before and a fixed
value of L = 100 µm. Reducing the throat diameter while keeping the same exit diameter leads
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Figure 3.8 – Velocity vectors (arrows) and amplitude of the radial velocity (colors) in a shock nozzle for
section length L = 50 µm (top) and L = 150 µm (bottom) in CFD simulations. The colormap is saturated

at v = +150 m/s.
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Figure 3.9 – a) 3D-model of a one-sided shock (OSS) nozzle, with a zoom on a top-view picture of the
nozzle taken with an optical microscope. b) Slice of the nitrogen density map from 3D CFD Fluent sim-
ulation, with a backing pressure of 15 bar. c) Experimental shadowgraphic image of the plasma. The
black dotted line suggests the inner walls of the nozzle, the white dotted lines highlight the shock front.
d) Normalized phase map of the plasma channel obtained by quadriwave lateral shearing interferome-

try at z = 150 µm from the nozzle’s exit

to an increase of the Mach number, as can be deduced from Eq. 3.13, which can be interesting in
order to increase the distance of the density peak zm. It appears that for diameters larger than
60 µm, the simple geometric model correctly predicts the tendency observed in the simulations
of an increase in the shock position when the throat diameter ϕt decreases, despite an offset
in the actual value. For smaller ϕt the flow is governed by boundary layers, which are not
considered in the simple model, and the shock position saturates around zmax = 500 µm and
even decreases for the smallest diameter considered. Moreover, the offset of the geometric
model compared to the simulations for the higher ϕt values can be explained again by the
effect of the boundary layer, which induces a lower Mach number than calculated with the
1D-isentropic model in the region near the walls, therefore increasing the shock angle. The
maximum density increases with the throat diameter, but this process is largely governed by
the evident rise of mass flow rate at the throat due to the larger cross section.

This parametric study shows that by modifying the length of the straight section and the throat
diameter, it is possible to control the peak density and its distance from the nozzle. But both
nozzle features have an opposite impact on the flow characteristics, therefore a compromise
corresponding to the experimental requirement has to be found. With a backing pressure
Pback = 50 bar, nitrogen density up to 2.8 × 1020 cm−3 at zm = 310µm is predicted with this de-
sign, which corresponds to a plasma density ne = 2.8× 1021 cm−3 = 1.6 nc at λ0 = 800 nm after
ionization of N2 into N5+. Symmetric shock nozzles therefore make it possible to reach near-
critical to over-critical densities without the need to use a high-pressure compressor. Moreover,
with a 150 bar backing pressure, which can be obtained directly at the exhaust of commercial
gas bottles, a density even three times higher would be achievable.
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a) b)

Figure 3.10 – Comparison of measured and simulated plasma profile obtained with a one-sided shock
nozzle using nitrogen with a backing pressure of 15 bar at a distance of (a) 150 µm and (b) 200 µm.

3.3 One-sided shock nozzles

In this section, we present a design using an oblique shock only on one side of the nozzle, with
an opening angle of 96◦ (see Fig. 3.9a) in order to tailor the gas profile for injection in the sharp
density downward transition induced by the shock structure. This design is asymmetric, and
therefore 2D-axisymmetric simulations can no longer be used. It is necessary to perform more
numerically expensive full-3D CFD simulations.

The manufacture of such small nozzles with asymmetric features has been made possible by
the collaboration with a team of the Center for Physical Science and Technology (FTMC, Lithua-
nia) which developed the femtosecond laser-assisted selective etching (FLSE) technique [136,
137]. FLSE is achieved in two steps: (i) the shape of the inner channels of the nozzle are im-
printed on a nozzle frame by a femtosecond laser pulse which damages the fused silica, (ii)
the imprinted shape is chemically etched in a potassium hydroxide (KOH) solution for several
hours, which affects selectively the laser-damaged parts. This can lead to surface roughness as
low as ∼100 nm and average peak-to-valley distances around 500 nm [137].

Figure 3.9b shows the simulated density map obtained by using nitrogen with a backing pres-
sure of 15 bar. The straight section here shown on the left side was designed to generate an
additional shock propagating at an angle with respect to the jet axis. In the simulation, the
shock angle is β − θ ∼ 14◦ which is in good agreement with the theory presented in Sec. 3.1.2
that predicts an angle of 13◦. The slight difference can be explained by the effects of boundary
layers that are not taken into account by the 1D-isentropic model. A shadowgraphic image of
the plasma above the one-sided shock jet is displayed in Fig. 3.9c and the phase map measured
with the quadri-wave lateral shearing interferometer (QWLSI) is showed in Fig. 3.9d. Figure
3.10 compares the density profile obtained in the simulations with the one retrieved from the
measured phase map in a nitrogen plasma. Fluid simulations give us the N2 molecular density,
from which we retrieve the corresponding plasma density by assuming ionization up to N5+.
The simulation shows a very good agreement with the measured profile as well as with the
absolute density value. At z = 150 µm the measured length of the density downward tran-
sition is 16 µm (18 µm in the simulation) for a density drop of 26% (21% in the simulation).
At z = 200 µm the measured length of the density downward transition is 26 µm (27 µm in
the simulation) for a density drop of 31% (24% in the simulation). This typical shock length
corresponds to only a few plasma wavelengths in our high density regime (λp ∼ 3 µm at
ne = 1.4 × 1020 cm−3) which is well suited to density gradient injection. It also appears that
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after x = 75 µm there is a decrease in the measured density that is not predicted by the simula-
tion. It has been verified that this is not due to a decrease in intensity by scanning the relative
position of the jet with respect to the laser focus. This could be explained by different factors
such as defects in the inside geometry of the nozzle or a slight angle between the laser direction
and the normal to the shock structure.

Conclusion

We have presented a CFD parametric study of the effect of different parameters on the behav-
ior of oblique shock created by a straight section at the end of a supersonic nozzle. Through
the modification of the straight duct length and throat diameter, it is possible to control the
position and maximum density of the shocked region. We then presented a new design of
shocked gas jet, with an oblique shock on only one side, therefore providing a downward den-
sity gradient at the beginning of a transverse path in the flow, that can be used for the gradient
injection scheme. The knowledge about the behavior of oblique shock obtained through the
2D-axisymmetric simulations can be applied to the one-sided shock case, and provides us with
the general laws to modify the characteristics of the density gradient. This new asymmetric
design is particularly well suited to small targets, where inserting a knife-edge in the flow can
be difficult. This new OSS target design is used in section 4.2 in order to increase the long-term
stability of the accelerator.
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Towards applications: optimization and
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Developing a high-repetition rate LWFA source for applications requires to accelerate electron
beams with the best quality achievable. An ideal beam would have, depending on the appli-
cation, a high (tunable) energy with a narrow distribution, a high charge, a low divergence, a
high emittance, an ultra-short duration, or a combination of these. But this is not sufficient.
In order to use a laser-plasma for application, obtaining this ideal beam should be a certainty
every day, every shot, meaning the accelerator should be both stable and reliable. This chapter
presents the efforts made in this direction, trying to enhance the accelerator performances and
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Figure 4.1 – Laser spectral and temporal intensity measured for different hollow core fiber pressures:
PHCF = 1100 mbar (blue), 1000 mbar (green), 700 mbar (magenta), 250 mbar (red). Legends provide the
RMS spectral width σ (left), and FWHM duration τf whm (right) for each PHCF . The thin curves represent
|E|2, and the thick curves the envelope. All curves are normalized. FWHM time-bandwidth products

(TBP) are also given for each case

stability. A study of the effect of the Fourier-transform limited pulse duration and plasma den-
sity is discussed in section 4.1, results on long-term stability using a one-sided shock (OSS) jet
are presented in section 4.2. Then, we demonstrate the beneficial effect on the electron energy
of using a low-Z gas such as helium in section 4.3, and finally we present the results of the first
application experiment in radiobiology of our accelerator in section 4.4.

4.1 Effect of the FTL pulse duration and plasma density

Previous work on kilohertz laser-wakefield acceleration operated in three distinct regimes.
First experiments used 20-30 fs pulses with few-mJ of energy per pulse in a low plasma density
ne ∼ 1 × 1019 cm−3 and achieved acceleration of sub-relativistic, 100 keV electrons [23, 138].
Then, the acceleration of MeV electrons was demonstrated in two other regimes: one with
30 fs laser pulses of peak power of P0 ≈ 300 GW and high plasma density ne > 4 × 1020 cm−3

[25], and another, corresponding to the results achieved on the experiment before my arrival,
with laser pulses that were post-compressed to nearly single-cycle durations τ ∼ 3.5 - 5 fs, and
reaching P0 ≳ 420 GW, but operating at lower plasma density [26, 131]. Both regimes resulted
in the acceleration of MeV electrons but the accelerated beams had very different characteris-
tics. The longer pulses yielded diverging beams with continuous, thermal-like spectra, while
peaked spectra at E ∼ 5 MeV were achieved with sub-5 fs pulses in a lower density plasma. The
scaling laws of the bubble regime tends to confirm the advantage of near-single cycle pulses
when the laser energy is in the millijoule range, but as discussed earlier, the application of
these scaling laws to near-single cycle pulses can have limitations due to additional phenom-
ena driving the physics in this regime. For instance, slightly longer pulses could benefit from
lower dispersion effects while still achieving relativistic intensities. Therefore, there is a need
for an in-depth study of the effect of laser and plasma parameters in the range between the two
documented regimes, in order to optimize the performance of kHz laser-plasma accelerators.
The results presented here were published in [139].

By varying the helium pressure in the hollow-core fiber, our set-up enables the continuous
tuning of the laser spectral bandwidth from ∼ 30 nm to ∼ 300 nm (see Sec. 2.1.2), delivering
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Figure 4.2 – Plasma density profile of the supersonic jet with a backing Pressure Pback = 25 bar

laser pulses with near Fourier Transform Limited (FTL) durations ranging from 25 fs to 3.5 fs.
This remarkable feature makes it possible to understand the role of the pulse duration without
having to introduce a frequency chirp in the laser pulses. In a way, this amounts to comparing
different lasers systems with different bandwidths in a single experiment. This study is limited
by the fact that the energy of the laser cannot be increased so longer pulses will necessarily
result in a lower laser intensity in vacuum.

4.1.1 Experimental set-up

The experiment that follows was conducted using our kilohertz laser system. The spectral
width and the pulse temporal profile were measured in vacuum using the d-scan, and are
showed in Figure 4.1. The residual frequency chirp of the laser pulses was minimized by fine-
tuning the dispersion using a pair of silica prism. Downstream, the laser was focused on target
by, a f/2 off-axis parabola to a 3 × 3 µm spot (FWHM). The energy on target is ≈ 2.5 mJ, and
the maximum laser amplitude in vacuum achieved for 3.5 fs pulse was a0 ≃ 1.5. Overall, the
laser energy did not vary significantly, (2.5 mJ at 3.5 fs and 2.6 mJ at 10 fs) when changing the
pressure in the hollow core fiber. We note that the data on the shortest case (3.5 fs) was collected
one day before the other pulse durations.

For the LPA target we used a convergent-divergent nozzle with a 40 µm throat, 120 µm exit
diameter which generated a supersonic flow of molecular nitrogen N2. The gas profile was
characterized using our quadri-wave lateral shearing interferometer. We measured a quasi-
gaussian density profile ∝ exp(−z2/L2

p) with Lp = 65 µm on the laser axis (150 µm from the
nozzle). For backing pressures between 12 bar and 100 bar, the peak electron density varied
from 4.2 × 1019 cm−3 to 3.5 × 1020 cm−3. The density profile for a backing pressure Pback =

25 bar is showed in Figure 4.2.

4.1.2 Experimental results of the parametric study

The raw data for the electron beams and spectra is presented in 4.3. Electron beams were never
observed for the case of 25 fs FTL duration so that this case is not represented. In all other cases,
an electron beam was obtained while its charge and divergence could vary greatly depending
on the experimental parameters. A global analysis of electron beam data is presented in 4.4a-d,
where we plot the mean value, the charge (4.4a), the RMS divergence of the beam (4.4b) the
average electron energy (4.4c) as a function of laser pulse FTL duration and electron plasma
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Figure 4.3 – Results of the parametric scan in FTL pulse duration and plasma density. a) Beam profiles
and charge. Each beam image was obtained by averaging over 10 to 1000 laser shots, depending on
the signal level. b) Normalized electron spectra. Each spectrum was obtained by averaging 10 mea-
surements each accumulating between 100 to 1000 laser shots, depending on the signal level. The gray

shaded areas correspond to the standard deviation on these 10 measurements.
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density. Each point is averaged over 20 acquisitions, and thus represents an average over 200
shots minimum (high signal case) and 20000 shots maximum (for the low signal cases). The
vertical error bars represent the standard deviation from the mean value estimated from the 20
acquisitions. To quantify the LPA performance, we define the quality factor, fq = ⟨E⟩ Q/√σxσy,
shown in 4.4d. In this formula, Q is the total charge per shot, ⟨E⟩ the average energy of acceler-
ated electrons, and σx, σy are the RMS angular divergences of the beam along x and y directions.
Clearly, this quality factor favors electron beams with high energy, high charge and narrow di-
vergence. The first clear result is that the highest quality factor is obtained for the shortest
3.5 fs pulses, at a specific resonant density. This is associated with with a collimated ∼ 50 mrad
FWHM beam with relatively high charge (5.4 pC/shot) and a spectra peaked at 2 MeV. Another
case yielding a beam with a high quality factor is the 3.8 fs pulse at ne = 2.6 × 1020 cm−3, with
a notably high charge (9.4 pC/shot). Most of this charge is part of a very divergent beam with
a low-energy thermal-like spectrum, but this spectra also has a higher energy peak at ∼3 MeV
that seems to correspond to a more collimated part of the beam.
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Figure 4.4 – a) Injected charge b) RMS beam divergence c) electron mean energy and c) Electron beam
quality factor fq = ⟨E⟩ Q/√σxσy for different pulse durations and plasma densities.

Let us now consider correlations between experimental parameters and LPA performance. In
4.5, we plot the same parameter space as in 4.4a, and show the measurements using red cir-
cles whose size represent the total beam charge. On the same graph, the conditions for rel-
ativistic self-focusing, and longitudinal matching of the laser pulse with the plasma are also
represented. We recall these conditions:

P0 ≳ 17 nc/np [GW] (a), and cτ ≃ c/ωp (b) , (4.1)

where nc = 1.1 λ−2
0 1021 cm−3 is the plasma critical density for laser wavelength λ0 (here in
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Figure 4.5 – Parameter space of the kHz LPA. Measurements are represented by red circles with sizes
proportional to the beam charge. Dashed and dotted lines represent conditions in 4.1, and the gray

colormap corresponds to the normalized plasma density Np = np/γ⊥nc.

micrometers), and ωp = c
√

4πrenp is the plasma frequency with the plasma density np, and
the classical electron radius re. Note that the pulse duration τ in Eq. (4.1b) is defined as the
RMS of the intensity profile and corresponds to τ = τfwhm/2.355. For these estimates, it was
assumed that the laser energy is 2 mJ and the focal spot size Rfwhm = 3 µm.

In 4.5, we plot Eq. (4.1a) and Eq. (4.1b) with the dashed and dotted curves respectively. Firstly,
one may note that below the relativistic self-focusing threshold, the accelerated charge is low,
indicating that self-focusing is required to reach the high intensity required for stable self-
injection. Most of the high-charge cases correspond to above-critical laser powers and pulse
duration close to the plasma wave periods – cases of 3.5 fs and 3.8 fs laser pulses. Figure 4.4a
shows that for the 3.8 fs pulse, as the plasma density grows, the injected charge increases, and
so does the beam angular divergence. The charge increase can be explained by stronger self-
focusing and also by the laser group velocity slowdown in the plasma, vg/c ≃ 1− np/(2γ⊥nc),

where γ⊥ ≃
√

1 + a2
0/2 is the relativistic factor of laser-driven electron fluid. This plasma wave

slows down for the higher np, which facilitates electron trapping. Beam divergence is deter-
mined by the spread of electron transverse momenta acquired during the injection. Naturally,
this initial divergence scales with the plasma focusing force growing as F⊥ ∝ np.

The longer laser pulses (10 fs case) clearly do not fulfill the longitudinal resonance condition
Eq. (4.1b), and its a0 ≈ 1 is too low to trigger self-injection. These longer pulses need to evolve
in the plasma, via the self-modulation and relativistic self-focusing instabilities to efficiently
excite a plasma wave. For the considered parameters, these processes are strongly nonlinear
and can be quantified by the normalized plasma density, Np = np/γ⊥nc, an equivalent to the
similarity parameter in Ref. [140]. For higher Np, laser plasma interaction becomes more non-
linear, i.e. the laser shape and spectrum are strongly affected by the plasma instabilities such
as relativistic self-focusing, self-modulation etc. In 4.5, Np is plotted in gray, and we see that
in the unmatched case (10 fs), efficient electron acceleration occurs preferentially when plasma
parameter reaches Np ≳ 1/6, which favors nonlinear plasma effects.
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4.1.3 PIC Simulations
5

(a) (b) (c) (d)

FIG. 5. Measured and modeled electron beams with 3.5 fs laser pulse and np = 1.8 ⇥ 1020 cm�3 (blue in (a), top in (b,c,d)),
and with 10 fs pulse and np = 3.5 ⇥ 1020 cm�3 (red in (a), bottom in (b,c,d)). (a) Measured electron spectra (solid curves
shaded with standard deviation) and modeled (dashed curves). (b)Measured angular electron distribution measured (right)
and simulated distribution (left). (c) Simulated evolution of the peak laser field "x = eEx/mec!0 (red curve) and the electron
energy spectrum normalized for each time (blues colors); the dashed red curve is the in-vacuum laser propagation, and grey
area represents the plasma density profile in arbitrary units. (d) On-axis laser field (red curve), its temporal envelope (red
filled area), and electron density normalized to 15np (grey colors) at the laser focal position, just before injection.

field tend to decelerate them down to an energy level
given by the wake phase velocity, i.e. the laser group ve-

locity: ✏w = mec
2(�g � 1) ' mec

2(N
�1/2
p � 1). For the

upper case of Fig. 5(c), this energy is ✏w ' 1.5 MeV, but
laser di↵raction stops the deceleration when a0 . 0.5,
and leaves the electron spectrum with a peak around
2.5 MeV. In the second case (Fig. 5(c) bottom), the laser
gets strongly focused and modulated, a0 & 1.7, which
triggers electron injection. Although self-focusing greatly
enhances the laser field, the interaction length and the
acceleration length are both strongly reduced because of
strong pump depletion and strong defocusing. In this
case, electron dephasing is also very fast (distance of
few µm), so that electrons are continuously accelerated-
decelerated, which produces a thermal electron spectrum
around, ✏w = 700 keV.

Laser self-modulation is essential to achieve laser-
plasma acceleration for the longer pulses, !p⌧ � 1, which
in our study corresponds to the 10 fs pulse duration. In
Fig. 5(d), we see that in both cases, the pulse profile at its
focal position acquires a peak located in the first bucket
of the plasma wave. This “driver” peak is shaped by
the plasma resonance, and its duration, measured with a
Gaussian fit, matches exactly the condition Eq. (1b), giv-
ing ⌧fwhm = 3.1 fs and 2.1 fs for ne = 1.8 · 1020 cm�3 and
3.5 · 1020 cm�3 respectively. Therefore, surprisingly, the
physics of these two cases is relatively similar. The main
di↵erence is that in the high density case, the nonlinear-
ities are more violent and the pump depletion length is
shorter, which limits greatly the acceleration length.

The conclusion of these simulations is that there is still
room for improvement: higher electron energy, up to 8-
10 MeV, might be achieved if the plasma length could be
made shorter so that electrons would not dephase. This
could be done with even shorter jets for example.

IV. STABLE CONTINUOUS OPERATION WITH A
ONE-SIDED SHOCK JET

a. Results. Even though the configuration depicted
in the previous section using a 120 µm supersonic jet,
yielded good quality beams in the short pulse case, the
mid-to-long term stability, i.e, keeping the beam consis-
tent for more than a few minutes, has proven to be a
challenge. Moreover, the day-to-day reproducibility in
this configuration was not satisfactory, as the accelera-
tor performances could considerably vary from one day
to another, while known laser and plasma parameters
would remain similar. In order to solve these issues, a
new 300 µm one-sided shocked supersonic jet providing
a density downward transition at the beginning of the
plasma was used (see Fig. 2). The downward density
transition is known to facilitate trapping and to enable
controlled injection in the density ramp33–37. The target
characteristics and experimental configuration are thor-
oughly described in26. But we draw attention to the fact
that the gas target dimensions are larger than in the pre-
vious experiment with a supersonic nozzle, mostly due
to manufacturing constraints. Therefore the focal length
was also increased from f = 50 mm to f = 50 mm in
order to increase the Rayleigh length for a better match
with the plasma profile.

A second important improvement was the introduc-
tion of feed-back loops in order to stabilize the perfor-
mance of the laser system. In particular, we found that
it was critical to stabilize the laser beam pointing at the
level of the last focusing optics. This permitted to main-
tain the position and the spatial quality of the focal spot
throughout the experimental run. These improvements
allowed us to perform a 5 h-long continuous and stable
operation of our accelerator with an accelerated charge of
2.6±0.6 pC/shot measured beforehand, with beam diver-

Figure 4.6 – Measured and modeled electron beams with 3.5 fs laser pulse and np = 1.8 × 1020 cm−3

(blue in (a), top in (b,c,d)), and with 10 fs pulse and np = 3.5× 1020 cm−3 (red in (a), bottom in (b,c,d)). (a)
Measured electron spectra (solid curves shaded with standard deviation) and modeled (dashed curves).
(b) Measured (right) and simulated (left) angular electron distribution. (c) Simulated evolution of the
peak laser field εx = eEx/mecω0 (red curve) and the electron energy spectrum normalized at each time-
step (blue scale); the dashed red curve is the in-vacuum laser propagation, and the gray area represents
the plasma density profile in arbitrary units. (d) On-axis laser field (red curve), its temporal envelope
(red filled area), and electron density normalized to 15np (gray scale) at the laser focal position, just

before injection.

In order to understand the underlying physical processes specific to the two extreme regimes,
we performed PIC simulations for the shortest (3.5 fs) and the longest (10 fs) laser pulses with
their corresponding plasma densities ne = 1.8 × 1020 cm−3 and 3.5 × 1020 cm−3, respectively.
These two cases correspond to (i) the resonant case, giving peaked electron energy and narrow
divergence beams, and (ii) the self-modulated case, giving high charge and high divergence
beams.

The interaction domain was discretized in a cylindrical grid with cell-sizes ∆z × ∆r = 21 nm ×
40 nm. Five azimuthal Fourier modes were used. The plasma was initially modeled as a neu-
tral nitrogen gas with 16 macro-particles per cell and with a density profile corresponding
to measured experimental profile. The experimental laser temporal and spatial profiles were
used following the method described in section 2.5.3. In the simulations, the laser energy was
adapted to match the experimental results, giving 2 mJ for the 3.5 fs case, and 1.5 mJ for the
10 fs case. The laser energy in the long/high-density case had to be reduced more than in the
matched case in order to reach accelerated charge at a similar level to what was obtained exper-
imentally. The adjustment between the two cases could be explained by the pressure buildup
in the chamber when using higher gas pressures which is not modeled by the simulation and
has been shown to be detrimental to the performances of the accelerator [25].

In 4.6(a,b) we compare the spectral and angular electron distributions obtained in experiment
to the simulation results. For the chosen parameters, the simulated beam features are in a good
agreement with the experiment. We see that the shortest pulse provides a collimated electron
beam with a peak in spectrum around 2 − 2.5 MeV, while in the 10 fs case, the beam is rather
divergent and has a thermal spectrum with an equivalent “temperature” Te ≈ 700 keV. In the
experiment, the total charge was measured within a 75 mrad aperture, and was found to be
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5.4 pC in both cases. In simulations, considering the same aperture, the beam charges are
4.6 pC (22 % from ionization injection) and 9 pC (16 % from ionization injection) in the 3.5 fs
and 10 fs pulse cases respectively. However, in the latter case, the modeled beam divergence
was ∼ 200 mrad (fwhm) and the total charge reached 48 pC (mainly from the self-injection) in
that larger aperture.

The dynamics of the electron spectra and laser peak field are depicted in 4.6(c). In the 3.5 fs
case, the laser experiences moderate self-focusing and produces electron injection and accel-
eration, which brings electrons to high energies ≲ 8 MeV. But when particles reach the front
half of the bubble, the plasma field tends to decelerate them until the laser diffracts too much
to drive a plasma wave when a0 ≲ 0.5, and leaves the electron spectrum with a peak around
2.5 MeV. In the second case (4.6(c) bottom), the laser gets strongly focused and modulated,
a0 ≳ 1.7, which triggers electron injection. Although self-focusing greatly enhances the laser
field, the interaction length and the acceleration length are both strongly reduced because of
strong pump depletion and strong defocusing. In this case, electron dephasing is also very
fast (distance of few µm), so that electrons are continuously accelerated-decelerated, which
produces a thermal electron spectrum around ϵw = 700 keV. In both cases, the electrons origi-
nate mainly from self-injection even though a significant (∼20%) part of the total charge can be
attributed to ionization injection of K-shell electrons of nitrogen.

Laser self-modulation is essential to achieve laser-plasma acceleration for the longer pulses,
ωpτ ≫ 1, which in our study occurs with a 10 fs pulse duration. In 4.6(d), we see that in
both short and long cases, the pulse profile at its focal position acquires a peak located in the
first bucket of the plasma wave. This “driver” peak is shaped by the plasma resonance, and
its duration, measured with a Gaussian fit, matches exactly the condition Eq. (4.1b), giving
τfwhm = 3.1 fs and 2.1 fs for ne = 1.8 × 1020 cm−3 and 3.5 × 1020 cm−3 respectively. Addition-
ally, in both cases, the laser experiences strong redshift which facilitates trapping by reducing
the laser group velocity, and thus the wake phase velocity. By looking at the evolution of the
pulse energy during propagation, we confirm that the concept of the etching length Letch pre-
sented in the scaling laws of the bubble regime in section 1.4 is not well adapted to our regime.
Indeed, the equation 1.45 provides etching lengths of Letch ≃ 10 µm in the short case, and
Letch ≃ 14 µm in the 10 fs case, while the pump depletion occurs on much larger scales in the
simulations. For the short pulse and moderate density, half of the pump energy is depleted
in ∼ 120 µm, while it occurs on a smaller distance of 50 µm in the long pulse case with high
plasma density. Surprisingly, the physics of these two cases is thus relatively similar. The main
difference is that in the high density case, the nonlinearities are more violent and the pump
depletion and dephasing lengths are shorter, which greatly limits the acceleration length.

4.1.4 Conclusions

We have studied the performances of our accelerator in a large range of laser durations and
plasma densities. This allowed us to verify that the regime yielding the best performances with
collimated beams and peaked spectra is obtained with the shortest pulses and moderate plasma
densities which roughly matches the parameters predicted by the bubble scaling laws. Another
notable regime arising from this data is obtained when focusing longer (∼ 10fs) pulses in a
high density ne ∼ 3× 1030 cm−3 plasma. These conditions lead to high charge divergent beams
with a thermal energy distribution reaching a few MeVs. Simulations also seems to indicate
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that the acceleration regime attained in the experiment is not optimal yet as the electrons reach
high energies (∼ 8 MeV) in the plasma before being dephased and strongly slowed-down to
2.5 MeV. An improvement would be to reduce the extension of the plasma so that the electrons
exit it when reaching their maximum energy, but the targets that we use are already close to
the limit of what is feasible considering the safety distance from the laser focusing point to the
target and the high densities that are needed. Another solution would be to reduce the effective
size of the plasma after injection by focusing the laser near the end of the jet. But in nitrogen,
the ionization defocusing associated with propagation in the high density high-Z gas would
prevent the laser from reaching the high intensities necessary to drive a wake.

4.2 Long term stability using a one-sided shock jet

Using a laser-plasma accelerator for applications will require to achieve stable performances
over extended and continuous periods of time, while providing consistently similar accelera-
tion regimes from one day to another. Even though numerous articles reported on the accel-
erator stability on short timescales [15, 127, 141] comparing shot-to-shot variations on a few
tens of shots. This question of long-term stability and reliability of the LPA was notably absent
from the literature, most studies focusing on proof-of-principle experiments and the study of
underlying physical processes occurring in laser-plasma interaction.

This was also one of the main issue of our high-repetition laser wakefield accelerator, because
even if good quality beams, with high shot-to-shot stability [131] could be obtained, those
regimes could not be sustained for more than a few minutes (∼ 10 min) without the need to
re-optimize the electron beam, by moving the position of the gas jet relatively to the focus, or
slightly adjusting the other parameters. This indicates that the accelerator is extremely sensitive
to slight variations in the experimental parameters which is not adequate to achieve long term
stability. Moreover, the interesting regime of collimated, few (3-5) MeV beams with peaked
spectra could proves difficult to obtain consistently from one day to another, while laser beam
parameters were remaining seemingly similar. More generally, the accelerator day-to-day re-
producibility was not sufficient to be able to carry out application experiments, as the typical
electron beam one could obtain would significantly vary on different days.

However, the interest for the long-term stability of LPA is rising with initiatives such as the
LUX beamline at DESY aiming at turning laser-wakefield accelerators into an actual machine,
where they demonstrated a 24 h continuous operation of their accelerator driven by a 50 TW
laser operating at 1 Hz corresponding to 100 000 shots with electron beams of energy around
300-400 MeV [142]. Those results were published just a month before the ones presented in this
section [143].

4.2.1 Experimental set-up

Laser

The laser energy was higher for this experiment thanks to an upgrade, with a energy on tar-
get of 3.8 mJ. This allowed us to use a longer focal f’=100 mm off-axis parabola to focus the
pulses, resulting in a 6.2 µm × 5.5 µm FWHM focal spot, which corresponds to a Rayleigh
range of zR ∼ 100 µm. These laser parameters yield a measured peak intensity in vacuum
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Figure 4.7 – a) Molecular density map from a 3D CFD simulation of an OSS jet performed with Fluent.
Gas is N2 and backing pressure P = 20 Bar. Colormap is capped at 2.1 × 1019 cm−3 for viewing purpose.
b) 3D model of the One-Sided Shock nozzle. c) Shadowgraphic side view image of the plasma. Black
dotted line suggests the inner walls of the nozzle, white dotted lines follow the shock front. d) Experi-
mental phase from the plasma column measured with the wave-front sensor. The y-axis represents the
distance from the nozzle exit, the x-axis is the laser propagation axis. e) Electronic density profile at
150 µm from the OSS nozzle’s exit, retrieved by Abel inversion of the phase map. Laser propagation

direction is from left to right (red arrow)

of I = 2.0 × 1018 W cm−2 and a normalized vector potential a0 ≃ 1.0. Note that due to the en-
ergy upgrade, damages could appear periodically (after 2-3 days) on the mirror right after the
HCF because of the increased fluence. Considering the long optical path from the exit of the
fiber to the experiment itself, compensation for long-term thermal drifts proved crucial to the
long-term stability of the LPA. We thus set up a slow beam pointing device operating at < 1 Hz
just before the experiment, using the leakage through a mirror in the turning box just before
the final focusing parabola. This ensured that the laser beam alignment on the gas jet stayed
rigorously the same and that the focal spot quality was identical throughout the long acquisi-
tion run. Images of the focal spot were taken before and after the experiment, and displayed
no significant evolution.

Gas jet

The implementation of the density transition injection scheme has been showed to facilitate
trapping and enhance the stability of LWFA [58–62]. Indeed, it localizes the injection at the
shock position, regardless of laser variations and non-linear effects, and lowers the density of
the plasma necessary for electrons to be injected. Therefore, in order to enhance the stability
of our accelerator, we use a one-sided shock nozzle manufactured in fused silica, as described
in section 3.3 to trigger injection in the density downramp. It has a 100 µm throat and 300 µm
exit hole diameter, with a 100 µm long flat section at the end. Figure 4.7a shows a map of the
molecular density obtained by simulating a nitrogen flow through the OSS nozzle using the
software FLUENT, with a backing pressure of 20 bar. The shock-front in gas density originating
from the final straight section is clearly visible.
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Figure 4.8 – a) Electron spectra measured continuously for 306 min. Each spectrum is averaged over
100 shots. b) Electron spectra averaged over 0-150 min (blue) and 250-300 min (orange), and their stan-
dard deviations (shaded area); the black error bar represents the spectrometer resolution at 2.4 MeV. c)
Electron beam measured just before the start of the 5h spectrum monitoring. The total charge per shot

is 2.6 pC ± 0.6 pC (std). The beam divergence is approximately 80 mrad FWHM.

The plasma density profile was characterized experimentally by creating a plasma column us-
ing the laser beam and measuring the phase shift with the SID4-HR, as described in section
2.4.2 for asymmetric jets. Figure 4.7e shows the measured electron density lineout at 150 µm
from the nozzle exit, with a backing pressure of 22 bar. The peak density is ne = 9.7× 1019 cm−3

and the density after the shock is 7.3 × 1019 cm−3, corresponding to a 25% density drop with
a transition width of 15 µm. Finally, in this free flowing jet, the stability of the plasma density
is determined by the precision of the pressure regulator, and is estimated to be better than 4%.
The differential pumping system was not yet implemented for this experiment.

4.2.2 Experimental results

Stability over 5h of continuous operation

The beam profile and charge were measured right before the start of the electron spectrum
monitoring. Statistics were performed from 20 acquisitions, each consisting of an accumula-
tion over 10 shots, thus accounting for 200 shots in total. This initial measurement yielded
a mean charge of 2.6 pC per shot with a 0.6 pC standard deviation, and a beam divergence of
80×75 mrad ± 8×9 mrad FWHM(see Fig. 4.8c). Electron beam pointing stability is 17×11 mrad
RMS. This regime was obtained by setting the focal point of the laser at the position of the
shock-front, strongly suggesting that the injection occurs indeed at the density transition. The
electron spectrum was then monitored during 5 hours of complete hands-off operation of the
kilohertz laser-plasma accelerator, i.e. with no other intervention than the beam pointing sta-
bilization feedback loops in the laser chain. Results of this measurement are displayed in
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a) b)

c) d)

Figure 4.9 – a) Total charge per solid angle collected through the electron spectrometer pinhole. b) Mean
electron beam energy versus time. c) Monitoring of the laser energy at four points in the laser chain.
Each curve in this figure is averaged over a one minute moving window and shaded areas represent the
corresponding standard deviation. d) Correlation between the electron mean energy and the relative
laser energy right before the off-axis focusing parabola, and linear fits of the two different parts of the

curve, with slopes α1 and α2.

Fig. 4.8a. Beams with peaked spectra and a large majority of electrons with energy exceeding
1 MeV were reliably produced throughout the whole 306 min of monitoring. Moreover, dur-
ing the first 150 min, the spectrum remained very stable, with a peak energy of 2.5 MeV. After
that, the high-energy part noticeably eroded with time, lowering the peak energy to 1.9 MeV. A
comparison of the spectra during the first 150 min and the last 50 min is represented in Fig. 4.8b.

To complete these data and assess more thoroughly the question of stability, we plot the tem-
poral evolution of the total charge per solid angle dQ/dΩ collected through the pinhole of
the spectrometer (Fig. 4.9a), the mean energy of the electrons ⟨E⟩ (Fig. 4.9b), as well as the
relative laser energy at different points of the laser chain (Fig. 4.9c). All curves are averaged
over a 1 min moving window. The data show an increase in dQ/dΩ (Fig. 4.9a) during the first
130 min. This is likely due to a small angular drift of the electron beam on a long time scale,
resulting in a higher electron signal through the electron spectrometer pinhole. Therefore, only
the short term variation of the charge can be estimated with certainty from this measurement,
giving typical fluctuation of about 50 pC/(sr shot) corresponding to 20% RMS.

Figure 4.9b confirms the observations made previously regarding the stability of the spectrum,
and indeed, shows that the mean energy of the electrons is quite stable at ⟨E⟩ ≃ 2.1 MeV
during the first 150 min of monitoring, with short-term RMS variations of only 2-4% (shaded
area in Fig. 4.9b). The decrease of the mean beam energy to ⟨E⟩ ≃ 1.5 MeV toward the end
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Figure 4.10 – Electron spectra obtained on three different days with the same one-sided shock nozzle.
Spectra are the results of averaging over 2000 shots for day 1 and day 2, and 5000 shots for day 3. Day 1

and day 2 are 7 days apart, day 2 and day 3 are 6 days apart.

of the run can also be clearly observed. Note that during the run, the laser system was ex-
tremely stable, see Fig. 4.9c, except for the energy measured using the turning box diagnostic
(red curve in Fig. 4.9c), which is the last measurement point before the focusing parabola and
is, therefore, the most representative of the evolution of the laser energy on target. The energy
measured at this point decreased steadily during the experiment and reached a 11% relative
loss after 306 min. This progressive energy loss was due to the slow damage of a few chirped
mirrors at the end of the compressor. Indeed, we see that the energy after the HCF slightly
decreases during the run, indicating that the damage probably originates from the mirror right
after the fiber, which created a hotspot in the beam profile that propagated the damage to the
last chirped mirrors, where the laser approaches full compression. Interestingly, the evolution
of the electron energy can be correlated to the evolution of the laser energy at this last mea-
surement point. To display these correlations, Fig. 4.9d shows the normalized mean energy
of the electrons plotted against the laser relative energy. Two different correlation regimes are
clearly distinguishable: (i) the first 5% of laser energy loss leads to a ∼ 5% energy loss of the
electrons suggesting a linear correlation. We then observe a threshold effect, (ii) as the next
5% drop of laser energy correlates with a ∼30% electron mean energy loss. Assuming a linear
dependence in both regimes, the two parts of the correlation plot are linearly fitted, yielding a
slope α1 = 1.0 in the first five percents of energy loss, and a slope α2 = 5.6 in the following five
percents. This highlights the importance of laser energy stability: in our case, energy variations
larger than 5% can cause significant modifications of the electron spectrum due to what seems
like a threshold effect. Nevertheless, decent stability of the electron beam was achieved over
the 300 min of continuous operation, with the first 150 min period displaying a remarkable sta-
bility correlated to the highest laser performance. This is a significant improvement compared
to previous results of our experiment where this level of stability would not be achieved on
times longer than 10 minutes. In addition, even though it led to a loss of performance, the
decrease in laser energy highlights the robustness of the density downramp injection method,
since this advance in long-term stability was achieved despite the significant variation of an
important laser parameter.
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Figure 4.11 – Top view images of the OSS jet before and after being used for 30 - 50 × 106 shots, taken
with an optical microscope.

Day-to-day repeatability

In order to determine the repeatability of the electron beam and to assess the sensitivity of the
accelerator to small day-to-day variations of the laser parameters, the measurements were re-
peated on three different days, each separated by about a week. The same actual OSS nozzle
was used for the three experimental runs and kept its integrity over time despite minor dam-
ages (see Fig. 4.11. Table 4.1 summarizes experimental conditions for each day, as well as the
charge and mean electron energy corresponding to the electron spectra displayed in Fig. 4.10.

Day 1 Day 2 Day 3

I (W.cm−2) 1.8 × 1018 2.0 × 1018 1.6 × 1018

ne,peak (cm−3) 8.8 × 1019 9.7 × 1019 9.7 × 1019

Q (pC/shot) 1.6±0.2 2.6±0.6 1.4±0.2

div. fwhm (mrad) 42±10 77±7 57±11

⟨E⟩ (MeV) 2.29±0.13 2.11±0.06 2.19±0.04

Table 4.1 – Various experimental parameters and electron beam performance showing slight variations
from day to day but overall fair reproducibility of the experiment. The values after the ± sign are RMS

deviation.

These results show that the downward gradient injection method with one-sided shock noz-
zles increased significantly the reliability of the accelerator. Indeed, electron beams with similar
charge and 2-3 MeV peaked spectrum were easily obtained even though the experimental pa-
rameters varied slightly from day to day. In particular, we see that experiments from day 2 and
day 3, performed at the same plasma density, yield very similar electron spectra. Such level of
reproducibility is decisive for a reliable use of the accelerator for applications. Moreover, the
fused-silica nozzles showed a great resilience to damage, as the one used for this experiment
provided reliable and reproducible results even after using it for about 30 - 50 × 106 shots.
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a) b)

c) d)

Figure 4.12 – a) Evolution of the peak normalized laser field a0 = eEl/mecω0, electron charge of the
beam (blue), and plasma density profile (gray) in arbitrary units with the laser propagation distance. b)
Electron angular distribution. c) Electron spectrum from the simulations for an adjusted laser energy
of 3.35 mJ (solid) chosen to best match the experimental spectrum at the beginning of the experiment
(dashed). d) Electron spectrum from the simulations for an adjusted laser energy of 3.0 mJ (solid) corre-

sponding to a 10% energy loss, and experimental spectrum at the end of the 5h run.

4.2.3 PIC simulations

Simulation setup and general results

To gain insight into the injection process and the role of the density transition, we now turn to
particle-in-cell (PIC) simulations. The cylindrical simulation domain is discretized with a grid
size ∆z = 26 nm, ∆r = 2∆z, 5 azimuthal Fourier modes, and 16 macro-particles of initially
neutral nitrogen per cell. To reproduce the realistic laser pulse, we have used the intensity
profile and the temporal field map recorded experimentally at the laser focus. The plasma
density in the simulations is set to ne = 1.2 × 1020 cm−3. We study the dependence of the
accelerated electron beam on the laser driver energy. To do so, 16 simulations were performed,
varying El in the range 2.6-3.8 mJ.

Figure 4.12c-d represent the experimental and simulated spectra for laser energy correspond-
ing to the beginning and the end of the experimental run. The energy in the corresponding
simulations had to be slightly reduced to 3.35 mJ (instead of 3.8 mJ measured experimentally)
and 3.0 mJ (maintaining the 10% drop associated with the damage in the chain) to match the ex-
perimental results. The simulations reproduce quite well the electron energy loss concomitant
to a 10% decrease of the laser energy, even though some higher energy electrons (small peaks
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at E > 3 MeV) were not detected in the experiment. The charge in the simulations is 6.2 pC for
the 3.35 mJ case and 3.3 pC with the 3.0 mJ pulse.

In Fig. 4.12a, blue and red curves show the dynamics of electron injection and laser peak field
as it propagates in the plasma (gray area). It shows that electrons are injected as the laser prop-
agates through the density down-ramp confirming the importance of the density transition for
triggering electron injection. Note that the laser also undergoes self-focusing as it propagates
in the shocked region which increases the laser intensity and enhances electron injection at the
adequate position because co-located with the density downramp. Finally, a series of simula-
tions at different laser focus positions, zfoc ∈ (0 , 40) µm, was performed, showing that injection
always occurs in the vicinity of the shock and in the density down-ramp. This suggests that the
density transition region stabilizes the injection process by localizing it to the shocked region.
Electrons from ionization injection represent only 5% of the total charge in the 3.35 mJ case, and
lead to a small peak around 7.5 MeV in the spectrum. This peak was not detected during the
experiment and is not displayed in Fig. 4.12c for the sake of clarity.

Injection mechanism and laser energy dependence

Let us now take a closer look at the injection mechanism, and its dependence to the laser driver
energy. Firstly, the plasma wavelength at ne ∼ 1020 cm−3 is λp ∼ 3.2 µm which is significantly
lower than the density transition typical length of 15 µm. It thus corresponds to the long gra-
dient case described in section 1.5.3. In Fig. 4.13a-b, we represent, for two laser energies, the
plasma density at the end of the downramp, the injected electrons in phase space and the on-
axis Ez field. In both cases, L-shell electrons are trapped in several buckets, starting quite far
behind the laser pulse, respectively from the 4th and the 5th bucket. This behavior is found in
all the simulated cases: it is found that the first bucket in which electrons are injected moves
backward when reducing the energy. It goes from the 3rd bucket at El = 3.8 mJ to the 7th bucket
at El = 2.6 mJ.

This can be explained by the mechanism of injection in a long downward density gradient. We
recall the evolution of the wake phase velocity in a downward density transition [59]:

vp = c
1

1 + (z − ct) 1
kp

dkp
dz

, (4.2)

With kp(z) =
√

4πrene(z) the local plasma wave number where re is the classical electron
radius. According to Eq. 4.2 the wake phase velocity decreases with the laser co-moving coor-
dinate (z − ct). Therefore, the wake phase velocity is smaller in buckets that are further away
from the laser pulse and trapping of slower electrons is facilitated in these buckets. A similar
effect has been observed experimentally in [138], when a laser was focused at the exit ramp
of a subsonic jet. When lowering the laser energy, the amplitude of the wake decreases (see
Fig 4.13c) and the first bucket where the wavebraking condition is satisfied moves further be-
hind, leading to the behavior of the injection moving back observed in Fig 4.13a,b. To support
this analysis, we plot the mean position of injection in the co-moving frame, according to the
laser initial energy plotted in Fig 4.13c, where the mean position of injection ⟨z − ct⟩inj goes
from −19 µm at 3.8 mJ to −28 µm at 2.6 mJ. This position is estimated on each step by taking
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Figure 4.13 – Electron density (gray scale) in z−x plane, and in phase space z−ϵz, where ϵz is the energy
neglecting the contribution of momentum along x and y, for L-shell and K-shell electrons (blue and
green respectively), longitudinal electric field (Ez) (red dashed curve), and laser envelope (red shaded
area) for the a) El =3.35 mJ case and b) El =3.0 mJ case. c) Mean position of injection behind the laser
pulse and maximum longitudinal electric field (normalized to the value for El = 3.8 mJ) according to the

laser driver energy

the average longitudinal position of newly injected electrons. This behavior is interesting be-
cause it allows the wake to ‘compensate’ the loss of laser energy by injecting in plasma buckets
further back, where the injection is facilitated. In a way, this mechanism can adapt to modest
variations of energy to keep a steady injection, which can partly explain its improved stability.

It is clear from Fig. 4.13a,b and the typical parabolic shape of the electrons in phase space that
electrons energy is limited by dephasing. As the phase velocity vp decreases with the laser
co-moving coordinate in the density transition region, so does the associated Lorentz factor
γp = (1 − v2

p/c2)−1/2, and so does the dephasing length Ldeph ∝ λpγ2
p. The electrons reach

faster the decelerating field of the plasma wave which leads to smaller energies further behind
the laser. This can be clearly observed in both panels a) and b) of Fig. 4.13 where the maximum
energy of each parabola in phase space is gradually smaller than the one before. The decrease
in electron energy with the laser energy can therefore be explained by the backward shift of the
injection position observed in Fig. 4.13c, leading to a globally smaller dephasing length.

Comparison with a supersonic profile

In Fig. 4.14 we compare the accelerated charge according to the input laser energy in the sim-
ulations, between both shocked and supersonic gas profiles with otherwise the exact same
set of parameters (the laser is focused at the maximum of the gaussian plasma profile in the
supersonic case). This shows that for the considered parameters, the shocked jet yields a sig-
nificantly higher charge for all the energies (6.2 pC vs 0.8 pC at El = 3.35 mJ) due to the eased
injection in the density transition region. Moreover, the normalized curves highlight quite well
the enhanced stability obtained with the OSS jet. Indeed, while for the supersonic case a slight
decrease of the driver energy translates immediately into a loss of injected charge, the OSS jet



86 Chapter 4. Towards applications: optimization and stabilization

benefits from a sort of ’stability plateau’, where the injected charge is only weakly correlated to
the pulse energy which can be attributed to the compensation mechanism mentioned earlier.
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Figure 4.14 – a) Absolute accelerated charge in simulations and b) The same curves normalized to the
charge obtained at El = 3.8 mJ to show the superior stability of the OSS jet against laser energy fluctua-

tions.

4.2.4 Conclusions, limitations and improvements

Using a new one sided shock nozzle, we have achieved stable, continuous hands-off operation
of our LPA for 5 hours, accumulating more than 18 × 106 consecutive shots, with pC charge
and few-MeV electrons. Additionally, a good day-to-day repeatability was demonstrated with
similar acceleration regimes consistently obtained on different days. This level of performance
makes possible to consider to use our accelerator to perform application experiments such as
low-energy radiobiology experiments with significant irradiation dose. Concerning applica-
tion to electron diffraction, the energy spread of 60% is still too large as such experiments typ-
ically require energy spreads around the percent level. Nevertheless, this requirement could
be met by using a narrow energy filter, coupled with an electron beam line such as the one
suggested in [144] to improve the emittance. Finally, PIC simulations confirmed the role of the
density transition in the localization of electron injection but showed this injection occurs in
many buckets quite far behind the laser, which is not optimal as it produces longer electron
bunches, with wide energy distribution and diverging beams. This suggests that sharper gra-
dients and higher laser intensities should permit to concentrate the charge in the first bucket,
thereby producing few femtosecond bunches.

4.3 Increasing the electron energy with helium

Up until now, the experiment was restricted to using nitrogen as a gas to create the plasma,
because a single molecule provides 10 electrons, which reduces the molecular density neces-
sary while providing a better pumping efficiency. But the propagation of the laser in a nitrogen
plasma is strongly impacted by ionization defocusing which reduces the effective intensity at
focus and therefore negatively impacts the performances of our LPA. In a first instance, we tried
to use a pulsed valve, which would open a limited time (10-100 ms) every second to limit the
accumulation of helium in the chamber, but the pressures necessary to reach densities around
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1020 cm−3 with our micrometric nozzles are higher than the maximal operating pressure of the
valve (86 bar). The valve proved unreliable in these conditions and was deteriorating over
time. Additionally, this method necessarily means reducing the effective repetition rate of the
accelerator, which is not satisfactory. Finally, the differential pumping system (DPS) described
in section 2.4 enabled the use of continuous flows of high pressure helium that reach densi-
ties sufficient to accelerate electrons. This section presents the results obtained with our laser-
wakefield accelerator using a helium gas flow as a target, which yielded significantly higher
electron energy than nitrogen.

4.3.1 Experimental set-up

The laser energy on target was comprised between 3.0 and 3.3 mJ depending on the experimen-
tal day. Unless specified otherwise, the differential pumping system was always implemented,
which required to use the f’=100 mm off-axis parabola to focus the pulses. Typical focal spots
are 5.5 × 5.5 µm FWHM, and the pulse duration is 4.0 fs, resulting in an intensity in vacuum
between 1.5 × 1018 and 2 × 1018 W cm−2.

We use a fused silica one-sided shock nozzle with a 60 µm throat and 180 µm exit hole di-
ameter, and a 60 µm long flat section on one side at the end. Indeed, those targets enable us
to obtain more easily and consistently relativistic electron beams. The plasma density pro-
file was characterized experimentally by creating a plasma column using the laser beam and
measuring the phase shift with the SID4-HR. Typical density profiles at 150 µm from the exit
of the nozzle show a 20% downward density transition in the hydrodynamic shock of typi-
cal width 9 µm. For a backing pressure Pback = 30 bar of nitrogen, the peak plasma density is
ne = 1.8 × 1020 cm−3, and for a backing pressure Pback = 100 bar of helium, the peak plasma
density is ne = 1.4 × 1020 cm−3, and scales linearly with the backing pressure.

4.3.2 Acceleration experiment in helium

Comparison of nitrogen and helium

In order to measure the gain of performances associated with the use of helium, we start by
comparing typical electron beams obtained in both cases. We also compare to the case of nitro-
gen with no differential pumping to see if there are differences. For the DPS case, the magnetic
field strength of the spectrometer has been increased from 58 mT to 97 mT to increase to reso-
lution at higher energies.

Figure 4.15 shows the electron beam data for nitrogen with and without differential pumping
and for helium gas. It clearly indicates that the differential pumping system (DPS) significantly
enhances the accelerator performances, even when solely considering nitrogen gas. Indeed,
without the DPS, the measured electron beam in nitrogen has a larger divergence (∼ 80 mrad)
and lower energy with a thermal-like continuous spectrum. When switching to differential
pumping we obtain, still in nitrogen, smaller beams (∼ 50 mrad) with a peaked spectra at
3.3 MeV. The injected charge remains similar at around 1.7-1.8 ± 0.3 pC. We note that, we have
obtained electron beam with peaked spectra at 2-3 MeV in nitrogen without differential pump-
ing before (see previous section for instance). But during this experimental campaign, with
the nozzle used here and the available laser performances, such spectra could not be achieved
without the DPS on several experiment days. Switching to differential pumping immediately
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Figure 4.15 – a) Typical electron beams obtained for nitrogen and no differential pumping (left), nitrogen
with differential pumping (center), and helium with differential pumping (right). The average charge
per shot is showed at the bottom left. From left to right, the beam images corresponds to respectively
30, 50, and 10 shots. b) Spectra associated with the three previous cases. The shaded area correspond to
the standard deviation. The black errorbars shows the resolution of the spectrometer at the considered
energy. The spectra are averaged on 10 measurements each of which accumulating between 300 and
1000 shots. The peak plasma density is ne = 1.2 × 1020 cm−3 in nitrogen and ne = 1.1 × 1020 cm−3 in

helium.

increased the energy of the electrons obtained in nitrogen. Additionally, by using differential
pumping, we achieved electrons with peaked spectra at even higher energy of ∼5 MeV, which
had not been reached until now during my thesis. This spectra was not used for the comparison
because the experimental conditions were different (different nozzle, plasma density). Finally,
using helium with a similar plasma density yields a higher beamcharge (3.6±1 pC) with a beam
divergence that can be as low as 18 mrad FWHM, and a higher energy with a spectrum peaked
at 6.4 MeV. Note that the showed beam profiles are selected to display a good beam for each
case, but it can vary a lot from one measurement to the other.

These results highlight the double success of the differential pumping. Indeed, as anticipated,
we achieve much better acceleration performances in helium, with notably the energy of the
electrons increased by a factor of two, due to the mitigation of ionization defocusing associated
with the numerous ionization levels of nitrogen. But, we also observe a significant increase of
the performances in nitrogen when using the DPS because it keeps the residual pressure in the
vacuum chamber at a lower level, thus limiting detrimental effects on the laser propagation.
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Figure 4.16 – a) Electron beam profiles accelerated for various electron densities of the helium plasma.
From left to right, the beam images are accumulated on respectively, 8, 30, 50, 30 consecutive shots. The
average charge per shot is showed in the bottom right corner. b) Single shot beam images associated
with plasma densities ne = 1.4 × 1020 cm−3 (left) and ne = 1.7 × 1020 cm−3 (right). The beam charge
and FWHM divergence are given. c) Electron spectra for different plasma densities, averaged on 10
measurements each accumulating between 300 and 800 consecutive shots. The shaded area corresponds

to the standard deviation on the 10 measurements.

Results in helium at various plasma densities

The resolution of the spectrometer with a magnetic field of 97 mT proved rapidly insufficient
for energies higher than 6 MeV. It was thus difficult to optimize the electron spectra beyond
this energy. For this reason we increased again the magnetic field intensity up to 117 mT which
provides a 20% resolution at 8 MeV. Using this enhanced spectrometer, we managed to opti-
mize the energy by adjusting the jet position, chirp and plasma densities, and reached electron
energy of 8 MeV with a peaked spectrum of width δE/E ∼ 40% at ne = 1.1 × 1020 cm−3 (see
Fig. 4.16). For all the plasma densities, the average charge per shot is between 1.5 and 2 pC, and
the beam divergence integrated on many shots seems to grow with the density. But if wee look
more closely at the beam distribution, we observe that these relatively large beams are in fact
composed of several (many) ‘impacts’ corresponding to a smaller beam whose pointing varies
on different shots. This is supported by the single shot images of the two highest density cases
in the panel (b) where we remark that the actual single shot beam divergence can be as low as
10 mrad and 16 mrad. Obtaining clear single shot images of beams with was made possible by
the higher signal yielded by the use of a YAG crystal instead of the previously used FOS (see
Sec 2.3.1).

A statistical analysis can be performed on the two series of single shot beams obtained with
ne = 1.4 × 1020 cm−3 and ne = 1.7 × 1020 cm−3. The beams are showed in Fig. 4.17, and are
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not consecutive, and approximately separated by 1 second each. An electron beam is present
for 33/49 and 31/49 shots, by setting a presence criterion to a detected charge of 1 pC, while
around 20/49 shots correspond to small collimated beams. The mean charge in the two cases
is 1.5 ± 0.8 pC and 1.9 ± 1.5 pC, the uncertainty corresponds to the standard deviation. The
typical pointing variations are around 40 × 25 mrad RMS (x,y). The laser is polarized in the y
direction in which the pointing fluctuations are the smallest, which indicates they are probably
not due to CEP variations (see Sec. 5.2).

Two main reasons can contribute to this strong shot-to-shot instability of the beam pointing:
(i) for the DPS to be implemented, the pump and the optical table supporting the target have
to be mechanically linked. It could induce mechanical noise and vibrations that would reduce
the stability, (ii) the shock nozzle creates a gas profile with important transverse variations of
density, and propagation in a transverse density gradient has been showed to induce laser and
electron beam steering and instability [145, 146].

For the lowest plasma density, the electron spectra is peaked but at a lower energy (4 MeV).
The optimal energy is achieved for moderate plasma densities ne = 1.1 − 1.4 × 1020 cm−3,
and a further increase in density yields a continuous, flat spectra with a lower energy starting
to decrease around 6 MeV. Indeed, at first an increase of density will lead to stronger self-
focusing and stronger accelerating gradients thus higher energy. But if the density is further
increased, more electrons will be injected and beam loading effects will reduce the accelerating
gradient. Additionally, the laser will be more strongly redshifted, and the dephasing length
will be reduced, leading to lower electron energies.
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Figure 4.17 – Single shot beams for two different plasma densities using a OSS jet.
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Supersonic gas profile

After demonstrating this significant energy gain in helium using one-sided shock nozzles, we
wanted to compare these results to acceleration in a supersonic jet yielding a gaussian-like
gas and plasma profile. But a design flaw on the batch of fused silica supersonic nozzles for
this experiment was preventing us from using them with high pressure (the main drawback
of these fused silica nozzle is their mechanical fragility). So we resorted to using a OSS nozzle
that was turned 90° from its usual position, so that the laser does not enter the shock region
and propagates in a supersonic-like gas profile (see Fig. 4.18). This is not entirely satisfactory as
there remains an uncertainty on the actual plasma profile depending on the transverse position
of the jet but it proved to be a good substitution method.

laser

100 μm

Figure 4.18 – Illustration of the supersonic-like geometry using a OSS jet turned at 90°. The image is a
xy slice of the density taken at 150 µm from the nozzle exit from a FLUENT simulation.

Figure 4.19 shows a typical beam obtained in the supersonic-like profile in helium, and the
associated energy spectrum, for a peak plasma density ne = 1.2 × 1020 cm−3. The accelerated
beam is similar to what was obtained with the density gradient. The beams accumulated on
20 shots shows multiple ‘impacts’ of smaller beams, indicating there is still significant beam
pointing fluctuations. The energy is peaked at 6.5 MeV with a wider spectrum of width δE/E ∼
67%. The average charge per shot is 3.0 ± 0.6 pC which is higher than in the OSS case.
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Figure 4.19 – Electron beam profile accumulated on 20 consecutive shots, and average charge per shot
(left). Electron spectra obtained by averaging 20 measurement each accumulating 200 consecutive shots.

The shaded area is the standard deviation (right). The peak plasma density is ne = 1.2 × 1020 cm−3.
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Figure 4.20 – Zoomed images on 3 specific low-divergence electron beams obtain with the supersonic-
like profile.

We took again a series of 100 single-shot beam images in order to have information on each ac-
tual accelerated beam, and not only on integrated data. Figure 4.21 shows 48 images randomly
selected from this scan. Two things can be quickly observed from this figure. Firstly, The ac-
celerated beams can be extremely small, with a beam divergence as low as 3 mrad FWHM. The
shot-to-shot stability is also much better, with a small-divergence beam being present in ∼ 80%
of shots. The beam pointing variations are 25× 15 mrad RMS (x,y), which is significantly lower
than in the previous scans, but still quite unstable. We note than once again, the beam is more
unstable in the horizontal direction (x) which could be explained by the fact that the transverse
(x) density gradient in the gas jet are more important than in the jet axis direction (y).

Figure 4.20 shows expanded images of three specific shots from this scan with particularly low
divergence. In the left and right beams, we observe ring-shape structure with a divergence
full-angle between 30 mrad and 70 mrad. Beams with rings in LWFA have been observed pre-
viously [147, 148], and also during the previous thesis on the experiment by Dominykas Gustas
[35]. These rings are attributed to electrons from the second (and possibly further back) plasma
bucket, that get trapped in a cavity pocket on the sides of the front bubble due to beamloading
effects of the electron beam [147].

Even though this behavior of increased shot-to-shot stability was also obtained not only at this
specific density, but also at other neighboring densities, concluding on whether it is indeed
due to the difference in plasma profile, or simply to the day-to-day variability is not evident.
Still, the consistently higher pointing fluctuations in the (x) direction (while the laser is polar-
ized along y) suggest that the transverse density gradients in the target (which are stronger
in a shocked profile) are a source of instability. A possible solution to benefit from the shock
increased long-term reliability while not inducing a stronger shot-to-shot fluctuations could be
to use an elongated target in the transverse direction. The shock front would thus be flat and
the transverse gradients mitigated.
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Figure 4.21 – Set of 48 single shot beams corresponding to the regime of Fig. 4.19 randomly selected
among a 100 measurements series.
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4.3.3 Ionization injection in a helium/high-Z gas mixture

When carrying out acceleration experiments in pure nitrogen, ionization injection is theoret-
ically possible, but we have seen in previous sections that it remained minor compared to
self-injection because the laser intensity was insufficient to efficiently ionize the K-shell lev-
els of nitrogen. But now that the use of helium as the main gas in our experiment is possi-
ble, a mixture composed mainly of helium (99%) with a residual concentration (1%) of high-
Z gas can be used. This could allow, with the help of self-focusing, for the laser to reach
higher intensities by mitigating ionization defocusing effects, and therefore trigger ionization
injection of electrons from higher levels of nitrogen, that require an intensity ∼ 1019 W.cm−2

to reach the barrier-suppression regime (see Table 4.2). A mixture of helium and argon is
also experimented. Argon has several ionization levels with a threshold intensity between
1 − 5 × 1018 W cm−2 (see Table 4.2) and therefore ensures ionization injection to occur. Both
cases were measured the same day, with similar laser parameters as above, yielding a peak
vacuum intensity I = 1.6 × 1018 W cm−2. A supersonic-like gas profile is achieved by turning
a OSS jet by 90°.

1+ 2+ 3+ 4+ 5+ 6+

N2

Ei (eV) 14.5 29.6 47.4 77.5 97.9 552.1
Ibs (W cm−2) 1.7 × 1014 7.7 × 1014 2.3 × 1015 9.0 × 1015 1.5 × 1016 1.0 × 10191.0 × 10191.0 × 1019

7+

Ei (eV) 667.0
Ibs (W cm−2) 1.6 × 10191.6 × 10191.6 × 1019

1+ 2+ 3+ 4+ 5+ 6+

Ar

Ei (eV) 15.8 27.6 40.7 59.8 75.0 91.0
Ibs (W cm−2) 2.5 × 1014 5.8 × 1014 1.2 × 1015 3.2 × 1015 5.1 × 1015 7.6 × 1015

7+ 8+ 9+ 10+ 11+ 12+

Ei (eV) 124.3 143.5 422.5 478.7 539.0 618.3
Ibs (W cm−2) 1.9 × 1016 2.7 × 1016 1.6 × 10181.6 × 10181.6 × 1018 2.1 × 10182.1 × 10182.1 × 1018 2.8 × 10182.8 × 10182.8 × 1018 4.1 × 10184.1 × 10184.1 × 1018

Table 4.2 – Ionization energies and corresponding barrier-suppression intensities for nitrogen and argon.
Intensities potentially relevant for ionization injection are shown in bold. The ionization energies are

from [44].

Helium - nitrogen mixture

Figure 4.22 shows the results for a typical electron beam obtained in a mixture of 99% helium
and 1% nitrogen. The electron beam shows a similar behavior than in previous experiments
in pure helium, with a large electron beam distribution when accumulated on 20 shots, that
looks like a smaller beam whose pointing varies significantly shot-to-shot. Single shot data
(Fig. 4.22) tends confirms this, as the average divergence of beams accumulated on 20 shots
is ∼75 mrad FWHM, while single shot beams are much smaller with an average divergence
of ∼ 40 mrad FWHM with large pointing fluctuations of 26×20 mrad. The electron energy is a
lower than in previous experiments, but this is consistent with a higher average injected charge
of 4.5±0.7 pC, suggesting stronger beamloading effects.

This data does not shows any typical evidence of ionization injection such as an elongated
beam in the polarization direction (y) or an enhanced stability (see Sec. 1.5.4), while yielding
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4.5 pC

Figure 4.22 – Experimental results in He/N2 mixture, with ne = 1.34 × 1020 cm−3. a) Electron beam profile
accumulated on 20 consecutive shots. The average charge per shot is 4.5 ± 0.7 pC. b) Electron beam
profile a single shot. c) Electron spectra obtained by averaging 20 measurements each accumulating 300

consecutive shots.

electron beams similar to what was observed in pure helium. This tends to indicate that we
do not reach sufficient intensity (I ∼ 1019W.cm−2) through self-focusing to trigger massive
ionization injection, and that self-injection remains the predominant mechanism. This was also
the case for the other plasma densities scanned using this mixture.

Helium - argon mixture

Using argon instead of nitrogen in our mixture should ensure us to achieve ionization in-
jection, as the barrier-suppression threshold for the ionization of Ar8+ into Ar9+ is Ibs =

1.6 × 1018 W cm−2. Figure 4.23 shows the results for a typical electron beam obtained in a
mixture of 99% helium and 1% argon. This time the regime is clearly different than previous
results. The electron beam accumulated on 10 consecutive shots is relatively well collimated
and elongated in the laser polarization direction, with a divergence of 32×39 ± 5 mrad. As
showed in Figure 4.23b, single-shot beams have shape similar to integrated measurements,
with an average divergence of 23×34 ± 10 mrad. Indeed, the beam pointing is much more
stable than in previous cases, with fluctuations of 2 × 5 mrad RMS. This clearly indicates that
electrons are injected via ionization injection. Indeed, the elongated beam in the (y) direction
is the result of the residual transverse momentum in the polarization direction associated with
ionization, and the increased pointing stability comes from the fact that electrons are injected
on-axis. A series of 54 single shot beams (taken at a slightly higher plasma density, because only
few single shot beams were taken in the case of Fig. 4.23) is showed in Fig.4.24 and highlights
the increased shot-to-shot stability, with a beam detected on every shot.

The energy spectrum is also quite different from previous cases. Here, it is composed of a rela-
tively narrow (δE/E ∼ 30%) peak at 3.4 MeV, and a lower amplitude high energy tail between
4 and 6 MeV. This regime could be of interest for electron diffraction experiments, where elec-
tron beams with an energy from 3 to 5 MeV with a narrow distribution would be required [144,
149]. Indeed, the good shot-to-shot pointing stability and relatively low-divergence combined
with a charge of a few pC per shots makes this injection method quite reliable for application
experiments. We also note that by varying the plasma density and the initial chirp of the pulse,
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2.9 pC

Figure 4.23 – Experimental results in a He/Ar mixture, with ne = 1.26× 1020 cm−3. a) Electron beam profile
accumulated on 10 consecutive shots. The average charge per shot is 2.9 ± 0.4 pC. b) Electron beam
profile a single shot. c) Electron spectra obtained by averaging 20 measurements each accumulating 300

consecutive shots.

the energy of the peak can be tuned between 2.5 and 4 MeV. The issue of using argon as a
ionization injection gas is that due to self-focusing, the zone for which the laser intensity will
be higher than the threshold can be quite large, meaning electron are injected on an extended
period. This might result in electron beams with longer durations and therefore in a poorer
temporal resolution in such diffraction experiments.

4.3.4 Conclusion on experiments in helium

By implementing a differential pumping system, and using helium instead of nitrogen in our
gas target, we managed to significantly increase, accelerated in our experiment. We are now
able to generate collimated few-mrad beams at 8 MeV with a charge of several picocoulombs
per shot. In this regime, the shot-to-shot stability of the beam remains the main issue to solve.
Indeed, the pointing fluctuations are important (∼ 20-30 mrad RMS) which results in large
beams when integrated on tens of shots, and a beam is not detected on every shot. A possible
explanation for this strong pointing instability could lie in the important transverse density
gradients associated with our micrometric targets that would steer the laser and/or electron
beam away from the center. This could be mitigated by using nozzles with a slit shape, wide
in the transverse direction so that the density distribution does not evolve significantly on the
plasma channel radius, and narrow in the longitudinal direction in order to match the typical
acceleration length of a few tens of microns.

Using a mixture of helium and nitrogen, we observed no evidence of ionization injection, indi-
cating that the intensity remains below the threshold of ionization of k-shell electrons of N2. But
by switching to a mixture of helium and argon, ionization injection was confidently achieved,
yielding particularly stable beams of ∼ 30 mrad divergence with energies around 3 MeV that
could be of interest for electron diffraction experiments.

Finally, even though ionization defocusing is strongly reduced in helium compared to nitro-
gen, helium still has two ionization levels, the highest corresponding to a laser intensity of
Isb = 8.8 × 1015 W cm−2. Therefore it still contributes in reducing the laser intensity via de-
focusing, especially considering the high densities used in our experiment. Using hydrogen,
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Figure 4.24 – Set of 54 single shot beams obtained using a helium-argon mixture with ne = 1.38 ×
1020 cm−3.
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which has a single ionization level at Isb = 1.4 × 1014 W cm−2, instead would make ionization
defocusing almost completely nonexistent. This was recently demonstrated in an experiment
using a kilohertz laser with similar parameters than ours, where electron beams were acceler-
ated to 15 MeV using a hydrogen plasma at a reduced averaged repetition rate of 0.5 Hz [150].
Using high-pressure continuous flows of hydrogen is not so straightforward as it is a highly
explosive gas in a wide range of concentration with air (4% to 75%). A specific gas line ensur-
ing no hydrogen can be rejected inside the room, as well as additional safety equipment (H2

detectors, nitrogen purge, shutdown valves) and procedures have been implemented, so that
experiments using continuous flows of hydrogen should be carried out in a very near future.

4.4 Application experiment in radiobiology

Thanks to the improvements in long term stability and reliability of the accelerator provided
by the use of the one-sided shock nozzles, we were able to carry out our first application ex-
periment in radiobiology on our accelerator. This experiment was carried out in collaboration
with Alessandro Flacco’s team at LOA, the Gustave Roussy institute (Villejuif, France) and the
Laboratory of Subatomic Physics and Cosmology (LPSC) of Grenoble (France), in the frame-
work of Marco Cavallone’s thesis [151]. The details of the radiobiology results are discussed
in his thesis as well as in a paper that followed this experiment [152]. My contribution to this
experiment was mainly to operate the accelerator in a regime that provided high dose rate,
stable beams, and analyze data relative to the electron beams. The biological samples were
prepared and analyzed by Emilie Bayart from Gustave Roussy institute/LOA. Marco Caval-
onne performed the dosimetric and biological analysis. The goal of this section, apart from
summarizing briefly these results, is rather to give an overview of the operation of a kilohertz
accelerator and management of the source in an application experiment.

4.4.1 Context

Radiotherapy is, along with surgery and chemotherapy, one of the main form of treatment for
cancer. It uses ionization radiation to kill malignant cells. These radiations damage the cancer
cells DNA which leads to their death. But ionizing radiations affect healthy tissues as well and
can lead to nefarious side effects on the patient. So a fundamental aspect of radiation therapy
is the selectivity of the treatment, meaning the capacity of damaging the cancerous cells while
leaving unharmed the surrounding healthy tissues. This is notably achieved by shaping and
focusing several radiation beams aimed from different angles that intersect at the position of
the tumor. That way, a significantly larger radiation dose is deposited in the crossing region on
the tumor than in the surrounding cells. Other parameters can come to play in the optimization
of the selectivity of the treatment, such as the type of radiation or amount of dose delivered.
The effect of the temporal distribution of the delivery on the selectivity have recently gained in
interest and remain to be investigated in details. Indeed, the positive effect of the dose fraction-
ation of a treatment in several sessions on different days with rest period in between to let the
DNA self-repair mechanisms take effect is well known and standard procedure [153] in clinical
treatments. But other temporal effects such as dose rate or shorter timescale fractionation of
the delivery still require extensive study.
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In 2014, Favaudon et al. [154] irradiated mice using a linear accelerator, delivering the pre-
scribed dose in a short time (<500 ms) with a high dose rate (>40 Gy/s), instead of the con-
ventional clinical procedure of delivering it continuously over a few minutes at lower dose
rate. They observed that this procedure largely increases the selectivity of the treatment. In-
deed, at equivalent doses, the effect on the death of cancerous cells would be similar for the
two procedures, while the side effects on healthy tissues, measured here by the level of fibro-
sis was strongly diminished. This new protocol is called FLASH radiotherapy, and has been
experimented on the first human patient in 2019 [155].

The explanation of the FLASH effect remains an active research subject, but potential hypothe-
sis have been proposed. Oxygen plays an important role in radiotoxicity, via the production of
reactive oxygen species such as hydroxyl radicals by radiolysis of water that can damage DNA
[156]. It has been suggested that the FLASH effect originates from the fact that delivering the
dose in a short period of time quickly depletes the oxygen and saturates the quantity of oxygen
radicals produced, while for conventional irradiation on longer periods, oxygen has the time
to be renewed leading in the production of a higher number of harmful radicals [157]. The dif-
ferentiated effect on cancerous cells, could come from the fact that tumors are less oxygenated,
and therefore their radiotoxicity is less driven by indirect DNA damages of oxygen radicals.
Another hypothesis considers the impact on the immune response [158, 159]. In FLASH pro-
tocol, only a small fraction of circulating T-Lymphocytes (immune system cells that participate
to limit the proliferation of cancerous cells) are damaged during the short period of irradiation,
while in the conventional protocol, a more important part of these cells are damaged during
the extended irradiation time.

This clearly shows the importance of studying the effects of temporal dose distribution in radi-
ation therapy. Laser-plasma accelerator are good candidates to provide short pulses, high dose
rate radiation bursts to probe the mechanisms behind the FLASH effects, and eventually inves-
tigate the effects of even shorter, fs-ps radiation pulses. A high-repetition rate LPA will provide
high average dose rate (∼Gy/s) compared to J-class systems such as Salle Jaune (∼Gy/min)
and permit to reduce dose fluctuations on the second scale by averaging on a large number
of consecutive shots. This experiment is a preliminary study on the feasibility of radiobiology
experiments using our kHz laser-wakefield accelerator, and an assessment of the dosimetric
performances of the system.

4.4.2 Experimental set-up and source characterization

General set-up

The general set-up of the experiment is showed in Figure 4.25. The 3.0 mJ, 4.0 fs laser pulses
are focused by a f’=50 mm off-axis parabola onto a pure nitrogen gas jet, to a ∼3 µm focal spot,
reaching a peak intensity in vacuum I ∼ 6 × 1018 W cm−2. A 50 µm throat, 150 µm exit hole
diameter one-sided shock nozzle is used to facilitate electron trapping in the density transition,
and this experiment was carried our prior to the installation of the differential pumping sys-
tem. Electrons are accelerated along the laser axis, and their spectral and spatial distribution
are measured with the magnetic spectrometer and phosphor screen. Then, the beam charac-
terization setup can be moved out of the way of the electrons, so that they can go through a
100 µm thick Mylar window and irradiate cancer cells samples placed in a plastic holder inside
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Figure 4.25 – Experimental set-up of the radiobiology experiment. From [151, 152].

a) b) c)

Figure 4.26 – a) Typical electron beam distribution used for irradiation experiments accumulated on 100
consecutive shots. b) Electron energy spectra on 5 different days of irradiation. c) Electron beam charge
per shot measured on each day. The beam charge is obtained by taking the average of 15 measurements,
each integrating 100 consecutive shots. The errorbars show the standard deviation on the 10 measure-

ments.

an inverted tube kept in air. A radiochromic EBT3 film is placed on the front side of the plas-
tic holder for dosimetry, and an ionization chamber Razor Nano Chamber (RNC) was placed
behind the sample for on-line dosimetry monitoring. A fast, programmable shutter with an
opening and closing time of ∼ 10 ms is used to control the irradiation of the samples.

Beam parameters

For simplicity, no beam optics were used to shape the electron beam. In order to study the
effect of the dose delivered on the cells, it is important that its spatial distribution remain ho-
mogeneous on the 1cm diameter sample. Therefore, we want to obtain a large, diverging beam
so that the sample can be entirely covered by its center. Additionally, to maximize the dose de-
posited, we want to achieve the highest charge possible. We have seen in section 4.1 that using a
high plasma density leads to high charge, diverging beams with thermal-like spectra. We use a
high backing pressure of nitrogen Pback = 70 bar that yields a peak density ne = 3.2× 1020 cm−3,
and a plateau at ne = 2.6 × 1020 cm−3 after the shock. On day 2, a slightly lower peak den-
sity ne = 3.0 × 1020 cm−3 was used. This resulted in beams with typical divergence between
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80 and 140 mrad, a charge of 10 pC/shot (except on day 2 with 5 pC/shot) and a thermal-
like spectra with most of the electrons below 1.5 MeV. On day 2, because of the lower plasma
density, the charge was lower and the energies higher. When integrated on 100 consecutive
shots, the charge standard deviation on each measurement is about 5%, which ensures a good
stability of the dose. Apart from day 2 which was in slightly different operating conditions,
the electron energy spectra are extremely close from one day to another, which is particularly
important considering the low energy of the electrons. Indeed, electrons <1 MeV will be signif-
icantly stopped by the media crossed before reaching the cells (Mylar window, radiochromic
film, plastic holder) suggesting that de deposited dose will depends on the energy spectrum.

Additionally, we observed some thermal effects associated with the opening and closing of
the shutter. Indeed, due to space constraints, it was placed relatively far from the target, with
4 mirrors and a few meters of propagation left after. We observed that the beam parameters
could vary depending on the opening time of the shutter. For instance, if the beam was opti-
mized with the shutter open for an extended (few minutes) period, the electron beam obtained
after closing the shutter for some time, would be sub-optimal until ∼30s of opening, after
which the beam would re-converge towards its initial value. This clearly indicates that when
the beam is blocked before the last mirror, the change in temperature due to the absence of
deposited energy slightly modifies the pointing which impacts the performance. After some
time of opening, the temperature converge to a stable regime and the electron parameters stop
evolving.

Dosimetry

The dose on target was estimated using EBT3 radiochromic films, which have been calibrated at
the Elekta Synergy linear accelerator of the University Hospital of Lausanne (CHUV, Switzer-
land). But solely using a film placed in front of the plastic cell holder would not be entirely
accurate, as electrons would still cross 800 µm of plastic after. So before each irradiation series,
the front EBT3 film was cross calibrated by placing another film inside the holder, where the
cells should normally be. That way we can determine the factor linking the dose measured by
the film in the front, to the actual dose received by the cancer cells. This factor was around 0.7
for all the irradiation series.

Figure 4.27 shows the mean dose rate at the front, and the corresponding dose on the cells
obtained for 10 different series obtained on the 4 days where beams with 10 pC were achieved.
We see that we are able to achieve dose rates between 0.7 and 0.9 Gy/s on sample, with an
8% standard deviation on different series. This mean dose rate is significantly higher than the
typical doses rates of J-class lasers operating at 10 Hz reported in the literature of ∼Gy/min
[160–165].

Moreover, the thermal effects mentioned earlier impacted the dose delivery, especially in frac-
tionated series (see results) where the dose tended to vary depending on the opening time of
the shutter, and rest time between the shots. This does not impact our capacity to know the
dose on each irradiation, as it is measured for each sample, but can prove problematic when a
specific dose determined beforehand has to be deposited.

For the spatial distribution of the dose, centering the electron beam on the sample was a key
problem in the experiment. Indeed, the direction of the beam pointing is extremely sensitive to
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Figure 4.27 – Dose rate measured at the surface of the plastic holder and at the cell position with the
double film arrangement shown in the insert. From [152].

texp=1.82	s	 texp=5.46	s	texp=3.64	s	

texp=7.28	s	 texp=9.10	s	 texp=10.92	s	

Figure 4.28 – Dose distribution measured with the radiochromic film placed in front the the cell holder,
for six consecutive irradiations with varying irradiation time. The red circle corresponds to the 1 cm ROI
where the cell where studied. The minimum of the colormap is at half the maximum dose. From [152].
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many experimental parameters such as density, chirp, or slight variation of the jet position (a
few microns transverse shift of the jet can lead to several tens mrad shift of the beam pointing).
A possible reason for the unpredictability of the beam pointing is, as for its instability, trans-
verse density gradients that would steer the beam in a specific direction. In order to place the
electron beam at the position of the sample, we translate the position of the near field of the
laser with two motorized mirrors, which changes the position on the parabola without mod-
ifying the incidence angle. Figure 4.28 shows the dose distribution measured with EBT3 film
place in front of the cell holder, for six consecutive irradiations with incremental shutter open-
ing time. When centered on the sample, a relatively homogeneous dose could be achieved on
the 1 cm region of interest (red circle), with peak-to-valley variation of the dose around 7% in
that zone.

Biological samples

We performed an in vitro study of the radiological response of human colorectal cancer cells
HCT116. Two different lines of these cells were used: the wild type (HCT116 WT) and a mu-
tated version with increased radioresistance (HCT116 p53−/−). We also irradiated the cells
deposited in two different spatial configurations. A monolayer configuration, where cells are
grown in 2D on the surface of the dishes, and a spheroid configuration, were cells are grown
in a 3D geometry with typical thickness of 300 µm. This spheroid configuration is supposed to
model more closely the response of an actual tumor, and is more resistant to irradiation than
monolayer.

4.4.3 Experimental results

During this experiment, we performed two types of study on the irradiation of biological sam-
ples. Firstly, we carried out survival assay of the cells, which consists in measuring the evo-
lution of the surviving fraction of irradiated cells depending on the delivered dose. This is
of limited biological interest, because those curves are well known and tabulated. But this is
ideal to perform a proof-of-principle experiment, as we can verify that we were able to deliver
a controlled dose to the biological samples and that their behavior matches the expectations.
The second type of study we performed was fractionation assay, where the dose is delivered
in 5 fractions separated by a variable delay (between 30s and 5s). Indeed, it has been observed
in previous experiments using laser-accelerated protons that the surviving fraction of HCT116
cells at constant dose depended on the time between the fragments of the dose, but it still
required further investigation [166].

Survival assay

The curves of the survival fraction on the HCT116 cells as a function of the dose are showed
in figure 4.29. In all cases, the dose is delivered during a single continuous fraction by varying
the irradiation time. The solid curves fit the data to a ‘Linear-Quadratic model’ where the cell
surviving fraction is given by a function of the form [167, 168]:

S = exp(−αD − βD2) (4.3)
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Figure 4.29 – Surviving fraction of monolayer HCT116 WT and p53−/− cells as a function of the de-
posited dose. Continuous curves are fit the data to the linear-quadratic model. From [152].
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Figure 4.30 – Cell survival normalized to the value of the continuous irradiation for a) monolayer cells
and b) spheroid cells. Each point is averaged on three sets of measurements taken on different days.

The errorbars represent the standard deviation on the 3 sets of data. From [151]

Where α and β are radiosensitivity parameters, and D the delivered dose. The experimental
points are well fitted by a linear-quadratic model, which confirms that we are able to deliver
stable and controlled doses to the samples. Our curves reproduce the typical shoulder shape
expected for irradiation by low-energy transfer sources such as electrons or photons [169]. A
point of comparison to other irradiation experiment is the D10 value, which is the dose corre-
sponding to a 10% surviving fraction. In our experiment, D10 = 4.3 ± 0.5 Gy for the wild type
cells and D10 = 5.1 ± 0.5 Gy for the p53−/− cells. This matches the results from Pommarel et
al. [170] with 662 keV photons, where they measured D10 = 3.8 ± 0.4 Gy for the wild type cells
and D10 = 5.0 ± 0.4 Gy for the p53−/− cells. This result demonstrates our capacity to deliver a
controlled and stable dose to biological samples with our laser-wakefield accelerator.
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Fractionation of the dose

We now investigate the role of the fractionation of the dose in the radiological response of
the cells. For both cell lines, in both monolayer and spheroid cases, a total dose of ∼ 6.5 Gy
was delivered in 5 fractions with a delay between bursts that was varied between 30s, 10s,
5s, and continuous irradiation. Figure 4.30 shows the results of the fractionation assay. For
monolayers, no temporal effect is observed, while for a spheroid irradiation, a delay of 5s and
10s between bursts lead to significantly higher surviving fraction. But, the absence of effect in
the monolayer case could be associated to a too strong irradiation. Ideed, with a 6.5 Gy dose,
the surviving fraction of cells is only 0.05, which could be too low for the effect to appears.
The spheroids are more radio-resistant, and 6.5 Gy corresponds to a surviving fraction of 0.1.
This excessive delivered dose is due to the fact that the EBT3 film was calibrated afterwards,
meaning we underestimated the actual dose during the experiment. While the spheroid points
at 5s and 10s tends to indicate the presence of a temporal dependence of dose fractionation, the
errorbars remains of the same order as the effect, so definitive conclusions cannot be drawn.
Still this is promising and calls for further study on this matter.

4.4.4 Conclusions on the radiobiology experiment

Biological conclusions

In this experiment we were able to reproduce typical surviving curves for HCT116 cells thus
validating our dose deposition and estimation methods. Then, a temporal effect of fractiona-
tion of the dose was observed on spheroid cells. Although associated with large measurement
errors, these results are encouraging, and further experiments should be carried out.

Laser-plasma source for radiobiology

Thanks to the newly enhanced reliability of our kHz laser-wakefield accelerator, we have been
able to carry out our first application experiment. Although some points require improvement,
our capacity to deliver a controlled and stable dose to biological samples has been demon-
strated. For further application experiments, the following points should be addressed:

— The evolution of the performances depending on the opening time of the shutter. This
should be solved by placing the shutter just before the off-axis parabola, to limit thermal
effects on previous mirrors. Ideally, it would even be placed after the parabola, but the
space constraints imposed by the short focal length make this impossible.

— The control and predictability of the beam pointing. Application experiments require
to be able to control and predict precisely the position of the electron beam to send it
on samples to irradiate. To enhance this, we propose to use a slit nozzle geometry, as
discussed earlier, to limit the steering effect on the laser and electron beam associated
with transverse density gradients.

— Better control of the dose via higher electron energy. To maximize the charge, and thus
the dose, we operated the accelerator with high plasma densities, which results in a low
energy, thermal-like spectrum. The electron with energies <1-2 MeV will interact with
and be absorbed by the materials crossed before reaching the biological sample. This
leads to a important sensitivity of dose to fluctuations of the energy spectrum, and re-
quire frequent calibrations between the doses measured on the front of the holder, and at
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the position of the cells. To solve this issue, a better regime of operation would be to ac-
celerate electrons to energies around 2-4 MeV, while keeping a high charge around 10 pC,
which requires further optimization of the accelerator.
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Conclusions

In this chapter, we have determined an optimal regime of our laser-wakefield accelerator that
uses short (sub-4 fs) laser pulses and moderate (∼ 1− 2× 1020 cm−3) plasma densities, provides
collimated electron beams with peaked energy spectra at a few MeVs. We also showed that
using longer (∼ 10 fs) pulses with few-mJ energy requires to increase the plasma density in
order to compress the pulse spatially and temporally to reach high intensities. But this comes
at a cost of lower energy, diverging beams with continuous spectra.

Then, by using a newly designed one-sided shock jet allowing us to achieve injection in the
density transition, we largely enhanced the long term stability and reliability of the accelerator,
with notably a record of 18 millions consecutive shots in an autonomous, 5h-long run. This
is a major step towards the use of high-repetition rate LPA for applications. Following this
advance, we performed our first application experiment in radiobiology, that demonstrated
our capacity to deliver stable and repeatable dose to biological samples.

Finally, by implementing a differential pumping system that allowed us to use helium gas in
our experiment, we managed to double the energy of the accelerated electrons, and single-shot
beams that are extremely well collimated, with a divergence reaching a few milliradians, for a
charge of a few picocoulombs. The use of hydrogen gas in the near future let us envisage even
higher energies (>10 MeV), and the possible use of our source to generate X-rays via betatron
radiation or inverse Compton scattering.

Still, strong shot-to-shot fluctuations of the pointing were observed in this regime, and could
be attributed to the strong transverse density gradients of our micrometric targets. Slit-shaped
nozzles have been designed and could be manufactured and used in future experiments to
mitigate these transverse gradients. The possible impact of hydrodynamic turbulence in the
high pressure supersonic helium flow and shocks should also be investigated.

Ionization injection in a helium-argon mixture was also achieved, and produced very stable
beams with a few pC/few MeV regime, that could be of interest for some applications such as
electron diffraction.
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Carrier-Envelope Phase effects in
laser-wakefield acceleration
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Observing carrier-envelope phase effects on the accelerated electron beam in laser-wakefield
acceleration represents a challenge from both a conceptual and technical point of view. The
main difficulty arising from the physical processes has been discussed in Section 1.7 and lies
in the fact that in laser-wakefield acceleration, the laser propagates in an underdense plasma
where the dispersion induces a slippage of the CEP on the length scale L2π. Thus, the interac-
tion does not necessarily occur at a specific CEP value, and the potential effects associated with
each of these values average out. So, in order to observe these effects, the processes affected
by the carrier-envelope phase (e.g. injection) must occur on a distance inferior, or of the or-
der of L2π which is particularly small (∼ 10 µm) in our experiment where we use high plasma
densities resonant with the near-single cycle pulses. The technical difficulty resides in the sta-
bilization of the CEP of a complex high power laser system (described briefly in Sec. 2.1.5, and
in more details in Marie Ouillé’s thesis [86]) , and in the high level of precise control of every
other aspects of the experiments that is necessary in order to isolate fine effects associated with
CEP changes. In this context, the high-repetition rate is of paramount importance because it
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allows to accumulate a large quantity of data from which statistical analysis can bring out CEP-
dependent variations while averaging out unrelated random noise in the beam parameters, and
reducing CEP variations. Previous experiments during the thesis of Domynikas Gustas [171,
172] resulted in preliminary results in which changing the CEP seemed to impact the electron
beam energy, but these results could not be reproduced on several loops as the electron energy
was drifting in time and the effects were washed away, motivating the more in-depth follow
up study of CEP effects presented in this thesis.

5.1 CEP effects in nitrogen

Our first experiments aiming at demonstrating carrier-envelope phase effects in LWFA were
carried prior to the installation of the differential pumping system described in Section 2.4.3,
and were therefore restricted to the use of nitrogen gas. In nitrogen, ionization injection can
occur, and therefore both mechanisms potentially leading to a dependence in CEP described in
Section 1.7 (the oscillating transverse asymmetry of the plasma wave, and the shift of the initial
conditions due to ionization injection) could be responsible for an observed effect. This means
that PIC simulations will be necessary in order to understand the precise physical cause of any
observed CEP-effect in nitrogen. The results presented in this section were published in two
journal articles [173, 174]

5.1.1 Experiment in N2

As described in Section 2.1.5, the Salle Noire 2.0 laser system allows to control and stabilize the
CEP through two separate feedback loops, with a typical RMS stability between 300 mrad and
600 mrad. The typical distribution of CEP values during a loop between 0 and 2π is showed in
Figure 5.1. It also highlights the advantage of averaging the data on a large number of shots N,
as it largely decreases the variability (by a factor

√
N ) of the CEP and therefore the uncertainty

of the measurement.
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The experiments were performed using our kilohertz laser with a final on-target energy of
2.5 mJ per pulse and a duration of 4.0 fs, focused by an f/2 off-axis parabola (f=50 mm) to a 2.7
× 2.8 µm focal spot, reaching a vacuum peak intensity of I = 5 × 1018 W cm−2. A supersonic
nitrogen gas jet, with a 60 µm throat and 180 µm exit diameter is used. Supersonic gas jets
were chosen over one-sided shock jets because it was observed in simulations that gradient
injection leads to significantly reduced effects of the carrier-envelope phase on the accelerated
beam [78]. During the experiments, the CEP is varied by increments of π/4, and the electron
beam parameters are measured for each CEP value. We repeat the CEP loop two or three times
to ensure that the variations are repeatable with CEP and not associated with slow drifts of the
accelerator. Figure 5.2 schematises the principle of the experiment.
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Figure 5.2 – Upper: Principle of the experiment. Lower: 2D map of the gas density, retrieved from the
phase map of an interferometry measurement (left). The height of the laser beam is indicated in red
(150 µm from the jet exit) for a backing pressure Pback = 15 bar. A lineout at this position of the plasma
density (assuming full ionization of nitrogen up to N5+) is shown on the right. The dotted black line

indicates the laser focal position

Figure 5.3 presents data from a CEP scan between 0 and 2π repeated on three loops, at a plasma
density at ne = 1.4 × 1020 cm−3 corresponding to a backing pressure Pback = 13 bar. The panels
a) and b) show a clear dependence of the electron beam pointing in the polarization plane to
the CEP, as it repeatedly oscillates during the three loops, with a significant amplitude of about
15 mrad (∼ 30% of the beam divergence which is 50 mrad). In the perpendicular direction, the
pointing does not vary with CEP, which is expected as single-cycle pulses induce no asym-
metry in this plane. These pointing fluctuations can be an important source of instability of
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the electron beam. Indeed, we can estimate the maximum sensitivity of the beam pointing to
the CEP by measuring the maximum slope of the pointing oscillations: dθy/dϕ = 20 mrad/rad,
meaning it would be necessary to stabilize the CEP to 50 mrad rms in order to keep the pointing
variations under 1 mrad (not considering other sources of pointing jitter). This highlights the
importance of CEP-control in the perspective of the development of a stable laser-wakefield
accelerator driven by (near)-single cycle pulses.

The accelerated charge is showed in Fig. 5.3c and is in the picocoulomb range. By perform-
ing a moving average on 2π to remove the non-periodic slow variations, we bring out a slight
charge modulation of the order of 8% depending on the CEP (see Fig. 5.3d), but this behav-
ior is not as clear as the one observed on beam pointing because it is dominated by charge
variation uncorrelated to CEP. The electron mean energy is around 1.9 MeV, and the normal-
ized electron spectra as a function of the laser CEP is plotted in Fig. 5.3e. They show that the
measured energy of the electron oscillates moderately with CEP, with variations of 5% of the
mean energy. But this effect might be caused by a difference in the sampling of the beam in
the spectrometer due to the beam pointing changing with CEP. As can be seen in Fig. 5.3b, the
pinhole of the spectrometer represented by the small white circle samples different parts of the
beam depending on the CEP. So if the energy distribution is not spatially uniform, this might
lead to fluctuations of the measured energy even if the global beam energy remains constant.
To further clarify this issue, we plot the non-normalized spectra, the mean energy of the elec-
tron and a drawing of the geometry of the spectrometer in Figure 5.4. It shows a significant
dependence of the charge going through the spectrometer with the CEP, associated with differ-
ent positions of the beam relative to the pinhole. The values for which the sampled charge is
higher, corresponding to a more centered beam, also yield the highest energies. This indicates
that the movements of the beam relatively to the spectrometer is at least partly responsible for
the measured energy dependence.

5.1.2 Polarization control

The main observed effect of CEP in the previous section is the oscillation of the electron beam
pointing in the vertical direction, which corresponds to the polarization direction. In a follow-
ing experimental campaign, we aimed at adding another lever of fine control on the electron
beam by controlling the polarization direction, which would also allow to verify that the beam
oscillation plane indeed follows it. In this experimental run, we operate the LPA in slightly
modified conditions compared to the previous section: we now use a f/4 off-axis parabola
(f=100 mm) that focuses the laser to a larger 5 µm spot. The laser energy on target is 2.6 mJ,
and the pulse duration is 4.0 fs, yielding a peak vacuum intensity I = 1.9 × 1018 W cm−2. The
peak plasma density of the supersonic profile is ne = 8.3 × 1019 cm−3. We insert a zero-order
broadband half-waveplate installed on a motorized rotation stage in the laser beam in order to
control the direction of the linear polarization direction. To characterize the laser polarization
depending on the waveplate rotation, we use a polarizing beamsplitting cube and a power-
meter. The Table 5.1 summarizes these measurements. The energy is inferior to the total laser
energy because the beam was irised to match the size of the 1" cube.

It appears that, while an almost perfectly vertical polarization is achieved, with only a sub-
percent ellipticity, the horizontal polarization is not purely linear and an ellipticity of 10% re-
mains. This residual ellipticity can be explained by the fact that the laser spectrum is extremely
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Figure 5.3 – Experimental results obtained at ne = 1.4 × 1020 cm−3 when varying the CEP. a) Electron
beam pointing in the laser polarization direction (y,red) and in the perpendicular direction (x,blue). b)
Electron beam profiles acquired by accumulating 200 consecutive shots, for three different laser CEP
corresponding to (1) high, (2) central, (3) low beam pointing. The small white circle corresponds to the
position of the sampling pinhole of the spectrometer. c) Electron beam charge as a function of CEP. d)
Charge variations as a function of CEP. The slow non-periodic fluctuations are removed by performing
a moving average on 2π. e) Normalized electron spectra as a function of CEP. Pointing, charge and
spectra data are averaged on 20 measurement of 200 consecutive shots (4000 shots per point in total).

The errorbars are obtained by estimating the standard deviation on these 20 measurements.
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function of the laser CEP. c) Geometry of the spectrometer.

Polar. direction Ex (µJ) Ey (µJ) ϵ

Vertical 5 730 0.7%
Horizontal 675 65 10%

Table 5.1 – Polarization measurement for the two position of the waveplate yielding mostly horizontal
and mostly vertical polarization. The ellipticity ϵ is the ratio of the energy in the main direction on the

energy in the perpendicular direction

large, ranging from 500 nm to 1000 nm (see Sec.2.1.2), which is too wide even for a broadband
waveplate, resulting in a final polarization which is not perfectly linear. The vertical polar-
ization is almost not impacted because in this case, the incident laser polarization is along a
neutral axis of the waveplate.

As shown in Fig. 5.5 The beam oscillates in the laser polarization direction, with an amplitude
of around 5 mrad, while it does not move in the perpendicular direction. When the polariza-
tion of the laser is rotated by 90◦, so is the direction of oscillations of the beam pointing (see
Fig. 5.5). This indicates we can achieve fine control of the beam pointing in all the directions.
Additionally, Fig. 5.5b,d show a significant difference in divergence between the two cases (43
mrad vs 68 mrad FWHM), which can be explained by the fact that the beam was optimized by
adjusting experimental parameters such as chirp and position of the focus for the horizontal
polarization direction, which were then kept constant when shifting to vertical polarization
while some residual dispersion of the pulse could be induced by the rotated waveplate.

This new case gives us additional insight on two aspects that still required further study: the
dependence of the beam charge and the energy to the CEP. Indeed, as showed in Figure 5.6,
clear variations of the charge correlated with the CEP are observed in the horizontal case, with
variations up to 30%. The vertical case shows similar dependence of the charge, but uncorre-
lated variations make it less obvious. Moreover, the horizontal laser polarization enables the
use of a series of pinholes on a horizontal line, allowing us to obtain information on the electron
spectra independently of the CEP-dependent beam pointing by averaging the spectra on the
whole sampling line. This is not possible to do vertically because the magnets would disperse
the electrons in the same direction. With this new geometry, Fig. 5.6 shows no clear effect, at
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Figure 5.5 – CEP effects on the electron beam depending on the laser polarization with N2. a) Electron
beam pointing in both x (blue) and y (red) directions for a horizontal laser polarization (along x). Each
point corresponds to 2000 shots.b) Images of the beams accumulated on 100 shots corresponding to
CEPs of π/4 and −3π/4 in the horizontal case. c) Electron beam pointing in both x and y directions for
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Figure 5.6 – a) Electron beam charge Q and b) electron spectra plotted against CEP for the horizontal
polarization case in N2. c) Electron beam charge Q and d) electron spectra plotted against CEP for the
vertical polarization case in N2. The black crosses correspond to the mean energy. Each point corre-

sponds to 2000 shots
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least in this case, of the laser CEP on the energy spectrum, while the vertical polarization (beam
moving perpendicular to the pinhole line) case exhibits similar oscillation of the energy as ob-
served in the previous section. This clearly points towards the explanation that the observed
energy dependence to CEP was mainly due to the different sampling of the beam, and that
CEP does not impact significantly the energy of the electrons in this case.

The fact that the charge is strongly impacted, but not the energy of the electrons indicates that
the carrier-envelope phase mainly plays a role in injection, and not really in the subsequent
acceleration mechanism.

5.1.3 PIC simulations

As mentioned earlier, the observation of a dependence of the accelerated beam to the carrier-
envelope phase in nitrogen does not allow to determine a priori if those effects are due to ion-
ization injection, the transverse asymmetry of the plasma wave or a combination of both. In
order to understand in details what are the mechanisms behind the observed dependence of
the accelerated electron beam to the CEP, we perform particle-in-cell simulations with the code
FBPIC. The mesh used for simulations is ∆z = λ0/60 and ∆r = 5∆z. Five azimuthal Fourier
modes were used to properly capture the asymmetries associated with the plasma response
to near-single cycle pulses. The simulations were initialized with pure neutral nitrogen, and
ionization was calculated with the ADK model of tunnel ionization [43]. Atomic nitrogen was
initialized using 96 macroparticles per r-z cell, and each such macroparticle could produce up
to 7 macroparticles of electron species via ionization. Idealized Gaussian temporal and spa-
tial laser profiles were used in order to focus on clarifying the underlying physical process
associated with CEP without including additional complexity arising from imperfections of
the laser. The waist and pulse duration we chosen to matching the experiment, and a pulse
energy of 2.3 mJ, corresponding to a0 = 1.6. Dispersion in the plasma was pre-compensated
by adding a 5 fs2 positive chirp. For the simulated plasma profile, we used a combination of
two supergaussian functions to fit the experimentally measured profile, with a peak density of
1.8× 1020cm−3. The laser focus position was placed 25 µm upstream of the center of the profile.
Typical simulated electron beams have a charge around 2.7 pC with a mean energy of 4.3 MeV.

The simulations parameters were chosen to be close to the experimental ones, and then varied
around these positions (mainly pulse energy and plasma density) by performing many simu-
lations in order to converge to electron beam parameters as close as possible to the experiment.
In our regime, the interaction is extremely sensitive to slight changes of these parameters, and
matching exactly the charge and energy of the experiment has proven difficult. Indeed, the
experimental beam had both a relatively low energy ( 2 MeV) and moderate charge (<1.5 pC).
In the simulations, when lowering either the laser energy or the plasma density, a low charge
could be achieved, but in this case the electron were accelerated to excessive energies (>5 MeV)
because of the absence of beam-loading effects perturbing the accelerating structure. When de-
creased even further, injection was not occurring. Achieving a moderate energy around 2 MeV
in the simulations was possible by increasing either the laser energy and the plasma density,
because in this situation a massive amount of electrons were injection, inducing a strong beam
loading effect limiting the accelerating field, but in this case charges of around 15 pC were ob-
tained. This difficulty to reproduce exactly the beam parameters could be explained by the
different experimental aspects not taken into account in the simulations. First, the simulation



5.1. CEP effects in nitrogen 117

is run with an idealized laser pulse with Gaussian temporal and spatial profiles, which ignores
the laser imperfections and asymmetries and spatio-temporal couplings. Additionally, because
of the continuously flowing gas jet, there can be some nitrogen pressure buildup in the cham-
ber that has been showed to be detrimental to the accelerator performances due to ionization
defocusing of the laser [25].

Injection triggered by bubble transverse oscillation

By looking at the injected charge distribution between L-shell (self-injection) and K-shell (from
ionization injection) in Figure 5.7, it appears that the charge originates almost exclusively from
self-injection (95%). We remind the expression of the laser intensity as a function of the nor-
malized potential and the central wavelength:

I =
(

a0

λ × 0.85

)2

× 1018 W cm−2 (5.1)

Even though the laser normalized potential reaches a0 = 2.4 through self-focusing, which
would correspond to an laser intensity of 1.2 × 1019 W cm−2 with a laser wavelength λ0 =

0.8 µm and be sufficient to massively ionize N5+ in N6+ (Ibs ∼ 1019 W cm−2) triggering ion-
ization injection, the laser has been strongly redshifted by its interaction with the plasma,
and its central wavelength is λ = 1.25 µm at peak a0, yielding a maximum laser intensity
Ipeak = 5× 1018 W cm−2. Ionization injection thus occurs only through tunnel ionization of N5+

and remains marginal (<5%) compared to self-injection. We can therefore exclude ionization
injection as a source for the observed CEP-dependence in the experimental results presented in
the previous section.
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Figure 5.7 – Normalized laser potential (red), injected charge from L-shell (blue) and K-shell (green)
electrons as a function of the propagation distance in the simulation. The plasma density profile is

plotted as a gray shaded area. The initial laser CEP is π.

Figure 5.8 shows the asymmetry of the plasma response to the near-single cycle pulse in the
polarization plane, where the bubble is pushed upward, while it remains perfectly symmetric
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in the perpendicular plane. So in the following, we will focus on the dynamics in the polariza-
tion plane, where the phenomena specific to near-single cycle pulses occur. Figure 5.9a shows
a first injection event that occurs off-axis in the asymmetric wakefield, in the laser polarization
plane. As the CEP slips by π, a second injection event occurs on the other side of the wakefield
(panel b). These two electron bunches are injected with opposite initial transverse momenta
and they end up with an opposite pointing when they exit the plasma [Fig 5.9e]. More gener-
ally, it appears the evolving CEP-dependent asymmetry of the plasma wave is responsible for
off-axis injection of several electrons sub-bunches. To study it in more details, we characterize
this asymmetry with two quantities, the transverse centroid of the bubble normalized to the
laser waist: Γy =

∫
neydy∫
nedy × 1

w0
and the difference in the mean longitudinal position of the den-

sity peak between the y > 0 and y < 0 parts: ∆z = zm(y > 0)− zm(y < 0), with zm =
∫

nezdz∫
nedz

considering only densities higher than 0.1nc. This longitudinal asymmetry is illustrated by
Fig. 5.9d. As shown in Fig. 5.9c, the asymmetry of the wake oscillates during the propagation
in the plasma due to the shifting CEP. It appears that ∆z is dephased by π/2 with respect to
Γy, meaning that the bubble is not only moving upwards and downwards as described in the
analytical work of Kim et al. [175], but it also rotates around its center, i.e. it is moving forward
and backward alternately for positive and negative y, as schematically represented in Fig.5.9d.

By comparing the charge injection rate to the quantities characterizing the asymmetry in Fig. 5.9c,
it appears that electrons are injected when the bubble is moving backward on one side, with
the injection peaks occurring when ∆z changes sign, corresponding to its maximum local slow
down, but also to an extremum of the transverse asymmetry. This is analogous to the injec-
tion in a density gradient where the bubble moves backwards and traps electrons [58, 116].
Because the bubble is moving backwards only on one side at a time, electrons are injected off-
axis on an alternating y-side depending on the CEP. When the electrons are injected from the
bottom, they have a non-zero positive transverse momentum and therefore end up pointing
mainly upward after a single betatron oscillation at the end of the simulation. Conversely,
electrons end up pointing downwards when injected from the top. In the direction perpendic-
ular to the polarization, the plasma wave remains perfectly symmetric, electrons are injected
on-axis and therefore the beam is centered in this direction. Moreover, during its interaction
with the plasma, the laser is strongly redshifted up to a wavelength of 1.4 µm (see Fig 5.9c),
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Figure 5.9 – Particle-in-cell simulation of a LPA driven by a 4.0 fs in N2. a)-b) Snapshots of the wakefield,
for an initial CEP of π, at two different times, showing the injection of two separate bunches. Electron
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their pointing is positive (negative) at the end of the simulation. The normalized laser electric field
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show the typical trajectories prior to injection for each case. c) Wakefield transverse (Γy,red) and lon-
gitudinal (∆z, black) oscillation in the polarization plane, peak wavelength of the laser normalized by
the initial wavelength (magenta), and charge injection rate for the two electron populations shown in
a),b) with corresponding colors, as a function of the simulation time for an initial CEP of π. The gray
dashed lines highlight the three main injection events. d) Schematic description of the longitudinal bub-
ble asymmetry for two times t1 and t2 corresponding to ∆z < 0 and ∆z > 0. The change of asymmetry
from t1 to t2 would lead to injection of electrons from the upper part of the bubble. e) Simulated electron

beam for an initial CEP of π.

which reduces the CEP oscillation period, increases the amplitude of the asymmetry through
the scaling Γy ∝ a3

0λ4
0 [28] and facilitates electron trapping by lowering the wake phase velocity
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Betatron Osc. in laser

Figure 5.10 – Transverse (top) and longitudinal momentum (bottom) of two different sub-bunches with
opposite beam pointing as a function of the propagation distance in the simulation for two different

initial CEPs. Momenta are normalized to mec

(vϕ = vg,las ≃ c[1 − λ2
0/2λ2

p]) [36, 70].

Sub-bunches tracking and properties

We have seen that the transverse oscillations of the wakefield trigger the periodic injection of
several (three main here) sub-bunches. We track two of these bunches, injected at opposed
transverse momenta, during their propagation in order to gain a deeper insight of their dy-
namics, and a better understanding of the causes leading to a different beam pointing when
changing the initial laser CEP. We will call ‘bunch +’ an electron sub-bunch injected with a pos-
itive transverse momentum in the polarization direction (Py > 0) from the bottom of the bubble
(y < 0) and ‘bunch -’ an electron sub-bunch injected with a negative transverse momentum in
the polarization direction (Py < 0) from the top of the bubble (y > 0).

The transverse and longitudinal momenta of the two sub-bunches are plotted in Figure 5.10 for
two different initial CEP. It shows that the bunches are indeed injected with a non-zero trans-
verse momentum in the polarization direction (Py ∼ ±0.5 mec) and that their initial momentum
determines the sign of the bunches pointing at the end of the simulation. After their injection,
the electrons perform a betatron oscillation before escaping the plasma bubble and catching up
with the laser electric field. Subsequently they oscillate in the laser field several times before it
diffracts too much to have a significant effect anymore. When changing the laser CEP, the ex-
act time of injection is slightly shifted, therefore the bunches will have slightly modified initial
conditions in this complex dynamics, leading to a different pointing of the sub-bunches. For
instance, in Figure 5.10, the ’Bunch +’ ends up with a significantly increased transverse mo-
mentum at the end of the simulation for a CEP of π than π/2. This leads to differences in the
global beam pointing for the two cases: θ(π/2) = −9 mrad and θ(π) = 0 mrad. Note that the
relative charge in ‘bunches +/-’ also plays a role in the final beam pointing: if more electrons
are injected in the ‘bunches +’, it contributes to a positive beam pointing and conversely.
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Figure 5.11 – Distribution of the charge of injected electrons differentiated according to their final point-
ing, as a function of the position just after injection (left) and at the end of the simulation (right). Laser

initial CEP is π.

Additionally, the oscillations of the electrons solely in the laser electric field uncover an un-
expected behavior: the transverse momentum of each bunch gradually decreases while oscil-
lating in the laser, reducing their final divergence. This is surprising, because it is the exact
opposite of what one could naively predict from the effect of the ponderomotive force, where
the electrons would be expelled from the higher intensity zones and therefore gain transverse
momentum. This phenomenon is explained in section 5.1.4, and originates in a combined effect
of the longitudinal electric field of the focused laser, and the vz × Bx force of the laser on the
electrons.

Longitudinally, the electrons are accelerated on a very short distance (12 µm) and then exit the
wakefield and keep a steady momentum, though with a slight decrease. They end up with
similar uz at the end of the simulation.

The sub-bunches have particularly interesting properties associated with their injection pro-
cess. Each injection event is very localized in time, which translates in extremely short bunch
duration, as short as 0.9 fs just after injection (see Fig. 5.11). Due to their energy spread and
their moderate energy, the bunches tends to stretch during propagation, but this effect would
be limited with more relativistic electrons.

Finally, each bunch also has extremely low emittance, due to the low spread in transverse
momentum at injection (electrons are injected with a non-zero, but narrow distribution in Py).
Figure 5.12 shows that the normalized emittance in y of the third bunch is as low as 10 nm not
long after injection. The subsequent propagation in the laser leads to emittance growth, and
at the end of the simulation, the emittances in x and y are ϵx = 60 nm and ϵy = 50 nm. Note
that using a more realistic laser pulse, with non-gaussian features and imperfections would
probably lead to wider distributions in Px and Py and therefore higher emittances.

CEP scan in simulations and comparison to the experiment

We now carry out the same simulation by varying the initial CEP between −π and +π by in-
crements of π/4 in order to verify if the mechanisms observed in the simulations leads to the
behavior measured experimentally when varying the CEP. The results of this scan are repre-
sented in Figure 5.13, and the panel (a) shows a clear oscillation of the beam pointing with the
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propagation distance. Initial laser CEP is π.

initial CEP in the polarization plane, with an amplitude of 9 mrad comparable to the 15 mrad
observed experimentally in Figure 5.3. The beam pointing in the perpendicular direction re-
mains centered regardless of the CEP value. Note that because the absolute CEP value is un-
known in the experiment, the offset value was chosen to match the phase of the oscillation in
the simulations. By adding a pointing jitter of 15 mrad which corresponds to the level of the
variations from sources other than CEP observed experimentally and averaging on 200 shots,
the two sub-beams merge into a larger divergence single beam, similar to what is observed
experimentally. In some cases (i.e. CEP = 0) a structure with two peaks in the beam still re-
mains, which was not the case in the experiment, this could be explained by a combination
of two factors: first, in the simulations we use an idealized laser, but we can expect that the
pointing distribution of each sub-bunch will be more widespread due to imperfections in the
plasma wave, therefore reducing the separation between the ‘bunch +’ and ‘bunch -’. Addi-
tionally, space charge effects during propagation of the electron beam from the source to the
detector could lead to the merging of these two initially separated sub-beams. Indeed, simu-
lations with the General Particle Tracer code [176] show that for a micrometric, 1 pC bunch at
2 MeV, space charge increases the divergence to tens of mrad FWHM, depending on the exact
initial conditions.

Figure 5.13b shows that the mean energy of the electrons varies by 3%, indicating that even
though the energy dependence observed experimentally was probably mostly due to a mea-
surement artifact, a slight effect of the CEP on the spectrum might still be present. The charge
varies by up to 8% in the simulations due to a slightly shifted position of injection, consis-
tent with the data of Fig. 5.3. The cases where the injection happens slightly (∼ 1-2 µm) later
yield a higher charge because conditions are more favorable through a stronger redshift and
self-focusing. Still, this slight evolution cannot account for the large 30% charge variations ob-
served in Section 5.1.2. An additional potential source for this observation is studied in section
5.2.3 through the asymmetry of the experimental laser spot.

Our simulation scan reproduces quite well the main feature associated with the carrier-envelope
phase in the experiment, which is a clear oscillation of the beam pointing in the polarization
plane. They also tends to show that the energy of the electrons is only weakly impacted, and
that even though this idealized case can account for part of the charge variations observed
experimentally, another factor probably plays a role in inducing large changes in the injected
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2 , which produce a high, centered and low beam, respectively. The experimental beam pointing
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following a normal distribution with a 15 mrad standard deviation (shot-to-shot) in both x and y.

charge associated with CEP.

5.1.4 Counter-ponderomotive effect via v × B drift

In the previous section, we have observed a surprising effect in the PIC simulations of a 4 fs
pulse with a0 = 1.6 propagating in a plasma with a density ne = 1.8 × 1020 cm−3: the accel-
erated electrons that catch up with the laser and oscillate in its electric field tend to lose an
important part of their initial transverse momentum in the polarization direction, while one
would expect it to increase due to the ponderomotive force. A possibility could be that the
electrons end up at a transverse position opposed to their transverse momentum when prop-
agating into the laser (i.e on the y>0 side with uy < 0), and in this case ponderomotive force
could indeed lead to a decrease in the transverse momentum which would be oriented toward
the laser intensity gradient. But looking at the trajectories of the electrons in the simulations,
we see that it is not the case here: after performing a betatron oscillation, the bunches with a
positive transverse momentum end up on the (y>0) side and conversely for the negative mo-
mentum. In this configuration, the ponderomotive force would increase the momentum, not
decrease it. We performed a PIC simulation in conditions similar to previous sections, but with
an artificially injected rectangular test beam supposed to model off-axis injection (polarization
along y). The electrons injected from the top (y>0) have a negative initial transverse momen-
tum, and conversely while uy0 is set at zero for electrons injected near the axis (see Fig. 5.14a).
Because the plasma density is high and the laser strongly redshifted, its propagation velocity
is reduced and electrons quickly catch-up with the pulse and end-up co-propagating with it.
Similarly to what was observed previously, we see in Figure 5.14b that the transverse momenta
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of the two bunches injected off-axis decreases indeed after oscillations in the laser electric field,
while electrons injected on-axis end up with a near-zero momentum. The situation is schema-
tized in Figure 5.14c, where the electrons are slowed down transversely despite the opposite
action of the ponderomotive force. Therefore another effect must be at play.
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Figure 5.14 – a) PIC simulation at the moment of injection of the rectangular test beam (violet). Top
electrons (green) are injected with an initial normalized transverse momentum uy0 = −0.5, bottom
electrons (orange) with uy0 = +0.5 and electrons injected on-axis (blue) with uy0 = 0. The laser is
polarized along the y axis. b) Tracking of the transverse momentum of the three electron populations
during their propagation, highlighting the decrease of transverse momentum after propagation in the

laser field. c) Schematic illustration of the geometry of the problem.

This phenomenon seems purely associated with the propagation of electrons in the laser field,
because it appears after the electrons have escaped the plasma bubble. We can therefore study
it through test-particle simulations where the effect of the plasma will be modeled simply
as a reduced group velocity and redshifted central wavelength of the laser. We will use a
test-particle code which solves the equations of motion for particles in an analytical laser
field.

Description of a tightly-focused pulse

A usual description of a gaussian laser pulse relies on simplifying the Helmholtz Equation
through the paraxial approximation [177] assuming the wavevectors k of the pulse are nearly
tangential to the optical axis which corresponds to a weak focusing. In this approximation the
electric and magnetic fields are purely transverse. But when the laser is tightly focused, with
w0 ∼ λ, such as in our case, this paraxial approximation becomes invalid. It is possible to
correct the paraxial expressions by expanding Maxwell’s equations near the paraxial solution
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as a power series of the parameter ϵ = 1/kw0 [178, 179] and obtain at the first order for a laser
linearly polarized along (y):

Ex = 0 (5.2)

Ey = E0
w0

w
exp

(
− r2

w2

)
sin ϕG (5.3)

Ez = 2E0ϵ
w0y
w2 exp

(
− r2

w2

)
cos ϕ

(1)
G (5.4)

Bx = −Ey

c
(5.5)

By = 0 (5.6)

Bz = 2
E0

c
ϵ

w0x
w2 exp

(
− r2

w2

)
cos ϕ

(1)
G (5.7)

with:

ϕG = ω0t − kz + tan−1(
z

zR
)− kr2

2R(z)
− ϕ0 ; ϕ

(1)
G = ϕG + tan−1(

z
zR

)

Where w = w0

√
1 + z2/z2

R and R(z) = z(1 + z2
R/z2), and ϕ0 is the CEP of the pulse. It ap-

pears that, contrary to the paraxial case, the fields of a tightly focused laser have non-zero
longitudinal components Ez and Bz. We will see that this longitudinal electric field plays an
important role in the counter-intuitive evolution of the transverse momentum of the electrons
in the laser. For enhanced accuracy, we use an expansion of the fields up to the fourth order in
the test-particle code.

Test-particle simulations

We perform test-particle simulations trying to reproduce a simplified situation that is similar to
the PIC simulations conditions. Test-particle simulations, in addition to being fast to compute,
allow us to study the impact of the co-propagation of the electron beam with the laser pulse,
without the added complexity of the plasma fields. The laser pulse is linearly polarized along
the y axis, with a waist ω0 = 3 µm, a pulse duration τ = 4.5 f s and a normalized potential
a0 = 2 with a wavelength λ0 = 1.2 µm. The laser group velocity is set at 0.89c which would
correspond to a plasma density ne = 1.6 × 1020 cm−3. Simulations are performed with 100
particles initialized with a 0.1 µm length distribution and no transverse width, a longitudinal
momentum uz = 6 (2.6 MeV) and no transverse momentum. Three cases are studied: (0) the
particles are placed on-axis, (+) at a transverse position y = +1.5 µm and (-) at a transverse
position y = −1.5 µm. In all cases the electrons are initialized in x = 0, and at a position in z
behind the laser so that they catch-up with the laser quickly after the start of the simulation.
Two additional cases where the electrons are placed off-axis in the x direction (perpendicular to
the laser polarization) are also considered to highlight the difference with the usual pondero-
motive behavior.

Figure 5.15 shows the trajectories of the electrons in the electric field. It appears that when
crossing the laser, they perform small oscillations in it, and end up with a non-zero transverse
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Figure 5.15 – a) Electron trajectories in y (black) in the laser electric field along plotted against the time of
the simulation. b) Evolution of the electron transverse momentum in y for two initial off-axis transverse
positions. c) Electron trajectories in x (black) in the laser electric field along plotted against the time of
the simulation. b) Evolution of the electron transverse momentum in x for two initial off-axis transverse

positions. The laser polarization is along y.

momentum in uy which tends to bring them closer to the axis. Electrons injected on-axis are
not impacted. The electrons that are off-axis in the x direction 5.15c,d display the expected
ponderomotive behavior, as they gain a transverse momentum ux that tends to push them
away from the high intensity zones.

Even though this configuration is slightly different from the PIC simulations, where the initial
transverse momentum was non-zero, this seems to reproduce quite well the phenomenon ob-
served. This geometry was preferred for the study to highlight that it is indeed the position in
the electric field that is associated to the gain in transverse momentum. We then verified that
starting from electrons with a non-zero momentum lead indeed to a reduction of the momen-
tum in the polarization direction.

The process leading to this gain of transverse momentum in the direction opposed to the pon-
deromotive force can be broken down in two separate steps, described in Figure 5.16. As men-
tioned earlier, the electric field of the tightly focused laser has not only a transverse component
Ey but also a longitudinal one with max |Ez| ≃ 0.05 max |Ey|. As showed in Fig.5.16c, the lon-
gitudinal momentum of the electrons is modulated during the propagation in the laser by the

Lorentz force
duz

dt
= −e(Ez − vyBx). Here, this force is almost purely driven by the longi-

tudinal electric field Ez. This modulation of uz corresponds to a modulation of the velocity
between 0.983c and 0.989c. Additionally, Ez is anti-symmetric with respect to the axis, and so
is the longitudinal modulation, therefore, when the velocity of the particles initialized with
y0 > 0 is maximum, it is minimum for electrons with y0 < 0 (see Fig.5.16c). The magnetic
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field Bx is symmetric along the axis and therefore is the same for both populations. We remind

the Lorentz force in the y direction:
duy

dt
= −e(Ey + vzBx). It is plotted for both (+) and (-) in

Figure 5.16d along with the magnetic field Bx. The drift in uy can be understood qualitatively
by considering the two times (1) and (2) of Figure 5.16d for the two cases (+) and (-), where wee
see that the transverse force in (y) in the case (-) is shifted towards the top compared to the (+)
case:

— In the (+) case, vz is maximum when Bx is negative and therefore when vzBx is negatively
oriented (1), and minimum when Bx is positive (2) and thus when vzBx is positively ori-
ented. Therefore the two magnetic Lorentz forces do not compensate perfectly, and a drift
towards y < 0 appears during the oscillations.

— In the (-) case, conversely, vz is maximum when Bx is positive (2) and therefore when
vzBx is positively oriented, and minimum when Bx is negative (1) and thus when vzBx is
negatively oriented. Therefore a drift towards y > 0 appears during the oscillations.

Moreover, when integrating the force in (y) along the propagation, the final momentum of the
electrons is obtained in both case.

This phenomenon will be observed only for moderately relativistic electrons (uz < 10) for
which changes in the longitudinal momentum induces significant variations in the velocity.
Additionally, we can check if the CEP has an impact on the momentum acquired by the elec-
trons through the laser. Figure 5.17 shows that the final transverse momentum is the same
regardless of the laser CEP, which is not surprising, because changing the CEP does not mod-
ify the relative phase between the two fields responsible for the drift Ez and Bx, and the motion
is integrate in time over the force. But note that the transverse momentum gain depends of the
position in y, which can depend on CEP through the injection process.

We also note that this study focuses on a simplified case where the laser parameters remain con-
stant through propagation, which is not the case in the PIC simulations, where the wavelength
can depend on the position in the laser pulse, and the group velocity can vary during propa-
gation, increasing towards c with the decreasing plasma density. Still, with the the test-particle
simulations we were able to reproduce and shed light on this unexpected behavior.

Effect on an electron beam

We now look at the effect of this force on an electron beam with a gaussian distribution of
transverse momentum. The longitudinal momentum is still uz = 6, but now we simulate a
beam of 50000 electrons with a initial gaussian spatial distribution of width σxy = 0.2 µm and
σz = 3 µm in length. The beam has a gaussian distribution of momentum with transverse
width of σux, σuy = 0.2 and spread σuz = 0.1.

Figure 5.18 shows the evolution of the beam after the interaction with the laser. The counter-
ponderomotive effect described previously reduces the beam divergence in the laser polar-
ization direction. Indeed, electrons with initial positive transverse momentum end up on the
positive y side, and therefore gain a negative momentum which reduces their divergence. In
the perpendicular direction, the beam is scattered by the ponderomotive force and the beam
divergence is increased. But now, if we look at the effect of a circularly polarized laser (a0 = 2
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Figure 5.16 – Test particle simulations. a) Transverse and b) longitudinal electric field of the laser at focus.
c) Longitudinal momentum of the electrons for the (+) case (solid) and for the (-) case (dotted). The
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y

Figure 5.17 – Test-particle simulations. Transverse momentum in y of the electrons in the simulation for
three different initial laser CEP.

too), the contraction of the beam occurs alternatively in each direction, in competition with the
ponderomotive force, and the result is a beam with reduced divergence in both directions. At
first glance, this phenomenon could be interesting as a tool to reduce the beam divergence, but
apart from the very constraining conditions of its occurrence, Figure 5.18 also demonstrates
that the interaction with the laser leads to an emittance growth, and therefore degrades the
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Figure 5.18 – Test-particle simulations. Distribution of transverse momenta of the electron beam a) before
the interaction b) after crossing a linearly (y) polarized laser and c) after crossing a circularly polarized

laser. d),e),f) show the electrons in (uy-y) phase-space and their associated normalized emittances.

overall quality of the beam. Indeed, the normalized emittance is expressed as follow:

ϵn,y =
√
⟨y2⟩⟨u2

y⟩ − ⟨y · uy⟩2︸ ︷︷ ︸
correlation term

(5.8)

The first term corresponds to the spread in position and momentum, and the second, which is
subtracted, corresponds to the correlation between position and momentum. The propagation
of the beam in the laser field, by reducing the momentum of the electrons that are away from
the axis, breaks the correlation and therefore increases the emittance.

To conclude this parenthesis, using test-particle simulations we have uncovered an unexpected
effect that makes mildly relativistic electrons placed off-axis in the polarization direction gain
momentum that bring them closer to the axis when overtaking the slower laser pulse. This
phenomenon, opposed to the ponderomotive force, is due to the combined effect of the lon-
gitudinal electric field Ez modulating the velocity of the electrons and inducing a drift in the
vz × Bx force. But this requires very specific conditions to occur because if the electron energy
is too low, they wont be able to overtake the laser, but if it is too high, their velocity will not
change significantly. Moreover, the laser has to be slowed down sufficiently through strong
redshift and high plasma density to be overtaken by the electrons before it diffracts away.
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Figure 5.19 – CEP effects on the electron beam in helium with Pback = 85 bar, corresponding to a plasma
density ne = 1.0 × 1020 cm−3 a) Electron beam pointing in both x (blue) and y (red) directions (laser
polarization along y) plotted against CEP. b) Images of the beams corresponding to CEPs of π/2 and
−π/2. c) Electron beam charge Q against the laser CEP d) Electron spectra against CEP. e) Laser focal
spot in vacuum. The beam pointing, charge and spectra are estimated by averaging 20 measurements,
each accumulating 100 consecutive shots. The errorbars correspond to the standard deviation on the 20

measurements.

5.2 CEP effects in Helium

Previous experimental results on CEP effects in N2 relied on PIC simulations in order to de-
termine the origin of the beam parameters variations, and exclude ionization injection as a
leading mechanism. Additionally, these effects were observed in a regime were electrons were
accelerated to moderate 1-2 MeV energies, quite far from the optimal operating mode of the
accelerator. The implementation of the differential pumping system described in Section 2.4.3
enabled the use of a continuous flow of high pressure helium gas in the experiments, allowing
us to verify if the effects observed in N2 are also measured in a gas where ionization injection
is impossible, therefore confirming that the interpretation from the simulations is correct. The
results presented in this section were published in [174].

5.2.1 Experiments in He

The experiments are conducted in conditions similar to the previous section, but with an f/4 (f
= 100 mm) off-axis parabola (the longer focal length is necessary for the differential pumping).
The kilohertz laser with a final on-target energy of now 3.0 mJ per pulse and a duration of 4.0 fs,
is focused to a 5 µm focal spot, reaching a vacuum peak intensity of I = 1.9 × 1018 W cm−2. A
supersonic helium gas jet, with a 60 µm throat and 180 µm exit diameter is used. During the
experiments, the CEP is varied by increments of π/4, and the electron beam parameters are
measured for each CEP value. We repeat the CEP loop two times. In order to achieve optimal
performances, the waveplate was not used here, and therefore the laser polarization is vertical
(y axis).
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Figure 5.19 shows the experimental results of two CEP loops using helium with a backing
pressure Pback = 85 bar corresponding to a plasma density ne = 1.0 × 1020 cm−3. As antici-
pated, the electrons are accelerated to energies significantly higher than in N2, with spectra
peaked around 6 MeV (see Fig. 5.19d). The beam parameters exhibit a CEP-dependence that
is similar to what was obtained in nitrogen, with the beam pointing oscillating in the polar-
ization direction (y) with a large amplitude of 11 mrad, as shown in Fig. 5.19. A surprising
observation is that, the beam pointing in the perpendicular direction also varies periodically
with the CEP, but with a smaller amplitude (∼5 mrad). We also observe the horizontal ap-
pearance and disappearance of a smaller electron beam depending on the CEP value (on the
left in Fig.5.19b 1 ). This is surprising because theoretically the plasma asymmetry, and there-
fore the CEP-dependence, should only occur in the plane of polarization [28]. We explain
this unexpected behavior by a coupling between the asymmetry in the polarization plane, and
an asymmetry in the perpendicular plane due to an asymmetric focal spot, as can be seen in
Fig. 5.19e. This is studied in more details with PIC simulations in section 5.2.3. Additionally,
the beam charge varies by up to 30%, between 1.2 pC and 1.7 pC, due to CEP changes, while the
energy spectrum remains unaffected (see Fig. 5.19c,d). These results confirm the explanation of
the observed CEP effects being due to the off-axis injection of electrons caused by the bubble
asymmetry, as ionization injection cannot occur at all in helium.
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Figure 5.20 – Experimental results in helium with Pback = 110 bar, corresponding to a plasma density
ne = 1.3× 1020 cm−3. a) Electron beam pointing θ plotted against CEP. a) Beam profiles for two different
CEP of π/4 and 3π/4. Typical divergence is 40 mrad FWHM. c) Electron beam charge plotted against

CEP. d) Spectra of the electrons plotted against CEP.

Now we increase the plasma density to ne = 1.3 × 1020 cm−3 by setting the backing pressure to
Pback = 110 bar. Figure 5.20 shows the electron beam data for this density. It results in much
smaller pointing variations of 1 mrad amplitude, while charge appears this time uncorrelated to
CEP changes. This higher density case yields more charge per shot than the previous one, with
charge slowly evolving from 2 pC/shot to 3 pC/shot during the scan, seemingly uncorrelated
to CEP. The energy of the electrons is slightly lower, with a spectrum peaked at 5 MeV. Overall,
it seems that an increased plasma density reduces the effects of carrier-envelope phase on the



132 Chapter 5. Carrier-Envelope Phase effects in laser-wakefield acceleration

final electron beam. This is also reflected in the smaller electron beam distribution (∼ 40 mrad
fwhm). Indeed, if the injection process is less reliant on off-axis injection associated with CEP,
electrons will be injected generally closer to the axis, leading to a smaller divergence. This can
be explained by two factors. Firstly, increasing the plasma density also increases the dispersion
in the plasma and therefore results in a smaller CEP slippage length L2π. Moreover, a higher
density leads to stronger self-focusing of the laser driving a higher amplitude plasma wave
in which the time window where injection is possible is larger. So injection is less localized,
resulting in an averaging of the effects of the CEP. Additionally, the increased amplitude of the
plasma wave facilitates self-injection, making the trapping process less dependent on bubble
oscillations (thus on CEP) to occur.

5.2.2 PIC simulations with an ideal gaussian laser pulse

Even though PIC simulations are not required to determine whether the CEP effects can be
attributed to off-axis injection, or ionization injection because the latter cannot occur in pure
helium, they can still be useful to check how the interaction in helium compares to the nitrogen
case. Moreover, we will take advantage of these simulations to add an artificial test electron
beam on axis to verify the importance of the initial off-axis position of the injected electrons
in the final beam pointing and thus confirm that the pointing variations are mostly associated
with the off-axis injection. The simulations of this section will again be performed using an
idealized gaussian laser pulse, and they will serve as a basis for comparison when using an
asymmetric laser spot in the next section.

In the simulations the mesh is ∆z = λ0/48, ∆r = 3∆z, and five azimuthal Fourier modes are
used. The simulation is initialized with neutral helium and ionization is computed with the
Ammosov-Delone-Krainov model of tunnel ionization [43]. Helium is initialized with 256 neu-
tral macro-particles per r-z cell, and each helium atom can produce 2 electrons after complete
ionization. The plasma profile is a super-gaussian matching experimental measurements, with
a peak plasma density ne = 1.35 × 1020 cm−3. The laser focus is positioned 10 µm before the
peak density, and a positive chirp of 10 fs2 is used to pre-compensate the dispersion due to
the propagation in the plasma. The energy per pulse is 2.8 mJ (a0 = 0.9), which was slightly
adjusted to better match experimental results. The laser is linearly polarized in the vertical (y)
direction. The accelerated electron beam in our simulations has a charge of 3 pC, and an energy
spectrum peaked around 7 MeV, matching quite well the experimental results.

These simulations show that the global interaction is quite similar to the nitrogen case, with a
periodic off-axis injection triggered by the CEP-locked oscillations of the plasma bubble. Figure
5.22 shows the details of this interaction compared for two different initial CEPs. The quanti-
ties ∆z and Γy are the same as defined in Section 5.1.3. Electrons are injected when the bubble
is moving backward on one side, with the injection peaks occurring when ∆z changes sign,
corresponding to its maximum local slow down, but also to an extremum of the transverse
asymmetry, as was observed in the nitrogen simulations. One clear difference is that we do not
observe a two separate beam structure, but one single beam which moves upward and down-
ward depending on the CEP value. This can be linked for example to Figure 5.22g showing
that, for an initial CEP of 0, more injected electrons end up pointing upwards than down-
wards, resulting in a positive total beam pointing. This is because, as can be seen in Fig. 5.22c,
a part of the electrons from the second injection, which occurs from the top and following the
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a) b)

hole

Figure 5.21 – Illustration of the effect of the beamloading effect . a) Wakefield before the injection of electrons.
b) Wakefield after the injection of an electron bunch, showing a hole in the plasma wave.

same logic as earlier, should point downward, actually ends up with positive pointing. To ex-
plain this, we track two sub-bunches, injected at opposed transverse asymmetry values, during
their propagation. The transverse and longitudinal momenta of the two bunches are plotted
in Fig. 5.22e-f. The two bunches experience a similar trajectory, where they are injected with a
non-zero transverse momentum, perform a single betatron oscillation before catching up with
the laser and then oscillate in the laser electric field. Longitudinally, the electrons are acceler-
ated over a distance of 13 µm and then keep an approximately stable longitudinal momentum
for the rest of their propagation. Apart from the sign of their initial transverse momentum,
related to their side of injection, what differentiates the two trajectories is the absolute value
of Py at injection, which is significantly higher in the case of the ‘bunch +’ (Py = 0.58) than the
‘bunch -’ (Py = -0.25) for an initial CEP of 0, leading to a similar difference in transverse momen-
tum at the end of the simulation. This means that the ‘bunch +’ is pointing strongly upwards,
while the ‘bunch -’ is almost centered, leading to a global positive beam pointing, and explain-
ing why a part of the second injection ends up with a positive (orange) pointing. A similar
reasoning can apply to the CEP = π/2 case. This difference in initial transverse momentum
can be caused by the asymmetry of beam-loading effects. When an electron bunch is injected,
its field perturbs the plasma wave and creates a hole in it, as showed in Figure 5.21. At the
moment of injection of the ‘bunch -’, the previously injected electron bunch is now on the same
side of the bubble after traveling upwards, and perturbs the plasma wave, leading to a reduced
Py at injection. One can notice this beam loading effect through the ‘hole’ in the plasma wave
that can be seen in Fig 5.22a-b. This effect is more significant than in previous simulations in
nitrogen, which could be associated to the lower plasma density which yields a lower peak
density of the electron sheath that is more impacted by the injected bunch.

Scan in CEP and comparison to a test-beam injected on-axis

We then performed the same PIC simulations by changing the initial CEP between 0 and π, by
increments of π/4. Because they are the perfect mirror of their π-shifted positive counterparts,
negative CEP values were ignored. In order to validate the role of initial transverse momentum
and position of injection of the bunches in their final beam pointing, an electron test-beam was
injected on-axis with a zero Py at the same time as the first real injection occurrence. The total
charge of the test beam is chosen extremely low (1 × 10−30 C) so as not to interfere with the
‘physical’ electrons. The pointing of the physical beam in the simulations shows similar behav-
ior as observed experimentally, with oscillations in the polarization direction when changing
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Figure 5.22 – Particle-in-cell simulation of a LPA driven by a 4.0 fs laser in a helium plasma. a)-b)
Snapshot of the wakefield for a initial CEP of 0 and π/2, showing three different injected sub-bunches.
Electron density in the z-y plane is shown in gray, and injected electrons are displayed in orange (blue)
when their pointing is positive (negative) at the end of the simulation. The normalized laser electric
field El/E0 = El/(mecω0/e) (red) and its envelope (blue) are also shown. c)-d) Asymmetry of the
wakefield in the y-direction Γy (red) and difference in the mean position of the bubble ∆z between the
top part (y>0) and the bottom part (y<0) of the wake (black). Charge injection rate for the two electron
populations shown in a)-b) with corresponding colors, against the simulation time for an initial CEP
of 0 and π/2. The gray dashed lines highlight the three main injection events. e)-f) Transverse (top)
and longitudinal (bottom) momentum normalized to mec as a function of propagation distance for two
sub-bunches injected with a positive (bunch +) and negative (bunch -) initial transverse momentum,
corresponding to opposite signs of Γy at the moment of injection. g) Output beams from simulations

with initial CEP of 0 and π/2.
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Figure 5.23 – a) Beam pointing in the simulations for different CEPs, in the y (polarization) direction
(red triangles), in the x direction (blue triangles) and for the test-beam in the y-direction b) Spectra of the
accelerated electrons in the simulations for two different CEPs (solid lines) compared to experimental

spectrum (dotted).

the CEP, and a beam consistently centered in the perpendicular direction (see Fig. 5.23a). For
the artificially injected test-beam, while a residual CEP-dependence of the beam pointing in
the polarization direction to the CEP remains, it is of much lower (4 times) amplitude than
for the physical beams. This clearly confirms once again that the pointing dependence on the
CEP observed in the experiments can be attributed to the asymmetric injection, and not to the
potential oscillations of the laser and plasma transverse fields during the accelerating process.
Still, the residual pointing dependence observed on the test-beam can be explained by the fact
that, due to the oscillating asymmetry of the bubble, they are not perfectly on its center when
injected and therefore gain some transverse momentum.

The simulations also show only small variations in the electron spectra when changing the
CEP, as presented in Fig. 5.23b, which is in accordance with the experimental results. The en-
ergy in the simulations is typically 1 MeV higher than experimentally measured, which can be
explained by the idealized gaussian case used here, which tends to yield better performances,
but still remains in good global agreement. The charge variation of 30% observed experimen-
tally is not reproduced by these simulations, in which only a change in beam charge of the
order of 5% is observed.

5.2.3 PIC simulations with an asymmetric laser spot

Beam pointing variations in the direction perpendicular to the laser polarization cannot be ex-
plained solely by an effect of the carrier-envelope phase. Indeed, the plasma wave asymmetry
due to the near-single cycle pulse develops only in the polarization direction and leaves the
perpendicular plane perfectly symmetric. Another source of asymmetry, coupled with CEP
must therefore be responsible for this behaviour. We have remarked in section 5.2.1 that the
laser focal spot corresponding to the experimental variations of θx with CEP is asymmetric in
the horizontal direction, and therefore could be the source of this observation. To investigate
this, we carried out PIC simulations in similar conditions as in Sec. 5.2.2, but now using the
measured experimental laser spatial profile. The laser energy is slightly re-adjusted to 2.9 mJ.
In these simulations, the accelerated charge is around 3.6 pC with energies in the range 5-7 MeV.

Firstly, these simulations reproduce the behavior observed in the experiment (see sec. 5.2.1)
with the beam pointing varying in the polarization direction when changing the initial laser
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Figure 5.24 – a) Beam pointing in the simulations for different CEPs, in the y (polarization) direction
(red triangles), in the x direction (blue triangles). b) Charge variation in the simulations plotted against

the initial laser CEP. The mean charge (∆Q = 0) corresponds to Q = 3.6 pC.

CEP, as can be seen in Fig. 5.24a. Additionally we observe that the pointing in the other di-
rection is also evolving but with a smaller amplitude. This is interesting, not only because it
reproduces the experimental observations, but because it indicates a coupling mechanism be-
tween the asymmetry induced by the laser spot in the perpendicular direction, and the one
induced by the different CEPs in the polarization direction. Moreover, this coupling seems to
have a significant effect on injection, because it induces large variations on the injected charge
with total variations up to 27% (see Fig. 5.24b).

In order to understand this coupling, we look at the geometry of the plasma wave and exam-
ine the dynamics of the electrons in the perpendicular plane (x,z). Contrarily to the gaussian
laser case, here the plasma wave also presents asymmetries in the perpendicular plane. These
asymmetries lead to off-axis injection and residual transverse momentum Px for the injected
electrons. Moreover, the bubble is a 3D structure, and these asymmetries vary depending on
the positions in y at which the (x,z)-plane is observed. We have previously explained that the
CEP-locked bubble oscillations lead to off-axis injection in the (y,z)-plane, on either positive or
negative sides depending on the value of the CEP. Therefore, when injected on different sides of
the y-axis depending on the CEP, the electrons will see a different asymmetry in the (x,z)-plane
due to the asymmetric laser spot and obtain a different transverse momentum Px, explaining
how the pointing in the perpendicular direction can be correlated to CEP. Figure 5.25 highlights
this effect by showing two (x,z) slices of the plasma bubble for different times corresponding
to two successive injection events corresponding to opposed CEPs. The slices are taken at a
position in y corresponding to the position of injection for each specific time. In the panel a)
we observe a moderate upward asymmetry that will lead to injection of electrons with a low
negative momentum Px < 0, while in the panel b) the asymmetry is now leaning downwards
and is much more pronounced, and results in off-axis injection of electrons with a positive
transverse momentum Px > 0 (see Fig.5.25c). This complex coupling can also be responsible
for variations in the injected charge, with situations where electrons are injected at a position in
y where the spot-induced asymmetry leads to a locally higher amplitude of the wave and thus
higher charge than at the opposed position at which electron would be injected with a different
CEP.
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d)
c

Figure 5.25 – Slices of the electron density of the wakefield in the (x,z)-plane (perpendicular to polar-
ization) for two injection times corresponding to two opposite CEP values. Injection occurs therefore at
two different positions y1 and y2 due to CEP-induced off-axis injection a) Slice for y1 = 0.2µm at a time
where injection occurs from (y>0). b) Slice for y2 = −0.2µm at a time where injection occurs from (y<0).
The two white arrows indicate the direction of injection of the electrons. c) Transverse momentum in
the perpendicular direction Px and (d) Transverse momentum in the polarization direction Py for two

beams injected at times corresponding to the panels (a) and (b).

5.2.4 Validation of the quasi-cylindrical geometry with full-3D PIC simulations

Most of the PIC simulations in this thesis were performed using FBPIC, which uses a spectral
cylindrical representation, well suited to study problems with close-to-cylindrical symmetry.
Even though our geometry is indeed quite close to a cylindrical symmetry, the very purpose
of this work is to study in details how near-single cycle pulses induce a plasma response that
deviates from this symmetry in the polarization plane. In this context, we made sure to use
a sufficiently high number (5) of azimuthal Fourier modes in order to precisely model these
asymmetries. Still, in order to validate this efficient approach to study CEP effects, we per-
formed fully 3D PIC simulations with the code WarpX [180]. We reproduce the case of Section
5.2.2, in helium with a gaussian laser pulse. We use a 10243 cells simulation box, with a res-
olution ∆z = λ0/34 and ∆x = ∆y = λ0/19. All the laser and plasma parameters are chosen
identical to Section 5.2.2, but the initial laser position in the simulation is slightly different by
a few microns, which does not affect the global laser propagation, but does change the value
of the CEP at a given position for the same initial CEP due to dispersion. The principle of this
section is therefore not to compare precisely CEP value by CEP value, but to verify that we re-
trieve (1) similar beam parameters (charge, spectrum, beam profile) and (2) similar asymmetric
features and injection mechanisms to what was obtained with FBPIC.

Two 3D simulations were carried out, with initial CEP of 0 and π/2, with an accelerated charge
of 2.7 pC and 2.8 pC (compared to 3 pC with FBPIC). The energy spectra is peaked betwteen
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Figure 5.26 – Result of a 3D simulation. The plasma density is shown in a yellow (low) to blue (high)
colormap. The laser intensity outline is shown in red.

6-8 MeV, with a lower energy tail, matching remarkably well the spectrum obtained in quasi-
cylindrical simulations (see Fig. 5.27d). The beam shape is also globally similar, and the beam
pointing evolves when changing the CEP: θy = −2.4 mrad for a CEP of 0 and θy = 14.1 mrad
for a CEP of π/2. The beam pointings are different than for the same initial CEP in Section
5.2.2, because the CEP value at injection is different due to slightly different initial position of
the laser pulse.

The panels (a) and (b) of Figure 5.27 show the wake and the injected electrons for the two cases
with different initial CEP. In these 3D-simulations we find the exact same features of an asym-
metric oscillating wakefield triggering periodic off-axis injection of several sub-bunches whose
final pointing is associated to the asymmetry at the moment of injection. The plasma wave
remains perfectly symmetric in the direction perpendicular to the polarization (not shown).

The correspondence between simulations carried out with the quasi-cylindrical code FBPIC
and the fully 3D WarpX code is remarkably good. We are able to reproduce both integrated
measurements such as charge and energy, while also observing the same asymmetric injection
mechanism associated with CEP. This benchmark validates our use of FBPIC with 5 azimuthal
Fourier modes for the study of CEP effects in laser-wakefield acceleration, allowing us to model
the dynamics in 3D while benefiting from the fast-computing, cost-efficient quasi-cylindrical
geometry.

5.3 Preliminary results on ionization injection in a helium-argon mix-
ture

In the previous sections, the effects associated with the carrier-envelope phase were always
associated with the oscillation of the transverse asymmetry of the plasma bubble. Yet, we have
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Figure 5.27 – 3D WarpX Particle-in-cell simulation of a LPA driven by a 4.0 fs laser in a helium plasma.
a)-b) Snapshot of the wakefield for a initial CEP of 0 and π/2, showing three different injected sub-
bunches. Electron density in the z-y plane is shown in gray, and injected electrons are displayed in
orange (blue) when their pointing is positive (negative) at the end of the simulation. The normalized
laser electric field El/E0 = El/(mecω0/e) (red) and its envelope (blue) are also shown. c) Electron beams
for the two different initial CEP. d) Comparison of the spectra in the 3D WarpX (CEP = 0) and quasi-

cylindrical FBPIC (CEP = π/2) simulations. Initial CEPs were chosen so as to have the best match.

seen in Section 1.7 that another possibility for CEP to impact the dynamics of the accelerated
electron beam is through ionization injection. However, after performing experiments in pure
nitrogen, in which ionization injection is theoretically possible, we have concluded with the
help of simulations that the laser intensity remained too low, and that this injection mechanism,
and therefore the CEP effects associated with it remained marginal compared to self-injection.
To circumvent this limitation, we first tried to perform experiments using a mixture of helium
with 1% residual nitrogen in order to be able to achieve ionization injection by limiting the
defocusing effect of pure nitrogen. But these experiments were not successful for the following
reasons:

— When using higher plasma densities (similar to the densities used in previous section),
the measured accelerated electron beam parameters were quasi-identical to the ones ob-
tained in the pure helium case with matched density, indicating that self-injection was
still the dominating mechanism, or at least that its impact was significant. This is also
due to the fact that considering the high plasma density used in our experiment, ioniza-
tion defocusing in helium might still be detrimental to the laser intensity which does not
exceed the barrier-suppression level of nitrogen K-shell electrons.

— The alternative is to decrease the plasma density up to a point where self-injection cannot
occur anymore, in order to isolate ionization injection, but in this case, the plasma density
is too low to support the laser self-focusing, and therefore its intensity remain under the
barrier-suppression ionization threshold, and no electrons are injected.
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Isolating the ionization injection regime in a He/N2 mixture with great confidence would re-
quire to be able to reach higher peak intensity without relying on the high plasma density
necessary to achieve strong self-focusing, for example by increasing the laser energy. Alterna-
tively, substituting helium with hydrogen would further decrease ionization defocusing. An-
other solution would be to decrease the high-Z atoms ionization levels to a point where the
intensity achieved in our experiment is sufficient for ionization injection to massively occur.
This is possible, by switching from using nitrogen to using argon in the mixture. The Table
5.2 compares the different ionization levels and associated barrier-suppression intensity for ni-
trogen and argon gas. It shows that argon has several ionization levels in the intensity range
1-5×1018 W.cm−2 that can be used to trigger ionization injection in our typical experimental
regime.

1+ 2+ 3+ 4+ 5+ 6+

N2

Ei (eV) 14.5 29.6 47.4 77.5 97.9 552.1
Ibs (W cm−2) 1.7 × 1014 7.7 × 1014 2.3 × 1015 9.0 × 1015 1.5 × 1016 1.0 × 10191.0 × 10191.0 × 1019

7+

Ei (eV) 667.0
Ibs (W cm−2) 1.6 × 10191.6 × 10191.6 × 1019

1+ 2+ 3+ 4+ 5+ 6+

Ar

Ei (eV) 15.8 27.6 40.7 59.8 75.0 91.0
Ibs (W cm−2) 2.5 × 1014 5.8 × 1014 1.2 × 1015 3.2 × 1015 5.1 × 1015 7.6 × 1015

7+ 8+ 9+ 10+ 11+ 12+

Ei (eV) 124.3 143.5 422.5 478.7 539.0 618.3
Ibs (W cm−2) 1.9 × 1016 2.7 × 1016 1.6 × 10181.6 × 10181.6 × 1018 2.1 × 10182.1 × 10182.1 × 1018 2.8 × 10182.8 × 10182.8 × 1018 4.1 × 10184.1 × 10184.1 × 1018

Table 5.2 – Ionization energies and corresponding barrier-suppression intensities for nitrogen and argon.
Intensities potentially relevant for ionization injection are shown in bold. The ionization energies are

from [44].

5.3.1 Experimental results

The experiment is carried out in the same conditions as the previous results in helium. We use
a gas mixture with 99% helium, and 1% of argon in volume, with a backing pressure Pback =

80 bar corresponding to a plasma density ne ≃ 9.7 × 1019 cm−3 after full ionization of helium
and ionization of the eight first levels of argon. The laser polarization is vertical (along the y
axis). Figure 5.28 summarizes the evolution of the electron beam parameters when varying
the CEP. The beam structure is quite complex with different sub-beams horizontally creating
an elongated structure in the direction perpendicular to the polarization (see Fig. 5.28b), which
is counter-intuitive, especially in the case of ionization injection. The beam pointing varies
in both directions and is correlated with CEP (see Fig. 5.28a). This can probably be attributed
to a complex dynamics occurring due to couplings between different sources of asymmetry.
The charge seems also correlated with CEP, even though additional random variations tends to
mask the effect, but Figure 5.28d shows a clear difference with previous cases in pure helium
or nitrogen, the measured energy spectrum varies significantly, with two distinct peaks, at
3 MeV and 4.5 MeV whose relative importance reverses when changing the CEP from to 0 π

(see Fig. 5.28d). Note that here, the line of sampling pinholes of the spectrometer enables the
measurement of the spectrum regardless of the variation of beam pointing in x, but gives only
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a local information at a fixed point in the y direction. This large variation of 50% of the peak
energy indicates that the mechanism involving the CEP is probably different from the one in the
previous section. In the work of Lifshitz et al. [84] where the effect of carrier-envelope phase
on ionization injection is investigated through numerical simulations, the authors observe a
correlation of the transverse direction of the electrons in the polarization direction, with their
energy, associated with a different position of injection and E field sign at ionization. When the
initial laser CEP is shifted by π, this direction is reversed, which could explain our experimental
observation.

a) b)

d)
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Figure 5.28 – Experimental results in a helium/argon mixture with Pback = 80 bar, corresponding to a
plasma density ne = 9.7 × 1019 cm−3. a) Electron beam pointing θ plotted against CEP. a) Beam profiles
for two different CEP of 0 and π, accumulated on 30 consecutive shots c) Electron beam charge plotted
against CEP. d) Electron spectra plotted against CEP. Each point in pointing and charge corresponds to
20 measurements accumulating 30 consecutive shots (600 shots per point), the spectra are averaged on

20 measurements, each accumulating 300 shots (6000 shots per spectrum).

5.3.2 PIC simulation

We perform PIC simulations to verify that electrons are indeed injected via ionization, and to
understand the behavior of the energy variations with CEP observed in the experiment. We
use the experimental laser spot, and laser parameters matching the experiment to approach
as closely as possible the intensity in the experiment, which is of paramount importance in the
context of ionization injection. The plasma density is chosen to be ne = 1.1× 1020 cm−3, and the
simulation is initialized with 99% of neutral helium and 1% of neutral argon atoms. At the end
of the simulation, a charge of 1 pC has been injected, matching very well the experiment. These
electrons come exclusively from ionization levels Ar9+ and higher, indicating that ionization
injection is the sole trapping mechanism at play. The beams are elongated in the polarization
direction (see Fig. 5.29a) due to the residual transverse momentum associated with the value
and sign of the ionizing electric field. The total beam pointing in the polarization direction is
θy = −0.8 mrad in the −π/2 case and θy = −5.7 mrad in the +π/2 case. The beam are not per-
fectly centered in the perpendicular (x) direction because of the asymmetry of the experimental
focal spot used in the simulation.
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If we now look at the energy the electrons for two different cases with an initial CEP of −π/2
and +π/2 (the π-shift in CEP corresponding to a shift between the maximum and minimum
energy case in the experiment), we remark in Figure 5.29b that when considering the spectrum
integrated on the full beam, the two cases yield almost the same spectrum with a main peak at
4 MeV and and smaller one around 6 MeV. This is not surprising because, shifting the CEP by
π results in the symmetric case, where the extrema of the electric field, and therefore ionization
injection, occur at the same position but with opposed E value. Electrons injected at the same
position will see the same accelerating fields and will end up with the same final energy. But in
the experiment, the energy spectrum is not measured on the whole beam, but only at a specific
position in (y) in the beam, and not necessarily perfectly centered. Figure 5.29c shows what
happens to the energy spectra of the accelerated electrons when only the upper part (y>0) of
the beam is measured. For the −π/2 case, there remains only the 4 MeV peak, while the main
peak in the π/2 case is now the one at 6 MeV. The energy of the electrons is correlated to their
time of injection: the higher energy electrons are injected first. But at some point the injected
charge becomes sufficiently high to induce beamloading and reduce the bubble accelerating
field and therefore the newly injected electron energy. In the meantime, the CEP has shifted,
and thus the value of the electric field of the main ionization peak changed sign, leading to an
opposite transverse momentum of the electrons. This clear dependence of the energy on the
time of injection was not present in previous cases. Indeed, the plasma density is lower than
in previous cases, leading to weaker self-focusing, and thus lower laser intensity. The plasma
wave driven by the pulse is therefore weaker (possible because we do not rely on self-injection)
and more strongly impacted by beamloading. Additionally, bunches injected via ionization all
propagates close to the axis, leading to a stronger cumulative beamloading effect on the on-axis
accelerating field than in the case where the electrons are injected off-axis.

This effect seems to explain quite well the behavior observed experimentally with a 2-peak
spectrum whose relative amplitude shifts when changing the CEP from 0 to π. The fact that
the absolute CEP values for these two energy extrema cases are different between the experi-
ment and the simulations does not hold any meaning, because, as explained in Sec. 2.1.5, our
experimental measurement does not allow to retrieve the absolute value of the CEP, but is
only a relative measurement. Moreover, even if the initial CEP value were perfectly known,
because it slips many times during propagation due to dispersion, even a slight difference in
plasma density between simulations and experiment could yield different absolute CEP values
at injection.

These results are important because they constitute the first clear experimental observation
of a controlled effect of carrier-envelope phase on ionization injection in a LPA. But due sev-
eral limitations and uncertainties of the experiment, they remain more of preliminary results
that require to be confirmed and extended. Indeed, the beam constituted of several sub-beams
horizontally does not corresponds to the elongated vertical shape typically expected for ioniza-
tion injection. This could be associated with effects of transverse asymmetry evolving during
propagation, leading to different beam pointing in (x) depending on the time of injection (also
suggested by the observed pointing variations in (x) with CEP). A clear effect of the energy
spectrum has been observed, but the sampling geometry of the spectrometer does not enable
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Figure 5.29 – Results of PIC simulations in a He/Ar mixture. a) Spectra of the full beam for an initial
laser CEP of −π/2 and +π/2. b) Normalized spectra of the (y>0) part of the beam for two initial CEP

of −π/2 and +π/2.

to decipher global energy variations from energy changes associated with different beam point-
ing related to the value of the ionizing electric field. Having a slit in the magnetic spectrom-
eter, aligned with the laser polarization would gives us more information. Finally, while a
helium/argon mixture ensures that we reach the ionization injection regime, its ionization lev-
els between moderately relativistic intensities Ibs = 1× 1018 W cm−2 and Ibs = 3× 1018 W cm−2

make injection possible during an extended period, reducing the higher quality beam achiev-
able by more localized injection, and possibly averaging out some CEP effects by injecting
during several slippage lengths. Using a H2/N2 mixture could permit to reach sufficiently
high intensities to ionize K-shell electrons of nitrogen by reducing ionization defocusing to a
minimum, and could produce high quality, CEP-tunable electrons beams.

Conclusion

To conclude, we have demonstrated that the output beam of a laser-plasma accelerator driven
by a near-single cycle pulse are impacted by the laser carrier-envelope phase. Two main sources
for theses effects can be identified and were experimentally studied in this work:

— The transverse oscillation of the asymmetry of the wakefield associated with near-single
cycle pulses can trigger periodic off-axis injection of bunches whose final pointing de-
pends on the value of the asymmetry at the moment of injection. We have observed ex-
perimentally that this effect leads principally to a variation of the electron beam pointing
in the polarization direction, but also to significant change in the injected charge in some
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Figure 5.30 – Schematic of the proposition of Kim et al. extracted from [175], where a wakefield is driven
by a multi-cycle, high energy pulse, while off-axis injection is triggered by a single-cycle, tightly focused,

low-energy pulse.

cases. These observations demonstrate the breakdown of the ponderomotive approxi-
mation for near-single cycle pulses, and show the importance of considering the actual
shape of the electric field in this case. Simulations indicate that this CEP-locked injection
mechanism can lead to sub-femtosecond, ultra-low emittance sub-bunches that perform
collective betatron oscillations and that could therefore be of particular interest for X-ray
betatron radiation sources, though this source would not be very efficient, because the
electrons perform only a single oscillation. But it was recently proposed to use a single-
cycle pulse as an injector in combination with a longer pulse to subsequently drive the
wakefield and accelerate the electrons to high energy [175], as represented in Figure 5.30.

— Ionization injection leads to the injection of electrons from the extrema of the laser elec-
tric field, and is therefore sensitive to the CEP. We have been able to observe preliminary
experimental results of CEP effects on ionization injection using a He/Ar mixture indi-
cating an energy dependence on the direction of the beam in the polarization plane. If
a more thorough control was achieved, the CEP of a single-cycle pulse could be used in
order to finely control the position of injection of electrons, for example in an accelerator
driven by a particle beam (PWFA).

This work provides an experimental and numerical study of both regimes of CEP effects, but
additional questions remain to address. It has been observed numerically in [78] that gradi-
ent injection reduces the impact of the carrier-envelope phase on injection, this is interesting
in the context of minimizing the negative effects associated with the off-axis injection due to
the transverse oscillation of the bubble, and would require experimental demonstration. In a
similar way, it has been observed in [150] that using a laser with circular polarization reduces
the final beam divergence by minimizing the transverse oscillations associated with CEP. Our
setup with stabilized and controlled CEP would allow to quantify more precisely this effect,
but achieving a clean circular polarization remains a challenge. Finally, a more detailed study
of CEP effects in the context of ionization injection would be relevant. Our main limitation for
this was that the laser intensities we are able to reach with our setup are at the limit of what is
necessary to ionize K-shell electrons of nitrogen. Using a H2/N2 mixture might help to alleviate
this constraint by reducing ionization defocusing to a minimum.
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Conclusions and perspectives

Summary of the results

In the work presented in this thesis, we have studied kilohertz repetition rate laser-wakefield
acceleration driven by few-mJ, near-single cycle pulses. It followed anterior experimental de-
velopments during previous thesis [35, 149] that led to the production of relativistic few MeV,
few pC electron beams at a kilohertz repetition rate.

By performing an extensive scan in pulse duration and plasma density, we determined the op-
timal regime of operation of our LPA to achieve the best quality electron beams. This is done
by using short sub-4 fs pulses ensuring sufficient laser intensity, and moderate plasma den-
sity ne ∼ 1020cm−3 to approach resonance with the plasma wave while achieving self-focusing
of the pulse. We have also taken the experiment to a new stage of exploitation by stabiliz-
ing and rationalizing the injection process by using newly designed one-sided shock nozzles
that facilitate electron trapping via injection in a downward density transition. Indeed, we
have demonstrated a 5h-long continuous, hands-off operation of our accelerator accumulating
a record of more than 18 million consecutive shots, and good repeatability of the electron beam
from one day to another. This newly acquired long-term stability allowed us to perform the
first application experiment in radiobiology with our accelerator, where we demonstrated our
capacity to irradiate biological samples with a controlled dose. We significantly increased the
maximum energy of the electrons with spectra now peaked at 8 MeV, and beam divergence
as low as 3 mrad, by implementing a differential pumping system that enabled the use of he-
lium gas instead of nitrogen for the plasma, thus reducing the detrimental effect of ionization
defocusing.

Secondly, we demonstrated and controlled the effects of the carrier-envelope phase of the laser
pulse on the electron beam parameters, mainly through the observation of variation in the elec-
tron beam pointing when changing the CEP, but also significant charge fluctuations of up to
30% in some cases. By carrying out PIC simulations, we attributed these effects to the trans-
verse oscillations of the wakefield in the polarization direction associated with the slippage
of the CEP. These oscillations trigger periodic off-axis injection of several low-emittance, sub-
femtosecond bunches of electrons that perform collective betatron oscillations. These exper-
imental observations are significant from a fundamental point of view as they demonstrate
the breakdown of the ponderomotive force for near-single cycle pulses and the appearance of
an asymmetric response of the plasma to the electric field. Finally, we observed preliminary
results of CEP variations in the angular dependence of the energy in the case of ionization
injection using a helium and argon mixture.
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Perspectives

The dramatic improvement of performances achieved by using a lighter gas calls naturally
to continue on this path: using hydrogen gas instead of helium should enable to exceed the
10 MeV limit, as showed by the results achieved by a team of the University of Maryland
where they accelerated electrons up to 15 MeV with few-mJ, near-single cycle pulses in a hy-
drogen plasma [150]. Our experimental set-up has been modified in order to be able to use
high pressure, continuous flows of hydrogen safely, and experiments in hydrogen should be
carried out in a very near future. Additionally, we observed that even if remarkable single shot
performances can be achieved with very collimated few-mrad, few-pC beams, strong shot-to-
shot fluctuations lead to larger beam divergences when accumulating on several shots while a
beam is not necessarily detected on every shot. A possible explanation for these strong fluc-
tuations could be the important transverse gradients existing in our micrometric-scale targets,
and a transversely elongated slit-like geometry should be considered to limit these.

Ionization injection in a helium-argon mixture also proved to yield quite stable electron beams,
that could be interesting for applications, but the several moderate intensity levels of argon
between 1-4×1018W/cm2 make ionization injection hard to localize and control, as electron are
injected long before the laser reaches its peak intensity. Achieving ionization injection with
nitrogen (Ibs = 1.0 × 1019 W cm−2) proved to be difficult on our experiment due to the limited
available intensity. By looking at less conventionally used atoms for ionization injection, we
remark that carbon has two ionization levels in an intermediate range that could be interesting
to trigger ionization injection in our experiment: Ibs = 3.8 × 1018 W cm−2 for ionization into
C5+ and Ibs = 6.4 × 1018 W cm−2 for ionization into C6+. This matches better the typical peak
intensity reached in our experiments than for argon or nitrogen. It would thus be interesting
to experiment a mixture of helium with a few percents of methane (CH4) or carbon dioxide
(CO2) to achieve controlled ionization injection. This would also allow to study more precisely
the effects of carrier-envelope phase on ionization injection, to confirm the preliminary results
observed in section 5.3, and achieve even finer control on the injection process. Using a slit
instead of a pinhole array for the spectrometer, and turning the polarization in the direction of
the slit would also permit to capture angular information on the spectrum associated with CEP
effects.

In addition, we demonstrated a sufficient long-term stability for applications, and further ra-
diobiology experiments should be carried out in the future years with the accelerator, notably
investigating the effect of temporal fractionning of the dose. The first experiment tackling
electron diffraction should also be carried out in a near future, starting by the re-focusing of
the electron beam and the measurement of its emittance. With electron energies higher than
10 MeV, an X-ray source via Compton scattering becomes feasible. But this goal requires de-
veloping targets capable of supporting a high-repetition rate all-optical Compton source, such
as gas plasma mirrors or liquid jets, or having a second intense laser pulse reaching a0 ∼ 1
available.

On a longer term, using two different laser beams, the transverse oscillations of the plasma
bubble with the shifting of the CEP of a single-cycle pulse could be used to trigger injection
of ultra-low emittance, sub-femtosecond bunches of electrons. These electrons could be then
accelerated to high energy by a second longer and more energetic driver pulse as proposed in
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[83]. This kind of injector would be interesting to generate high-brilliance X-rays via Betratron
radiation thanks to the collective oscillation of the electrons following their off-axis position of
injection.

Finally, high repetition rate LWFA will most probably progress in a near future with laser de-
velopment and more energetic high repetition rate sources appearing. For instance, SYLOS 2 at
ELI-ALPS provides 6 fs pulses with >30 mJ of energy, and the future LAPLACE-HC platform at
LOA will be dedicated to laser-wakefield acceleration at 100 Hz with 20 fs, 300 mJ laser pulses
to be upgraded up to 1 J [181]. These would allow to accelerate electron beams to several tens
or hundreds of MeV at high repetition rate and provide appealing sources for applications.
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Appendix A

Study of a potential all-optical kilohertz
Compton source

In this appendix, we present the numerical study that was carried out to determine the feasi-
bility of a single beam, all-optical Compton source operating at a kilohertz repetition rate using
our experimental setup and the Salle Noire 2.0 laser system.

To produce X-rays via Compton scattering, a relativistic electron beam is collided with an in-
tense counter-propagating laser pulse. The electrons oscillate in the laser field and radiate at a
double Doppler shifted frequency. The resulting frequency of the scattered photons, assuming
no angle between the electron and laser beam is [182, 183]:

ωc =
4γ2

1 + a2
0

2 + γ2θ2
ω0 (A.1)

Where γ is the Lorentz factor of the electron, ω0 the pulsation, a0 the local normalized potential
of the laser pulse, and θ the angle of emission of the photons. For electrons at 10 MeV, a laser
wavelength of λ0 = 800 nm, and a0 = 1, this yields scattered photons with a 2 keV energy on
axis, and 7 keV at 20 MeV.

An X-ray Compton source requires the spatio-temporal superposition of a relativistic electron
beam with an intense laser pulse [184, 185], and therefore laser-wakefield accelerators seem
like good candidate to produce such sources. Usually, this scheme requires two separate laser
beams, to drive the LWFA and scatter on the accelerated electrons [186, 187]. But in 2012, a
team in LOA managed to generate gamma rays by using using the Compton Back-scattering
scheme with a single beam from a 30 TW laser driving a LWFA [188]. The laser driving the
plasma wave and accelerating the electrons was reflected using a solid thin foil, which was
ionized by the front of the pulse and turned into a plasma mirror. The reflected pulse then
interacted with the electron beam that was accelerated in its wakes and generated X-rays via
Compton scattering. The principle of this scheme is illustrated in figure A.1.

But solid targets are not well suited for high-repetition rate experiments, as the surface is dam-
aged on every shot so the target has to be moved, while it produces a large quantity of debris
that can pollute the optics of the laser system. Adapting this single beam scheme to our kilo-
hertz repetition rate laser (or even the 100 Hz laser system of the future LAPLACE-HC plat-
form) will thus require to develop targets with over-critical densities and sharp gradients that
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Figure A.1 – Principle of the all-optical Compton X-ray source from [188].

can support operation at high repetition rate. In this context we have carried out a study to
investigate the feasibility of an inverse Compton scattering X-ray source using an over-critical
gas target. The idea would be to use the sharp gradients induced by hydrodynamic shocks
in supersonic flows to generate a ‘gas plasma mirror’ just after the electron acceleration zone.
In a first instance, we study the feasibility of such a source by using analytical plasma profile
with a critical density zone with gradients between 1-10 µm which could be achievable using
hydrodynamic shocks. Laser-plasma interaction is modeled using FBPIC. In a second instance,
we study the feasibility of such hydrodynamic structures providing a sub-critical plasma den-
sity of a few 1020 cm−3 to accelerate electrons, followed by a sharp transition to overcritical
density to reflect the laser using the CFD code FLUENT. The preliminary PIC study scanning
density gradients and verifying that this scheme could provide X-rays in conditions similar
(but optimistic, with double laser energy and starting from an already ionized plasma) to the
one achieved in our experiment has been carried out by Daria Raspopova who was an intern in
our group, supervised by Igor Andriyash at the time. Starting from her results I then looked at
what we could reasonably expect with more realistic laser parameters and factoring ionization
defocusing in simulations.

A.1 PIC simulations of a laser pulse reflected on a µm-scale over-
critical density gradient

The typical plasma density profile used in the preliminary study, and then in my study is
showed in Figure A.2. After a density up-ramp and a plateau at ne = 1.4× 1020 cm−3, a density
downramp to ne = 1.1 × 1020 cm−3 is used to inject electrons. Then there is a second plateau
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Figure A.2 – Left: Plasma density profile used in the PIC simulations, with a peak density ne = 2nc and
a steep gaussian profile with σ = 3 µm. Right: Zoom on the injection and acceleration region.

to accelerate the injected electrons and finally, the density suddenly increases to ne = 2nc with
a gaussian up-ramp of variable width σ to reflect the laser pulse. The peak density has been
set at 2nc (nc = 1.7 × 1021 cm−3 at 800 nm at λ =800 nm) for two main reasons: (i) so that the
density is critical even for the smaller wavelength of the broad spectrum (ii) for a given width
of the up-ramp at 2nc, the effective width to reach nc will thus be smaller.

In the preliminary study, the laser amplitude was set to a0 = 2.2 with a waist w0 = 2 µm and a
pulse duration τf whm = 5 fs. The electrons were accelerated to energies between 5-20 MeV. The
radiation of the electrons in the reflected laser field was computed using the software Synchrad
developed by Igor Andriyash. This regime showed to be promising, with the generation of X-
rays of a few keV, with wall gradients between 1-3 µm. The efficiency of the X-rays generation
was showed to decrease for larger width of the gradient, but remained acceptable for σ = 3 µm.
Width smaller than 3 µm seems difficult to generate using hydrodynamic shocks, so we will use
this a the minimum for the more realistic study. This preliminary study showed that an X-ray
Compton source using a mJ-class laser and a density wall with a width potentially reachable
using hydrodynamic shocks could be of interest. I then adapted this study to the actual laser
parameters in Salle Noire 2.0 to see if this could be achieved with our experiment in its current
form. These are the simulations results that will be presented in this section.

We simulate the propagation of a gaussian laser pulse with a0 = 1, a waist w0 = 4.5 µm and
a duration τf whm = 4 fs, corresponding to an energy per pulse of 3.2 mJ. The plasma profile
is chosen as showed in Fig. A.2, and the laser is focused at the end of the downramp at z =

−25 µm. The width σ of the gaussian up-ramp to critical density is varied among 3, 5 and
10 µm. The particles are initialized as neutral helium atoms, and ionization is computed using
the ADK model.

Figure A.3 shows the wakefield, laser pulse and electrons in phase-space before and after the
pulse being reflected by the overcritical plasma (σ = 3 µm). The downward density transition
triggers injection of electrons, not only in the first bucket of the plasma wave, but also in the
following ones. This is particularly interesting in this case because a high charge will be more
important than a high quality monoenergetic beam to generate a high brilliance X-ray source,
but at the cost of a broader spectrum of emission. Additionally, because of the small plasma
wavelength, the electrons injected in the first plasma bucket tend to overtake the laser pulse
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a)
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Figure A.3 – Plasma density (gray), laser on-axis electric field (red,dashed) and its envelope (solid,blue),
laser intensity (red shaded area), and injected electrons in the (z, Ez) phase-space (a) before and (b) after

the reflection of the laser on the critical plasma.
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Figure A.4 – Spectrum of the electrons just before the laser reflection in the case σ = 3 µm.

before it is reflected as it is strongly slowed down in the density up-ramp. We also observe
that the back of the pulse is strongly redshifted in the near-critical density region, reaching
approximately a 2 µm wavelength. In the bottom panel, we see that part of the beam has
indeed been reflected, but the propagation in the near-critical part of the up-ramp has strongly
degraded its profile. The peak on-axis amplitude of the reflected electric field is around 50%
of the amplitude of the incident pulse. The energy spectrum of the electrons just before the
reflection of the pulse is showed in Fig. A.4. There are notably three peaks at 7, 8.5 and 10.5 MeV
corresponding respectively to the fourth, third and second plasma bucket. Electrons in the first
bucket are injected slightly later and most of them do not have time to reach high energies. The
total charge is 18 pC.
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When crossing path with the reflected laser, the electrons oscillate in its electric field and radiate
at a Doppler-shifted frequency. Using their trajectories, the light emitted is computed using
Synchrad. The resulting spectrum and angular distribution of the light for the σ = 3 µm case is
showed in Fig. A.5. The spectrum of the X-rays is peaked between 0.6 and 1.2 keV. The X-ray
beam is relatively large, with a divergence of 50× 80 mrad, and it is elongated and off-centered
in the polarization direction (y). This could be caused by the reduced number of cycle in the
laser pulse, leading to a preferred direction of irradiation depending on the value of the CEP of
the pulse. The total number of photons in the beam is around 3.5 × 106. In the reference [188],
the total photon number is measured to be 1 × 108 which is 30 times more, but if we consider
the number of photons per second, now the kilohertz source would yield 35 times more than in
[188], showing the interest this source could represent. Additionally, increasing the energy of
the electrons to 15 or 20 MeV would not only increase the energy of the X-ray to several keV, but
would also increase the photon yield of the source. In all cases, the peak energy of the X-rays is
lower than we could expect with 10 MeV electrons, and the spectrum is broadband. This could
be explained by three main reasons (i) the electron spectrum itself is broad with a significant
amount of lower energy electrons (ii) the X-ray spectrum is integrated on the whole diverging
beam, and equation A.1 indicates that the energy decreases with the angle of emission (iii) the
laser is strongly redshifted which decreases the energy of the scattered photons.

Figure A.5c compares the X-ray yield when increasing the width of the transition to critical
density. Increasing σ lowers the energy of the photons, but also the brightness of the source
and photon number significantly. The performances for σ = 10 µm are largely degraded and
the peak energy is now only 0.2 keV. This highlights the importance of achieving a profile with
a steep gradient in order to reflect the laser.

A.2 Design of a potential gas plasma mirror using two colliding su-
personic jets

To approach the desired plasma profile with a density plateau around 1020cm−3 followed by a
very steep over-critical density wall (ne > 1.7× 1021 cm−3) that will reflect the laser, we study a
complex configuration of two tilted colliding supersonic nozzles with CFD simulations (FLU-
ENT). The first one uses helium gas at moderate pressure (70 bar) and is designed to provide
the density plateau at moderate density to accelerate electrons. The second nozzle is filled with
nitrogen at high pressure (180 bar) and should provide an over-critical density. Both gas jets
are de Laval, convergent-divergent nozzles with a throat diameter ϕt = 60 µm and an exit di-
ameter ϕe = 180 µm. The helium nozzle is tilted by 5° to the right, while the nitrogen nozzle is
tilted by 15° to the left so that the two supersonic flows are colliding. The exit of both nozzles
are separated by 100 µm. Figure A.6 shows that as the two supersonic flows collide, a double
shock structure develops at their crossing, which notably results in a very steep transition to
near-critical density (ne,peak = 1.5 × 1021 cm−3) which could easily reach the critical density ei-
ther by increasing slightly the nitrogen backing pressure or the throat diameter to increase the
mass flux. The helium nozzle provides a density plateau at a density of ne > 7 × 1019 cm−3

which also could be adjusted by increasing the backing pressure. This is followed by an in-
termediate density step to (ne > 1.8 × 1020 cm−3) and a length of ∼15 µm due to the shock in
helium before the large step in density towards critical values due to the shock in nitrogen.
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a) b)

c)

Figure A.5 – a) Brightness per electron of the radiated X-rays and b) Angular distribution of the X-rays
in for σ = 3 µm. c) Comparison of the total brightness for the three different up-ramp widths.

From afar, the density profile provided by this configuration (see Fig. A.6c) looks promising.
Indeed, there is a zone of moderate plasma density around 1020 cm−3 followed by a steep step
to critical density, but let us look at the parameters of this profile in more details. By fitting
the critical density peak to a gaussian, we find σ ≃ 10 µm. The impact of diverse parameters
such as different tilt angles and the Mach number of the flows has been explored to reduce
this gradient size, but no σ smaller than 10 µm were ever obtained. As we have seen in the
previous section, this size of gradient degrades significantly the quality of the X-ray source in a
inverse Compton scattering configuration. Still, while it has been refined in this specific zone,
the mesh resolution in the shock region is of the order of 2-3 µm. This is of the order of the
expected shock dimensions, and therefore could lead to an overestimated shock width. But,
with these 3D simulations, it is not possible to refine even more the mesh to a ∼1 µm size as
the performance limit of the machine used to run the code have been reached, with the RAM
fully used.

Another issue with this profile is the intermediate density plateau induced by the shock in
helium. Indeed, if the density of the gas jet is set such as electrons are injected before this inter-
mediate transition, then this plateau will be at relatively high density which will degrade the
pulse and prevent a clean reflection afterwards. The pressure could also be set such as electrons
are injected and accelerated on this plateau, but it is too short for them to reach sufficiently high
energies before the density wall. This tends to indicate that this nozzle configuration, as it is,
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Figure A.6 – 3D CFD simulation with FLUENT of a double tilted jet configuration with helium with
a backing pressure of 70 bar in the left nozzle, and nitrogen with a backing pressure of 180 bar in the
right nozzle. a) Gas mass density in a centered 2D slice. b) Mass fraction of nitrogen in the 2D slice. c)
Corresponding electron plasma density lineout at 250 µm from the nozzle exit (see lineout in first panel)

after full ionization of helium and ionization of nitrogen up to N5+.

does not provide sufficient condition to efficiently reflect the laser pulse and generate X-rays
in a single-beam, inverse Compton scattering set-up. An alternative would be to use a liquid
target [189] which could provide a plasma mirror at a sufficient repetition rate, with reduced
pollution compared to solid targets, but still more than gas targets.

Conclusion

We have carried out a numerical feasibility study of an all-optical, single-beam inverse Comp-
ton X-ray source at high repetition rate using the few-mJ, few-cycle laser available at LOA.
With PIC simulations, we have demonstrated that such a source could provide few-keV X-rays
with good photon yield when taking into account the kilohertz repetition rate, while plasma
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mirrors of a few- µm gradient width which could potentially be achieved using gas targets. We
have proposed a potential nozzle geometry to reach the desired plasma profile. It is based on
two colliding supersonic flows with different gases. But while the general aspect of the gas
profile looks promising, some specific parameters such as the steepness transition to critical
density and an undesired density bump before this transitions are not suitable for this applica-
tion. Further optimization of the gas profile, or a new geometry would be necessary to bring
this idea to fruition.
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Titre : Optimisation, stabilisation et contrôle via la phase optique d’un accélérateur laser-plasma à haut taux
de répétition

Mots clés : accélérateur laser-plasma, faisceaux d’électrons, phase optique, kilohertz, haute intensité

Résumé : Cette thèse de doctorat présente un travail
expérimental sur le développement d’un accélérateur
laser-plasma à haut taux de répétition (kHz) utilisant
des impulsions laser de quelques milijoules, et de
durée proche du cycle optique. Nous explorons un
large ensemble de paramètres expérimentaux pour
optimiser l’accélérateur en contrôlant la densité et
le profil plasma, la durée des impulsions, le type
de gaz et le mécanisme d’injection utilisés dans les
expériences. Nous démontrons une amélioration si-
gnificative des performances, notamment avec d’im-
portants progrès réalisés sur la stabilité et la fiabilité à
long terme de l’accélérateur, avec un fonctionnement
continu et stable de l’accélérateur pendant plusieurs
heures, accumulant un record de 18 millions de tirs
consécutifs. Ce gain de stabilité est obtenu en uti-
lisant un nouveau type de jet de gaz qui utilise un
choc hydrodynamique oblique permettant l’injection
d’électrons dans le gradient de densité de la région
choquée. L’énergie typique du faisceau d’électrons
a également été augmentée d’un facteur deux, jus-
qu’à 8 MeV, tandis que des divergences mono-tir
du faisceau d’électrons aussi faibles que 3mrad sont
obtenues en utilisant de l’hélium au lieu de l’azote

pour créer le plasma. Nous présentons ensuite les
résultats d’une première expérience d’application en
radiobiologie où notre accélérateur est utilisé pour ir-
radier des cellules cancéreuses, en profitant de la sta-
bilité nouvellement acquise.
Dans un second temps, nous étudions les spécificités
de l’interaction des impulsions de durée proche
du cycle optique avec un plasma sous-dense se
produisant dans notre accélérateur, principalement
par l’effet de la phase porteuse-enveloppe (CEP).
Nous observons et contrôlons expérimentalement
pour la première fois les effets de la CEP dans un
accélérateur laser-plasma, qui se manifestent notam-
ment par une dépendance du pointé du faisceau
d’électrons à la phase optique du laser. Des varia-
tions de charge significatives (jusqu’à 30%) lorsque
l’on change la valeur de la CEP sont également
observées dans certains cas. En effectuant des si-
mulations particle-in-cell, nous expliquons ces effets
par une injection périodique hors axe de plusieurs
sous-faisceaux d’électrons déclenchée par l’oscilla-
tion transverse de l’asymétrie de l’onde plasma dans
la direction de polarisation du laser due au glissement
de la CEP pendant la propagation.

Title : Optimization, stabilization and optical phase control of a high-repetition rate laser-wakefield accelerator

Keywords : laser-plasma accelerator, electron beams, carrier-envelope phase, kilohertz, high intensity

Abstract : This PhD thesis presents experimental
work on the development of a high-repetition rate
(kHz) laser-wakefield accelerator using few milijoules,
near-single cycle laser pulses. We explore a large set
of experimental parameters to optimize the accelera-
tor by controlling the plasma density and profile, pulse
duration, type of gas and injection mechanism used
in experiments. We demonstrate significant perfor-
mances improvement, notably with progress made on
the long-term stability and reliability of the accelerator
with continuous and stable operation of the accelera-
tor for several hours accumulating a record of 18 mil-
lion consecutive shots. We achieve this gain in stabi-
lity by using a newly designed type of gas target resul-
ting in an asymmetric hydrodynamic oblique shock en-
abling injection in the downward density transition of
the shocked region. The typical electron beam energy
has also been increased by a factor of two, up to 8
MeV, while a single-shot beam divergence as low as
3mrad is achieved using helium instead of nitrogen to

form the plasma. We then present the results of a first
application experiment in radiobiology where our ac-
celerator is used to irradiate cancerous cells, taking
advantage of the newly acquired stability. Secondly,
we study the specificities of the interaction of near-
single cycle pulses with an underdense plasma that
occurs in our accelerator, mainly through the effect of
the carrier-envelope phase (CEP). We observe and
control experimentally for the first time CEP effects in
a laser-wakefield accelerator, that manifest through a
dependence of the electron beam pointing to the laser
initial optical phase. We also show significant (up to
30%) charge variations in some cases when changing
the value of the CEP. By carrying out particle-in-cell
simulations, we explain these effects by the periodic
off-axis injection of several electron sub-bunches trig-
gered by the transverse oscillations of the asymmetry
of the plasma wave in the laser polarization direction
due to the CEP shifting during propagation.
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