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Figure 1: Anna-Eva Bergman, (Left) N°26 Feu (1962), (Right) N° 67 Grand Océan (1966)

Figure 2: Anna-Eva Bergman, N°63 Grand univers aux petits carrés (1961)

Anna-Eva Bergman (1909-1987) was a Norwegian-French artist. After first seeing her depictions of
"Fire" and the "Big ocean", her representation of the "Big universe" reminded me of a liquid fireball.
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General introduction

The study of particle physics in collider facilities has proven to be highly successful in
understanding the fundamental nature ofmatter and the universe. It is basedon the Stan-
dard Model of particle physics, which aims to classify all observed particles and their in-
teractions within a single framework. One of these interactions, the strong nuclear force,
is responsible for holding the nucleus together, and is described by quantum chromo-
dynamics. This interaction exhibits remarkable characteristics compared to other forces
in the Standard Model, such as confinement and asymptotic freedom. These features
do not only make the dynamics of the strong force more complex than electrodynamics
for example, but also make its study very rich in many aspects. In particular, the strong
force exhibits a non-trivial behavior at high temperatures. When nuclear matter is heated
to temperatures exceeding 1012K, a new state of matter called quark-gluon plasma can
form. The experimental investigations have revealed that it is the most perfect fluid ever
observed. The study of this state of matter raises numerous questions, such as whether
thermal equilibrium can be reached in systems as small as a nucleus, the strength of the
strong force at high temperatures, and the applicability limits of hydrodynamics.
Ultrarelativistic heavy-ion collision facilities, such as the ALICE experiment at the LHC,

provide valuable laboratories for studying strongly interactingmatter under extreme con-
ditions and attempting to address these questions. In these facilities, heavy nuclei are
accelerated and collided to produce a quark-gluon plasma for an extremely short period
of approximately 10−23 s, in a volume of a few 10−13m3 . These conditions pose significant
challenges in learning about the state of matter produced in such collisions. One must
carefully select probes, that are produced alongside the plasma and are sensitive to the
relevant properties to address the desired problem. In this thesis, our focus centers on
two such observables: charmonia and thermal dileptons.
Charmonia are bound states of quarks and anti-quarks of a specific flavor known as

charm. Hence, they are composed of two colored objects, which means they interact via
the strong force. In addition, due to their largemass, it is largely assumed that charmonia
are predominantly produced during the initial moments of heavy-ion collisions. Thus,
according to the standard picture of heavy-ion collisions, they interact with the produced
plasma throughout its entire lifetime.
In contrast, dileptons are pairs of electron-positron or muon-anti-muon. They are not

composed of colored objects and therefore do not interact via the strong force but rather
electromagnetically. They can be produced in the quark-gluon plasma as some of its con-
stituents, namely quarks, carry electric charge and can emit electromagnetic radiation
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such as thermal dileptons. Unlike charmonia, thermal dileptons hardly interact with the
strongly interacting plasma once they are produced. Consequently, they only probe the
state of matter present at the time of their production. However, they can be produced
throughout the entire lifetime of the medium.
Therefore, charmonia and dileptons can be considered complementary observables

of the medium produced in heavy-ion collisions, probing either the overall heavy-quark-
plasma interaction or different stages of the collision, respectively. Both observables
present distinct challenges. To evaluate how the quark-gluon plasma affects the char-
monium formation, it is necessary to disentangle different production sources, such as
the decay of other particles. This distinction can be achieved using secondary vertexing
detectors, which allow for the separation of non-prompt charmonia, produced by the de-
cay of beauty hadrons, from prompt charmonia produced by hard collisions in the initial
stages of the collision. The measurement of the thermal dilepton spectrum poses a sig-
nificant challenge that requires the rejection of substantial background sources.
The first chapter of this thesis serves as an introduction to the quark-gluon plasma in

ultrarelativistic heavy-ion collisions and explores charmonia as probes of such collisions.
In the second chapter, we present the Large Hadron Collider and the ALICE experiment,
which is specifically dedicated to study heavy-ion collisions. The third chapter focuses
on a new detector, the Muon Forward Tracker, added to the ALICE experiment for the
third data-taking period of the LHC, known as Run 3. This detector enables the disentan-
glement of prompt and non-prompt J/ψ, a charmonium state, at forward rapidities in
the dimuon decay channel. In the ALICE experiment, this separation was previously only
achievable in the central barrel, at midrapidity. The fourth chapter comprises a prelimi-
nary analysis of this prompt-to-non-prompt separation using the Muon Forward Tracker
with Run 3 proton-proton data. Finally, the fifth chapter introduces the concept of the
pre-equilibrium stage of heavy-ion collisions. We present a phenomenological calcula-
tion of thermal dilepton production, including the contribution from the pre-equilibrium
stage. We demonstrate that the dilepton distribution provides access to unique features
of the early stages of heavy-ion collisions, such as equilibration time or momentum space
anisotropy. While current experimental facilities do not yet permit such dilepton mea-
surements, they will become feasible with future upgrades.
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Chapter 1

Introduction

1.1 The strong interaction
There are four known fundamental forces in Nature: the gravitational, weak, electro-

magnetic, and strong interactions. Gravity is described by the theory of general relativ-
ity, while the other three are depicted in the Standard Model of particle physics. The
weak force, which has a short range (∼ 0.01 fm, where 1 fm = 10−15m), is responsible for
some forms of radioactivity, namely beta decays. The electromagnetic force describes
the interaction between electrically charged particles, as well as electromagnetic fields.
At a quantum scale, it is described by a quantum field theory: quantum electrodynamics
(QED). Finally, the strong force holds the protons and neutrons of a nucleus together and
governs the internal structure and interactions of many other particles, which form a cat-
egory known as "hadrons". They make up most of the visible matter in the universe, and
are described as combinations of fundamental constituents: quarks and gluons [1]. The
strong interaction is described by the quantum field theory of quantum chromodynam-
ics (QCD) [2]. It is based on the Yang-Mills theory with the SU(3) gauge group (describing
gauge fields i.e. gluons) combined with fermionic fields described by the Dirac equations
(i.e. quarks) [3]. The SU(3) group associates an internal degree of freedom, known as
"color", to all particles affected by the strong force, namely quarks and gluons. Color is
a quantum state which can take different values, which we label as red (R), green (G)
and blue (B), or their opposite state, an "anti-color", which can be anti-red (R̄), anti-green
(Ḡ) or anti-blue (B̄). Quarks carry color and anti-quark carry anti-color; they form what
is known as a fundamental representation of the SU(3) symmetry group. In addition,
they can be classified into three different generations. In the Standard Model, we count
6 different flavors of quarks, each with a finite mass. These are the up and down quarks,
and the much heavier charm, strange, top, and bottom quarks. Each of them exists in the
three different color states. These quarks and gluons are illustrated in Fig. 1.1. In addition,
this figure also classifies the other fundamental particles of the Standard Model. Lep-
tons which comprise electrons, muons, tau particles and their associated neutrinos, are
fermions that are not sensitive to the strong interactions. Next are photons and the Z/W±

bosons, which are the carriers of the electroweak force. Finally, the Higgs boson, discov-
ered at the LHC in 2012, is amassive scalar field, with neither electric nor color charge. The
masses of all elementary particles are related to their coupling constants with this field.
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Figure 1.1: Illustration of the fundamental particles of the Standard Model of particlephysics [4].

These quarks interact between themselves by the exchange of gauge fields: the glu-
ons. Each gluon carries a color as well as an anti-color. They form an adjoint representa-
tion of the SU(3) group and are thus of 8 types [5]:

g1 = RḠ g2 = RB̄ g3 = GR̄
g4 = GB̄ g5 = BR̄ g6 = BḠ
g7 =

1√
2
(RR̄−GḠ)

g8 =
1√
6
(RR̄+GḠ− 2BB̄)

with one remaining adjoint SU(3) combination:
g0 =

1√
3
(RR̄+GḠ+BB̄)

which couples equally to all colors and thus does not participate in the strong force. Such
state is known as a color singlet.
The possible interactions allowed between quarks and gluons are given by the different

terms of the Lagrangian of QCD. The general structure is fixed by the requirement of
12



Lorentz invariance and can be written [6]:

L =

Nf∑
q=1

ψ̄q,a
(
iγµ∂µδab − gγµtCabA

C
µ −mqδab

)
ψq,b −

1

4
GCµνG

C,µν (1.1)

where ψq,a are the quark fields with flavor q, a color-index a = {r, g, b}, and with a mass
mq. ACµ represent gluon fields (with C running from 1 to 8, for each possible color con-
figuration), γµ are the Dirac matrices, tC are 3 × 3 matrices which are the generators of
the SU(3) group, and GC is the gluon field strength tensor. The quantity g is the QCD
coupling constant. It is a parameter which quantifies the interaction strength between
the different QCD fields. In order to satisfy the local gauge invariance given by the color
SU(3) group, the gluon field strength tensor is constructed as:

GAµν = ∂µA
A
ν − ∂νA

A
µ − gfABCA

B
µA

C
ν (1.2)

where fABC is a constant knownas the structure constant ofQCD. In themathematical
description of QED, the electromagnetic field strength has a similar expression but the
structure constant is zero. This is because the gauge group on which the theory of QED
relies, the U(1) group, is an abelian group, meaning all its elements commute with each
other. This is not the case for the SU(3) group of QCD, which is non-abelian, meaning that
the elements of the group do not commute. This means that the commutator [tA, tB] =
ifABCt

C is non-zero, and hence the structure constant fABC is non-zero.
Each term in the Lagrangianwhich involves the coupling constant g can be associated to

a corresponding Feynmandiagramdescribing the interaction betweenquarks and gluons,
as illustrated in Fig. 1.2. The g(ψ̄γµAµψ) term in Eq. 1.1 describes the interaction between a
quark, an anti-quark and a gluon field. The g(f∂µAνAµAν) terms describe the interaction
between three gluon fields. Finally, the g2(f2AµAνAµAν) term describes the interaction
between four gluons. From these last two terms, we see that gluons interact with other
gluons due to the non-abelian nature of QCD (the structure constant f is non-zero). As
a consequence, the Yang-Mills equations are intrinsically non-linear. They can be viewed
as a non-linear generalization of Maxwell’s equations of electrodynamics.

Figure 1.2: Representation of the different field interactions allowed by the QCD La-grangian.
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The non-linearity of QCD interactions between gluons leads to important implications,
in particular regarding the coupling constant g. As we saw, this number characterizes the
strength of the strong interaction. It is common in the literature to introduce it in another
form, by defining a number αs ≡ g2

4π , to which we will refer when talking about the QCD
coupling in the rest of this thesis.

In all quantum field theories of the Standard Model, the coupling strength varies ac-
cording to the probed scale: at short distances (or largemomentumexchange), the strength
of the interaction will be different than at large distances (or small momentum exchange).
This is due to quantum effects, namely the inclusion of loop diagrams, which are included
in the calculation of the coupling strength through a procedure known as "renormaliza-
tion" [7]. In the case of QCD, this procedure results, at leading-order in perturbation the-
ory, in the following expression of αs, which is scale-dependent [8]:

αs(Q
2) =

4πNC

(11NC − 2Nf ) ln(
Q2

Λ2
QCD

)
(1.3)

where Q2 is the four-momentum transfer scale under consideration, ΛQCD is the char-
acteristic energy scale of QCD (ΛQCD ≈ 200MeV), NC is the number of color degrees
of freedom and Nf is the number of quark flavors (so that NC = 3 and Nf = 6). Since
11NC > 2Nf , the denominator of Eq. 1.3 is positive, and thus αs decreases with increasing
Q2.
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Figure 1.3: (Left) (a) Illustration of how vacuum polarization in QED shields a bare charge.(b) Same as (a) but for a green charge in QCD. (c) Shows how in QCD a charge can radiateaway its color via gluon radiation, adapted from [5]. (Right) Illustration of the behavior ofthe QED and QCD coupling constants as a function of Q2 [5].
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This dependence is opposite to the coupling in QED. Indeed, in QED, as we increase the
probed energy scale Q2, the electromagnetic coupling αEM (Q2

) increases. At asymptoti-
cally highQ2, αEM

(
Q2
) becomes infinite, see Fig. 1.3 (right). At lowQ2, αEM

(
Q2
) is small:

αEM(m2
e) ≈ 1/137, whereme = 511 keV is the electron mass.

The physical reason for the rising coupling with increased Q2 is illustrated in Fig. 1.3
(left, a). We consider the interaction between a virtual photonwith virtualityQ2, which sets
the scale for themomentumexchange. IfQ2 is small then the photon cannot resolve small
distances and "sees" a point charge shielded by the vacuum polarization, i.e. by many
electron-positron pairs fluctuating from vacuum. As Q2 increases, the photon "sees" a
smaller and smaller spatial area and the shielding effect is weaker.
In QCD, the behavior of the effective coupling constant is different. The reason for this

difference is that the gluons interact with each other. As illustrated in Fig. 1.3 (left, b,c),
quark-anti-quark vacuum polarization shields the color charge as in QED. However, since
the source can radiate color (e.g. change from red to blue by emitting a red-anti-blue
gluon), the color is no longer located at a definite place in space. It is diffusely spread out
due to gluon emission and absorption. As one increases the Q2 of the incoming gluon
probe, thereby looking at smaller and smaller spatial distances, it becomes less likely to
find the "bare" color (green in Fig. 1.3 (left)). This effect is known as "anti-screening" and
is due to the non-abelian nature of QCD [5].

As one can deduce from the running coupling in Eq. 1.3, as long as 11NC > 2Nf ,the anti-screening prevails in comparison to the screening property. This means that the
interactions between quarks and gluons become weaker as the scale Q2 increases. This
is known as "asymptotic freedom" [9, 10]. Measured values of αs for different values ofQare shown on Fig. 1.4.
Another important feature of QCD is the phenomenon of color confinement: neither

quarks nor gluons are observed as free particles in nature, and the only free states that
seem to exist are color neutral, made for instance from red+green+blue colors or color+anti-
color combinations. These are known as color singlets. This can be interpreted as the fact
that for energy scales smaller than ΛQCD (i.e. at large distances), quarks must form col-
orless objects known as hadrons by forming color-singlet combinations of quarks, anti-
quarks and gluons. The hadrons are classified in two types, the quark-anti-quark pairs
(qq̄) called mesons, and the three quark states (qqq) called baryons1. These two families
are illustrated on Fig. 1.5. This grouping of colored particles into colorless composite ob-
jects is known as hadronization. It is intrinsically a low-energy mechanism that cannot be
described with perturbative techniques, as the QCD coupling is large at low scales. Con-
finement is not directly linked to extrapolating the asymptotic freedom towards large αs:it can exist without a divergence of the coupling.
The last important feature of QCD that we will mention is chiral symmetry breaking [11].

It is related to the symmetry between the left- and right-handed parts of the quarks. A
quark is right-handed when the direction of its spin is the same as the direction of its

1Configurations with more than 3 quarks are also allowed to form what are known as exotichadrons such as tetraquarks, made up of four quarks, or pentaquarks, made up of five quarksand measured by the LHCb collaboration in 2015. These are outside the scope of this thesis.
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35 9. Quantum Chromodynamics

more than three jets in the final state. A selection of results from inclusive jet [429, 443, 600–605],
dijet [451], and multi-jet measurements [385, 387, 388, 429, 606–610] is presented in Fig. 9.3, where
the uncertainty in most cases is dominated by the impact of missing higher orders estimated through
scale variations. From the CMS Collaboration we quote for the inclusive jet production at

√
s = 7

and 8 TeV, and for dijet production at TeV the values that have been derived in a simultaneous
fit with the PDFs and marked with “*” in the figure. The last point of the inclusive jet sub-field
from Ref. [605] is derived from a simultaneous fit to six datasets from different experiments and
partially includes data used already for the other data points, e.g. the CMS result at 7 TeV.

The multi-jet αs determinations are based on 3-jet cross sections (m3j), 3- to 2-jet cross-section
ratios (R32), dijet angular decorrelations (RdR, RdPhi), and transverse energy-energy-correlations
and their asymmetry (TEEC, ATEEC). The H1 result is extracted from a fit to inclusive 1-, 2-,
and 3-jet cross sections (nj) simultaneously.

All NLO results are within their large uncertainties in agreement with the world average and
the associated analyses provide valuable new values for the scale dependence of αs at energy scales
now extending up to almost 2.0 TeV as shown in Fig. 9.4.

αs(MZ
2) = 0.1179 ± 0.0009

August 2021
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Figure 9.4: Summary of measurements of αs as a function of the energy scale Q. The respective
degree of QCD perturbation theory used in the extraction of αs is indicated in brackets (NLO:
next-to-leading order; NNLO: next-to-next-to-leading order; NNLO+res.: NNLO matched to a
resummed calculation; N3LO: next-to-NNLO).
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Figure 1.4: Summary of αs measurements as a function of the energy scale Q [6]. Therespective degree of QCD perturbation theory used in the extraction of αs is indicated inbrackets (NLO: next-to-leading order; NNLO: next-to-next-to-leading order; NNLO+res.:NNLO matched to a resummed calculation; N3LO: next-to-NNLO).

motion, while it is left-handed when the directions of spin andmotion are opposite. In the
limit of vanishing quarkmasses (mq ≈ 0) theQCDLagrangian Eq. 1.1 shows no interactions
between left- and right-handed quarks and thus preserves chiral symmetry, i.e. the two
states do not mix with each other. In addition, in the vacuum, the chiral symmetry is
also spontaneously broken by the chiral condensate ⟨ψ̄ψ⟩ =

〈
ψ̄LψR + ψLψ̄R

〉 populating
the QCD vacuum, which can spontaneously annihilate with a left-handed quark for right-
handed one and vice-versa.

The non-abelian nature of QCD, confinement, and breaking of symmetry, make any di-
rect QCD calculation very complicated. However, at high momentum scale Q2 ≫ ΛQCD(or short distances), the QCD couplingαs becomes sufficiently small (αs(10GeV) ∼ 0.2) so
that perturbation theory can be applied; quantities such as cross sections can be written
as expansions in powers of αs, and truncated to a given order to get an approximate es-
timate of the solution. In the context of QCD, such techniques are known as perturbative
QCD (pQCD) [12]. In addition, a well-established computational approach is lattice QCD
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Figure 1.5: Illustration of the two families of known standard hadrons: mesons andbaryons. Made by Batoul Diab.

(lQCD) [13], in which a gauge theory is formulated on discretized space and (imaginary)
time, formed by a lattice of points. The QCD solutions are recovered when the lattice
spacing is reduced to zero and the lattice size grows to infinity.

1.2 The Quark-Gluon plasma
At the densities and temperatures present in most of the current universe, the quarks

and gluons are confined into hadrons. However, the properties outlined in Sec. 1.1 sug-
gest that QCD matter has non-trivial thermodynamic properties. Indeed, at high temper-
ature, nuclear matter contains a population of thermally excited hadrons, mostly pions
[14]. Their typical momentum scale is set by the temperature T . At very high tempera-
ture, p ∼ T >> ΛQCD, such that the scattering between the thermally excited hadrons
probe very short distances, according to asymptotic freedom. Thus, these scatterings
probe their quark and gluon content. In addition, the density of thermally excited par-
ticles scales like n ∝ T 3. Hence, at high temperatures, the hadronic wave functions will
overlap and nuclear matter can no longer be described in terms of hadronic degrees of
freedom, but rather in terms of interactions between quarks and gluons. In other words,
as temperature grows, this simple idea suggests that there is a transition from a con-
fined state of hadronic matter to a new deconfined state. This particular state of matter
is known as the Quark-Gluon Plasma (QGP).
In cold nuclear matter, a similar transition is expected to arise at high net baryonic

density. This density is defined as nB = (nq − nq)/3 where nq is the quark density and
nq is the anti-quark density. In ordinary nuclear matter, the density of nucleons is such
that nB ∼ 0.16 fm−3 [15]. This corresponds to a so-called "baryon chemical potential"
µB ∼ 924MeV. At very large densities (nB ≥ 0.5 fm−3), the wave functions of hadrons will
start to overlap and, similarly to the high temperature case above, the relevant degrees
of freedom to describe this state of matter will be quarks and gluons [16]. Such a mecha-
nism predicts that a QGP-like state of matter at high density could constitute the core of
neutron stars [17].
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From these considerations, one can draw a picture of a phase diagram of QCD matter
like the one shown on Fig. 1.6: for baryon chemical potentials µ which are on the order of
900MeV or smaller, and for temperatures T < ΛQCD ∼ 200MeV, nuclear matter is made
of hadrons. On the other hand, forT, µ≫ ΛQCD, nuclearmatter is describedby quark and
gluon degrees of freedom. The natural question which emerges is whether the "hadron
phase" and the "quark-gluon phase" (the QGP) are separated by a phase transition in the
thermodynamic sense. The determination of the nature of this phase transition would in
addition have a strong impact on other fields, especially in cosmology [18, 19, 20].

Figure 1.6: The QCD phase diagram as a function of baryon chemical potential and tem-perature [21].

The investigation of the nature of the phase transition requires the study of order pa-
rameters that indicate the degree of regularity in the transition from one state of matter
to another. In the limit of no dynamical quarks (e.g. quarks with infinite mass and only
free gluons), the order parameter of the QGP-hadron transition is the so-called Polyakov
loop ⟨L(x)⟩ [16]. In QCD, this parameter can be expressed as ⟨L(x)⟩ ∝ e−FQ/T , where FQis the free energy of a sole quark in the medium [22]. For the hadronic phase, quarks are
confined and it takes an infinite amount of energy to isolate a quark, hence F ∼ ∞, so
⟨L(x)⟩ = 0. If this order parameter is non-zero, this implies that the free energy of a quark
is finite. This indicates the liberation of colored degrees of freedom, i.e. deconfinement.
Another order parameter that canbe studied, now in the limit of vanishing quarkmasses,

is the restoration of chiral symmetry. Indeed, asmentioned in Sec. 1.1, theQCD Lagrangian
is symmetric under the exchange of left- and right-handed quarks. This leads to a theory
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which has chiral symmetry and massless pions. The small explicit breaking of the sym-
metry by the quark masses gives a non-zero mass to pions. But the large mass difference
between mesons, for instance the ρ (∼ 776MeV) and a1 (∼ 1230MeV), indicates that this
symmetry is dynamically broken by vacuum chiral condensates. However, the thermal
dependence of the meson masses and of the condensate expectation value can be com-
puted through chiral perturbation theory [11]. It shows that the breaking of symmetry no
longer holds at high temperatures. Thus, all the meson masses would become degener-
ate at sufficiently high temperature, and chiral symmetry would be restored.

These two parameters are important to understand the nature of the phase transition
between hadrons and the QGP, as well as to understand the properties of QCD at finite
temperature.
For realistic quark masses and zero net-baryon density, and via the study of these two

order parameters, lattice QCD calculations (see e.g. [23]) indicate that hadronic matter in-
deed undergoes a transition from a confined to a deconfined state at high temperatures.
However, there is no actual phase transition, but rather a cross-over around a pseudo-
critical temperature Tc , which can be computed by locating themaximumof the suscepti-
bility of an order parameter, i.e. identifying the point at which fluctuations of the parame-
ters are the largest. Remarkably, for the two considered order parameters, Polyakov loop
and chiral condensate expectation value, lQCD calculations show very similar pseudo-
critical temperatures around Tc ∼ 155MeV [14]. 9
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fixing cn = cd = 0 gives an excellent parametrization of
all our numerical data and is in good agreement with the
HRG estimate, at least down to T = 100 MeV. Further-
more, this parametrization agrees with the Nτ = 8 data
well beyond T = 400 MeV.

The values of the parameters in our ansatz for the pres-
sure, Eq. (16), are summarized in Table II. The results
of this ansatz for the speed of sound, energy density, and
specific heat are compared with our continuum extrapo-
lated error bands in Figs. 7 and 8.

V. SPECIFIC HEAT, THE SPEED OF SOUND
AND DECONFINEMENT

All thermodynamic quantities, for fixed light and
strange quark masses, depend on a single parameter—
the temperature. In Section IV, we derived the basic
thermodynamic observables (ε, p, s) from the contin-
uum extrapolated trace anomaly Θµµ(T ). We now dis-
cuss two closely related observables that involve second
order derivatives of the QCD partition function with re-
spect to the temperature, i.e., the specific heat,

CV =
∂ε

∂T

∣∣∣∣
V

≡
(

4
ε

T 4
+ T

∂(ε/T 4)

∂T

∣∣∣∣
V

)
T 3 , (17)

and the speed of sound,

c2s =
∂p

∂ε
=
∂p/∂T

∂ε/∂T
=

s

CV
. (18)

The quantity Td(ε/T 4)/dT can be calculated directly
from the trace anomaly and its derivative with respect
to temperature,

T
dε/T 4

dT
= 3

Θµµ

T 4
+ T

dΘµµ/T 4

dT
. (19)

These identities show that the estimates for the specific
heat and the speed of sound should be of a quality similar
to ε/T 4 or p/T 4. In Figs. 7 and 8, we show the agree-
ment between the bootstrap error bands for these quan-
tities and the estimates obtained by taking second or-
der derivatives of the analytic parameterization for p/T 4

given in Eq. 16. The latter are shown as dark lines inside
the bootstrap error bands.

Figure 1.7: Equation of state of QCDwith 2+1 flavors. This shows the normalized pressure,energy entropy density as a function of the temperature. The red band corresponds to theequation of state for pressure, the blue band corresponds to the one for energy density,and the green one is for entropy density. The vertical band at Tc = (154±9)MeV indicatesthe critical temperature [24].
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Another remarkable feature of lQCD computations, is that they can provide estimates
for the evolution of energy and entropy density in a QCD medium at finite tempera-
ture [24, 25], displayed on Fig. 1.7. Although we clearly see a transition from a hadron
gas to another state of matter with different degrees of freedom, even at very high tem-
peratures T ≫ Tc ∼ 155MeV, these degrees of freedom are still far below in value than
the limit of non-interacting quarks and gluons. Thus, contrary to what one might have
naively assumed from asymptotic freedom, even at high temperature, QCD does not be-
have as a gas of free roaming quarks and gluons, with no inter-particle interactions, but
rather as a strongly interacting fluid 2. This finding confirmed that the equation of hydro-
dynamics could be used to model this deconfined medium, as was observed before at
the Relativistic Heavy Ion Collider [26, 27, 28, 29] In addition, due to its strongly interacting
properties, one can associate a very low viscosity to this fluid. We will come back to this
consideration in the following chapters.

1.3 Ultrarelativistic heavy-ion collisions
Lattice QCD calculations have established the existence of this phase of strongly inter-

acting QGP at temperatures larger than the pseudo-critical temperature Tc ∼ 155MeV

[23]. This corresponds to a critical energy density of the order of 1GeV fm−3 [30]. In or-
der to reach this high initial energy density, heavy-ions are accelerated to ultrarelativistic
velocities and collided at the interaction points of dedicated facilities. The term “ultrarel-
ativistic” signifies that the kinetic energy of the nucleons being collided is far greater than
their rest energy (p ≫ m). Ultrarelativistic heavy-ion collision (HIC) experiments aim at
understanding the behavior of nuclear matter at these high energies. It can give us ac-
cess to the dynamics of the fundamental constituents of hadrons in extreme conditions
and thus enable us to learn more about the structure of matter and the behavior of QCD
at different scales.

They are also interesting because of their capability to generate large interacting sys-
tems (∼ 10 fmbeing the typical length scale) aswell as large numbers of quarks and gluons
through the collisions. Therefore, the system is large enough to be described by thermo-
dynamic ensembles and reaches the required high energy densities while maintaining a
near zero net-baryon density. As such, HIC experiments are the only accessible way to
generate QGP in the laboratory.
HIC experiments started in themid-1970s. Nowadays, there aremainly two laboratories

which study matter using ultrarelativistic heavy-ion collisions: the Relativistic Heavy Ion
Collider (RHIC) at Brookhaven National Laboratory and the Large Hadron Collider (LHC) at
CERN. In such experiments, in a first step towards the collision of heavy nuclei, the chosen
element (Pb, Au, U ...) is heated up to vaporize. Then, thanks to their passage through
several accelerating rings with increasing size and power, they get ultrarelativistic speed.

2This terminology can be a source of confusion, as, since the QGP is expanding into vacuum, itexperiences a compressible flow. The term "ideal fluid" can sometimes be understood as beingreserved for incompressible flow, whereas one could talk about "gas dynamics" in the contextof compressible fluids. In the following, gas-like behavior refers to no inter-particle interactions,whereas ideal (or perfect) fluid will mainly be used as a synonym of inviscid fluid, i.e. with largeReynolds number, which can be the case for both compressible and incompressible fluids.
20



At the LHC, lead (208 Pb) is mainly used, and three main types of collisions are achieved
to study hadronic matter: proton-proton collisions (pp collisions), proton-lead (pPb) and
lead-lead (Pb–Pb). This allows to study the evolution of the QGP and to investigate other
important questions such as the nature of the different QCD phase transitions, or the
hadronic structure.

3.7 The Freeze-out 37

Figure 3.2
Schematic representation of a heavy-ion collision, plotted as a function of t and z,
considering a scenario without (left panel) and with (right panel) the creation of a QGP
[130].

One of the common approaches used is the Cooper–Frye freeze-out [129]. Here,
the above mentioned conversion of the fluid into free particles is achieved instan-
taneously at a critical surface dΣµ in space-time (see Fig. 3.3). Applying a thermal
distribution function, the emission pattern can be calculated via

E
dN

d3~p
=

Z

Σ
dΣµ p

µ f(u · p/T ) , (3.34)

where T is the temperature and uµ the flow at the freeze-out position. Here, f
denotes the Boltzmann, Fermi–Dirac or Bose–Einstein distribution. Since

dN

d3~p
=

1

E

dN

pTdpTdϕdy
, (3.35)

with the rapidity y and the azimuthal angle ϕ, the Cooper–Frye formula can be
rewritten to the form usually applied in heavy-ion physics

dN

pTdpTdϕdy
=

Z

Σ
dΣµ p

µ f(u · p/T ) . (3.36)

In the following, we will focus on the Boltzmann distribution

f(u · p/T ) =
g

(2π)3
exp

�

−uµpµ
T (x)

�

. (3.37)

3.7.1 The Hypersurface
The hypersurface indicates the space-time location for particle emission according
to some criterion which is typically chosen to be a certain time or a certain tem-
perature, specifying an isochronous or isothermal freeze-out, respectively, see Fig.

Figure 1.8: Illustration of the Bjorken scenario of heavy-ion collisions, with or withoutQGP formation [31].

Due to the ultrarelativistic speed, the colliding nuclei in a HIC are highly Lorentz con-
tracted along the longitudinal beam direction by a factor γ. As a result, they appear like
flattened disks. For Pb–Pb collisions at √sNN = 5TeV, each Pb beam has an energy of
2.5TeV per nucleon, equal to mN c

2(γ − 1). Thus γ ∼ 2500. The nucleus longitudinal
extent is then Lz = 2R/γ ∼ 8× 10−3 fm , where R ∼ 10 fm is the Pb nucleus radius.

After the crossing of these two "pancakes", the deposited energy goes through differ-
ent stages, as illustrated on Fig. 1.8, ending up with an ensemble of particles flying freely
to the detector. We now give a schematic summary of the current understanding of these
different phases for Pb–Pb collisions at the LHC as a function of proper time τ :

• At the very beginning of the collision (τ ∼ 0 fm/c), energy deposition and hard
scatterings occur between quarks and gluons from the two colliding nuclei. These
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scatterings include the production of particles with high transverse momentum, as
well as heavy quarks (i.e. charm or bottom quarks). At this stage, most of the con-
stituents of the colliding nuclei, quarks and gluons, form a dense phase far from
equilibrium.

• Next comes the pre-equilibrium stage. At the end of this evolution, the system ther-
malizes3 at time τ ∼ 1 − 2 fm/c: the bulk of the non-equilibrium medium comes
to a state of thermal equilibrium. Experiments suggest a fast thermalization pro-
cess [32] but this is not fully understood theoretically yet. This stage will be our
main focus in the last chapter of this thesis.

• The QGP in equilibrium evolves approximately in the time interval 2 ≤ τ ≤ 10 fm/c.
At this stage, thematter behaves as an almost perfect fluid, which can be described
by hydrodynamics [33, 34]. During its evolution, the QGP expands and its local
temperature falls. When it gets below a certain limit (T ∼ 150 − 170MeV), quarks
become confined within color-neutral hadrons and the system forms an interacting
gas of hot hadrons. This step, called hadronization, takes place in the interval 10 ≤
τ ≤ 20 fm/c . The subsequent hadronic state after hadronization is well-described
as a gas of hadrons and hadronic resonances.

• Finally, at time τ −→ ∞, the system reaches freeze-out, i.e. the equilibrium breaks
down. At this stage, hadrons stop interacting strongly and colliding inelastically:
they undergo chemical freeze-out, so the particles’ number stay conserved [14].
Chemical freeze-out is then followed by kinetic freeze-out where the hadrons stop
having elastic collisions aswell. The resulting hadrons then fly freely to the detector.

We now give definitions of some kinematic variables which are extensively used to de-
scribe such experiments. From now on and to the end of this report, to simplify the ex-
pressions, we will use the natural units in which ℏ = c = kB = 1.
In HICs, one often refers to the energy of the collision by the invariant mass of two

colliding nucleons, each belonging to a different nucleus, which is noted √
sNN . In what

follows, we will often refer to collisions at energies of 5TeV, meaning√sNN = 5TeV.
Another important variable is transverse momentum pT. A HIC experiment consists

of two colliding beams, each following an axis named the beam axis. We can define a
system of coordinates with respect to this axis. We call the direction of the beam axis
the longitudinal direction and the plane orthogonal to it, the transverse plane. We can
decompose each momentum vector into its longitudinal and its transverse components:
p⃗ = p⃗L + p⃗T. The transverse component is particularly important as it is invariant under
longitudinal boosts; if we consider a detector which is not located right above the collision
point but further down the beam axis (this is called forward geometry), a particle will
need to have some longitudinal boost to hit this detector. In this case, the transverse
momentum will be the same wherever we put the detector on the axis.

3As we will explain in later chapters, with thermalization we imply the applicability of hydrody-namics rather than local thermal equilibrium that may be reached only later.
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Let us now define the rapidity and the pseudo-rapidity of a particle. The rapidity y is
given by the formula y = 1

2 ln(
E+pL
E−pL ) where E is the energy and pL is the longitudinal

momentum of the particle. It is a generalization of the longitudinal velocity βL = pL
E and

is additive with respect to longitudinal boosts; if a particle in a frame S’ has rapidity y′ and
the frame S’ has rapidity y′′ with respect to another frame S, then the particle will have a
rapidity y = y′+ y′′ in the frame S. So the rapidity of a particle gives us information about
its longitudinal boost.
The pseudo-rapidity η is a related quantity but of more convenient use in experimental

setups. It is defined as : η = − ln(tan( θ2))where θ is the angle between the beam axis and
the particle’s trajectory. We have the relation y ≃ η when p≫ m.
A historical, as well as practical, picture to describe the early times of the collision right

after this crossing is known as Bjorken flow, see Bjorken’s paper [35], or a more peda-
gogical approach in [36]. First, it is assumed that, since the motion of the two colliding
nuclei is longitudinal, the motion of all produced particles is also close to the longitudi-
nal direction: px = py = 0. In addition, all particles at a given position z have the same
longitudinal velocity vz = z/t. In a hydrodynamic approach, the produced particles are
collectively modeled as a fluid, and the particle velocity vz is also the fluid velocity. This
prescription is boost invariant, in the following sense: if one does a Lorentz transforma-
tion along the z axis, all three quantities vz, z, t are transformed, but vz = z/t still holds in
the new frame. This is illustrated in Fig. 1.9. This variable vz is related to the fluid rapidity yby vz = tan y. With the Bjorken prescription vz = z/t, y is equal to the space-time rapidity
which is defined as ys ≡ atanh

(
z
t

). This boost invariance is the basis of Bjorken flow, and
is supported by initial state and early time models such as Color Glass Condensate and
Glasma [37, 38, 39]. We see that this model describes a 1-dimensional expansion, along
the longitudinal direction. It is expected to be valid at early times, in a stage where radial
and elliptic flow have not yet developed.

1.4 Initial state and pre-equilibrium
It was established in the late 60’s and 70’s that the proton is not a point-like particle

but is a composite structure of elementary particles [40]. This was first discovered at
SLAC by probing the structure of the proton with virtual photons emitted by high-energy
electrons, in so-called deep inelastic scattering (DIS) measurements. Suchmeasurements
later culminated at facilities such as the HERA experiments at DESY.
These scattering experiments allowed to measure the structure functions of the pro-

ton as a function of the momentum exchanged Q2 between the electron and the pro-
ton, which is the virtuality of the exchanged photon, i.e. Q2 = −q2 where q is the four-
momentum of the photon. These were incompatible with a point-like proton and rather
suggested that it is made up of a collection of smaller particles, named partons [41]. The
starting point of this "parton model" is to assume that in the infinite-momentum frame,
where the incoming proton and outgoing state have opposite momentum, the time scale
of the interactions between the constituents of the proton is very large compared to the
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Figure 1.9: Nucleus-nucleus collision in the (z, t) plane, where z is the longitudinal po-sition along the beam axis and t is time in the laboratory frame of reference. The thicklines are the trajectories of the colliding nuclei. The lines of constant proper time τ andspace-time rapidity η are also shown. Adapted by Batoul Diab from [36].

time scale of the interaction with the virtual photon. In this frame, one can define the
so-called Bjorken-x variable, which is the longitudinal momentum fraction of the probed
parton in the nucleon. Then, the probed proton appears as a collection of approximately
non-interacting partons [42]. Today, these partons are understood to be the quarks and
gluons of QCD which make up all hadrons.
DIS experiments allowed to extract the parton distribution functions (PDFs), whichmea-

sure the probability of finding a parton of a given nature4, at a given longitudinal momen-
tum fraction x, when the proton is probed at a scale Q2. The PDFs are non-perturbative
functions that cannot be determined fromfirst principles, but they are, however, universal
objects. This means that for instance, the extraction of PDFs fromDIS experiments allows
to predict cross-sections for other processes, such as Drell-Yan production in proton-
proton scatterings. Sets of PDFs are extracted from global fits to the available data by
various groups, probing the proton content at multiple scales. In addition, pQCD calcula-
tions manage to predict theQ2 dependence of these extracted PDFs [43, 44, 45]. Various
theoretical collaborations perform these fits with subtle differences. A depiction of the
PDFs of the proton is presented on Fig. 1.10.

We see that the probability of finding valence quarks (the constituent quarks in the
quark model of QCD) peaks at x values of 0.1 − 0.2, and is higher for the u than the d
quark, as we would expect from the quark model stating that protons are made of uud

4Gluon or quarks of different flavors.
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Figure 1.10: Parton distribution functions versus their momentum fraction x in the pro-ton, at two different probing scales corresponding to typical energies of the final statesof 3 or 100GeV [46].

constituent quarks. However, we also see that there are other quarks created by the var-
ious interactions among partons in the proton, called "sea quarks". And the probability
density of these sea quarks rises with decreasing x. Finally, the gluons are the most nu-
merous partons at low x.

Indeed, a parton with momentum p can emit and reabsorb a gluon with transverse
momentum kT , in the form of fluctuations. The lifetime of such a fluctuation can be es-
timated as ∆t ∼ 2x(1−x)p

k2T
. For high enough energy, xp ≫ k2T , these fluctuations become

long-lived. The emitted parton carries a fraction x of the total momentum of the nucleon
even smaller than the one of its parent parton. In addition, since the daughter parton
is long-lived, it can further fluctuate into additional partons with even smaller x. Hence,
the probed nucleon becomes populated by parton with smaller and smaller x. Hence, in-
creasing the collision energy, which corresponds to smaller probed values of x, allows to
probe smaller and smaller values of x and thus probe larger gluon phase-space density.
As a consequence, processes which kinematically favor low-x partons will be dominated
by gluon-initiated reactions; this is the case for instance for heavy-quark productionwhich
is dominated by gluon fusion processes [47]. We also see that the proton is a far more
complicated object than the naive quark model that QCD suggested.

The parton distributions of the proton are known with good precision over a broad
range of Bjorken-x down to about 10−4 based on data from HERA and electroweak boson
measurements [48].

Let us now elaborate on what happens during the first instants of a proton-proton col-
lision, in particular the hard particles produced during the initial scatterings between the
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partons making up the protons. The production cross-section of these hard particles can
be calculated by assuming a separation of scales between the non-perturbative processes
determining which partons from the protons will interact, and the hard scattering of par-
tons which is calculated pertubatively. This is known as factorization [8]. In particular, in
collinear factorization, the production cross-section of a particle is expressed as a convo-
lution of the PDFs in the initial state and a cross section associated with the hard partonic
process. Hence, the cross-section for a given process in the collision of hadron h1 withhadron h2 can be written as [49]:
σpp→HX

(
s,Q2

)
=
∑
i,j

∫
dx1 dx2fi/h1

(
x1, µ

2
F

)
fj/h2

(
x2, µ

2
F

) ∞∑
n=0

αnS
(
µ2R
)
σ̂ni,j→H

(
ŝ, µ2R, µ

2
F

)
,

(1.4)
whereHX is the produced final state, x1 and x2 are themomentum fractions of the inter-
acting partons, and fi/k (xk, Q) is the PDF for a parton of type i to be found with momen-
tum fraction xk in the proton k. The sumover n runs over powers of the coupling constant
αS and represents the perturbative series which can be cut at a given order. Then, σ̂n isthe cross section of the partonic hard scattering at energy ŝ = x1x2s at order n in the
perturbative αS expansion and it is further controlled by two parameters, which are arte-
facts of the perturbative expansion, the renormalization scale µR and the factorization
scale µF [49]. A common choice is to set both the factorization and renormalization scale
to the external hard scale Q2, or to vary this choice to assess the impact of higher order
corrections in the perturbative expansion.38 5.2 Factorization
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Figure 5.3: The splitting functions.

5.2.2 Splitting functions

Usually, the parton densities are extracted from measurements of the structure func-

tions of hadrons in lepton–hadron deep inelastic scattering. As a consequence, they

are determined at energy scales specific for the particular DIS interaction. However,

for a consistent computation of hadronic cross sections, it is necessary to have access

to parton densities at any scale fixed by the factorization. Thanks to the combination

of the parton model and perturbative QCD, it is possible to evolve the parton densities

using the evolution equations developed by Dokshitzer, Gribov, Lipatov, Altarelli and

Parisi, collectively referred to as DGLAP evolution equations (see [87] and references

therein). The DGLAP equations are coupled equations which desribe the change of

the quark, antiquark, and gluon densities with the energy scale ln Q2 as

∂

∂ ln Q2

µ

qi(x,Q2)
g(x,Q2)

¶

=
αs(Q

2)

2π

X

j

Z 1

x

dξ

ξ
(5.3)

µ

Pqiqj
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,αs(Q
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,αs(Q
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ξ
,αs(Q

2)) Pgg(
x
ξ
,αs(Q

2))

¶µ

qj(ξ, Q
2)

g(ξ, Q2)

¶

where qi, qj are taken to include both the quark and antiquark distributions, g denotes

the gluon distribution, and i, j are the flavor indices. The splitting functions Pgg, Pqg,

Pgq and Pqiqj
, also called evolution kernels, are the essence of DGLAP equations and

describe the probabilities that a quark or gluon splits into a pair of partons. They are

summarized graphically in Fig. 5.3.

The splitting functions Pqg and Pgq are flavor independent and identical for quarks

Figure 1.11: Illustration of the splitting processes associated with the splitting kernelswhich intervene in the DGLAP equations which describe the scale evolution of partondistribution functions [50].

The non-perturbative PDFs depend logarithmically on the scale µ at which it is evalu-
ated, due to the splitting of partons. This dependence is given by the Dokshitzer-Gribov-
Lipatov-Altarelli-Parisi (DGLAP) evolution equations [43, 44, 45], which allow to determine
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the PDFs fi (x,Q2
) at all scales µ when it is known at some scale µ0:

dfi (x, µ)

d logµ2
=
∑
j

∫ 1

x

dz

z

αs
2π
Pij(z)fj

(x
z
, µ
) (1.5)

where Pij(z) is the splitting kernel that determines the probability for a parton of
type i to split into a final state containing a parton of type j, as illustrated in Fig. 1.11.
These splitting functions are also at the core of parton showers, meaning that a parton
produced in a hard processe splits multiple times until the daughter partons reach the
hadronization scale forming a spray of collimated hadrons observed in the experiments,
known as a jet5.

This collinear-factorization formalism is widely used in high-energy physics to calcu-
late production cross sections of jets, heavy quarkonia6 (further discussed in a specific
section), weak-gauge bosons and the Higgs particle [49].

Nuclei cannot be viewed as bags of independent nucleons and cannot be described as
amere superposition of proton and neutron PDFs, because interactions between protons
andneutrons affect themomentumanddensity distributions of their constituent partons.
The actual measured distribution of partons in nuclei, known as nuclear PDFs (nPDFs),
show modifications from the free proton and neutron PDFs, as can be seen on Fig. 1.12.

Depending on the nPDF being depleted or enhanced with respect to the free PDF, one
can notice different regions:

• the shadowing region for x < 10−2

• the antishadowing region around x = 10−1

• the EMC-effect region around x = 5 · 10−1

Although there is no definite theoretical description of these modification effects,
some phenomenological interpretations exist. Shadowing is usually attributed to multi-
ple scattering [51] or consequences of gluon saturation [52]. Antishadowing can be under-
stood as a consequence of sum rules and quantum number balancing the modifications
at lower x due to shadowing. The EMC-effect is often associated with short-range corre-
lations or Fermi-motion at high-x [53]. These nuclear modifications are often assumed to
follow the same Q2 dependence as the proton PDFs, i.e. following the DGLAP evolution
equations.

5The main difference is that the partons splittings in PDF evolution is time-like, whereas theparton shower in the fragmentation of jets is space-like.6Other approaches exist, in particular in the context of semi-inclusive observables, where thefocus is on the production of heavy quarkonium with very low transverse momentum pT ≪ mQQ̄in Semi-Inclusive-Deep-Inelastic scattering (SIDIS). For this type of observable, the transverse mo-mentum of the produced quarkonium is low enough so that it can be produced by the transversemomentum of the partons inside the proton. This low transverse momentum is non-perturbativeand, as in collinear factorization, can be produced by the non-perturbative evolution of the partondistributions. In this approach, parton distribution functions which are convoluted with the hardscattering cross section are now allowed to have a associated transverse momentum kT.This isknown as the Transverse-Momentum-Dependent factorization (TMD factorization) framework.
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0).

would otherwise (that is, if α = 1) develop if xa < 0.1.
The coefficients ai, bi, ci are fully determined by the
asymptotic small-x limit y0 = RAi (x → 0, Q2

0), the an-
tishadowing maximum ya = RAi (xa, Q

2
0) and the EMC

minimum ye = RAi (xe, Q
2
0), as well as requiring con-

tinuity and vanishing first derivatives at the matching
points xa and xe. The A dependencies of y0, ya, ye are

parametrized as

yi(A) = yi(Aref)

(
A

Aref

)γi[yi(Aref )−1]

, (3)

where γi ≥ 0 and Aref = 12. By construction, the nu-
clear effects (deviations from unity) are now larger for
heavier nuclei. Without the factor yi(Aref) − 1 in the

exponent one can more easily fall into a peculiar situa-
tion in which e.g. yi(Aref) < 1, but yi(A � Aref) > 1,
which seems physically unlikely. For the valence quarks

and gluons the values of y0 are determined by requiring
the sum rules∫ 1

0

dxfp/AuV
(x,Q2

0) = 2, (4)∫ 1

0

dxf
p/A
dV

(x,Q2
0) = 1, (5)∫ 1

0

dxx
∑
i

f
p/A
i (x,Q2

0) = 1, (6)

separately for each nucleus and thus the A dependence
of these y0 is not parametrized. All other parameters

than y0, ya, ye are A-independent. In our present frame-
work we consider the deuteron (A = 2) to be free
from nuclear effects though few-percent effects at high

x are found e.g. in Ref. [57]. The bound neutron PDFs

f
n/A
i (x,Q2) are obtained from the bound proton PDFs

by assuming isospin symmetry,

f
n/A
u,u (x,Q2) = f

p/A

d,d
(x,Q2), (7)

f
n/A

d,d
(x,Q2) = f

p/A
u,u (x,Q2), (8)

f
n/A
i (x,Q2) = f

p/A
i (x,Q2) for other flavours. (9)

Above the parametrization scale Q2 > Q2
0 the nu-

clear PDFs are obtained by solving the DGLAP evo-

lution equations with 2-loop splitting functions [58,59].
We use our own DGLAP evolution code which is based
on the solution method described in Ref. [60] and also

explained and benchmarked in Ref. [61]. Our parametri-
zation scale Q2

0 is fixed to the charm pole mass Q2
0 =

m2
c where mc = 1.3 GeV. The bottom quark mass is

mb = 4.75 GeV and the value of the strong coupling
constant is set by αs(MZ) = 0.118, where MZ is the
mass of the Z boson.

As is well known, at NLO and beyond the PDFs do
not need to be positive definite and we do not impose

such a restriction either. In fact, doing so would be ar-
tificial since the parametrization scale is, in principle,
arbitrary and positive definite PDFs, say, at Q2

0 = m2
c

may easily correspond to negative small-x PDFs at a
scale just slightly below Q2

0. As we could have equally
well parametrized the PDFs at such a lower value of Q2

0,

we see that restricting the PDFs to be always positive
would be an unphysical requirement.

3 Experimental data

All the `−A DIS, pA DY and RHIC DAu pion data sets
we use in the present analysis are the same as in the

EPS09 fit. The only modification on this part is that we
now remove the isoscalar corrections of the EMC, NMC
and SLAC data (see the next subsection), which is im-

portant as we have freed the flavour dependence of the
quark nuclear modifications. The `−A DIS data (cross
sections or structure functions F2) are always normal-
ized by the `−D measurements and, as in EPS09, the

only kinematic cut on these data is Q2 > m2
c . This

is somewhat lower than in typical free-proton fits and
the implicit assumption is (also in not setting a cut in

the mass of the hadronic final state) that the possi-
ble higher-twist effects will cancel in ratios of structure
functions/cross sections. While potential signs of 1/Q2

effects have been seen in the HERA data [62] already

around Q2 = 10 GeV2, these effects occur at signifi-
cantly smaller x than what is the reach of the `−A DIS
data.

From the older measurements, also pion-nucleus DY

data from the NA3 [48], NA10 [49], and E615 [50] col-
laborations are now included. These data have been

Figure 1.12: Illustration of the EPPS16 RAi (x,Q2
0

), which is the ratio of the nPDF, within anucleus of mass number A, by the free proton PDF for the parton of type i [54].

Since heavy ions are extended objects with transverse size of order ∼ 10 fm, at high
energy, each collision between two of them has a specific geometry characterized by
quantities such as the impact parameter b between the colliding nuclei, the number of
participating nucleons Npart, and the number of binary nucleon-nucleon collisions Ncoll.

TheGlauberModel [55] is a tool to infer these event-by-event quantities using geomet-
ric considerations. In this model, the collision of two nuclei is seen as the superposition
of individual interactions of the constituent nucleons. The number of participating nucle-
ons, Npart , represents the total number of nucleons which undergo at least one inelastic
nucleon-nucleon collision (the nucleons which do not participate in collisions are usually
referred to as spectators). Ncoll is the total number of binary nucleon-nucleon collisions
(each nucleon with different nucleons). The numbers Npart and Ncoll are both important
quantities that cannot be determined directly from measured cross-sections but can be
computed with this model.

The Glauber Model depends on inputs that can be determined experimentally, such
as nuclear density or the nucleon-nucleon cross section. An important use of thismodel is
the inference of the geometry of a given collision from the measured number of charged
particles (this is known as the "charged-particle multiplicity" and is usually given per unit
of pseudo-rapidity dNch/dη). Indeed, as illustrated on Fig. 1.14, this model gives a relation
between Npart, the impact parameter b, and the total charged-particle multiplicity Nch.Hence, the multiplicity of a given collision gives access to its impact parameter. More
precisely, the collisions are sorted into different bins of multiplicity, known as "centrality
classes". The 0-10% centrality class corresponds to the top decile of collisions in the mul-
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tiplicity distribution, while the 90-100% centrality class corresponds to the last decile. The
0-10% or 0-5% centrality classes have an associated impact parameter b which is close to
zero. This means that these collisions are almost head-on, and are known as "central"
collisions. On the other hand, collisions in the lower centrality classes are "peripheral"
collisions and correspond to large impact parameters between the colliding nuclei.
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A

Figure 3: Schematic representation of the Optical Glauber Model geometry, with

transverse (a) and longitudinal (b) views.

2.3 Optical-limit Approximation

The Glauber Model views the collision of two nuclei in terms of the individual

interactions of the constituent nucleons (see, e.g., Ref. (27)). In the optical limit,

the overall phase shift of the incoming wave is taken as a sum over all possible

two-nucleon (complex) phase shifts, with the imaginary part of the phase shifts

related to the nucleon-nucleon scattering cross section through the optical theo-

rem(28,29). The model assumes that at sufficiently high energies, these nucleons

will carry sufficient momentum that they will be essentially undeflected as the

nuclei pass through each other. It is also assumed that the nucleons move inde-

pendently in the nucleus and that the size of the nucleus is large compared to the

extent of the nucleon-nucleon force. The hypothesis of independent linear tra-

jectories of the constituent nucleons makes it possible to develop simple analytic

expressions for the nucleus-nucleus interaction cross section and for the number

of interacting nucleons and the number of nucleon-nucleon collisions in terms of

the basic nucleon-nucleon cross section.

Consider Fig. 3. Two heavy-ions, “target” A and “projectile” B are shown

colliding at relativistic speeds with impact parameter b (for colliding beam ex-

periments the distinction between the target and projectile nuclei is a matter of

convenience). We focus on the two flux tubes located at a displacement s with

respect to the center of the target nucleus and a distance s − b from the center

of the projectile. During the collision these tubes overlap. The probability per

unit transverse area of a given nucleon being located in the target flux tube is

T̂A (s) =
∫

ρ̂A(s, zA)dzA, where ρ̂A (s, zA) is the probability per unit volume, nor-

malized to unity, for finding the nucleon at location (s, zA). A similar expression

follows for the projectile nucleon. The product T̂A (s) T̂B (s− b) d2s then gives

the joint probability per unit area of nucleons being located in the respective

overlapping target and projectile flux tubes of differential area d2s. Integrating

Figure 1.13: Schematic representation of theOptical GlauberModel geometry, with trans-verse (a) and longitudinal (b) views [55].
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3 Relating the Glauber Model to Experimental Data

Unfortunately, neither Npart nor Ncoll can be directly measured in a RHIC exper-

iment. Mean values of such quantities can be extracted for classes of (Nevt) mea-

sured events via a mapping procedure. Typically a measured distribution (e.g.,

dNevt/dNch) is mapped to the corresponding distribution obtained from phe-

nomenological Glauber calculations. This is done by defining “centrality classes”

in both the measured and calculated distributions and then connecting the mean

values from the same centrality class in the two distributions. The specifics of this

mapping procedure differ both between experiments as well as between collision

systems within a given experiment. Herein we briefly summarize the principles

and various implementations of centrality definition.

3.1 Methodology

Figure 8: A cartoon example of the correlation of the final state observable

Nch with Glauber calculated quantities (b, Npart). The plotted distribution and

various values are illustrative and not actual measurements (T. Ullrich, private

communication).

The basic assumption underlying centrality classes is that the impact param-

eter b is monotonically related to particle multiplicity, both at mid and forward

rapidity. For large b events (“peripheral”) we expect low multiplicity at mid-

rapidity, and a large number of spectator nucleons at beam rapidity, whereas

for small b events (“central”) we expect large multiplicity at mid-rapidity and a

small number of spectator nucleons at beam rapidity (Figure 8). In the simplest

Figure 1.14: Illustration of the correlation of between charged-particle multiplicity Nch,number of participant Npart and impact parameter b. The division in different centralityclasses is also shown [55].
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1.5 Probing the QGP
As we saw in Sec. 1.2, lattice QCD calculations predict that the experimental conditions

achieved in heavy-ion collisions, almost zero µB and high temperature T > Tc , are suchthat the strongly interacting matter undergoes a transition to a deconfined medium, with
restored chiral symmetry, known as the QGP. This transition occurs when a sufficient
energy density is reached.
The midrapidity region corresponds to η ∼ 0, i.e. particles produced at an angle from

the beam pipe of about ∼ 90°. Let us estimate the early energy density in this region
in heavy-ion collisions. As it is well known in relativistic statistical physics, entropy and
particle multiplicity are both extensive quantities which have the same scaling with tem-
perature ∝ T 3. Hence, the final entropy per unit rapidity dS/dy can be related to the
number of charged particles per unit rapidity dNch/dy by a simple factor S/N . As we will
see in a later chapter, it has been estimated to be about S/N ∼ 6.7. In a Pb–Pb collision
at the LHC at √sNN ∼ 5TeVcollision energy, the typical charged-particle multiplicity is
dNch/dy|y=0 ∼ 1900 in the midrapidity region [56]. Thus dS/dy|y=0 ∼ 12700. We now
assume that after its creation and equilibration, the evolution of the QGP is isentropic, so
that its total entropy is the same in the final state and right after its equilibration. This as-
sumption is an approximation, since there is some entropy production in particular at the
hadronization stage. Then the entropy density varies uniquely according to the expansion
of the QGP 4-volume. We can then access the initial entropy density:

s (τ0) =
1

Aτ0

dS

dy

∣∣∣∣
y=0

.

where τ0 is the formation time and A is the transverse surface. We use τ0 ∼ 1 fm/c.
For central Pb-Pb collisions, A ∼ 110 fm2. Then s (τ0) ∼ 115 fm−3 = 0.88GeV3. Lattice
QCD calculation gives an estimate of the relation between entropy density and temper-
ature: s(T ) ∼ 14T 3. Then we get an initial temperature at the formation of the QGP of
T0 = 397MeV, which is well above the pseudo-critical temperature determined by lattice
QCD calculation Tps ∼ 155MeV. This indeed confirms the idea of the formation of a hot
deconfined medium with high entropy density.
Using a similar calculation, we can estimate the time atwhich the producedmediumhas

cooled down enough to reach the pseudo-critical temperature; we get τps ∼ 17 fm/c. We
see that the lifetime of this deconfinedmedium is incredibly short, and the characteristics
of the QGP can only be probed through the study of indirect observables. The currently
exploited probes to access these observables can be put in different categories, explained
hereafter.
Soft probes: Most of the particles produced in a typical heavy-ion collision are known
as soft, meaning that their energy andmomentum are≲ ΛQCD. These particles are inma-
jority pions, kaons and protons. The soft physics exploredwith the study of these particles
gives access to the late stages of the medium evolution. In particular, they are relevant
to inquire hydrodynamic properties of the QGP, through the measurement of collective
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behaviors between detected particles. These are known as "flow" observables. An exam-
ple of such an observable is the elliptic flow [57]: in non-central heavy-ion collisions, the
overlap region between the two colliding nuclei has an "almond-like" shape. This shape
causes an azimuthal anisotropy of the produced medium in coordinate space. Due to
the hydrodynamical behavior of the QGP, this anisotropy in space will cause a difference
in pressure gradients between the long and short axis of the almond-shaped deposited
energy region. This difference in gradients of pressure then generates, according to the
equations of hydrodynamics, an anisotropy in momentum space: particles will tend to be
produced with a momentum larger in the direction of the short axis of the almond than
in the orthogonal direction. This is illustrated in Fig. 1.15. This azimuthal anisotropy of par-
ticle production is one of the clearest experimental signatures of the so-called "collective
flow" in heavy-ion collisions.
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y z
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Collective interaction 
pressure

Figure 1.15: Illustration of a non-central collision: the almond-shaped interaction volumeleads initial pressure gradients which produce amomentum anisotropy, known as ellipticflow. Adapted by Batoul Diab from [58].

Hard probes: These probes are created by initial hard scatterings and carry a large
momentum and/or mass compared to ΛQCD ∼ 200MeV. They are particularly notewor-
thy because their production can be computed using perturbative QCD. The idea is to
see how the traversed medium affects these hard probes, compared to the in-vaccum
production and propagation, then to deduce the properties of themedium. Among these
probes are jets. These are collimated bundles of particles produced by the parton shower
process of a highly energetic parton, followed by the hadronization of all the produced
particles in this shower. In heavy-ion collisions, jets can be produced in the center of
the produced medium and thus have to propagate through the QGP medium before hit-
ting the detector. During this propagation, the interaction of the jet constituents with the
hot medium can cause the jet to lose energy. This phenomenon is commonly referred
to as "jet-quenching" [59]. Heavy flavor hadrons (D and B mesons, baryons containing a
heavy-quark c or b) are another category of hard probes. Similarly to jets, heavy quarks
can propagate through the medium of soft deconfined partons and loose energy. This
energy loss can occur both by collisions with partons (this is known as collisional energy
loss) or by radiating soft gluons (this is known as radiative energy loss). The comparison of
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the pT spectrum of these mesons in proton-proton and heavy-ion collisions can be used
to assess the level of this energy loss of heavy quarks in the medium.
Initial-state probes: Particles which do not carry any color charge do not interact
via the strong force, and thus will experience a fairly transparent QGP medium, owing to
small interaction cross sections with the QGP. This is notably the case for the electroweak
bosons : Z0,W± and photons. Whereas the strong coupling is of order αs(MZ0) ≈ 0.11

at the pole mass of the Z0 boson, the electromagnetic coupling is only αEM ≈ 1/128. In
particular, the weak bosons are created by initial hard collisions and can be used to study
and constrain nPDFs. On the other hand, electromagnetic probes (real or virtual photons)
can be produced during the entire history of the medium. Therefore they can be used to
study different stages of the collision.
The following section will be devoted to the last kind of QGP probe that we will mention

is this thesis, namely the heavy quarkonia.

1.6 Heavy quarkonia in proton-proton and heavy-
ion collisions

Quarkonia are mesons which contain a quark bound to its own anti-particle. The most
interesting states are heavy quarkonia, among which are charmonia (bound states of cc̄
pairs, such as J/ψ, ψ(2S), ...), and bottomonia (bound states of bb̄ pairs, such as Υ(nS)).
Heavy quarkonia are particularly interesting objects since they provide a natural sep-

aration of scales. Indeed, the large mass of heavy quarks mQ ≫ ΛQCD implies that the
relative velocity v between the two heavy quarks is small: the charm quark mass is about
1.3GeV/c2, while the beauty quark mass is 4.7GeV/c2. We hence have a hierarchy of en-
ergy scales: mQ ≫ mQv ≫ mQv

2, where mQv is of the order of the relative momentum
between the two quarks andmQv

2 is of the order of the binding energy, due to the Virial
theorem. This small binding energy and relative momentum compared to the mass of
the quarks (and hence of the quarkonium), allows for a non-relativistic treatment of this
object, and can thus be regarded as the "hydrogen atom of QCD" [60].

The interaction of the two quarks can then be described by an effective potential,
obtained after integrating out the momentum scales abovemQ, which can then be usedin Schrödinger-like non-relativistic equations. This procedure is the core of so-called non-
relativistic QCD (NRQCD), which is an effective field theory and is thus a simplification of
the full underlying QCD theory [61].
Quarkonia can be classified according to their total angular momentum J⃗ = L⃗ + S⃗,

whereS is the spin of the state andL is the angularmomentum. The parity (P = (−1)L+1
)

and charge conjugate parity (C = (−1)L+S
) of quarkonium states, are both conserved

quantities in the strong andelectromagnetic decays. This classification is shown in Fig. 1.16.
These QQ̄ resonances are not stable particles and will decay with a characteristic

proper time inversely proportional to their width, as τd ≈ 1/Γ. In particular, for J/ψ,
this width is about 92.6± 1.7keV, which corresponds to a mean lifetime of (2.13± 0.04)×
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103 fm/c = (7.09±0.12)×10−21 s. For ψ(2S), the decay width is about 286±16 keV, which
corresponds to a mean lifetime (6.89± 0.36)× 102 fm/c = (2.29± 0.12)× 10−21 s [6].

Figure 1.16: Level scheme of the charmonium family. Adapted by Batoul Diab from [6].

The J/ψ has a rest mass of 3096.900± 0.006GeV/c2 and a spin of 1. It was discovered
in 1974 simultaneously at the Brookhaven National Lab (BNL) [62] and at the Stanford
Linear Accelerator Center (SLAC) [63]. It was the first observation of the charm quark, as
a bound state of charm and anti-charm quarks. This particle is among the most studied
quarkonium state in particle physics, in particular because it is abundantly produced, and
because it is a vector state (L = 0 and S = 1). Such states have a significant decay
probability to a dilepton channel, meaning a decay into an electron-positron pair or a
muon-anti-muon pair. In hadron collisions, these channels have the advantage of being
much cleaner to study experimentally compared to hadronic ones. For instance, for J/ψ
the branching ratios to dileptons are [6]:

Decay channel branching ratio (%)
µ+µ− 5.961± 0.033
e+e− 5.971± 0.032hadrons 87.7± 0.5

This relatively large decay branching ratio of vector particles to the dilepton channels is
a consequence of the Landau-Yang theorem [64, 65], stating that a vector particle (J=1) can-
not couple to two massless spin 1 particles. This means that it cannot decay into only two
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gluons but must decay in at least three gluons. Hence, the decay channel into hadrons,
through the decay into three gluons, is power-suppressed by an additional power of
αs compared to pseudo-scalar states (J = 0) such as the ηc which can decay into two
gluons. In the particular case of the J/ψ, the decay into only two gluons is also for-
bidden by parity conservation. In addition, the decay width of J/ψ via a virtual photon
contributes to about 25% to the total decay width, i.e. the same order of magnitude as
the decay via 3 gluons. This explains the (comparatively) long lifetime of the J/ψ state
of about τJ/ψ = (2.13 ± 0.04) × 103 fm/c, which is much longer than the QGP lifetime
τJ/ψ ≫ τQGP ∼ 10 fm/c at LHC energy.

B hadron

cτ ≈ 500 μm

X

μ+

μ−

μ+
μ−

}

} Prompt J/ψ

Displaced J/ψ

Figure 1.17: Illustration of the production of a prompt and a non-prompt J/ψ decayinginto dimuons. The prompt J/ψ is reconstructed at the collision point while the recon-structed vertex of the non-prompt J/ψ is displaced. Adapted by Batoul Diab from [66].

We distinguish two contributions to the inclusive J/ψ production in hadronic colli-
sions, which are both illustrated in Fig. 1.17:

• The prompt production encompasses J/ψs from a cc̄-pair produced by the strong
interaction at the primary vertex7, and hadronizing either directly into a J/ψ (direct
J/ψ) or into an excited charmonium resonance later decaying into a J/ψ (feed-
down from a higher charmonium state).

• The non-prompt production originates from weak decays of hadrons containing a b
valence quark (b-hadron). For this contribution, a secondary displaced vertex cor-
responding to the decay of b-hadrons (mostly B mesons, with a typical lifetime of
cτB ∼ 500µm) can be identified with silicon vertex detectors.

7The decay products of prompt production originate from the primary vertex within the exper-imental resolutions at experimentally accessible momenta.
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The prompt J/ψ cross section, both differential or integrated over transverse mo-
mentum, has been measured by all LHC experiments in proton-proton (pp) collisions in
different kinematic regimes at collision energies 2.76, 7, 8 and 13TeV, and in Pb–Pb colli-
sions at 5.02TeV [67]. From these measurements, the fraction of the J/ψ produced from
b-hadron decays has been estimated to be about 10% at low transverse momentum and
increases as a function of pT. In addition, Fig. 1.18 illustrates the fact that prompt J/ψ can
also be produced by the feed-down decay of higher resonance states. For instance, the χcfeed-down to the prompt J/ψ is about 12%−30% at high pT. The feed-down contributionof ψ(2S) to prompt J/ψ production is about 10%.
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Figure 2: (a) Fχc
J/ψ as function of PJ/ψ

T from CDF [82] and LHCb [240]. (b) Typical sources of hadroproduced J/ψ at low and high
PT . These numbers are mostly derived from LHC measurements [245, 246, 247, 244, 243, 240, 242] assuming an absence of a
significant rapidity dependence. (a) Adapted from [240].

direct from χc1 from χc2 from ψ(2S )

“low” PT J/ψ 79.5 ± 4 % 8 ± 2 % 6 ± 1.5 % 6.5 ± 1.5 %

“high” PT J/ψ 64.5 ± 5 % 23 ± 5 % 5 ± 2 % 7.5 ± 0.5 %

Table 2: J/ψ FD fraction in hadroproduction at Tevatron and LHC energies.

ies indicate that the sole hc –whose inclusive production has never been measured– may contribute in a
relevant way to the ηc. However, they also tend to agree [248, 249, 250] that the hc cross section should
be slightly suppressed compared to the other quarkonium states and thus that its FD can be neglected in a
first approximation. According to Tab. 1, another possible relevant FD source may be that of the ηc(2S ).
Its prompt cross section is not yet measured and its branching fraction to ηc is essentially unknown –only
a loose upper bound exists. If this fraction is found to be large and the ηc(2S ) cross section is particularly
large (see [110] for some expectations and section 2.2.2), the ηc(2S ) could be a visible source of FD to ηc

–unlikely larger than 10 % though. From Tab. 1, one might expect some ψ(2S ) FD to the χc states. This has
so far often been ignored in the literature. Indeed, using the ψ(2S ) and χc FD to J/ψ of Fig. 2a, one easily
derives that the ψ(2S ) FD to the χc1 is on the order of 2÷4% depending on PT and to the χc2 on the order of
2 %. However, there may be situations (like lepto/photoproduction) where vector-quarkonium production
would highly be favoured compared to the C-even P-wave production and where such a FD would become
relevant. The same may happen for the ηc(2S ) FD to the hc. In this case, none are measured in any inclusive
reaction and thus the size of such a FD remains an academical topic.

We end this short survey on the FD in hadroproduction by the ηc(2S ) case which has recently been
measured in inclusive b-hadron decays by LHCb [251] and whose production should be measurable with
data currently on tapes [110]. The only possible decay is obviously from the ψ(2S ) and its branching is at
the per-mil level, so that it is unlikely to affect the ηc(2S ) phenomenology.

FD can in principle also affect the phenomenology of photo- and electro-production. We have just seen
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Figure 1.18: Typical sources of hadroproduced J/ψ at low and high pT [68].

1.6.1 Charmonia in pp
The mass spectrum of the charmonium states can be derived from a non-relativistic

Schrödinger equation [69] and by using a Cornell-type potential [70]:
V (r) ∝ −4

3

αeff

r
+ k · r (1.6)

The variable r denotes the radial distance between the two color charges, αeff is an
effective coupling constant and k is a nonperturbative long-distance parameter which is
equivalent to a "string tension". It is a confining potential. A typical value of k is about
0.2GeV2 [71]. One can view this confining force in a naive string picture, where both
quarks are linked together with a string characterised by a given tension. This tension pre-
vents the release of the free quarks when additional energy is transferred to the bound
state.

A more precise form of the potential between two static color charges can be derived
from lattice QCD and follows approximately this Cornell shape [72]. Using this potential,
similarly to the Bohrmodel, one can infer the radius of the ground state of quarkonia. For
J/ψ, the computed value is rJ/ψ ∼ 0.5 fm, while for Υ(1S), rΥ(1S) ∼ 0.3 fm.

The mass splittings between the two lowest lying vector states in terms of radial exci-
tation (J/ψ and ψ(2S) for charmonium, Υ(1S) andΥ(2S) for bottomonium) are approxi-
mately 600MeV. By attributing thismass splitting to the average kinetic energymQv

2, one
gets the relative velocity between quarks in quarkonium states: v2c ∼ 0.3 for charmonium
and v2b ∼ 0.1 for bottomonium [47, 73]. These estimates confirm the hierarchy of scales
assumed above.
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During a hadronic collision, the charm quarks are expected to be producedmainly dur-
ing the initial hard scatterings between participating nucleons. This means that, in order
to conserve flavor number, they are always produced in cc̄ pairs. In addition, since the
strong interaction is the dominant one in hadronic collisions, the total number of charm
and anti-charm quarks is conserved throughout the history of the collision. The mass of
the cc̄-quark pair amounts to ∼ 3GeV/c2. Hence, mcc̄ ≫ ΛQCD, and perturbative QCD
can be employed in conjunction with the collinear factorization to compute J/ψ produc-
tion cross sections. In addition, Fig. 1.19 shows the kinematic coverage of different ex-
periments. Q2 refers to the hard scale of the process, e.g. invariant mass or transverse
momentum, while Bjorken-x of incoming partons is computed as x = (Q/

√
s)e±y , where

y is the rapidity. Some observables accessible at the LHC are indicated in blue. In particu-
lar, J/ψ production probes the Bjorken-x range between 10−2−10−5. In this low-x range,
the PDFs a largely dominated by gluons, so that charmonium production is dominated by
gluon fusion at LHC energies.11 18. Structure Functions

Figure 18.3: Kinematic domains in x and Q2 probed by fixed-target and collider experiments,
where here Q2 can refer either the literal Q2 for deep inelastic scattering, or the hard scale of
the process in hadron-hadron collisions, e.g. invariant mass or transverse momentum p2

T . Some
of the final states accessible at the LHC are indicated in the appropriate regions, where y is the
rapidity. The incoming partons have x1,2 = (Q/14 TeV)e±y where Q is the hard scale of the process
shown in blue in the figure. For example, open charm production [63] and exclusive J/ψ and Υ
production [64] at high |y| at the LHC may probe the gluon PDF down to x ∼ 10−5.

NNPDF and CT) have converged, so that now a good agreement has been achieved between the
resulting PDFs. Indeed, the previous round of global fit PDF sets, CT14 [85], MMHT2014 [86], and
NNPDF3.0 [87], have been combined [88] using the Monte Carlo approach [69] mentioned above.
The single combined set of PDFs is discussed in detail in Ref. [88]. An update for the most recent

11th August, 2022

Figure 1.19: Illustration of the kinematic coverage of different facilities as a function ofQ2

and x [6].

According to the collinear-factorization frameworkmentioned earlier, the prompt pro-
duction of charmonium is separated into non-perturbative parton distributions in the
colliding hadrons, which collide and produce a cc̄ pair. The partonic production cross
section can be calculated with perturbative QCD. The main additional challenge to the
factorization formula presented in Eq. 1.4 is the fact that the produced cc̄ pair must finally
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hadronize into a physical quarkonium. Hence, there is a non-perturbative transition of
the cc̄-quark pair to the corresponding charmonium bound state, which must be mod-
eled separately.
The prompt charmonium production can also be calculated in the high energy limit

using a framework known as Color Glass Condensate (CGC), on which we will give more
details later on. It has the advantage of taking into account the so-called "next-to-leading
twist" diagrams, where a large number of partons can interact in the partonic scattering
cross section, instead of a simple 2-to-2 scattering as in the naive parton model.
Concerning the transition between the cc̄-pair and the bound states, the Color Singlet

Model (CSM), the non-relativistic QCD (NRQCD) and the Color Evaporation Model (CEM)
are used for the calculations.

• The CSM [74, 75] assumes that the quark pair is produced with the same quantum
numbers as the physical quarkonium, including the color, and thus the quantum
state does not evolve between its production and its hadronization. This means
that the cc̄-pair must be produced as a color singlet. The hadronic cross section can
then be computed in the collinear framework. In this approach, NLO and NNLO
contributions are significantly larger than the LO contributions at mid and large
pT [68].

• NRQCD [61] is an effective theory based on the hierarchy of scales outlined above,
driven by the large quark mass and small relative velocity. Unlike CSM, the quark
pair is not required to be produced in a color singlet state, but also includes color
octet states. The nonperturbative hadronization process of the cc̄ into a J/ψ is
encapsulated in long-distance matrix elements (LDMEs) that are, in the model, as-
sumed to be process-independent and can be constrained by fitting experimental
data. However, a still-standing difficulty for NRQCD is to describe both the pT spec-
trum and the close-to-null polarisation of J/ψ mesons.

• In the CEM [76, 77], the probability of forming a quarkonium state is assumed to
be independent of the color or spin state of the produced cc̄ pairs. Every pro-
duced pair below the open-heavy flavor threshold contributes to the production
of every quarkonium state. After its production, the pair is free to evolve by non-
perturbative gluon emissions. The color and spin are integrated over so that the
color of the state is said to "evaporate" away without changing the kinematics of
the pair.

Thesemodels do notmanage to reproduce simultaneously the prompt J/ψ cross sec-
tion and the polarization measurements. In particular, NRQCD is successful in describing
many charmonium observables, including the J/ψ production cross sections at different
LHC energies, but predicts a transverse polarisation with increasing pT [78], while NLO
CSM predicts an increasingly longitudinal yield with pT [68]. None of these predictions
correctly describes the measured polarization parameter and its pT trend. This lack of
understanding is a motivation for precision multi-differential cross section and polarisa-
tion measurements in pp collisions. In addition, pp data are reference measurements
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for heavy-ion collision data. Thus, the production of charmonium in pp collisions is an
important topic to test pQCD calculations and probe non-perturbative physics.
The non-prompt J/ψ are produced from the decays of the b hadrons, containing a b

quark. The process of b quark production can be computed using the collinear factori-
sation approach, in which the hard parton-parton scattering cross section is computed
perturbatively. In addition, the hadronization process describing the non-perturbative
evolution of a b quark into a b hadron is described by introducing fragmentation functions
in the factorization formula Eq. 1.4. These fragmentation functions are non-perturbative
objects which are usually extracted from e−e+ experimental data. The last step for non-
prompt production is the weak decay function from B-hadron to charmonium state.
The perturbative b quark production cross section can be evaluated by the Fixed Or-

der Next-to-Leading-Logarithm (FONLL) calculations [79]. These calculations are imple-
mented at NLOwith an all-order resummation to next-to-leading log (NLL) accuracy in the
limit where the pT of the heavy quark is much larger than its mass. These computations,
although they have large theoretical uncertainties, describe the production cross sections
of open heavy-flavour hadrons measured in pp and pPb collisions in different kinematic
domains at centre-of-mass energies ranging from 0.2 to 13TeV [67, 80, 81]. FONLL calcu-
lations predict a harder pT spectrum of non-prompt J/ψ than for prompt J/ψ and thus
the fraction of non-prompt contribution to the inclusive J/ψ yield is expected to increase
with pT.
Non-prompt J/ψ production can be used to estimate open beauty-hadron production

after an extrapolation (see e.g. [82]). The measurement of beauty production in pp colli-
sions provides a reference for the beauty-hadron production measurements in proton-
nucleus and nucleus-nucleus collisions, and is thus crucial for studying the impact of b
quark interaction with the QGP.

1.6.2 Charmonia in heavy-ion collisions
In heavy-ion collisions, the suppression of J/ψ production has been proposed by Mat-

sui and Satz as a signature of deconfinement in nucleus-nucleus collisions in 1986 [83].
Their model raised great interest in both experiment and theory communities and since
then, many developments in the understanding of charmonium production took place.
Their ideawas based on an analogy betweenQCD andQEDplasma. Indeed, in both cases,
mobile charge carriers (electrons for electromagnetic plasma and partons for QGP) can
screen Coulomb fields. In the case of QCD, the non-relativistic potential between two
static color charges in Eq. 1.6 is then damped at large distances according to:

V (r) ∝ −αeff
e−mDr

r
(1.7)

wheremD is the Debyemass. Thismeans the attracting potential between two quarks
at distance r decreases rapidly when r > 1

mD
≡ rD, the Debye radius. In an electromag-

netic plasma, mobile electrons screen the electric fields at distances larger than theDebye
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radius [84]:
rD =

√
T

ne2
(1.8)

where T is the temperature of the plasma, e is the electron charge, and n is the number
density of electrons.
Similarly, in the QGP, the free partons screen the color potential between heavy quarks

with larger separation than rD. A quarkonium of large-enough size thus dissociates into
two open flavor mesons in the QGP, making their production directly suppressed com-
pared to quarkonium production in the vacuum. Such a high-temperature relativistic
medium is populated by thermally excited particles, so that the color charge density scales
with temperature as n ∝ T 3. Hence, the Debye radius for a deconfined QCD medium
is [85]:

rD =
1

mD
∝ 1

gsT
(1.9)

where gs is the strong coupling. Therefore, when the temperature of the medium rises,
the Debye radius decreases, and states of smaller size start to dissociate. In this picture,
one can associate to each quarkonium state a "melting temperature" Tmelt which is the
temperature at which the Debye radius is equal to the in-vacuum radius of the state.
From the definition of the Debye radius in Eq. 1.9, one gets that Tmelt ∝ cnmQgs, where
mQ is the heavy quark mass and cn is a parameter depending on the considered state,
which decreases for increasing radius. Hence, different quarkonium species are asso-
ciated with different melting temperatures and the study of the relative abundances of
these different species can be used as tools to access theQGP temperature. This is known
as "sequential melting" of quarkonia [86].

Ágnes Mócsy: Potential Models for Quarkonia 5

Fig. 5. The QGP thermometer.

In principle, a state is dissociated when no peak struc-
ture is seen, but the widths shown in spectral functions
from current potential model calculations are not physi-
cal. Broadening of states as the temperature increases is
not included in any of these models. At which T the peak
structure disappears then? In [27] we argue that no need
to reach Ebin = 0 to dissociate, but when Ebin < T a state
is weakly bound and thermal fluctuations can destroy it.
Let us quantify this statement.

Due to the uncertainty in the potential we cannot de-
termine the binding energy exactly, but we can never-
theless set an upper limit for it [27]: We can determine
Ebin with the most confining potential that is still within
the allowed ranges by lattice data on free energies. For
the most confining potential the distance where deviation
from T = 0 potential starts is pushed to large distances
so it coincides with the distance where screening sets in
[12]. From Ebin we can then estimate, following [28], the
quarkonium dissociation rate due to thermal activation,
obtaining this way the thermal width of a state Γ (T ).
At temperatures where the width, that is the inverse of
the decay time, is greater than the binding energy, that is
the inverse of the binding time, the state will likely to be
dissociated. In other words, a state would melt before it
binds. For example, already close to Tc the J/ψ would melt
before it would have time to bind. To quantify the dissoci-
ation condition we have set a more conservative condition
for dissociation: 2Ebin(T ) < Γ (T ). The result for differ-
ent charmonium and bottomonium states is shown in the
thermometer of figure 5. Note, that all these numbers are
to be though of as upper limits.

In summary, potential models utilizing a set of poten-
tials between the lower and upper limit constrained by
lattice free energy lattice data yield agreement with lat-
tice data on correlators in all quarkonium channels. Due
to this indistinguishability of potentials by the data the

precise quarkonium properties cannot be determined this
way, but the upper limit can be estimated. The decrease
in binding energies with increasing temperature, observed
in all the potential models on the market, can yield sig-
nificant broadening, not accounted for in the currently
shown spectral functions from these models. The upper
limit estimated using the confining potential predicts that
all bound states melt by 1.3Tc, except the Upsilon, which
survives until 2Tc. The large threshold enhancement above
free propagation seen in the spectral functions even at high
temperatures, again observed in all the potential models
on the market, compensates for melting of states (yielding
flat correlators), and indicates that correlation between
quark and antiquark persists. Lattice results are thus con-
sistent with quarkonium melting.

And What’s Next?

Implications of the QGP thermometer of figure 5 for heavy
ion collisions should be considered by phenomenological
studies. This can have consequences for the understanding
of the RAAmeasurements, since now the Jψ should melt
at SPS and RHIC energies as well. The thermometer also
suggests that the Υ will be suppressed at the LHC, and
that centrality dependence of this can reveal whether this
happens already at RHIC. So measurements of the Υ can
be an interesting probe of matter at RHIC as well as at
the LHC.

The exact determination of quarkonium properties the
future is in the effective field theories from QCD at finite
T. First works on this already appeared [14] and both real
and imaginary parts of the potential have been derived
in certain limits. In these works there is indication that
most likely charmonium states dissolve in QGP due ther-
mal effects, such as activation to octet states, screening,
Landau-damping.

The correlations of heavy-quark pairs that is embedded
in the threshold enhancement should be taken seriously
and its consequences, such as possible non-statistical re-
combination taken into account in dynamic models that
attempt the interpretation of experimental data [24].

All of the above discussion is for an isotropic medium.
Recently, the effect of anisotropic plasma has been con-
sidered [29]. Accordingly, quarkonium might be stronger
bound in an anisotropic medium, especially if it is aligned
along the anisotropy of the medium (beam direction).
Qualitative consequences of these are considered in an up-
coming publication [30]. Also, all of the above discussion
refers to quarkonium at rest. Finite momentum calcula-
tions are under investigation. It is expected that a moving
quarkonium dissociates faster.
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Figure 1.20: Illustration of the "sequential metling", where different quarkonium specieswith different radii r correpond to different melting temperatures T [87].

Thismelting of quarkonium states should be reflected in a suppression of their produc-
tion yields in collisionswherewe expect the formation of QGP (A-A) compared to collisions
where no such phenomenon should occur (pp). This relative suppression is quantified in
experiments by the nuclearmodification factorRAA. It is used to compare the production
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rate of a probe, such as quarkonium, in A-A collisions with its production in pp collisions,
scaled with appropriate factors. It is defined as:

RAA(pT, y) = 1
⟨Ncoll⟩

d2NAA/dpTdy

d2Npp/dpTdy
(1.10)

= 1
⟨TAA⟩

d2NAA/dpTdy

d2σpp/dpTdy
(1.11)

Here, d2NAA/dpTdy denotes the yield, i.e. the number of quarkonia normalized by
the number of events, in a rapidity and transverse momentum bin in the corresponding
collision system. d2σpp/dpTdy is the corresponding cross section. ⟨Ncoll⟩ is the mean
number of binary nucleon-nucleon collisions, and ⟨TAA⟩ is the average effective nucleon-nucleon luminosity delivered by a single heavy ion collision for a given centrality class.
They are both extracted from the Glauber model mentioned in Sec. 1.4. In the absence of
any nuclear effects, the nuclear modification factor RAA equals unity, up to small isospin
effects.
However, this simplistic idea is missing a few important features. In particular, it as-

sumes that thermalization takes place instantaneously, whereas hydrodynamic modeling
of the QGP evolution indicates that it takes∼ 1 fm/c to build up. In addition, it misses pos-
sible dissociation processes. For instance, for J/ψ, processes such as gluo-dissociation
J/ψ + g → c + c̄ or dissociation by inelastic parton scattering [88], can break up the
bound state. This allowed dissociative phase space corresponds to an enlarged reso-
nance width, which can be encoded by adding an imaginary part of the non-relativistic
potential of the bound state [89]. This imaginary part corresponds to a decay width rep-
resenting a dissolution of the charmonium state. This is in addition to the bound-state
spectrum modification due to the change of the real part of the potential, attributed to
Debye screening. The decay rate of these bound states can also be computed in lattice
QCD [90, 91].
This point of view where a bound state is broken by partonic interactions opened the

door to alternative, dynamical descriptions of a moving cc̄ pair in a non-static medium.
These models rely on the assumption that the number of charm and anti-charm quarks
is approximately conserved throughout the evolution of the system after the creation of
the charm quarks. However, a fraction of the heavy quarks can be produced later than
the initial hard scatterings, during the fragmentation of parton showers. CMS observed
J/ψ mesons generated in jets, suggesting an important role of jet fragmentation in the
production of J/ψ [92].
In addition, these dynamical pictures of the evolution of charmonium in A–A collisions

require the distinction between different important time scales. The cc̄-quark pairs are
mostly produced at time scales 1/mQ (where Q = mb ∼ 5GeV or mc ∼ 1.5GeV).
Hence the formation time of the pair is τQQ̄ ∼ 0.05 − 0.1 fm/c. The description of the
bulk properties with hydrodynamic simulations requires the assumption of thermaliza-
tion τth ∼ 0.2− 1 fm/c.

After the initial production, the quarks in the cc̄ pair travel extremely close to each
other. To form a cc̄ resonance, they need to expand up to the characteristic size of the
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corresponding bound state. This formation time can be approximated using the formula
τψ ≈ 2E

m2
ψ

.

The time needed for the cc̄ pair to form a J/ψ is around 2 fm/c atE = 10GeV. It increases
with E which is proportional to the particle momentum. Thus, at 30GeV, this formation
time goes up to 6 fm/c.

Finally, we get the following ordering of time scales at the LHC :
τQQ̄ < τth < τψ < τQGP

where τQGP ∼ 10 fm/c is the QGP lifetime. Therefore, the time when the cc̄ pair is ex-
pected to bound can occur during the QGP phase itself. This time ordering suggests a
more complex picture than the sequential melting of quarkonia. The medium must in-
fluence the formation process of the bound states, and we can not simply consider the
dissociation of already formed resonances statically standing in a thermal bath. A thor-
ough description is rather one where the charmonium formation may be accomplished
as a result of a dynamic process, arising from in-medium interactions with deconfined
charm quarks as we mentioned above.

1.6.3 Regeneration and dynamical models

At high collision energy, there is a significant number of initially produced heavy quarks:
a central Pb–Pb collision at the LHC produces around∼ 200 cc̄ pairs and 10 bb̄ pairs [79]. In
a dynamic picture of the charmonium formation, the deconfined medium allows charm
quarks to move freely in the medium. Even if they originated from different hard scat-
terings, the charm and anti-charm quarks in the medium which come close enough in
phase space could form charmonium states. J/ψ mesons could thus be produced from
the recombination of initially uncorrelated charm quarks. This recombination or regen-
eration mechanism should be most effective for low-pT charm quarks, as they are more
numerous and can get closer to each other in phase space.

For the same centrality, A–A collisions at LHC energies allow to reach amuchhotterQGP
than at RHIC. Therefore, in the absence of any regeneration, the charmonium suppression
by melting alone would have been even more dramatic at LHC, and would have resulted
in a significantly smaller RAA at LHC than at RHIC. On the other hand, at LHC energies,
the number of cc̄ pairs initially produced in the hard scatterings is considerably larger
than at lower energies (e.g. at RHIC or SPS), which can lead to an important population
of recombined J/ψ, able to compensate the increased melting. Hence, recombination is
the common understanding of the RAA of inclusive J/ψ mesons measured with ALICE in
central collisions at LHC, where the RAA is higher than the one measured by the PHENIX
experiment at lower RHIC energy, as shown on Fig. 1.21. ThisRAA enhancement in Fig. 1.21
is mostly located at low pT, suggesting that it is consistent with a charm recombination
mechanism.
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J/ψ suppression in Pb-Pb collisions at √sNN = 2.76TeV ALICE Collaboration

)c (GeV/
T

p
0 1 2 3 4 5 6 7 8 9 10

AA
R

0

0.2

0.4

0.6

0.8

1

1.2

1.4
 = 2.76 TeVNNsPb-Pb 

 8%±90%              global syst. =     <4, centrality 0%y, 2.5<-
μ+μ → ψALICE J/

 8.3%±100%        global syst. =     |<2.4, centrality 0%y, 1.6<|-
μ+μ → ψCMS  J/

)c (GeV/
T

p
0 1 2 3 4 5 6 7 8

AA
R

0

0.2

0.4

0.6

0.8

1

1.2

1.4
 = 0.2 TeVNNs = 2.76 TeV and Au-Au NNsPb-Pb 

 8%±20%              global sys.=     <4, centrality 0%y, 2.5<-μ+μ →ψALICE J/

 10%±20%       global syst. =     |<2.2, centrality 0%y, 1.2<|-μ+μ → ψPHENIX J/

Fig. 4: (Color online) Top panel: transverse momentum dependence of the centrality integrated J/ψ RAA measured
by ALICE in Pb-Pb collisions at √sNN = 2.76TeV compared to CMS [20] results at the same √sNN . Bottom panel:
transverse momentum dependence of the J/ψ RAA measured by ALICE in the 0%–20% most central Pb-Pb collisions
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13

Figure 1.21: Transverse momentum dependence of J/ψ RAA in 0–20% most central col-lisions measured by ALICE in Pb–Pb collisions at √sNN = 2.76TeV and compared toPHENIX results in Au-Au collisions at√sNN = 0.2TeV [94].

Another indication of the relevance of this regeneration mechanism is the non-zero
J/ψ elliptic flow, or v2, measured at LHC [93]. It is positive at low pT, where regenera-
tion is expected to be most effective. This observation could mean that the J/ψ inherits
its anisotropic flow from the charm quarks interacting with the medium during the ex-
pansion. In this picture, the charm quarks must be at least partially kinetically thermal-
ized, meaning that they have undergone an important number of interactions with the
constituents of the thermal medium. Primordial J/ψs could also interact with medium
constituents and thermalize. However, the J/ψ is a compact object and one expects it to
interact feebly once it is produced. At high pT, most of the J/ψmesons are considered to
originate from primordial production.
In 2000, two different models were developed accounting for charmonium production

in A–A collisions, based on different dynamical pictures: the transport model [95] and the
statistical hadronization model [96]. They both include regeneration contributions to the
inclusive cross section, although the underlying mechanisms of these contributions are
different.
In the statistical hadronizationmodel (illustrated in Fig. 1.22), no bound states are formed

during the lifetime of the deconfinedmedium, for light or heavy flavor hadrons. In partic-
ular, charmonia are all generated at freeze-out from initially produced charm quarks with
thermal statistical distributions between the different states, depending on the medium
temperature and the QGP volume at freeze-out. More generally, this model describes
very well the abundance of different light particle species through statistical distribu-
tions [97]. Contrarily to the light quarks that are in chemical equilibrium in the medium,
charm quarks are too heavy to be significantly produced thermally, and a significant fu-
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gacity factor gc ∼ 30 is necessary for the model to describe charmonium production,
assuming a full kinetic thermalization of the charm quarks. In this model, all memory
is lost regarding the initial correlation between the charm quarks produced in the initial
hard scatterings.

c
c

c
c

D

D

D
D

D
D

D
D

D

D

J/ψ

J/ψ

Low 
(RHIC) 
energy

High 
(LHC) 
energy

Start of collision development of 
quark-gluon plasma Hadronization

Figure 1.22: Illustration of the statistical hadronization model: (Top) In low energy colli-sions, cc̄ pairs interact with the medium constituents and form D mesons at hadroniza-tion. (Bottom) At high energies, many cc̄ pairs are produced. At hadronization, charmand anti-charm quarks from different original pairs may combine to form charmonium.Adapted by Batoul Diab from [98].

In the transport approach (see Fig. 1.23), there is a continuous formation and disso-
ciation of the bound states during the whole lifetime of the QGP. This picture has been
further developed in different models with different assumptions and different levels of
sophistication for the description of themedium. Most recent transportmodels are based
on Boltzmann or on Langevin equations. A simple formof the time-dependent kinetic rate
is:

dNψ

dτ
= −Γψ(T )

[
Nψ −N eq

ψ (T )
]

where N eq
ψ (T ) is the equilibrium limit of the number of charmonium, from a population

of partially thermalized charm quarks, and Γψ(T ) is the dissociation/formation rate. This
basic form can be elaborated in a number of ways, e.g. by considering a space and mo-
mentumdependent charmdensity. In addition, the underlying physics taken into account
in Γ can be more or less sophisticated in the various available transport models, such as
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Figure 1.23: Illustration of time evolution of a cc̄ pair in a HIC, with time scales which arerelevant in transport models. Adapted by Batoul Diab from [99].

TAMU [101] or the Zhuang et al. model [102]. Let us note that these approaches best fit the
data when an important fraction of the measured J/ψ is primordial, i.e. did not undergo
any dissociation in the medium.

Modern approaches, based on Open-Quantum Systems, aim at a more realistic de-
scription of the quantum nature of the evolution and formation of heavy-quark bound
states [47]. In particular, they take into account quantum coherence between different
quarkonium states at early times, which is important in order to correctly capture the
dissociation rates.

The J/ψ RAA measurements by ALICE in Pb–Pb collisions at √sNN = 5.02TeV are
shown on Fig. 1.24. The centrality dependence of RAA (left) is well described by both the
statistical hadronization model and transport approaches. Figure 1.24 (right) shows the
pT dependent RAA. We see that the suppression of J/ψ is reduced at low pT and the
RAA is compatible with unity below 3GeV/c. This is in line with the expectations of the
regeneration mechanism. This pT dependence is also in agreement with the transport
models, while the statistical hadronization model predicts more suppression than is ac-
tually measured for pT > 5GeV/c.

A measurement of the J/ψ elliptic flow, or v2, made by ALICE is shown in Fig. 1.25. It
shows a non-zero elliptic flow over a large pT range and is compatible with the transport
model of [103], which includes recombination effects.
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Inclusive J/ψ production in Pb–Pb collisions at
√

sNN = 5.02 TeV ALICE Collaboration

the comparison of the pT-differential yields in Pb–Pb collisions shown in Fig. 3 where the measured
spectrum is harder than the one from the SHMc calculations. The two transport models are in better
quantitative agreement with data than the SHMc model. Both of the transport models provide a good
description of the RAA at both low and high pT. However, the model calculations in the low-pT region,
where J/ψ production is dominated by coalescence in these models, do not describe the detailed shape
of the pT dependence of RAA, in particular in semicentral collisions, which points to a still not perfectly
understood dynamics of charm-quark coalescence.

The energy-loss calculations by Arleo et al [35], performed in all studied centrality ranges for pT >
10 GeV/c, are in good agreement with the measurements, which, based on the model assumptions, sug-
gests that the dominant mechanism in this kinematic regime is indeed energy loss, similar to that of the
other hadrons measured at LHC energies.
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Figure 8: Inclusive J/ψ RAA at midrapidity, integrated over pT, as a function of Npart in Pb–Pb collisions at√
sNN = 5.02 TeV and compared to model calculations from Refs. [32, 33, 70].
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calculations from Refs. [32, 33, 35, 70].
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Figure 1.24: (Left) Inclusive J/ψ RAA at midrapidity, integrated over pT, as a functionof ⟨Npart⟩ in Pb–Pb collisions at √sNN = 5.02TeV and compared to models (Right)Transverse-momentum dependence of the J/ψ RAA in Pb–Pb collisions at midrapidityin the 0–10% centrality intervals [100].
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FIG. 4: Inclusive-J/ψ RAA (left) and v2 (right) in 5.02 TeV Pb-Pb collisions at the LHC, compared to ALICE data [10, 17]. The
red (green) bands employ c-quark spectra in RRM evaluated at τf=5.2 fm/c with(out) SMCs, where the widths reflect a 15-
25% charm and charmonium shadowing range. The dashed lines are for τf=4.2 fm/c with 15% shadowing (brown (dark-green)
dashed: with(out) SMCs). Inclusive results from previous calculations [10, 20] (grey bands) are shown for comparison.

tributions are appreciably larger for pT � 3GeV. The
inclusion of SMCs is also quite noticeable, enhancing the
result without SMCs for pT�3GeV, e.g., by a factor of
∼2 at pT≃6GeV, where the recombination yield is still
significant, see Fig. 2 left, especially since its v2 is much
larger than the primordial one, reaching up to ∼20%,
cf. Fig. 2 right. Also here the SMCs lead to an increase,
by ca. 10-20% for pT>4GeV. For the inclusive v2, the
extended reach of regeneration due to the SMCs causes
a relative increase of up to 30% for pT≃5-7GeV.

Non-Prompt J/ψ.– The final component of inclusive
J/ψ yields as measured by ALICE is the “non-prompt”
contribution from weak decays of b-hadrons. We also
utilize transported b-quark spectra with subsequent res-
onance recombination into B-mesons as computed ear-
lier [36] (we do not resolve Λb baryons, although the to-
tal b-decay contribution is encoded in the fit to pp data).
These are decayed into J/ψ’s using the momentum dis-
tributions measured in Ref. [37]. The absolute differen-
tial yield of non-prompt J/ψ is determined in analogy
to prompt feeddown contributions, based on the pp fit
constructed in Fig. 1 left.

Inclusive J/ψ.– The final results for the inclusive J/ψ
RAA(pT ) in 5.02TeV Pb-Pb collisions follow by adding
the direct-suppressed and RRM components including
their feeddown contributions as well as the non-prompt
part from transported b quarks, in the numerator and di-
viding by the denominator as described following Eq. (1).
The v2(pT ) is obtained by a weighted sum of the individ-
ual components. The theoretical error bands represent
the 15-25% shadowing effect on the pT -dependent input
distributions of primordial J/ψ’s and c-quarks. We find
a rather good description of the ALICE data for both
RAA and v2, cf. Fig. 4, thus resolving the disagreement
with previous transport model results. At intermediate
pT , the harder off-equilibrium c-quark spectra (as well as
SMC effects) much extend the reach of the regeneration

component, significantly exceeding previously employed
blastwave spectra. While the net increase in the RAA

around pT ≃ 4GeV is moderate, its regeneration frac-
tion is much enhanced which, in turn, is the key effect
in increasing the inclusive v2. In addition, the consider-
able increase in the primordial v2 at high pT , from ∼3
to ∼5%, is quite relevant for pT � 5GeV. We illustrate
the uncertainty of the regeneration temperature window
by a 20% reduction of the longitudinal proper time for
the transported c-quark spectra (τf = 4.2 fm/c), cf. the
dashed lines in Fig. 4 (with a 15% integrated shadow-
ing, to be compared to the upper edges of the bands for
τf = 5.2 fm/c). The RAA is little affected by this change
(mostly via a small enhancement at low pT ), but the v2
is reduced by up to 15-20%. This is appreciable and may
be used in future analysis to more precisely constrain the
regeneration window. Since in our present treatment the
regeneration temperatures represent average values, an
explicit account of the time dependence of the c-quark
phase space distributions, in connection with the under-
lying T -dependent dissociation rates and melting tem-
peratures of different Ψ states, will be in order.

Summary.– We have calculated the nuclear modifica-
tion factor and elliptic flow of inclusive J/ψ production
in heavy-ion collisions at the LHC. The main theoreti-
cal development was the implementation of state-of-the-
art c-quark phase space distributions into the regenera-
tion process of charmonia as obtained from a strongly
coupled transport approach for HF diffusion that de-
scribes open-charm observables at the LHC. Both mo-
mentum and spatial dependences of these distributions
(through off-equilibrium spectra and space-momentum
correlations, respectively) were found to extend the rel-
evance of recombination processes up to transverse mo-
menta of about 8GeV in semi-central 5.02TeV Pb-Pb
collisions. In addition, an explicit calculation of the sup-
pression of primordially produced charmonia leads to a

Figure 1.25: v2 of inclusive J/ψ production in 5.02TeV Pb–Pb collisions at the LHC com-puted in the transport model approach, compared to ALICE data [103].
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In Fig. 1.26, the RAA of inclusive J/ψ, measured by ALICE, is compared to the one of
ψ(2S) as a function of centrality, at forward rapidity in Pb–Pb collisions at 5.02TeV. One
can see that the ψ(2S) is more suppressed than the J/ψ. In addition, a comparison with
the statistical hadronization model and transport models is shown. The latter is in good
agreement with both the J/ψ and ψ(2S) data over the whole ⟨Npart⟩ range, whereas thestatistical model underestimates the ψ(2S) RAA for the most central collisions. Fig. 1.27
shows the ratio of theψ(2S) and J/ψ cross sections as a function of ⟨Npart⟩. The transportmodel is in good agreement with the ALICE data, whereas the statistical hadronization
model underestimates the ψ(2S)-to-J/ψ ratio in the most central collisions. One should
note that the ψ(2S) is expected to have a longer formation time than the J/ψ, and in ad-
dition, transport models with the primordial component, i.e. not dissociated by medium
interaction, are mandatory to reproduce the data.
Finally, as we will elaborate in the next chapters, during Run 1 and 2, ALICE only had

vertexing capabilities at midrapidity. This allowed to separate prompt and non-prompt
contributions to J/ψ production. Fig. 1.28 shows the RAA of prompt J/ψ at midrapidity
in 5.02TeV Pb–Pb collisions for different centrality classes [104]. An enhancement for the
more central collisions is seen at low pT, where more regeneration is expected. However,
the measurements do not reach zero pT, where the effect of regeneration should be themost important. Fig. 1.29 shows the non-prompt J/ψ fraction, fB, measured by ALICE
and CMS, as a function of pT. The two experiments seem to be in good agreement in the
overlapping pT bin. Moreover, as can be seen on the figure, fB ranges from ∼ 10% at
pT = 2GeV/c to ∼ 60% at pT = 30GeV/c.
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ψ(2S) suppression in Pb–Pb collisions at the LHC ALICE Collaboration
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Figure 1: Ratio of the ψ(2S) and J/ψ cross sections as a function of �Npart�. To remove the contamination from
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pT up to a value of ∼ 0.5.

Figure 4 shows the ψ(2S) RAA, compared with the corresponding result for the J/ψ [44], as a function of
pT. The corresponding CMS measurements [47] in the region |y|< 1.6 and 6.5< pT < 30 GeV/c are also

6

Figure 1.26: RAA for ψ(2S) and J/ψ as a function of ⟨Npart⟩ [105]. Comparisons withtheory models are also shown.
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Figure 1.27: Ratio of the ψ(2S) and J/ψ cross sections as a function of ⟨Npart⟩. In thelower panel the ratios are normalized to the corresponding pp value (double ratio). Dataare compared to predictions of the TAMU and SHMc models and to results of the SPSNA50 experiment [105].
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Figure 1.28: Nuclear modification factor (RAA) of prompt J/ψ as a function of the trans-verse momentum pT in 0–10%, 10–30% and 30–50% Pb–Pb collisions at√sNN = 5.02TeV.
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1.6.4 Nuclear effects
In addition to the dissociation by hotmedium interactions, the J/ψmeson is also affected
by the so-called Cold Nuclear Matter (CNM) effects 8. They can also modify the quarko-
nium yields, and they do not depend on whether a deconfined QGP is formed or not in
the collisions. These effects are independently studied in p–A collisions where no QGP
effects are expected. It is of prime importance to correctly capture these effects, as they
can significantly impact the relative role of hotmedium suppression of quarkonium yields
and change our interpretation of the underlying models. Let us quote some of the most
important CNM effects:

• Nuclear absorption: in p–A or A–A collisions, the produced cc̄ might scatter with
spectator nucleons during their propagation. This interaction can break the bound
states and thus produce a suppression of the charmonium yield. However, at the
LHC, the crossing time of the two colliding hadrons is much shorter than the for-
mation time of charmonia, so this effect is not expected to play a major role. It can
however be important at lower energies [106].

• Energy loss: Partons can lose energywhile propagating through thenuclearmedium
by radiating gluons. This can affect the pT spectra in p–A or A–A collisions compared
to pp. In addition, colored objects such as cc̄ pairs could undergo coherent energy
loss where gluons emitted from the initial and final state interfere coherently [107].
This type of energy loss might represent an important nuclear effect, especially for
nPDF fits to p–A data.

• Gluon shadowing: As mentioned in Sec. 1.4, nuclear PDFs exhibit non-trivial behav-
iors as a function of x compared to regular PDFs. The most important effect for
charmonium production at the LHC is gluon shadowing [108]. This is due to the
low-x region probed by their production at the considered energies. The shadow-
ing is a relative suppression of the nuclear gluon PDF at low x which can lead to a
suppression of charmonium production. Fits of nPDFs indicate a strong shadowing,
as well as ultra-peripheric collision data, where no energy loss is expected.

8It was pointed out to me by a colleague that this nomenclature is not the most appropriate,since, similarly to the HRE which was, according to Voltaire, "neither Holy, nor Roman, nor anEmpire", CNM effects are neither cold, nor nuclear nor related to matter.
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1.7 Summary
The study of theQGPpresents a large range of interests, from the fundamental properties
of the theory of the strong interaction, to the applicability of hydrodynamics. This state
of matter is produced in ultra-relativistic heavy-ion collisions by procuring a high enough
energy density to reach the pseudo-critical temperature calculated by lattice QCD com-
putations, which predict a cross-over transition from confined color-singlet hadrons, to
a strongly interacting fluid made of free color charges. Contrary to proton-proton colli-
sions in high energy physics, heavy-ion collisions have the remarkable feature of having
well defined time scales which allow to distinguish different stages of the collision. Differ-
ent probes can be used to study these stages; for instance, particles which are produced
during the early stages of the collision and have a sufficiently long lifetime can propagate
through the QGP and probe some of its properties. This is the case for the charmonium,
such as J/ψ, which is created at the beginning of the collision. The suppression or en-
hancement of the latter, depending on the collision energy, is observed in heavy-ion col-
lisions compared to proton-proton collisions. However, the J/ψ production can either be
prompt or non-prompt. The prompt J/ψ are produced directly as a result of hard pro-
cesses or following the feed-down of excited charmonium states. The non-prompt J/ψ
are produced as a result of the weak-decays of b hadrons. To understand to which the
extent this modification can be a sign of QGP formation, the so-called CNM effects must
be controlled, and the contribution of prompt and non-prompt components to J/ψ pro-
duction must be estimated. In addition, the non-prompt J/ψ by itself can be a very good
proxy to study the production of b-hadrons and their modification in heavy-ion collisions.
Measurements of prompt and non-prompt J/ψ were carried out in the central barrel of
ALICE, as well as in other LHC experiments. At forward rapidities, only inclusive measure-
ments were possible before Run 3, due to design limitations. In the following chapters, I
will present my work on a new detector in ALICE at forward rapidities, that makes the sep-
aration between prompt and non-prompt components possible down to low transverse
momentum in pp collisions. This is an important step towards future analysis using this
detector and similar method for Pb–Pb collisions.
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Chapter 2

Experimental setup

2.1 The Large Hadron Collider
The Large Hadron Collider (LHC) is a hadron accelerator and collider of 26.7 km in cir-

cumference [109]. It was constructed by the European Organization for Nuclear Research
(CERN) 100m underground on the border between France and Switzerland between 1998
and 2008. It is currently the largest and highest-energy particle accelerator in the world.
In the LHC, two beams of particles travel in opposite directions in two separate rings.

They are guided by superconducting dipole magnets, powered by currents as high as
12 kA circulate, and cooled down using liquid helium down to 1.9K. They produce a mag-
netic field of 8.3T. In addition, quadrupoles allow to focus the beams of particles, to
maximize the probability of collision at the interaction point.
Using older accelerators as injectors, highly energetic hadronbeamsare pre-accelerated

by a series of systems (see Fig. 2.1) that successively increase the beam energy. These
hadrons can either be protons or heavy nuclei.
In the case of protons,H− ions are first accelerated in the linear accelerator LINAC4 [110],

using radiofrequency (RF) cavities. These accelerated ions go through a stripping foil that
removes part of the ions’ electrons. After the foil, dipole magnets deviate theH− andH0

which are then dumped. The remaining protons enter the next accelerator at an energy of
160MeV and circle back to the stripping foil where they meet theH− beam from LINAC4
again, gradually increasing the density of protons in the beam. The next accelerator is the
Proton Synchrotron Booster (PSB) [111], where the protons are accelerated up to 1.4GeV,
and are grouped into bunches. The beam is then injected into the Proton Synchrotron
(PS) where it is further accelerated to 25GeV. In addition, the proton bunches of the
beam are separated in time by 25ns, before they are injected into the Super Proton Syn-
chrotron (SPS). Gradually increasing in energy, the SPS brings proton beams to 450GeV,
and bunch trains are created. Finally, they are transferred to the LHC where they are then
accelerated up to nominal energy of 7TeV, which takes approximately 20minutes.
In the ion case, lead nuclei come from a sample of solid and isotopically pure 208Pb. The

source is placed in an ECR (Electron Cyclotron Resonance) chamberwhere amagnetic field
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oscillating at 14.5GHz heats electrons and creates Pb29+ ions [112]. The resulting ions are
then accelerated to 4.2MeV per nucleon in the linear accelerator LINAC3 and sent through
a thin carbon target to strip another 25 electrons. In the Low Energy Ion Ring (LEIR), the
ions are then accumulated, cooled, and further accelerated to 72MeV per nucleon. The
beam is also segmented into bunches. The resulting bunches are then fully stripped of
their electrons in the transfer line to the SPS with an aluminium foil.
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Figure 2.1: The CERN detailed accelerator structure [113].

For both proton and ion beams, the SPS accelerates the batches and then alternately
injects them into the two LHC beam pipes, in opposite directions. Alongside accelerating
the beams in the LHC, the size and trajectory are controlled by the dipole and quadrupole
magnets. The beams cross at four interaction points that host the four largest CERN ex-
periments. The energies at play at the LHC are the highest ever seen in a collider.
The filling of the LHC ring with proton or Pb ion bunches for physics measurements is

known as an LHC fill. The sequence of operations that take place to achieve a physics fill
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defines a LHC cycle. During a LHC cycle, the proton or ion bunches prepared by the SPS
accelerator are injected in a precise time ordering, called a filling scheme. Since consec-
utive bunches are separated by a time interval of 25ns, the LHC ring which has an orbit
of 89.1µs can be divided into 3564 radio-frequency slots (named buckets) which can be
filled or not with a bunch. The filling scheme is a map of the slots that are occupied by
the bunches (1 bunch per bucket). The main stages involved in an LHC cycle (Fig. 2.2) are
the following [114]:

• Injection: protons or ion beams are injected into the LHC. The beams are delivered
by the smaller pre-accelerators mentioned above.

• Ramp-up: once the beams are injected into the LHC, they undergo a gradual in-
crease in energy, by progressively raising their speed and energy level (the flat top).
At the end of this stage, the LHCmachine can be seen as storing energy in the radio-
frequency cavities, the dipole and quadrupole magnets and in the beam itself.

• Squeeze and Adjust: the beam intensity is adjusted, the beams’ focus (transverse
size) and their horizontal and vertical separations are optimized to reach the tar-
geted probability of interactions requested by each interaction point by the LHC
experiments.

• Stable beam: once the beams reach the desired energy and focus, they are brought
into collision at the interaction points surrounded by the detectors of the LHC ex-
periments. During the stable beam, the beam intensity decreases with time, since
the accumulation of collisions is reducing at an exponential rate the population of
protons or ions per colliding bunch. Beam losses at various points of the ring also
contribute to this reduction.

• Beam dump: when the population per colliding bunch is too low, a decision is taken
to end the on-going fill. During this procedure, the remaining beam particles are
dumped on purpose into dedicated areas.

• Ramp-down: once the beam dump is achieved, the process of ramping down the
LHC magnets begins. The stored energy is dissipated. At the end of this step, the
LHC is ready for a new fill.

Around the LHC ring, several experiments are installed at the interaction points, where
the beams can collide. They are designed for different purposes. The four main experi-
ments are:

• A Large Ion Collider Experiment (ALICE): It specializes in heavy-ion collisions and
QGP studies. This experiment will be further detailed in the next section.

• A Toroidal LHC ApparatuS (ATLAS) [115]: The largest detector of the LHC. It is a
multi-purpose detector, designed to study the Higgs boson and explore beyond SM
physics thanks to high luminosity pp collisions. It also contributes to QGP studies.
ATLAS has the shape of a cylinder containing a toroidal magnetic system generating
a field of 2T. The acceptance in pseudorapidity of this detector is |η| < 2.5.
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Figure 2.2: Illustration of the different steps of an LHC fill cycle [114]. The blue and redcurves represent the intensity in the two colliding beams, while the green curve representsthe beam energy.

• CompactMuonSolenoid (CMS) [116]: Similar to ATLAS, CMS is amulti-purpose detec-
tor, allowing a complementary cross-check between the two collaborationsworking
independently. The detector is constructed around a large solenoid magnet, gen-
erating a field of 4T. The pseudorapidity region of this detector is |η| < 2.5, with
the minimum transverse momentum for muon measurements going from 1.2 to
3.5GeV/c.

• LHC beauty (LHCb) [117]: The main goal of the LHCb collaboration is to study the
b quark, as well as matter-anti-matter asymmetry. The detector is a forward spec-
trometer designed to precisely measure the decays of b-hadrons. It is comprised
of a dipole magnet with a bending power of 4Tm, and covers an acceptance of
2 < η < 5. In addition to the pp and heavy-ion runs, LHCb can operate in fixed-
target mode by injecting noble gas (He, Ne, Ar) into the LHC beam pipe at their
interaction point.

Experiments at the LHC involve probabilistic processes which occur in the crossing of
the colliding objects. The probability of occurrence of a given interaction is quantified by
the cross section σ. This quantity is a universal property of the studied physical process.
It has units of inverse squared length, and at low energies can be viewed in a classical
approach as the transverse section of the overlap region between the two objects, similar
to the interaction between two hard spheres.

Furthermore, LHC experiments deal with rare events with a small production cross-
section σ. Thus, an important number of events is necessary to study these processes
using statistical methods. The number of inelastic collisions per unit of time occurring
at a given interaction point at the LHC is noted dR/dt and is known as the collision rate.
During Run 3, this rate increased compared to Run 2 to gather more events which will
help in the study of rare candidates, and will reach up to 50 kHz for Pb–Pb collisions. The
instantaneous luminosityL is then defined such that, whenmultipliedwith the interaction
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cross section of the colliding objects, it gives the collision rate:
dR

dt
= L · σ (2.1)

where σ is here the inelastic collision cross section. Thus L has units of cm−2 s−1. This
luminosity is one of the main characteristics of accelerators such as the LHC. It measures
the ability of the particle accelerator to produce a large number of interactions, or colli-
sions.
One can also define the integrated luminosity Lint which quantifies the number of

events observed during a given data-taking period:
Lint =

∫
Ldt =

∫
1

σ
× dR

dt
dt (2.2)

In the case of circular accelerators the luminosity can be estimated with the basic ex-
pression [6]:

L = fcoll N1N2

4πσ∗xσ
∗
y

F (2.3)
where N1 and N2 are the number of particles per bunch in the two beams, σ∗x and σ∗ycharacterize the transverse size of the colliding beams at the interaction point, and F is a
factor of order 1 , that takes into account inefficient geometric overlapping of the beams
due to a crossing angle between the colliding beams, finite bunch length and beam focus.
fcoll is the frequency of bunch crossings, which is linked to the number of bunches per
beam nb by fcoll = nbf0 where f0 the revolution frequency of the LHCwhich is 11.223 kHz.To achieve a high luminosity, one has tomaximize the number of colliding bunches, collide
them at high frequencies and optimize the geometric overlapping of the beams at the
interaction point.
During Run 3, the LHC instantaneous luminosity is expected to reach 2× 1034cm−2 s−1.

The so-called High Luminosity LHC upgrade (HL-LHC) [118] aims at increasing the instanta-
neous luminosity at the LHC up to 5×1034 cm−2 s−1, for the ATLAS and CMS experiments,
while the collimation and focusing magnets are not adpated in ALICE and LHCb to acco-
modate such luminosity due to specific needs of these experiments. This would represent
an integrated luminosity of 250 fb−1 per year1. This project will be put into place during
Long Shutdown 3 at the end of the 2020s.

2.2 A Large Ion Collider Experiment
ALICE is the only LHC experiment dedicated to the study of heavy-ion collisions and

the quark gluon plasma [119]. In particular, the experiment is designed to handle the
large charged particle multiplicity produced in Pb–Pb collisions, which can attain 2000
per unit of rapidity. In addition, the particles are tracked and identified down to a few
MeV/c on transverse momentum. These characteristics make ALICE unique among the
LHC experiments. During LS2 (2018-2021), the LHC upgrade increased the instantaneous
Pb–Pb luminosity LPb−Pb = 6× 1027cm−2 s−1.

11 barn = 10−24cm−2
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ALICE is made up of different sub-detectors (Fig. 2.3) with different purposes which we
will detail below. Global detectors, located around the interaction point, providemeasure-
ments of quantities such as the collision time and particle multiplicity. The central barrel
detectors allow to identify and track the charged particles at midrapidity. It also provides
photon detection capabilities. TheMuon spectrometer covers the forward rapidity region
−4.0 < η < −2.5 and is intended for muon measurements.
The ALICE coordinate system is a Cartesian system where the z-axis coincides with the

beam pipe direction. The positive z is oriented towards the ATLAS experiment, known as
the A-side. The C-side is in the opposite orientation, pointing towards the CMS experi-
ment. The x-axis is in the horizontal plane, pointing to the center of the LHC. The y-axis
points upward.
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Figure 2.3: The Run 3 ALICE detector structure [120].

The Inner Tracking System 2 (ITS2) [121]: it allows for the determination of primary ver-
tex position of collisions and the secondary vertices of heavy hadron decays at midrapid-
ity. It also provides tracking down to low pT and improves the momentum and angular
resolution for the TPC. It is made up of seven silicon layers around the interaction point
(Fig. 2.4), with the pseudorapidity region |η| ≤ 1.3 and full azimuthal coverage. It is based
on ALPIDE chips, which will be discussed in the next chapter. The total surface of active
silicon is 10m2. It provides a good impact parameter resolution of ∼ 25µm in both rϕ
and z dimensions [121]. This is mainly due to the location of the ITS2 21mm away from the
interaction region, a small pixel size and a light material budget for the inner barrel (from
1.14%X0 to 0.35% X0 ).
The Time Projection Chamber (TPC) [122]: it is a 90m3 cylinder (Fig. 2.5) filled with Ne−

CO2−N2 gas, with the acceptance |η| ≤ 0.9 and full azimuthal coverage. When a charged
particle passes through the detector, it will ionize the gas. An electric field will make the
produced secondary electrons drift towards the TPC end-plates, based on Gas Electron
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Figure 2.4: Illustration of the ITS2 layout [121].
Multipliers (GEM). The information provided by these end-plates allows for particle iden-
tification, tracking and momentum measurements of the charged particle.

The Time Of Flight detector (TOF) [123]: it is composed of a cylindrical array located
radially 3.7m from the interaction point. It is divided into 18 sectors based on Multigap
Resistive Plate Chambers. The acceptance of the detector is |η| ≤ 0.9, with full azimuthal
coverage. TOF measures the time at which the particle crossed the detector, with a res-
olution better than 50ps. This measurement allows to determine the velocity of particles
passing through the detector, and identify protons with p < 4GeV/c, pions and kaons
with p < 2.5GeV/c.

The Transition Radiation Detector (TRD) [124]: it consists of a cylinder around the TPC
with a diameter of 7m and covers the pseudorapidity region of |η| ≤ 0.84, with full az-
imuthal coverage. It is composed of 6 chambers of MWPC with an amplification and a
drift region. It distinguishes between electron-pion particles with pT ≥ 1GeV/c, and pro-
vides tracking information to complement the other central barrel detectors.

The ElectroMagnetic Calorimeter (EMCal) [125]: it covers the azimuthal region of ∆ϕ =

110◦ and the pseudorapidity region |η| < 0.7. It is a layered Pb-scintillator sampling
calorimeter. It allows for the identification of particles as photons and neutral mesons
via their photonic decay channel.

The PHOton Spectrometer (PHOS) [126]: it covers the azimuthal range of ∆ϕ = 70◦, in
the pseudorapidity region |η| < 0.12. It consists of an electromagnetic calorimeter, and
measures photons and neutral mesons via their photonic decay channel.
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Figure 2.5: Illustration of the TPC layout [122].
The High Momentum Particle Identification Detector (HMPID) [127]: it covers the az-

imuthal range ∆ϕ = 58◦ within the pseudorapidity region |η| ≤ 0.6. It is based on the
Ring Imaging CHerenkov (RICH) technology. It provides additional identification informa-
tion for kaons, pions and proton separation.
The Fast Interaction Trigger detector (FIT) [128]: it is composedof three detectors (Fig. 2.6),

located at positions along the beam pipe between−19.5m and 17m from the interaction
point (IP):

• The FT-zero (FT0) detector: it consists of two detectors, FT0A and FT0C, located on
opposite sides of the interaction point, each composed of 12 Cherenkov counters.
This detector determines a vertex position for the collisions, and provides a precise
collision time with 25ps resolution, giving a start-time for the TOF detector.

• The FV-zero (FV0) detector: it is a large, segmented scintillator disk, divided into
five concentric rings of equal pseudorapidity coverage. The outer diameter of the
largest ring is 144 cm and the inner diameter of the smallest is 8 cm. This segmenta-
tion, combined with the information from the other forward detectors, is sufficient
to yield the required centrality and event plane resolution. Together with FT0, FV0
provides the needed input to generate minimum bias and multiplicity triggers.

• The Forward Diffractive Detector (FDD): it is composed of two subdetectors placed
on opposite sides of the IP. Each array consists of eight rectangular scintillator pads.
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The FDD provides measurement of centrality based on the charged-particle multi-
plicity, and contributes to the selection of ultra-peripheral collisions as well as mea-
surements of diffractive cross section.

The Zero Degree Calorimeter (ZDC) [129]: it is a detector made up of two electromag-
netic calorimeters (ZEM), two hadronic calorimeters for the detection of protons (ZP) and
two for the detection of neutrons (ZN). Each of these calorimeters is a Cherenkov detector,
composed of quartz fibers, read out by photomultipliers. The Cherenkov light, produced
by the charged particles passing through the quartz at a speed higher than the speed of
light within this material, is collected and amplified. The two hadronic calorimeters are lo-
cated at z = ±112.5m from the nominal interaction point, and detect spectator nucleons
that emerge at 0◦ from the collisions. The electromagnetic calorimeters are both placed
in the forward region of the experiment, at 7m from the interaction point. They measure
the energy deposited by photons at forward rapidity. The ZDC is mainly used to remove
the parasitic beam-gas background events, and to determine the centrality in pPb and
Pb–Pb collisions by measuring the energy deposited by the spectator nucleons.
2.2.1 The Muon spectrometer
TheMuon spectrometer [130] is themain detectorwhichwill be used in the analysis pre-

sented in the following chapters. Its purpose is to study quarkonia (J/ψ, ψ(2S),Υ,Υ′,Υ′′),
as well as the low mass vector mesons (ρ, ω, ϕ), open heavy flavor (D and B mesons), and
gauge bosons (Z0,W±) at forward rapidities −4 < η < −2.5 via their muonic decay
channel, in pp, pPb and Pb–Pb collisions. The spectrometer covers the full azimuthal an-
gle. As can be seen on Fig. 2.7, it is composed of a dipole magnet, muon tracking and
muon identifier stations separated by an iron wall, front and rear absorbers, and an in-
ner beam shielding. Due to the location of the front absorber between the spectrometer
and the interaction point, tracks extrapolated to the IP undergomultiple scattering result-
ing notably in a resolution degradation. Thus, limitations are imposed on the exploitable
physics program, in particular the inability to separate open charm and beauty contri-
butions. To overcome these limitations for Run 3, the Muon Forward Tracker (MFT) was
added in front of the muon spectrometer, between the interaction point and the front
absorber. This new detector will be the topic of the next chapter.
The absorbers: the front absorber is designed to reduce the contamination of pri-
mary hadrons and of low momentum muons coming from pion and kaon decays. It is
4.13m long (∼ 10λint, ∼ 60X0) and located inside the solenoid at 90 cm from the interac-
tion point. It is engineered to limit the multiple scatterings and thus limit the degradation
of momentum and quarkonia invariant mass resolution. To reduce the multiple scatter-
ings, the closest region to the IP is made of low-Zmaterial, carbon, followed by concrete.
Furthermore, materials with high-Z are used on the absorber’s end side, such as Pb and
Tungsten. The goal is to stop photons at low energies, along with the secondaries created
in the absorber. Additionally, in order to protect the spectrometer from beam-gas inter-
actions and secondaries produced at high rapidities, the low angle absorber is located
around the beam pipe and is made of dense material such as Pb, Tungsten, and steel.
Besides, an iron wall, measuring 1.2m long (∼ 7.2λint), is present between the tracking
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Figure 2.6: Illustration of the FIT layout [131].

Figure 2.7: Schematic of the ALICE Muon Spectrometer [132].
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and trigger chambers, with the objective of filtering muons, thus stopping the energetic
hadronic background. The combined effect of the front absorber and the ironwall implies
aminimummomentum for amuon to reach themuon identifier chambers to be 4GeV/c.
The dipolemagnet: it is 5m in length, 6.6mwide, and 8.6m in height, and it is located
at 7m from the IP. It creates a magnetic field with bending power of 3Tm. The plane
perpendicular to the magnetic field is known as the bending plane, and is the (yz) plane
in the ALICE coordinate system. It bends energetic particles passing through, allowing the
measurement of their curvature, and thus of their momentum and electric charge.
The Muon CHambers (MCH): they form the tracking system of the Muon spectrom-
eter, with 5 stations, each composed of 2 chambers, located between 5.2m and 14.4m

from the IP. Their design was optimized to minimize the scatterings that can take place
when themuons are going through; they are composedof low-Zmaterials, such as carbon
fibers. They consist of cathode pad chambers with a high granularity (∼ 2% occupancy
in central Pb–Pb collisions at √sNN = 2.76TeV [133]), each composed of a central anode
wire situated between two cathode planes. The chambers are filled with a gas mixture
of Argon (80%), and CO2(20%). Thus, a particle passing through will ionize the volume,
liberating electrons that will drift to a nearby cathode, generating a signal.
TheMuon IDentification (MID): it is located 16m away from the IP, behind the iron
wall filter. It is composed of 2 stations, each made of two planes of resistive plate. These
plates are composed of electrodes separated by a gap of 2mm filledwith gas. The crossing
of charged particles produces an avalanche of secondary electrons. The time of response
when a muon passes through these chambers is around 2ns. However, as will be men-
tioned later, the readout frame of this detector is longer: about 25ns.

2.2.2 Continuous readout and Online-Offline processing
During the Long Shutdown 2 (from 2018 to late 2021) preceding Run 3, the detector

electronics were improved to allow for an operative mode known as "continuous read-
out" [134]. This means that the detectors are continuously read during the full duration of
the physics fill. This is in contrast with the priormode of operation used in Run 1 and Run 2,
which was based on start-of-readout signals delivered by dedicated hardware, known as
triggers, when various types of signals indicating valuable events are detected. To ensure
synchronisation, all detectors working in the continuousmode receive a clock signal prop-
agated2 from the LHC radio-frequency cavities (the "beam" clock), allowing each piece of
readout data to be timestamped with the precision of a LHC bunch crossing of ∼ 25 ns.
The data stream from the detector front-end electronics is distributed to the data acqui-

sition system, which is comprised of Local Trigger Units connected to Common Readout
Units (CRUs). It is then directed to the processing farms, equipped with the new Online-
Offline (O2) software environment, where the First Level Processors (FLPs) receive the

2The distribution of this timing signal to all subdetectors is handled by the Central Trigger Sys-tem of ALICE [134]. The distribution units are the Local Trigger Units (LTUs).
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raw detector data from the CRUs and send them after some local treatment to the Event
Processing Nodes (EPNs)3 This processing chain handles the continuous data stream by
dividing it into chunks named time frames (TFs). Indeed, this architecture is designed to
run the reconstruction over the duration of one such time chunk, and process indepen-
dent ones in parallel (one TF per EPN) to speed-up the data treatment, while also running
algorithms to compress and skim the data. The detector front-end electronics generate
as much raw data as ∼ 3.4TB s−1. The data are compressed to 900GB s−1 by the FLPs.
The output of the EPN farm amounts to∼ 130GB s−1 at the end of the intermediate step
of the reconstruction (i.e. the synchronous or online part) [134]. This continuous readout
and the data reduction lead to an efficient use of the enhanced luminosity to be delivered
by the LHC in Run 3 and thus significantly increase in statistics and performance for the
study of rare events, such as heavy-flavours, which is one of the objectives of Run 3.

O2 Upgrade TDR 3

Asynchronous	  	  refined	  calibra2on,	  	  
reconstruc2on	  
Event	  extrac2on	  
Quality	  control	  

Compressed	  Sub-‐Time	  Frames	  

Con3nuous	  and	  triggered	  streams	  of	  raw	  data	  

Data	  aggrega2on	  
Synchronous	  global	  reconstruc2on,	  
calibra2on	  and	  data	  volume	  reduc2on	  
Quality	  control	  

Data	  storage	  
and	  archival	  

Compressed	  Time	  Frames	  

Reconstructed	  events	  Compressed	  Time	  Frames	  

Readout,	  split	  into	  Sub-‐Time	  Frames,	  	  
and	  aggrega2on	  	  
Local	  paCern	  recogni2on	  and	  calibra2on	  
Local	  data	  compression	  
Quality	  control	  

Detectors electronics	  

Figure 1.1: Functional flow of the O2 computing system.

The data processing steps performed during data taking will keep the option open for subsequent calibra-
tions of the most critical parameters to protect the physics results in case of a software error or operational
mistake.

There will be substantial detector pile-up due to the anticipated collision rate of 50kHz in Pb–Pb and
200kHz in pp. The event identification will only be possible at the very end of the reconstruction by
associating the tracks and secondary vertices to a particular bunch crossing. At this point, the fully
reconstructed data will be stored at the experimental area ready for archiving.

The main role of the O2 system will be to perform detector calibration and data reconstruction concur-
rently with data taking. The integration of online and offline data processing will require a common O2

software framework and a common computing facility dedicated to both data collection and processing.

Figure 2.8: A full scheme of the online-offline computing system [135].

The duration of a TF is defined arbitrarily by ALICE as a given number of LHC orbits. One
LHC orbit is completed into∼ 89µs or 3564 bunch crossings (BC). During the commission-

3Thefirst level farm is composedof 198 FLPs and474CRUs. The EPN farmconsists of 280 servershosting 8 GPUs and 64 CPU cores each [134].
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ing in 2021 and the regular data taking period in 2022, 1 TF = 128 LHC orbits, equivalent to
11.3825ms. At 50 kHz interaction rate, it contains on average 569 Pb–Pb collisions [134]. In
2023, to fluidify the synchronous processing, it was reduced such that 1 TF = 32 LHC orbits.

ALICE LS2 upgrades ALICE Collaboration

on the ROOT data analysis framework [94], and Apache Arrow [95] for analysis and integration with
external tools. Finally, the Data Processing Layer (DPL) abstracts computation as a set of data processors
organized in a logical data flow specifying how data are transformed. Depending on the deployment
environment, the data flow is mapped to a concrete topology and from there to a set of processes running
FairMQ devices.
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Figure 90: Synchronous reconstruction workflow.

5.1.1 Synchronous reconstruction

A schematic representation of the synchronous reconstruction workflow is shown in Fig. 90. The main
objectives of the synchronous processing are the reduction of the data rate from the TPC, which accounts
for most of the raw data volume and the extraction of data for calibration. This is achieved by performing
clustering and full track reconstruction in the TPC and removing background hits from the data. More-
over, cluster space point coordinates are stored as relative coordinates, thus reducing the entropy and
allowing for efficient ANS entropy encoding [96] of the data. The TPC space charge distortion calibra-
tion uses the information of fully reconstructed barrel tracks including ITS, TOF, and TRD information.
However, only a small fraction of all tracks needs to be fully reconstructed to gain sufficient data. Hence,
full TPC reconstruction needed for data compression is the most demanding step in terms of computing
time. The online processing makes extensive use of Graphic Processing Units (GPU), which provide a
significant speed-up by about a factor of 50 [97] compared to one CPU core in an EPN server, without
compromising the physics performance.

The TPC reconstruction code has been developed starting from the existing Run 2 High Level Trigger
(HLT) algorithms. It starts with the cluster finding and is followed by tracking comprising the track
finding, track merging, fitting, and compression steps. The presence of Space Charge Distortions (SCD)
of up to 10 cm represents a particular challenge for the reconstruction of continuous data. In absence

112

Figure 2.9: Illustration of the different processes of synchronous reconstruction work-flow [134].

Going into the details of the synchronous and asynchronous processing sketched on
Fig. 2.8 and Fig. 2.9:

• Each TF is further subdivided into sub-time frames (STFs). An STF corresponds to
the data from a sub-part of the ALICE detector during a LHC orbit. The STFs follow
parallelized synchronous (online) processing on the FLPs. One can note that FLPs
can also perform calibration tasks, depending on the detector, and a dedicated FLP
is used to collect and process data from the Detector Control System (DCS). It pro-
cesses and stores detector-related conditions like voltages or temperature, in cali-
bration objects, which are stored in the Condition and Calibration Database (CCDB).
They can then be accessed later, including during asynchronous stages and during
physics analysis.

• All the compressed STFs that belong to the same TF are shipped from the FLPs to a
given EPN for aggregation (TF building).

• The synchronous part of the reconstruction will be finished on the EPN farm4. The
main objective of the synchronous processing is the reduction of the data rate, es-
pecially from the TPC, which accounts for most of the raw data volume. This is

4In general, synchronous data processing is performed on CPU cores in parallel with the GPUprocessing.
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achieved by performing clustering, full track reconstruction and removing back-
ground hits from the data. The compressed data are aggregated into so-called
compressed time frames (CTFs) and written to a semi-permanent disk buffer.

• After this synchronous stage comes the asynchronous stage, where data recon-
struction and final calibrations using the CCDB-stored objects are done on EPNs
and on the GRID environment. The final outputs are the Analysis Object Data (AOD),
kept on permanent disk storage. These objects contain the information on the re-
constructed tracks left by the particles in the detectors. The following physics anal-
ysis all exploit these produced objects.

2.2.3 Data taking performances in early Run 3
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Figure 2.10: (Left) Integrated luminosity for various triggers in pp collisions at √s =
13TeV during Run 2, (right) Integrated luminosity for pp collisions at√s = 13.6TeV takenin 2022.

The continuous readout architecture of Run 3 aims at precise measurements in the
open heavy-flavour or low mass dilepton sector. Since these processes do not exhibit
signatures that can easily be discriminated by hardware triggers, they can only be satis-
factorily collected with a zero bias (Minimum Bias) interaction trigger, i.e. corresponding
to an event with at least an inelastic collision. During the beginning of Run 3, in 2022, pp
data was recorded mostly at 500 kHz interaction rate. The integrated luminosity during
this period is displayed on Fig. 2.10 (right), which can be compared to the one accumulated
during the whole duration of Run 2 (left). The EMCAL detector is still operating in legacy
triggered mode as the readout electronics were not upgraded, which explains the lower
collected luminosity compared to the Muon and Barrel detectors. As can be seen, the
Muon integrated luminosity sampled by the continuous mode in 2022 already amounts
to almost half of the dimuon triggered luminosity of Run 2, and more than 6 times the
low-pT muon luminosity (recorded with a specific and down-scaled trigger in Run 2 due
to bandwidth limitations of the old data acquisition system).
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Chapter 3

Muon reconstruction with the
Muon Forward Tracker

Among thedifferent detector upgrades installed during LS2 is theMuon Forward Tracker
(MFT). It is a Silicon tracking detector designed to add secondary vertexing capabilities to
the Muon spectrometer. With this new detector, ALICE will gain access to physics cases.
In the first section of this chapter (Sec. 3.1), a brief overview of these new physics cases
is given. Next, in Sec. 3.2, is a general presentation of the detector and its reconstruction
strategy. The third section is a summary of my personal contribution to the MFT project
(Sec. 3.3). Finally, the last section is dedicated to the track matching between the MFT and
the Muon spectrometer (Sec. 3.4).

3.1 Physics motivation
The Muon spectrometer allows for measurements at forward rapidities, such as the

study of the open heavy-flavours and quarkonium yields, flow and polarization. In addi-
tion, it is also possible to study low mass vector mesons, to assess the modification of
their spectral function in heavy-ion collisions. However, due to the multiple scattering in
the front absorber, the origin of muons is not determined with good precision. Therefore,
muons produced e.g. by the decay of charmonia cannot be distinguished from those pro-
duced by pion and kaon decays, thus introducing background. Another consequence is
that only inclusive measurements are possible with the Muon spectrometer, which does
not resolve the collision vertex. Hence, prompt and non-prompt J/ψ measurements as
the muons produced from semileptonic decay of charm and beauty can not be disentan-
gled. Furthermore, the multiple scatterings lead to a reduced angular resolution, thus
the resonances have a limited invariant mass resolution, in particular at low masses (ω
and ϕmesons). Indeed, the invariant mass of a dimuon is computed as a function of the
opening angle θ between the momentum of the two muons:

Mµ−µ+ =
√

2pµ−pµ+(1− cos θ) ≈ √
pµ−pµ+θ (3.1)

where pµ− and pµ+ are the magnitude of the momenta of the muon and anti-muon. In
Eq. 3.1, we neglect the muon mass, and consider only a small opening angle θ. From
this consideration, one sees that the mass resolution is sensitive to both the momentum
resolution and the angular resolution.
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The MFT upgrade has been proposed, with the goal of providing secondary vertexing
capability to the Muon spectrometer. This is done by measuring the positions of muon
tracks in layers located much closer to the interaction point than the Muon chambers,
upstream of the hadronic absorber. The production vertex of muons can then be deter-
mined by extrapolating the tracks formed by the combination of the MFT and the Muon
spectrometer, towards the interaction point.
By overcoming this limitation of theMuon spectrometer, mainly due to the presence of

the front absorber, the MFT extends the physics program of ALICE in the forward rapidity
region. This region is of particular interest, since particles with large absolute pseudora-
pidities carry a large longitudinal momenta, due to the relativistic boost. This allows to
track particles down to pT values smaller than at mid-rapdity, since the bending of par-
ticles in a magnetic field is sensitive to the total momentum of the particle. Some of the
physics studies that will be amenable with the MFT upgrade are:

• Quarkonium: theMFTwill allow for the separation of prompt and non-prompt com-
ponents to charmonia cross sections. For theψ(2 S), a better extraction of the signal
is expected, thanks to the background rejection capability of the MFT.

• Heavy-flavour: the MFT will allow for the rejection of background muons coming
from pions and kaons decays. This will improve the studies of open heavy flavor
hadrons, see [136]. In particular, measurements of open charm will be feasible
down to low transverse momentum. In addition, making use of the separation of
prompt and non-prompt J/ψ, the measurement of open-beauty hadrons will also
be achievable down to low transverse momentum through theB → J/ψ+X chan-
nels.

• Bc: a special case of interest among theB → J/ψ+X channels is theBc → J/ψ+µ.
The MFT will allow to reconstruct the 3-prong vertices of this decay, thusmeasuring
the Bc particle at forward rapidities in Pb–Pb. This particle is of great interest for
the understanding of regeneration mechanisms. It has been measured in Pb–Pb
by the CMS collaboration [137], but only down to pT > 6GeV/c, thus missing the
lower pT region where the regeneration mechanism should be the most effective.
Themeasurement of this particle at forward rapidity, with the background rejection
allowed by the MFT, will make this region accessible.

• Low-mass dimuons: with the improved resolution on the dimuon opening angle
and the background reduction, an enhanced mass resolution is expected for all
resonances. In particular, the resolution of low mass resonances (e.g. ω and ϕ) is
expected to improve by a factor ∼ 4 compared to Run 2, see [136]. The study of
these resonances is of prime importance regarding the broadening of the associ-
ated spectral functions, due to the expected restoration of chiral symmetry in the
QGP phase.

In summary, the Muon spectrometer together with the MFT extends the central barrel
pseudo-rapidity |η| < 0.9 to the forward region −3.6 < η < −2.5. This acceptance, and
measurement capability down to zero transverse momentum, makes ALICE a powerful
and unique experiment at the LHC.
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3.2 Presentation of the detector

3.2.1 The ALPIDE chip
The most central Pb–Pb collisions can produce up to 10,000 charged tracks, which form

a high multiplicity environment. In such conditions, the sensors must have a very small
spatial resolution (about 5µm) and a high granularity to distinguish tracks close to the
interaction point. In addition, the material budget must be as low as attainable to avoid
as much deviation as possible due to multiple scattering of the charged tracks with the
material. Furthermore, the readout of the MFT must be able to withstand Run 3 collision
rates of 50 kHz in Pb–Pb and 500 kHz in pp collisions. In terms of resistance to radiation
damage, the sensor should also be able to maintain appropriate performance until it has
endured the full integrated luminosity of pp and Pb–Pb collisions targeted in the Run 3
physics program. Finally, the power consumption of the sensors has to be as low as pos-
sible to lighten the cooling infrastructure, which can increase thematerial budget in some
parts of the detector.
In order to fulfill the requirement of a high spatial resolution for good track reconstruc-

tion performance in the high multiplicity environment of central Pb–Pb collisions, a new
semiconductor pixel chip was designed, the ALice PIxel DEtector (ALPIDE) [138]. Since the
particle hit density on the MFT layers closest to the beam pipe is of the same order of
magnitude (650 khit s−1 cm−2) as the particle hit density in the ITS2 inner layers, the same
silicon pixel chip is used for MFT and ITS2 inner layers.
In a semiconductor, electrons in the conduction band are separated from the valence

band by a small energy gap, and can easily move under an electric field. In particular,
for silicon, electron-hole pairs are easily created by thermal excitation. By introducing
impurities into the silicon crystal lattice, one can produce silicon either doped with elec-
tron acceptor atoms, the p-type, or with electron donor atoms, the n-type silicon. A p-n
junction is obtained by joining a p-type with a n-type silicon. Because of the different
concentrations of electrons and holes in the two types, bringing them in contact sets off
a diffusion of electrons towards the p-type region and holes into the n-type region. A
surplus of negative charge in the p-type region (positive charge in the n-type region) is
created, which generates an electric field counteracting the diffusion. A potential barrier
is therefore generated between the two space charge densities, and at equilibrium, the
contact region is devoid of charge carriers, forming a so-called depleted region. Addition-
ally, an external voltage can be applied to a p-n junction. If the junction is submitted to
a reverse bias voltage (also called back bias), with the positive source connected to the
n-type side and negative to the p-type side, the depletion volume becomes wider when
increasing the reverse bias voltage.
ALPIDE sensors use the CMOS Monolithic Active Pixel Sensor (MAPS) technology [139,

140]. MAPS allows to combine the sensitive layer and the readout electronics in the same
silicon die. The chosen technology is the 0.18µm CMOS imaging process by TowerJazz.
Each chip measures 15mm × 30mm. The total thickness of the ALPIDE used in MFT is
50µm. A high resistivity (> 1kΩ · cm) epitaxial layer (25µm thick) is used as the sensitive
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volume of the detector for the ionising particle, with a n-well diode working as a charge
collection unit. This is illustrated in Fig. 3.1. When a charged particle crosses the epitaxial
layer, it generates electron-hole pairs along its path.The total amount of available charge
created by a minimum ionising particle traversing this layer thickness is of the order of
a thousand electrons [141]. The electrons first move by thermal diffusion within the epi-
taxial layer only, due to two potential barriers acting as shielding; the first is between the
lightly doped epitaxial layer and the heavily doped p-wells1 covering it, and the second is
at the interfacewith the underlying highly p-doped substrate.The electrons then reach the
depletion volume, where they drift towards the collection diode. A typical collection time
is of the order of 100 ns. At that point, the diode generates a signal PIX_IN (Fig. 3.2) at the
input of the front-end electronics. The charge collection speed and efficiency can be im-
proved by enlarging the depletion volume. This volume can be enlarged in chip operation
by applying a back bias voltage between the collection electrode and the substrate. Heav-
ily irradiated ALPIDE prototype sensors were subjected to test beams, and demonstrated
to keep the required functioning performance for non-ionizing doses corresponding to
ten times the fluence expected over the ITS2 detector lifetime [134].

ALICE LS2 upgrades ALICE Collaboration
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Figure 9: Architecture of the ALPIDE chip.

21

Figure 3.1: Schematic cross section of a MAPS single pixel cell [121].

Each chip is composed of a 512 rows x 1024 columns pixels matrix. These pixels are con-
nected to a readout circuitry organised in a double column pattern, as shown on Fig. 3.3.
Its role is to propagate the addresses of the fired pixels to the digital part of the chip.
Each pixel cell contains a collecting diode, a front-end amplifying and shaping stage (with
∼ 2µs characteristic peaking time of the output signal), a discriminator and a digital sec-
tion. The digital section includes three hit storage registers (Multi Event Buffer), a pixel
masking register and pulsing logic.

1The p-wells are shielding the readout circuitry. In particular, the deep p-well prevents then-wellfrom competing with the collection diode.
70



R
ea

d
o

u
t 

(z
er

o
 s

u
p

p
re

ss
io

n
)

R
ea

d
o

u
t 

(z
er

o
 s

u
p

p
re

ss
io

n
)

R
ea

d
o

u
t 

(z
er

o
 s

u
p

p
re

ss
io

n
)

R
ea

d
o

u
t 

(z
er

o
 s

u
p

p
re

ss
io

n
)

5
1

2
 r

o
w

s

1024 pixel columns

Bias, Readout, Control

Figure 1.1: General architecture of the ALPIDE chip.
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Figure 3.2: Block diagram of the ALPIDE pixel cell [138].
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Figure 3.3: General architecture of the ALPIDE chip [134].
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A common threshold voltage is applied to all the pixels of thematrix. When the ampli-
tude of the signal is above the threshold, the discriminator outputs an OUT_D hit signal.
The storage of the discriminated hits in the registers is controlled by a STROBE signal ap-
plied to the full matrix: a pixel hit is stored into one of three registers only if a STROBE
pulse is received by a selected cell, while the frontend output is above the threshold volt-
age [142, 138]. The generation of the internal STROBE signals is the result of an external
trigger received by the ALPIDE.The duration of the STROBE pulses is programmable (with
a duration expressed in number of BC clock) and is called a Readout Frame (ROF). For the
MFT, the ALPIDE pixel sensors usually open the readout frames at a rate close to 202 kHz

in pp collisions (18 ROFs of 198 BC per LHC orbit), or 45 kHz in Pb–Pb collisions (4 ROFs of
891 BC per LHC orbit).
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3.2.2 Detector layout
The MFT provides pointing resolution for muons, and vertexing capability at forward

rapidity by matching the tracks reconstructed in the Muon arm to those reconstructed in
the MFT. This approach allows for a pointing resolution of muon tracks down to about
100µm according to the Technical Design Report [136]. The MFT is located 50 cm from the
interaction point, between the interaction point and the front absorber, and surrounds
the beam pipe at the closest possible distance. The layout is shown on Fig. 3.4. It provides
chargedparticle tracking in thepseudorapidity interval−3.6 < η < −2.45. The acceptance
is constrained by the size of the beam pipe, and by the volume and position of other
detectors, such as ITS or FT0C, and their support structures.

1.3 Experimental conditions 3

Absorber!

FIT!

MFT!

ITS Inner Barrel!

ITS Outer Barrel!

Figure 1.1: Layout of the MFT detector in ALICE.

is positioned inside the ITS outer barrel and along the beam axis between the ITS inner barrel
and the front absorber of the MUON spectrometer (see Fig. 1.1).

The basic detection element of the MFT is a silicon pixel sensor, identical to that of the new
ITS [6].

The MFT consists of two half-MFT cones (Fig. 1.1). Each half-MFT cone consists of 5
half-disks positioned along the beam axis, in the direction of the MUON spectrometer (C-side)
at z = −460,−493,−531,−687,−768 mm from the nominal interaction point. The first two
half-disks are identical (called Half-Disk-0 and 1), while the remaining three half-disks are all
di↵erent and are called Half-Disk-2, Half-Disk-3 and Half-Disk-4 respectively. The MFT covers
the pseudo-rapidity acceptance −3.6 < ⌘ < −2.45. In this range, the probability for a particle
to hit at least four disks is greater than 90% if we consider a Gaussian distribution for the
interaction vertex in the z-direction with σ ⇡ 60 mm 2 . A half-disk consists of a disk spacer, a
disk support, two printed circuit boards (PCB disks) and the sensor ladders. The sensor ladder
consists of 1, 2, 3, 4 or 5 silicon pixel sensors soldered to a Flex Printed Circuit (FPC) with
aluminium strips. Geometrical parameters of the MFT and of each half-disk are reported in
Tab. 1.2. The positioning of the sensors on the front and back planes of the half-disks is shown
in Fig. 1.2. Special care has been taken in the selection of materials to minimise the material
budget: it amounts to less than 0.6% of a radiation length per disk (Sec. 3.2.2).

1.3 Experimental conditions

The experimental conditions in terms of interaction rates and particle multiplicity, which have
served as a basis for the definition of the detector specifications and simulation of its performance,

2The width of the interaction point in ALICE along the z direction for the 2010 run was 56.1 mm [6].

Figure 3.4: Layout of the MFT detector in ALICE [66].

To facilitate the installation of the detector around the beam pipe, the structure of the
MFT is divided into two halves, labeled h0 (bottom half) and h1 (top half), which are then
assembled together, as illustrated in Fig. 3.5. It is also segmented into five disks, labeled
d0 to d4. d0 is the closest to the Interaction Point (IP). Each disk is subdivided into two
half-disks (top and bottom one), corresponding to the upper (h1) and lower (h0) half of the
MFT. Half-disks have the same global design and Half-Disk-0 and Half-Disk-1 are identical.
Each half-disk has two detection planes, one on the front (f0) and one on the back side
(f1). The overlap between sensors of the back and front planes ensures the hermeticity
of the half-disk: 50% of charged particles will hit both planes of the disk. A total of 936
ALPIDE sensors are distributed and arranged in detection modules called ladders. The
ladders are thin structural elements that hold the silicon pixel sensors and ensure elec-
trical links between the sensors, the readout electronics and the power supply. There are
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MFT is mounted. Figure 36 shows an exploded view of the different elements composing the detector.
The two half-cones are fixed to two end-cap patch-panels which in turn are fixed to large carbon fibre
composite structures, called half-barrels, that are used to insert and position the MFT within the ALICE
internal cage, see Sec. 3.5. The services are routed along the half-barrels and through the patch-panels to
reach the detector. The patch-panels are mechanical pieces used also to support the FIT-C detector and
to interconnect the readout cables from the half-cones to the readout units, which are located 6 m away
beside the front absorber. Figure 37 shows a fully assembled half-cone and the MFT in its final position.

Figure 36: Detailed view of the elements composing the MFT detector.

Figure 37: Left-hand panel: fully assembled half-cone of the MFT with patch-panel and the FIT-C detector.
Right-hand panel: the MFT in its final position; the cooling and power services can be seen along the half-barrels.

3.3.2 Ladder assembly and testing

The basic element of the MFT detector, called ladder, is composed of an aluminum FPC on which silicon-
pixels sensors are glued and interconnected. The length of the ladders varies from 2 to 5 chips each to
match the size of the half-layers. Each FPC is equipped on one side with footprints for placing the
sensors and a 70-pin connector for powering the chips and transmitting the high-speed readout signals,
and on the other side with microelectronic components (resistors and capacitors) that decouple the power
supply (analog and digital) of the sensors and adapt the impedance of the data lines. Given their variable
length, the FPC design was optimized in order to reduce the maximum voltage drop to 100 mV and to
ensure the best transmission of the high-speed data lines.

The ladder assembly took place in the clean room of the CERN EP/DT Departmental Silicon Facility
using a three-axis digitally controlled placement machine, called ALICIA (ALICE Integrated Circuit
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Figure 3.5: (Left) Fully assembled bottom half of the MFT [134], (right) A Schematic viewof the full MFT detector [136].

280 ladders, which consist of Flexible Printed Circuits (FPCs) in aluminium connecting be-
tween 2 and 5 sensors, depending on the length. Each side of a half-disk, called a "face",
contains between 24 and 34 ladders, and is divided into four zones, each of 3 to 5 lad-
ders. Their assembly is illustrated on Fig. 3.6. The faces of the half-disk are separated by
a volume which includes water pipes ensuring cooling of the ladders, which contributes
to the material budget of the disks. Additional water cooling pipes are used to cool the
DC-DC converters outside the acceptance.

18 3 Ladder and disk structure

Figure 3.8: MFT half-disk layout (exploded view).

half-disk support have been taken into account, the other elements being outside the acceptance.
The maximum fraction of X0 is 0.576 % below the value used for the performance studies (0.6 %
of X0).

Table 3.1: Average material budget for each disk.

Disk# hx/X0i (%)

Air Cooling Perp. Water Cooling Axial Water Cooling

0 0.543 0.552 0.571
1 0.543 0.552 0.571
2 0.547 0.560 0.576
3 0.529 0.537 0.560
4 0.527 0.539 0.559

Additional details are shown in Fig. 3.10 with the contribution to the material budget of each
component, along the ladder direction (X) and along the orthogonal direction (Y ). The Cooling
and and Spacer labels in Fig. 3.10 corresponds to the water pipes and the cold plates, and to
the mechanical structure between the front and back plane ladders, respectively. As shown in
Fig. 3.10, the ladders (pixel sensors, FPCs and sti↵eners) are the largest contributors with 64 %
of the total material budget.

Figure 3.6: (Left) Back and front sides of an assembled ladder, (right) Detailed view of theassembly of a MFT half-disk [134].

The disks´ diameters increase with the distance from the interaction point. In order
to power the ALPIDE sensors, three different supplies are requested: digital, analog and
back-bias. The powering and power-consumption monitoring of all the half-disks of the
detector aremanaged by a board, called Power Supply Unit (PSU). TheMFT detector, com-
posed of 80 zones, is controlled by a total of 4 PSUs for the powering and 80 Readout Units
(RUs) for the readout. The disks and the PSU are watercooled and air ventilation is used
to ensure temperature homogeneity inside the confined area where the MFT is installed.
The half-disks and PSUs are fixed on supports called half-cones, themselves fixed on half-
barrels. Powering and cooling services are running along the half-barrels whereas the
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readout cables are guided along the front absorber to be connected to the RUs located
at the end of this absorber.

3.2.3 Readout RU interfaces

A. Rakotozafindrabe (CEA Saclay) 3
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Figure 3.7: Block diagram of MFT Readout Unit card interface [143].

The readout system connects to the ALPIDE data, control, and clock lines. This connec-
tion ismade by∼ 8m long copper cables that link the readout system to the half-disk PCBs
where the ladders are plugged. The readout system receives timing information from the
Local Trigger Unit (LTU) dedicated to the MFT, and which is the relay of the Central Trigger
Processor (CTP) of ALICE. This ensures the synchronisation of the sensors across the full
MFT and with the other detectors in ALICE. The readout system collects, encodes and de-
livers the raw output data from the sensors to the Common Readout Units (CRUs), housed
in FLPs, through optical fibers. As the data throughput of the sensors is not homogeneous
over the whole MFT (the sensors closer to the beam pipe have a higher occupancy), a Pb–
Pb central Monte-Carlo event was used to select which zones of the MFT should be con-
nected to which CRU, in order to level the load across the CRUs. Each zone is attributed
to a Readout Unit card (RU), which collects the ALPIDE data as well as handles the con-
trol and clock to the ALPIDE modules. There is a total of 80 readout units for the whole
detector. A block diagram of an MFT RU interface is shown on Fig. 3.7.
The readout units include a Field Programmable Gate Array (FPGA) chip, which is used

to concentrate the 1.28 Gb/s data links from four sensors into one 4.96 Gb/s link. It also
runs the main firmware that manages the readout process. In addition, the GBTx (Giga-
Bit Transceiver optical link), a radiation tolerant chip, provides the simultaneous transfer
of readout data, timing and trigger signals as well as slow control and monitoring data.
The GBTx chips on the RU cards plug into versatile modules (VTRx, VTTx and VRx) , as

shown on Fig. 3.7, which convert optical and electrical signals. Via optical fibers, these
modules send data to the CRUs, receive control instructions from the CRUs, and timing
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messages. The source of the messages is the CTP, through the LTU, connected to the RU
via a GBTx link.

3.2.4 Clusterization
The raw data coming from the FLPs of the detector are decoded into so-called "digits".

These are an easily readable format in which the addresses (row, column) of all the fired
pixels are listed, in each recorded Readout Frame (ROF) for all functioning sensor. The
timestamp of all the digits in a given ROF will be the same. Hence, the ROF can be under-
stood as the time resolution of this detector. As we saw in Sec. 3.2.1, for MFT (and ITS2),
the ROF size is equal to the strobe length, chosen to be 198 BC in pp collisions, i.e. ∼ 5µs.
The next step is to process the decoded digits stored in these ROFs, in the "clusterization"
step.
This procedure groups adjacent fired pixels to form a "cluster". Adjacent pixels are ei-

ther pixels with common sides or corners. These clusters are later used to infer the kine-
matic properties of the particle which crossed the detector. Hence, each cluster should
correspond to the passage of a particle through a considered detection element. The
number of fired pixels which compose a cluster left by a charged track depends on the
charge sharing between the pixels on a sensor, i.e. charge diffusion between neighboring
pixels, which is a property of the chip. In addition, it can depend on the incidence angle of
the track with respect to the detection element: a particle hitting a detection plane per-
pendicularly will fire only one or very few pixels. On the contrary, a track hitting close to
parallel to the detection plane will fire many pixels.
For each cluster, space-point coordinates and associated uncertainties are then calcu-

lated and passed to the subsequent track-finding procedure. The clustering is performed
for each sensor independently from others and can be executed in parallel. The cluster
space-point coordinates are stored in the local frame of a sensor. The origin of this frame
is the geometrical centre of a sensor. Using a transformation matrix associated with each
sensor, these coordinates can be converted to the global ALICE frame or to the tracking
frame of the sensor.

Figure 3.8: Illustration of different cluster patterns, formed by contiguous fired pixels.The white circles show the position of the center of gravity associated with each cluster.
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The decoding algorithm, as well as the following clusterization step, both assume that
the information about the fired pixels is ordered in row and column numbers. This in par-
ticular allows to perform the clusterization without storing the full matrix of the sensor
in memory, keeping instead only temporary structures corresponding to the candidates
for unfinished clusters. On the arrival of new fired pixel data (row or column), the algo-
rithm checks if it matches the "adjacent" definition for cluster candidates left unfinished
from the processing of current and previous rows. If this turns out to be the case, the
corresponding cluster candidate is updated with the new pixel information. Otherwise,
the unfinished cluster is considered as a new cluster candidate.
Whenever a new row is detected (or when the data from the next sensor arrives), all

cluster candidates that were not updated during the processing of the previous row are
converted to final clusters and stored. The conversion to a final cluster consists of calcu-
lating the center of gravity of its constituent pixels, accounting for the possible shift of the
collecting diode from the geometrical centre of the pixels.
To further improve the computing efficiency, cluster dictionaries are used in the recon-

struction. To each cluster shape, i.e. topology, a unique ID is attributed in the dictionary.
The distribution of the topology-IDs is highly non-uniform, as illustrated by Fig. 3.9. The
entries in the dictionaries contain information which is common to the clusters with the
same topology:

• numbered of fired pixels,
• bounding box of the cluster, i.e. the smallest rectangle including all fired pixels,
• frequency of appearance of the topology,
• position of the Centre Of Gravity (COG) with respect to the bottom left corner pixel
of the bounding box,

• uncertainty associated with the position of the hit point.

The use of such dictionaries avoids recomputing and saving redundantly the informa-
tion of a given cluster, such as the COG or the position uncertainty. These information are
of prime importance for the tracking step of the reconstruction, where the position and
its associated error of each cluster are used to compute the track parameters, in a pro-
cess known as Kalman filter [144, 145, 146], which will be presented in the next subsection
(Sec. 3.2.5). Hence, saving the properties beforehand in a dictionary can gain computing
efficiency, especially for cluster topologies which are very common. In the dictionary, the
entries are sorted with respect to decreasing frequency.
On the other hand, rare topologies, i.e. with a frequency below a threshold defined a

priori, do not have their own entries in the dictionaries, but are grouped together with
topologies of similar dimensions, according to the dimensions of their bounding box.
They are called "group" topologies. These rare topologies are always inside the group
identified by the smallest completely filled box able to contain the topology, i.e. their
filled bounding box.
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Figure 3.9: Distribution of cluster pattern ID, with the corresponding patterns, in June2023 pp data.
3.2.5 Track reconstruction
The step following clusterization is track reconstruction. In this procedure, the collected

clusters are attached to a track candidate, then used to compute the kinematic parame-
ters of the track corresponding to the particle which left the said clusters in the detector.
These parameters are chosen according to a precise track model. This model should be
the most appropriate one given the various forces acting on the tracks. In the case of
forward tracks, the data model is a helix model along the z direction, due to the solenoid
magnetic field. In this track model, the parameters of a track are:

s⃗ =

(
x, y, ϕ, tanλ,

q

pT

)
These parameters are definedwith respect to a given (x, y) plane at a precise z position to
which the track has been propagated. These parameters are illustrated in Fig. 3.10. Then,
x and y are the coordinates of tracks in this propagation plane, ϕ the azimuthal angle,
indicating the pT direction, q the particle charge and λ the complementary polar angle,
such as λ = π

2 − θ.
In the helix model, a track with a given set of 5 parameters at a z0 location can be

propagated to another z position with the transformation: x
y
z

 =

 x0 − Hz
(q/pt0)k

sin (ϕ0) cos(θ) +
Hz

(q/p0)k
sin (ϕ0) +

cos(ϕ0)
(q/p0)k

sin(θ)

y0 +
Hz

(q/pt0)k
cos (ϕ0) cos(θ)− Hz

(q/pi0)k
cos (ϕ0) +

sin(ϕ0)
(q/pi0)k

sin(θ)

∆z + z0

 ,
where k = 0.3 |Bz| , Hz = Bz

|Bz | and θ = − (q/pt0)∆zk
tanλ0

. The helical track model is especially
well suited to describe the path of low momentum particles in the MFT.
Two different steps are required to perform the forward track reconstruction with the

MFT: track finding and track fitting.
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Transformations between MFT and MCH coordinate systems

1 Introduction38

1.1 MFT and MCH coordinate systems39

In this section, the parameters used in the MFT coordinate system and MCH coordinate system40

are described. The five parameters on both coordinate systems are referred to as xi and αi for the41

MFT and MCH, respectively.42

1.1.1 Description of the MFT Coordinate System43

x

y

z
p
x

py

pt

z

Figure 1: Track orientation angles on the MFT coordinate system. Solid black lines indicate
axes positive directions. λ is negative for tracks moving towards the MFT.

MFT standalone tracking uses the following coordinate system: {x,y, φ , tanλ , (q/pt)}, as shown44

in figure 1. Defining45

• x0 = x: Cartesian x coordinate;46

• x1 = y: Cartesian y coordinate;47

• x2 = φ : direction of pt on the xy-plane; the azimuthal projection of the momentum vector48

on the transverse plane.49

• x3 = tanλ : λ is complementary to the polar angle θ , i.e., λ = π
2 −θ ; Also, tanλ = cotθ .50

• x4 = q/pt : charged inverse transverse momentum. Charge in natural units: charge of51

particle is the sign of q/pt .52

let us represent the MFT parameters state vector as {x0, x1, x2, x3, x4}.53

3

Figure 3.10: Track parameters θ, λ and q/pT in the MFT coordinate system. The λ param-eter is negative for tracks moving towards the MFT.

Track finding

The first one is track finding. This procedure combines clusters in the different detection
layers of the MFT which have a high chance to originate from the same charged particle
track going through the detector, to form a track candidate which will then be fitted in the
second step. Two methods are deployed for the track finding: the Cellular Automaton
(CA) and the Linear Track Finder (LTF) algorithms [136]. In practice, the LTF is executed
first. Then the remaining unused clusters will be left to the CA algorithm.
The CA is used for tracks with lowmomentum, whose path will be more affected by the

multiple scattering in the material of the MFT disks. The CA algorithm builds a track by
following and linking step by step segments of tracks formed by two consecutive disks.
The starting segment is composed of two clusters found on the first and the second disk,
which are the closest to the interaction point. The cluster of the second disk is then used
to form the next segment, by pairing with a cluster on the third disk, and so on and so
forth. A track candidate is found when it is composed of 4 segments. To reduce the
combinatorics, a cut is applied on the relative angle between each segment belonging to
a track candidate.
In the LTF algorithm, the tracks formed by particles going through theMFT are assumed

to be close to straight lines. Each cluster in a given layer can be associatedwith compatible
clusters in other layers in a given search radius projected to these other layers. The infor-
mation on the vertex position is used in order to minimize the search radius and thus the
number of compatible clusters in other layers for a given cluster. The algorithm unfolds
as follows: for a given cluster in the first (or the second) MFT layer, we search for com-
patible clusters in the last (or the penultimate) layer. This builds a set of seeds for track
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Figure 6.3: The Cellular Automaton: a track is a continuous chain of neighboring cells (seg-
ments connecting clusters in consecutive disks), the status of a cell increasing by a unit from
one cell to the next. The cell with status 4 at the right end indicates that a track candidate with
a length of four segments starts there.

two consecutive disks of the MFT. The cells must point to the primary vertex within some
angular limits.
The CA then considers one given cell and, starting from the first MFT disk, proceeds in the

direction of propagation of the particles stepping from one MFT disk to the next. In doing this,
conditions of track continuity are applied in terms of breaking angle between cells. The cell
status, initially at one, increases by one each time another compatible cell is attached to its end.
From the large number of cells, some particular cell chains will be singled out, with the more

downstream cell having a status equal to four (see Fig. 6.3). Track candidates will be built
starting from such chains of cell.
The CA method for track finding has been applied in several experiments, in particular for

the vertex detector of HERA-B [30], whose detector geometry is similar to the one of the MFT.
More recently, the CA was implemented in the track finder algorithms of the TPCs of the STAR
and ALICE detectors [31]; its implementation is also foreseen in the CBM experiment at GSI
as well as in the upgraded ITS of ALICE [32, 33].

6.2.2 Linear Track Finder algorithm

The use of an LTF method is justified by the specific experimental conditions for the standalone
tracking in the MFT, especially because of the weak e↵ect of the magnetic field of the ALICE
solenoid in the forward acceptance of the detector. In the LTF, contrary to the CA approach,
one imposes in a single pass that all clusters should minimize their distance to a straight line,
see Fig. 6.4. This seeding line is obtained from combinations of clusters in the last disks of the
MFT. The information on the vertex position is used in order to minimize the number of found
seeds.
The main advantage of the LTF is the reduced computing time, the number of cluster combin-

ations being smaller than in the case of the CA. However, the efficiency of the LTF is expected
to be sensitive to the amount of scattering su↵ered by the particles when passing through the
MFT disks, more than the CA approach which is using only local conditions of vicinity. In the
low momentum and large pseudo-rapidity range, in addition, a further limit to the efficiency of
the LFT comes from the finite track curvature in the magnetic field of the ALICE solenoid.

6.2.3 Reducing the combinatorics: the fiducial interaction region

The knowledge of the position of the interaction vertex reduces considerably the computing time
by imposing constraints when building cells and seeds in the CA and LTF methods. While a

6.2 Standalone track reconstruction in the MFT 53

Rcut

Figure 6.4: Schematic of the association of one cluster to a track seed in the second method of
track finding (LTF). Rcut represents the search radius.

precise measurement of the interaction vertex in ALICE is provided by the ITS, the MFT would
still be able to provide a standalone, rough estimation of the primary vertex position. This is
possible by building the cells between the first two disks of the detector, then extrapolating them
to the beam axis to compute the closest approach z-position: the peak corresponding to cells
produced by the primary tracks is well distinguishable from the background of combinatorial
cell prolongations. The example shown in Fig. 6.5 is obtained with a full AliRoot simulation
of one event with 1 000 primary tracks (expected for Pb-Pb collisions at

p

sNN = 5.5 TeV with
centrality close to the 20th percentile) and the background from electronic noise and QED.

accumulation of the z
at closest approach

cells

between the

first two 

layers

Figure 6.5: Standalone calculation of the event vertex using the cells between the first two
disks. Right: the accumulation histogram of the z value at the closest approach between the cell
prolongation and the beam axis.

This method allows to identify the vertex position with a precision (the RMS of the residuals
with respect to the true position is ⇠ 2 mm assuming x = y = 0 for the vertex position in
the transverse plane) sufficient to guide the track finder methods to a fiducial interaction region
even in case the ITS information is not available.

This estimation can be used, however, only for sufficiently large multiplicities of primary tracks
(Nmin

tracks
⇡ 200, expected for Pb-Pb collisions at

p

sNN = 5.5 TeV with centrality close to the 50th

percentile), in order to let the peak from primary tracks exceed the background fluctuations.
This limitation also depends on the considered background levels from the electronic noise and
the QED electrons.

Figure 3.11: Illustration of the two different track finding algorithms used by the MFT: theCellular automaton (left) and the Linear Track Finder (right) [136].
candidates, approximated as straight lines defined by these two clusters. For each track
seed, the algorithm then looks for compatible clusters within each intermediate layer. It
selects the first cluster found closest to the current track seed. These track candidates
are then saved for further processing only if 5 or more compatible clusters were found
for this track seed, and these clusters are distributed on at least 4 different disks out of
the 5 of the MFT detector.
The use of the LTF method is justified because the ALICE solenoid only has a residual

magnetic field in the acceptance of the MFT. Compared to the CA, the LTF algorithm re-
duces the computing time, as the cluster combinatorics is smaller for LTF than for CA.
However, the track finding efficiency of the LTF algorithm can be limited by the multiple
scatterings of particles passing through the material of the MFT disks. In particular, the
LTF does not have good efficiency for lowmomentum and large pseudo-rapidity particles
(furthest from the beam pipe), as the track curvature from the residual magnetic field of
the solenoid can become prohibitive for the linear track approximation.
Track fitting

The second step of track reconstruction is track fitting. When a track is found, the fitting is
performed using a Kalman filter in order to extract the kinematic parameters of the track.
The Kalman filter [144, 145, 146] is an algorithm used to estimate the parameters of a

dynamical system, given a set of measurements and their corresponding errors. It uses
an iterative procedure where pastmeasurements and a newmeasurement are combined
using their respective covariances to provide an optimal estimate of the true state of the
system. In the case of MFT track fitting, the different steps of the algorithm are the fol-
lowing:

1. Initialization: The parameters of a given track are initialized using the coordinates
of two clusters in the first two layers of the MFT that were found by the track finder
algorithm, and the error covariance matrix is initialized as diagonal. These values
represent the initial estimate of the track parameters.

2. Prediction: This seed track is then propagated to the last MFT layer, the furthest
from the interaction point. This propagation takes into account the multiple scat-

80



tering in the material of the MFT disks. This is done by adding corrections to the
covariance matrix of the track and then extrapolating the track to the new layer,
taking these new covariances into account. The corrections to the covariance are:

σϕ =
0.0136GeV/c

p

x

X0

1

sinλ

1

cos2 λ
(3.2)
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2 (3.4)
where x/X0 is the fraction of the radiation length which the extrapolated track tra-verses. The extrapolation then updates both the parameters and covariances of
the track.

3. Measurement Update: The predicted position of the propagated track is then com-
pared to the real position of the cluster of the track in the considered layer. Then a
"Kalman gain" is computed, which determines the relative weight of the measure-
ment (i.e. the cluster position) and the prediction (i.e. the propagated track position)
in the updated state estimate. Finally, the track parameters and covariance matrix
are updated using the Kalman gain and the residual of the position.

4. Repeat: The last two steps (prediction, measurement update) are then repeated
for each available cluster previously assigned to the track by the track finder algo-
rithm. At each iteration, this process allows to refine the estimate of the parameters
and their uncertainties, based on both the dynamic model (the track model and the
propagation with multiple scattering corrections) and the measurements (the ac-
tual cluster positions). The procedure is iterated until the last cluster of the track,
closest to the interaction point, is reached. Therefore, the Kalman propagation is
done inward for the MFT tracks.

After the track reconstruction is done, track matching is then required in order to ex-
tract global muon tracks, which are the tracks matched between MFT, MCH, and MID de-
tectors, as will be detailed in Sec. 3.4.

3.3 Contributions to the MFT project

3.3.1 Noise masking

The evolution of the response of an ALPIDE pixel as a function of the value of the in-
jected charge is known as an S-curve. Ideally, if the injected charge is less than the thresh-
old, the pixel should never fire. For values of injected charges larger than the threshold,
the number of registered hits should always be equal to the number of injections. In real-
ity, a pixel has a slight non-zero response below the threshold. This non-ideal behavior is
due to the noise of the pixel, which can vary in time independently for the different pixels.
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Pixel noise can be due to several sources. It can have contributions from the pixel cir-
cuitry, such as the pixel reset mechanism, or readout transistors. For high illumination of
the pixel, it can also be due to leakage currents in the p-n junction, which come from the
thermal excitation of electrons and holes in the depletion volume of the sensor around
the collection diode. These different contributions can vary in time and due to the exper-
imental conditions. Hence, it is of prime importance to monitor the response of pixels as
a function of time, identify the ones which have a high probability of firing irrespective of
the threshold and produce "fake" hits, thus interfering with themeasurements, andmask
these pixels. For these purposes, theMFT operations require a "noise scan" between each
physics fill of the LHC. My task in the MFT group was to develop the software that handles
these noise scans, for the new software environment of ALICE, O2.
The purpose of the noise scan is to evaluate, for each sensor, the fraction of the data

taken that has a high probability of being solely due to "noisy" pixels, i.e. firing in the
absence of any ionising particles. These noisy pixels can degrade the performance of the
tracking of the detector, in particular by generating "fake" clusters which will be automat-
ically included in the combinatorial association of clusters in the tracking algorithm. In
addition, this noise can also consume part of the bandwidth in the readout chain and
render it less efficient. The purpose of a noise scan is thus to identify noisy pixels to be
able to mask them and prevent these caveats.
In practice, during a noise scan, we count the number of hits recorded by each pixel of

the detector during an acquisition without any external source such as beam, or charge
injection, for a fixed number of strobes, or readout frames. Cosmic rays also contribute
to such kinds of acquisition and cannot be avoided, but they have a known and steady
rate. The identity of all the noisy pixels found by the scan is put in a list, together with
their number of registered hits. Such an object is called a "noise map". This map can later
be used to mask the noisiest pixels if needed, in order to reduce the fake-hit rate.
A pixel has a certain probability of firing over a given period of time. This probability can

be estimated with a noise scan by dividing the number of hits registered by this pixel by
a given number of strobes sent to the sensors. Pixels which have a high firing probability
can be considered as noisy since they exhibit an increased probability of producing a hit
in comparison to the rest of the pixels.
In order to monitor the noise level of the detector, a threshold must be applied to this

firing probability. This is known as a probability threshold, t, which must be applied to
the recorded noisy pixels. A threshold value of t means that we register as noisy only
the pixels which fired more than t ×Nstrobes during the acquisition, where Nstrobes is thetotal number of strobes sent during the noise scan. This allows to only keep track of the
noisiest pixels, which fired many times during the length of the acquisition, thus rejecting
pixels which fire very sporadically, e.g. initiated by cosmic particles.
Indeed, we can reject pixels with a low firing probability, less then t, from the list of noisy

pixels as they can still be normally operated most of the time. In addition, their rejection
allows to greatly reduce the number of registered pixels, thus reducing the computing and
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storage requirements of a noise scan. The determination of this noise threshold level t
is hence a trade-off between the efficiency of the noise masking and the efficiency of the
tracking which we want to preserve. The usual value considered for this threshold, both
for MFT and ITS, is t = 10−5. The number of strobes sent to the sensors during a noise
scan must thus be set so that we gather enough statistics to locate as many noisy pixels
as possible with the desired probability threshold t. The minimum number of strobes
needed to reach threshold t is computed as:

Nstrobes = 1.1×

⌈
1 + 1

t

ϵ2

⌉
(3.5)

where ϵ is the relative statistical error wanted by the user. If this desired error is small,
then a large number of strobes will be needed to ensure that we miss as few noisy pixels
as possible.
The default value set in O2 is ϵ = 20%. Hence, the default number of strobes used in a

noise scan isNstrobes = 2750 028. In a noise scan, the strobe frequency is set in the readout
configuration to 67.34 kHz, i.e. one strobe every 14.85µs. Hence, the total duration of a
noise scan is ∼ 40 seconds.
3.3.2 Noise scan procedure
The noise level of the detector can worsen due to the intrinsic noise of the power sup-

plied to the sensors. It can also be influenced by the threshold at which the chip operates:
a decrease of the threshold will also mechanically increase the fake-hit rate. As these
conditions can vary in time, the noise map of the detector must be updated as often as
possible to keep track of the evolution of the noise levels across the different sensors. It
was decided for MFT, that a new noise scan would take place at the end of each physics
fill of the LHC.

Figure 3.12: Schematic illustration of the chain of different components used in a noisescan acquisition.

The architecture that was decided for noise scans is shown on Fig. 3.12. First, the raw
data arrive from the sensors to the 5 FLPs of theMFT, where they are first processed. They
are then directed to a certain number of EPNs, fixed by the operator, which decode the
raw data into either "digits" or "clusters". This decoded information is then transmitted
to a very specific EPN labeled "noise aggregator" which collects all the digits (or clusters)
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sent by the different allocated EPNs. This aggregator uses these data to count the number
of registered hits for each pixel of the detector. It then applies a probability threshold
to the fired pixels, the value of which is fixed to t = 10−5, and stores the ones passing
through this selection into a "noise map" object. This map is a list of noisy pixels above
the probability threshold, together with the recorded number of hits for each pixel. The
noise map is eventually stored in the ALICE CCDB, along with the timestamp at which the
object is written in the database. This allows to easily access the different noise maps
which are stored and compare them for different timestamps. I implemented in O2 the
workflow chain starting from the raw data in the output of the FLP, all the way to the
storage in CCDB.
After a beam dump, the detector must be configured for noise scan, through read-

out configuration commands. These commands specify in particular the used strobe fre-
quency, which is usually set to 67 kHz, sent by the LTU. Next, an Experiment Control Sys-
tem (ECS) environment must be used to deploy the O2 workflows illustrated on Fig. 3.12
and actually start the noise scan run. This environment also specifies the number of EPNs
to allocate for the decoding of the raw data, which is usually set to 30. Once the run has
started, with the default configuration of the strobe frequency, the FLP data rate is ob-
served to be∼ 1.95Gbit/s. When the programmed number of strobes has been reached,
the complete noise map is finalized and directly stored on CCDB. This noise map can
then be used in the next physics acquisition runs in two ways. First, it can be used in the
reconstruction, during the decoding of raw data and the production of clusters. In this re-
construction, whether it is online (synchronous) or offline (asynchronous), the pixels listed
in the latest noise map in the CCDB will be excluded from the processing chain. Second,
pixels can also be directly masked at the readout level, i.e. during the acquisition itself,
before even reaching the reconstruction step. This is done by using a script which down-
loads this latest noise map and deploys it on all 5 MFT FLPs, and then uses the Readout
Units to send specific instructions to the identified sensors so they enable themask bit for
their listed noisy pixels before the start of the physics run. These two masking strategies
have different drawbacks: some pixels can have defects which prevent them from being
properly masked at the readout stage. This was observed to be the case for a few num-
ber (less than 10) among the noisiest pixels. In addition, as time goes on in a physics run,
the sensors accumulate radiation doses. The latches in the sensor circuitry which allow to
mask pixels will have an increasingly high probability of experiencing a Single Event Upset.
This means that the programmed state for the masked pixels has a growing probability
of being reverted if the run continues for a long enough time without refreshing the noise
mask pattern configuration. On the other hand, the masking in the reconstruction always
automatically uses the latest noise map object that is stored in CCDB. If this latest map is
corrupted, e.g. due to any data acquisition problem or some other issues, the masking at
the reconstruction level may be compromised. Hence, the twomasking options are often
used conjointly.

3.3.3 Noise scan results
Figure 3.13 (left) shows the evolution of the total number of noisy pixels in the detec-

tor at different dates that I randomly selected for illustration purposes, starting from the
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Figure 3.13: (Left) Total number of noisy pixels, with probability threshold of t = 10−5,and (right) number of noisiest pixels, with t = 0.1, in noise maps recorded at differentdates between summer 2022 and spring 2023.

summer 2022 to spring 2023. These noisy pixels are the ones which were above the prob-
ability threshold of t = 10−5. Each date corresponds to a noise scan performed after a
physics fill beam dump. One can see that the number of noisy pixels ranges between
5500 and 8000 depending on the considered noise map. A seemingly increasing trend
is observed, although there are also large fluctuations, e.g. for the 11 March scan. These
kinds of fluctuations can be due to external physics activity, such as light, to which the
ALPIDE sensors are sensitive. The exposition to light can occur during the cavern access.

However, the total number of noisy pixels alone is not themost reliable way to estimate
the noise of the detector since we count together pixels which could have responded to a
few of the sent strobes and those which could have responded to all of the sent strobes.
A way to get a more precise idea of the noise level of the noisy pixels is by increasing the
probability threshold selection. This is shown on Fig. 3.13 (right) which shows the same
noise maps as on (left) but with an applied probability threshold of t = 0.1 instead of
10−5. This means that we only count pixels which responded to 10% or more of all the
sent strobes. Although we still observe large fluctuations, the number of these "noisi-
est" pixels is more stable over time than the total number of noisy pixels. Indeed, the
relative variation on the right plot of Fig. 3.13 is about 12%, whereas on the left plot it is
about 25%. This can be further quantified by checking if the identity of the noisiest pixels
changes from map to map. On average, around 30 pixels are different when comparing
the noisiest pixels of two different noise maps.

Another way to quantify the noise level of the detector is with a noise occupancy plot.
The noise occupancy Onoise is assessed as the number of recorded "fake-hits" per strobe
per pixel. This represents an average probability over the whole detector for a pixel to
fire without the passage of a charged particle. It is thus defined as:

Onoise =
Nhits

Npixels ·Nstrobes
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where Npixels is the number of presumably active pixels in the detector. This number is
calculated by multiplying the number of active sensors by the number of pixels on each
sensor, i.e. Npixels = Nsensors × 512 × 1024. It is more reliable than the absolute number
of pixels, as some zones, ladders or sensors of the detector can be inactive during some
periods of time, due to technical issues of powering or configuration. This can artificially
decrease the total number of noisy pixels. By dividing the recorded number of hits by the
number of pixels in the active sensors, we thus get a better estimate of the noise level of
the detector.

We plot on Fig. 3.14 the evolution of the noise occupancy as a function of the number
of masked pixels, for the latest recorded noise map as I write these lines, from the 11th
of May 2023. For low numbers of masked pixels, the value of the red curve is simply the
total noise occupancy of the detector. When we go along the X-axis, we start to mask
some of the noisy pixels stored in the considered noise map, starting from the noisiest
ones, i.e. the ones with the largest number of recorded hits. Thus, a number of masked
pixels equal to 1 means that we mask only the noisiest of all pixels in the noise map, a
number of masked pixels equal to 2 means that wemask only the first two noisiest pixels,
and so on. Each time, the value of the noise occupancy is recomputed after masking
the considered noisy pixels. What one can see on Fig. 3.14 is that the noise occupancy is
quite stable for approximately the first 30 masked noisy pixels. This means that the noise
occupancy is not dominated by the 30 most noisy pixels, which typically respond to more
then 20% of all sent strobes. However, the last two or three thousand noisy pixels, which
typically respond only once or twice over the whole noise acquisition, contribute to 4 or 5
orders of magnitude to the noise occupancy. The top and bottom plots of Fig. 3.14 show
the noise occupancy evolution for the two halves of the detector, h0 and h1. Although
the total number of noisy pixels is different for the two halves, the noise occupancy is of
similar order and follows the same evolution with the number of masked pixels.

However, to properly evaluate the noise fluctuations of the detector, studies of the
spatial distribution of the noisy pixels, especially the noisiest ones, responding to 10% or
more of all triggers, is still to be carried out and is outside the scope of this thesis. Such a
study is necessary, as the radiation dose received by the different layers of the detector
increases as we get closer to the beam pipe. In addition, it would be very important to
monitor if the identity of the noisiest pixels is stable over time.

3.3.4 Large clusters in pilot beam data

The first commissioning physics data was taken during the LHC pilot beam campaign
in October 2021, at injection energy (450GeV) and 11.2 kHz interaction rate. During this
pilot beam, I participated to the qualification of the data taken with the MFT. In particu-
lar, we noticed that some clusters had an unexpectedly large number of pixels, spanning
for some of them over more then 30 columns and/or rows. These "large clusters" were
observed by both the MFT and ITS2 detectors. Such large clusters correspond to rare
topologies, in the clusterization methodology that was outlined in section 3.2.4.
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Figure 3.14: Noise occupancy plots from a noise map recorded on May 11th 2023, for h0(top) and h1 (bottom). The Y-axis represents the number of recorded fake hits divided bythe total number of active pixels divided by the number of strobes. The X-axis is the num-ber of masked pixels, starting by masking the noisiest pixels on the left, then graduallymasking fewer and fewer noisy pixels, going further to the right of the axis.
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Mywork focused on the understanding of the origin of such large clusters, in particular
to investigate if they could be spurious or if they could be truly related to the physics
beam. A few runs taken during this pilot beam are shown on Fig. 3.15 which shows the
beam intensity as a function of time. In particular, one can notice that run 505582 was
taken at high beam intensity, at the beginning of the second fill shown on the figure,
whereas run 505600 was taken at the end of the same fill, such that the average beam
intensity is lower. The run 505548 was taken during the first fill and lasted almost until
its dump. It started a few tens of minutes after the start of the fill, such that the average
beam intensity lies in between the values for the two other runs, 505582 and 505600. I
thenmonitored in these runs the evolution of the number of "large" clusters as a function
of time. I took as a definition of a "large" cluster, one which has a span in row or column
larger than 30 pixels.

  

4

List of selected runs for pass2

505645
505658
505673

Figure 3.15: Beam intensity as a function of time during the pp October 2021 pilot beamin ALICE, at 900GeV injection energy. Three runs are highlighted in the first two fills of thepilot beam.

As shown on Fig. 3.16, the number of large clusters per time bin scales the same way
as average beam intensity for three previously mentioned runs: 505582 has the largest
clusters (blue), ignoring the last incomplete time bin, followed by run 505548 (black), then
by run 505600 (red). The other runs shown on Fig. 3.16 were taken later on and also
follow the same scaling behavior with beam intensity. In addition, one notices that the
number of large clusters decreases with time, and that this decrease is most notable for
run 505582, out of the three runs we focused on. This is again compatible with a scaling
with beam intensity, as this particular run was started closest to the beginning of the fill.
Indeed, the drop in beam intensity is most pronounced at the beginning of each fill, and
then softens as the run progresses.
Finally, the spatial distribution of large clusters in the different chips of the MFT was

studied. Such distributions are shown on Fig. 3.17, which displays the number of large
clusters per chip in both halves of the first layer of the MFT, integrated over the whole
505582 run. One notices a radial dependence of the number of large clusters per chip;
the chips closer to the beam pipe registered a greater number of large clusters than the
chips located on the periphery of the acceptance.
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Figure 3.16: Total number of large clusters (row or column span > 30 pixels) observed inthe MFT as a function of time, in bins of 14 minutes. Six different runs which took placeduring the 2021 pilot beam are shown.

These three observations, namely scaling with average beam intensity, scaling with
beam intensity as a function of time, and spatial distribution in the detector acceptance,
lead us to the conclusion that large clusters are physically induced, i.e. they are produced
as a result of physics beam activity.
Examples of large clusters seen in MFT sensors during the 2021 pilot runs are shown

on Fig. 3.18. Most of the observed large clusters can be classified into two groups accord-
ing to their general aspect: thin elongated clusters, like the ones shown on the right plot
of Fig. 3.18, or smaller fat "blobs", shown on the left plot of the same Fig. 3.18. Although
the shapes are not exactly equivalent, a similar classification was established by ITS2 for
their observed large clusters, see Fig. 3.19. Using Monte Carlo simulations, they managed
to attribute these different shapes to different physical phenomena. The "blob" clusters
correspond to hadronic interactions of particles with the surrounding materials, whereas
so-called delta-rays, secondary electrons with high energy that can produce further ion-
ization, are the origin of the thin elongated shapes. It was found by both ITS2 andMFT that
delta-rays contributions are dominant at low cluster size (20 < size < 40), while hadronic
inelastic scatterings are dominant at large cluster size (size > 40).
At the time of this investigation, a software bug prevented me from going further in

the comprehension of these large clusters. Indeed, I spotted large clusters which were
registered in the processing chain as disconnected shapes. It was found that this was due
to errors issued in the sensor readout chain; due to somemalfunction2, the output of the
readout data can be unordered in double columns. As wementioned earlier, the clusteri-

2The presence of too many large clusters can lead to abnormal operating conditions e.g. dueto bandwidth limitation
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● Spotted in EPN logs with a Warning, e.g :

“Splitting a huge cluster: chipID 153, rows 479:488 cols 160:575”
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Investigating Huge clusters
● Spotted in EPN logs with a Warning, e.g :

“Splitting a huge cluster: chipID 153, rows 479:488 cols 160:575”

→ Abnormally large cluster seen by clusterer
 

  

(Run 505582)Figure 3.17: Spatial distribution of large clusters (row or column span > 30 pixels) in thetwo halves of the first MFT layer, (left) h0-d0-f0 and (right) h1-d0-f0. The colors show thecount of large clusters per chip recorded during the run 505582 of the October 2021 pilotbeam.

  

3

Few examples (run 505582)

  

3

Few examples (run 505582)

Figure 3.18: Illustration of different large cluster topologies seen in two different chips,(left) 477 and (right) 563, during run 505582.
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zation algorithm is based on a presupposed ordering of the data read from the sensors in
terms of rows and columns. A misordering of double column numbering caused the clus-
terization algorithm to form non-continuous cluster patterns. My work allowed to spot
this issue and the decoding algorithm was later corrected to handle such situations.

Figure 3.19: Illustration of the twodifferent large cluster topologies classified by ITS. Com-parison with Monte Carlo simulations allowed to attribute them to (top) delta rays and(bottom) hadronic interactions [147].

When studying the spatial distribution of large clusters in each chip, it was observed
that a high concentration of large clusters was appearing in a zone located near the half
of the chips in the column numbering, spanning all rows. This is shown on Fig. 3.20. On
this plot, I superimpose the large clusters of all chips that belong to the h0 half of the
MFT. The concentration is seen only for large clusters, for which I still take the definition of
having a row or column span greater than 30. The origin of this was not fully understood.
A possible explanation for this concentration of large clusters would be a difference in the
substrate material of the sensor near the half of the sensor, shown on Fig. 3.21.
Further checks would be needed to understand the origin of this distribution of large

clusters. First, it would be interesting to monitor the evolution of these distributions with
the interaction rate, in particular comparing the occurrence of large clusters in 500 kHz
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Figure 3.20: Large clusters observed in the whole run 505582 in h0 superimposed in thesame histogram.
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Figure 3.21: Photograph of the ALPIDE chip [134].
runs with lower interaction rate runs, e.g. 10 kHz runs such as the ones taken in 2022.
In addition, a change of the input back-bias voltage, which is currently set to 0V in MFT
operations, would be useful to study the dependence of the large cluster detection, and
check if their concentration in the central zone of the sensors could be affected by the size
of the depletion zone. Such studies are outside the scope of this thesis. We note however,
that these large clusters have a negligible impact on the detector’s tracking performance.
Indeed, in the 2021 pilot beam, I monitored the number of reconstructed tracks which
used large clusters. It was ranging from 0.015% to 0.05% depending on the considered
run. Hence, in the following, we can safely neglect the contribution of these large clusters.

3.4 Matching with the Muon arm
To carry out an analysis using muons, the MFT tracks reconstructed as described in the

past sections must be matched to tracks reconstructed using the detectors of the Muon
arm: the MCH and the MID. The nomenclature chosen for the different types of detector
tracks at forward rapidities is illustrated on Fig. 3.22: a Muon track is a matched track
between the MCH and the MID detectors, and a Global muon track is a track matched
between the MFT, MCH and MID detectors.
First, theMCH reconstructed tracks arematched with the identification response of the

MID [134]. This matching takes as input the lists of MCH ROFs, MCH tracks, MID ROFs and
MID tracks, and has two steps. The first one is a matching using the timestamp of the
tracks. Indeed, thanks to the very accurate time resolution of the MID detector, the MID
ROFs have a duration of 1 BC (∼ 25 ns). On the other hand, the MCH ROFs are usually
a few BCs long, typically around 4 BCs. Hence, the first step is to find all the MID ROFs
compatible with a given MCH ROF. In a second step, the matching is refined using the
spatial position of the tracks: the MID track is the most compatible spatially with the MCH
track and is kept as the matched MID track. This compatibility is estimated using a χ2
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MFT and Global Muon Definitions

V 1.0 - April 13th 2021
Live version at +MFT and Global Muon Definitions 

Glossary
 

Track types:
MUON Standalone track: Run2-like MCH-MID Match
MFT Standalone track (aka MFT reconstructed track): A combination of clusters
resulting in a track with fitted parameters and covariance matrix
GM Track: Global Muon Track is a combination of a MuonStandalone and a MFT
Track

Classification:
Trackable: a track fulfilling the minium requirements of the reconstruction
criteria
True track: Reconstructed track with correct MC labels
Fake track: Reconstructedtrack with incorrect MC label

Figure 3.22: Nomenclature of the different types of tracks at forward rapidities in theMFT and the Muon arm [149].
score, which is required to be lower than a given threshold.
OncematchedMCH-MID tracks are constructed, they are extrapolated to a given plane

so that they can further be matched with MFT tracks. By default, the matching plane is at
the z-position z = −77.5 cm, which is close to the last layer of the MFT, the one furthest
from the interaction point. Therefore, to be able to match an MFT track with a Muon
track, the latter must be propagated to this matching plane, through the thick hadronic
absorber.
A propagation method is implemented in O2 which takes into account both energy

loss and multiple scattering corrections for the propagation of Muon tracks through this
absorber. The energy loss is estimated using the Bethe-Bloch formula:

Eloss = L · ρ ·mK · Z
A

· 1

β2
·
(
1

2
ln

(
4m2

eβ
4γ4

m2
I

)
− β2 − δ

2

)
(3.6)

where L is the path length in a given portion of the absorber, ρ, Z/A and mI are re-
spectively the density, the atomic number divided by the mass number, and the mini-
mum excitation energy for the material in the considered portion of the absorber. mK =

3.07 · 10−2GeV cm2/g,me is the electron mass, and δ2 is the density correction term. This
energy loss is then added up through the whole propagation of the Muon track through
the different materials of the absorber, and is used to correct the total momentum of the
track, as well as the associated variance.
The multiple scattering is accounted for by updating the covariance matrix of the track,

similarly to what was shown earlier for the propagation of MFT tracks through the MFT
material in the Kalman filter.
Once bothMuon andMFT tracks are propagated to thematching plane, similarly to the

MCH-MIDmatching, a first selection based on timing is applied. In current operations, the
MFT ROFs have a size of 198 BC (∼ 5µs), which is much larger than the ROF size of Muon
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tracks (typically 1 BC). For a given Muon track, the corresponding ROF is retrieved and
all compatible MFT ROFs are listed. All the MFT tracks belonging to these ROFs are then
flagged as time-compatible with the Muon track. The next step is to use the parameter
values of tracks to find the best candidate.
In the case of pp collisions, the best candidate is found based on a χ2 score. This score

is calculated between the Muon and the MFT candidate tracks. The Muon-MFT pair with
minimum χ2 score is selected as a matched Global muon track. The χ2 is computed as:

χ2 = P T × C−1 × P (3.7)
with the residuals of parameters P given with the 5× 1 vector as:

P =


xMFT − xMCH

yMFT − yMCH

ϕMFT − ϕMCH

tanλMFT − tanλMCH(
q
pT

)
MFT

−
(
q
pT

)
MCH


and the covariance residualsC described by a diagonal 5×5matrix with the diagonal ele-
ments equal to the difference between the MFT andMuon diagonal covariance elements.
Once a good match is found between an MFT track and a Muon track, a Global muon

track is constructed. This is done by using a Kalman filter, following the same basic steps
as the ones used in the MFT track fitting. The only difference is that in the "Initialization"
step, the parameters of the initial track are the ones of the Muon track propagated to the
matching plane. The following steps are similar; in each iteration one adds an additional
MFT cluster in a new layer to the track, and updates the parameters of the global track
using the position and errors of this new cluster, together with the extrapolation of the
track to this layer.
In pp collisions, the method used for the MFT-Muon matching is the χ2 method out-

lined above. In this method, a cut on the χ2 values of the matched global muon tracks
is necessary to reject the ones which were not matched properly. This means that the
MFT and Muon tracks which were paired together do not correspond to the same parti-
cle. This is known as a "fake match". These fakes can come from background muons in
a given event, a charged hadron which left a track in the MFT and then decayed into a
muon on its way to the muon chambers, or are due to inefficiencies of the χ2 matching
method. Hence, the purity of the matching must be estimated, to understand how many
fake matches contaminate our sample. This purity is increased by applying a selection
on the χ2 matching score. However, such selection can cause inefficiencies in the recon-
struction, if the selection in too tight. The control of inefficiency and purity, and thus the
determination of the optimal χ2 cut, are crucial steps in any muon analysis using the MFT
with pp collision data.
Since the methods to evaluate the efficiency and purity of this MFT-Muon matching

were not finalized as I write these lines, a basic template fit method was used to estimate
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the purity and efficiency of different χ2 cuts. The procedure for this method is the fol-
lowing: a Monte Carlo simulation is used to provide the shape of the χ2 distribution of
global muon tracks. For this, a simulation based on minimum-bias (MB) events with in-
jected prompt J/ψ signal is used, with one J/ψ injected in each event, as will be detailed
in Sec.4.2. A Monte Carlo label is constructed in this simulation to determine if, for a re-
constructed global muon track, both matched MFT and Muon tracks correspond to the
sameMC particle. This flag thus allows us to distinguish the "fakematches" from the "true
matches".
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Figure 3.23: Distribution of χ2 of the matching between MFT and Muon, under the J/ψpeak, in a Monte-Carlo simulation with injected prompt J/ψ. The fake and true matchesare separated using MC labels and their respective distributions are fitted with CrystalBall.

Using this flag, I extracted the matching χ2
MFT−Muon distribution of the fake and true

matches separately, which are shown on Fig. 3.23. These two distributions are restricted
to the invariant mass range 3 < M < 3.2GeV/c2, i.e. under the J/ψ peak. They are then
fitted using single-sided Crystal ball functions [148]. Next, we want to fit the χ2

MFT−Muondistribution observed in the data, in the same invariant mass range, using the sum of
two similar functions. To do this, a Roofit model is composed as the sum of two single-
sided Crystal ball functions, where the ratio between the means and the ratio between
the standard deviations are fixed to the values extracted from the Monte Carlo fits. In
addition, the tail parameter of the Crystal ball function corresponding to the background
component is extracted by fitting the distribution in the range χ2

MFT−Muon > 100. All other
parameters are left free in the fit.
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Figure 3.24: Distribution of χ2 of the matching between MFT and Muon, under the J/ψpeak, in the LHC22o period of the 2022 pp data. The distribution if fitted using the sum ofthe Crystal Ball function which aim to estimate the fake and true matches distributions.
Matching χ2 cut Purity Efficiency

50 99.2 % 84.6 %40 96.6 % 85.4 %30 91.7 % 87.1 %
Table 3.1: Values of purity and efficiency for different selections on χ2

MFT−Muon , com-puted from a fit to the data LHC22o of Run3.

This simple method allows to estimate the shapes of the χ2
MFT−Muon distribution of thedata, for both the true and fake matches separately, shown on Fig. 3.24. One can then

apply a χ2
MFT−Muon cut on this composite model and estimate the values of purity and

efficiency achieved with such as cut: the purity is the number of true matches divided by
the the total number of matches below the selected χ2

MFT−Muon, and the efficiency is the
number of true matches below the selected χ2

MFT−Muon divided by the total number of
true matches. These values are listed in the table 3.1.

In the following, a value of 40 for the matching χ2
MFT−Muon cut will be used, as a trade-off between optimized purity and efficiency. However, the method outlined above is only

meant to give a rough estimate, while waiting for more robust methods to be fully devel-
oped. In particular, the most crucial part is to correctly estimate the position, height and
width of the fake-match peak, which is not fully reliable in this method as it was estimated
with MC simulations. Indeed, a possible source of discrepancy between the data and MC
is the missing relative alignment between the MFT and Muon spectrometer in the data,
in both space and time. Hence, the impact of the variation of this cut will be an important
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input for the estimation of systematic uncertainties in future studies. Other data-driven
methods are currently being developed to estimate the shape of the fake-matches dis-
tribution in the collected data; in particular, a method based on the association between
MFT and Muon tracks belonging to different events is currently being studied. Another
lead is a method where MFT and Muon tracks are associated only if they carry opposite
electric charges.
However, a high track multiplicity is expected in Pb–Pb collisions in the MFT (around

2000 charged primary particles), and hence in the matching plane. This can result in a
considerable number of fake matches, compared to the situation in pp collisions, and
severely limit the performance of the χ2 method. Indeed, studies were conducted using
MC simulations to compare the performance of this method in pp and Pb–Pb collisions. It
was found that for selection of χ2

MFT−Muon < 20, in pp this method could achieve a signal
efficiency of ∼ 99% and a purity of ∼ 98%. The difference with the values of purity and
efficiency quoted above in the case of data is due to missing relative alignment between
the MFT and the Muon spectrometer, both spatially and in time. However, in Pb–Pb the
same cut produces an efficiency of ∼ 99% but a purity of about 60% only [149]. Thus, in
Pb–Pb, othermethods than thematching χ2

MFT−Muon methodmust be used. In particular,
techniques based on Neural Networks are currently under development in preparation
for the Pb–Pb data taking scheduled at the end of the year 2023. Studies of performance
of these methods in MC simulations using TensorFlow and the MultiLayer Perceptron
packages show that an efficiency greater than 97 % and a purity greater than 91 % are
achievable in the environment expected for Pb–Pb collisions, integrated in centrality [149].
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3.5 Summary and outlook
The MFT is a new detector installed in ALICE for Run 3. It aims at providing secondary

vertexing capabilities to the Muon spectrometer by enabling tracking measurement in
front of the absorber, closer to the interaction point. This is of particular importance to
separate the prompt and non-prompt contributions to J/ψ production in heavy-ion col-
lisions. To this end, a matching must be performed between the tracks found within the
two detectors. For pp collisions, this is done using a χ2 score selection based matching.
The MFT is a silicon pixel detector with a high spatial resolution provided by the ALPIDE
sensors. However, the pixels of the silicon chips can suffer from random noise. In or-
der to provide adequate performance in track reconstruction, such noisy pixels must be
removed from the clusters to be considered during the reconstruction. One of my contri-
butions was the implementation in the software environment of ALICE, of the workflow
responsible for the noise scan. This is a specific type of acquisition during which a list of
all the noisy pixels is recorded, which can be later used for masking at both readout and
reconstruction stages. The evolution of the number of noisy pixels as a function of time
was shown, as well as noise occupancy plots. In particular, the number of the noisiest
pixels, i.e. the one responding in more than 10% of all strobes is stable since the begin-
ning of Run 3. However, additional studies are needed, in particular to monitor how the
spatial distribution of the noisy pixels in the detector evolves as a function of time. I also
studied the distribution of abnormally large clusters, which were first observed during
the 2021 pilot beam. It was found that these clusters are produced due to physics activity
linked to the beam intensity. Moreover, a non-uniform distribution of these large clusters
in the ALPIDE sensors was observed for MFT. More recent studies using the Run 3 data
are needed to further monitor the distribution of these large clusters, and to understand
their non-uniform distribution in the MFT chips. Finally, I conducted a first study to es-
timate the efficiency and purity of the χ2 score matching between the tracks in the MFT
and Muon arm in the 2022 pp data of Run 3. More robust methods are currently under
development to improve the estimated distribution of the wrongly matched tracks. For
the Pb–Pb data taking, programmed at the end of the year 2023, alternative methods for
the MFT-Muon matching will be used, based on machine learning techniques.
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Chapter 4

Analysis of Prompt-Non-prompt J/ψ
separation

This chapter presents a first study of the separation of prompt and non-prompt J/ψ
using data recorded by ALICE in proton-proton collisions in 2022, exploiting the secondary
vertexing performance of the MFT. The achievement of this separation in proton-proton
will also provide a baseline to pursue a similar analysis using Pb–Pb data which will be
recorded by ALICE in October 2023. As will be discussed, the study that I present in this
chapter is preliminary and additional work is still needed in particular to handle the res-
olution performance at low transverse momentum.

4.1 Pseudo-proper decay length

Non-prompt J/ψ production originates from the decay of b hadrons. These hadrons
have a lifetime of τB ∼ 1.5 ps, which corresponds to a decay length of cτB ≈ 450µm. The
distance between the Primary Vertex (PV), corresponding to the interaction point, and the
Secondary µ+µ− Vertex (SV), corresponding to the decay point of the J/ψ, is measured
to access the topology of the J/ψ decay, and eventually separate the prompt and non-
prompt components. In particular, the non-prompt is identified by the measurement of
a SV displaced from the PV of the corresponding collision, whereas in the case of prompt,
the SV is indistinguishable from the PV.

From the distance between the measured PV and SV, a variable must be constructed
to estimate the lifetime of the hadrons which traveled from the PV to the SV. In order to
achieve this goal, one must take into account, in the laboratory’s reference system, the
Lorentz boost factor γ = E

m , where E and m are respectively the energy and mass of
the intermediate hadron. Due to this boost, the measured distance travelled before the
decay of a particle corresponds to L = βcγτB , with β = v

c . As γ = E
m = mT

m cosh(y) >

cosh(y), at forward rapidities (with 2.5 < |y| < 3.6 ), the result is γ > 6.1. In the studied
ultra-relativistic collisions, as β ≈ 1, the measured distance at |y| > 2.5 corresponds to
L = βcγτ > 3mm.
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From these consideration, we construct the following variable known as pseudo-proper
time of the J/ψ, noted τJ/ψ:

τJ/ψ =
|L⃗|MJ/ψ

p
=

|L⃗|
βJ/ψγJ/ψc

(4.1)

with p themomentum,MJ/ψ the invariantmass, and L⃗ the longitudinal decay length, such
as:

L⃗ = r⃗PV − r⃗SV (4.2)
The numbers βJ/ψ and γJ/ψ correspond to the kinematics of the J/ψ candidate, and not to
the ones of the intermediate b-hadron. Hence, this pseudo-proper time variable is not ex-
actly equal to the decay lifetime of the b-hadron τB , but is considered as an approximation
of this quantity. A projection of the longitudinal component of the pseudo-proper time
is studied to achieve the separation of prompt and non-prompt J/ψ. Indeed, because
of the longitudinal boost of the system provided by the forward rapidity, the longitudinal
dimension is much more sensitive to the decay length of particles than the transverse di-
mension. Hence, only the longitudinal pseudo-proper time is considered, which simplifies
the calculations. It is defined as:

tz =
LzMJ/ψ

pz
=

(zPV − zSV )MJ/ψ

pz
(4.3)

At forward rapidities, the Lorentz boost effect acts mainly on the z-direction, thus this lon-
gitudinal pseudo-proper time tz is the most discriminating variable to select non-prompt
decays. Finally, we will often refer to the longitudinal pseudo-proper decay length ℓJ/ψ ,which is simply related to the pseudo-proper time tz by ℓJ/ψ = c · tz .

4.2 Muon simulations in Run 3
Monte Carlo (MC) simulations are used in different steps of the analysis, in particular to

evaluate acceptance and efficiencies of the various detectors, as well as to evaluate the ef-
ficiency of the matching between MFT and Muon. In such MC productions, the simulation
of the detector response from generated particle events follows three steps [135].

First, one generates the primary particles and their decays to a given final state using
an event generator, for instance PYTHIA8 [150]. Next, the decay products are passed to
a transport software which simulates the interaction with the material of the geometry,
in particular the one of the relevant detectors and support structure, like GEANT4 [151].
It also records the passage of charged particles through the different active elements of
the detectors and their energy deposits, called hits. Here, the detector response must be
provided to make the simulation as realistic as possible. Finally, the hit information are
converted into electronic signals in the detector readout, producing the so-called "dig-
its" that we mentioned in the previous chapters. These digits can then be reconstructed
following the same chain as the offline reconstruction of data. In the case of MFT, this
corresponds to the steps of clusterization and tracking.
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The MC productions that were used for this analysis are simulations of Minimum Bias
(MB) PYTHIA8 events in which J/ψs were injected. These simulations are mainly for ef-
ficiency studies and do not contain a realistic abundance of signal in a single event: we
artificially inject signals on top of Minimum Bias events as for efficiency and resolution
studies in Run 1/2. In particular, two different types of simulations were produced: one
containing injected prompt J/ψ’s and the other non-prompt J/ψ’s. In addition, they are
based on two different approaches to inject J/ψ signal in the MB event. In the prompt
simulation, the J/ψ particles are generated according to a parametric shapes of trans-
verse momentum and pseudo-rapidity which were extracted in Run 2 ALICE results. In
the non-prompt simulation, the PYTHIA8 generator is configured such that a generated
b-hadron (B+, B0 or B0

s ) is embedded in the MB background PYTHIA event. Any gener-
ated b-hadron is forced to decay into a J/ψ. Then, a trigger function is used to select only
generated events in which at least one of the decay products of the J/ψ reaches the de-
sired acceptance, in our case, at forward rapidities. In both cases, the decays of J/ψ into
dimuons and the decay of the b-hadrons are carried out by the EVTGEN package [152] in-
terfacedwith pythia. It uses the PHOTOSmodel [153] to deal with the influence of radiative
decays (J/ψ → µ+µ−γ).

4.3 Track-collision association
A crucial point of this analysis is the association between the muon tracks and the pri-

mary vertex, and its associated collision, from which they originate. Indeed, if two muons
coming from the decay of a J/ψ are associated with the "wrong" collision, i.e. a collision
which is not the one that produced this particle, the distance between the reconstructed
secondary vertex and the primary vertex of this "wrong" collision will not represent the
true decay legnth of this J/ψ.
In the Run 3 of ALICE, the third data taking sequence at the LHC which started in June

2022, the association between collisions and tracks is done using the timing information of
the different detectors which participate in their reconstruction. In the case of collisions,
they are first reconstructed using a primary vertexing algorithm which uses the spatial in-
formation from the charged particle tracks reconstructed by the detectors in the central
barrel. Each of these detectors assigns a timestamp to the tracks that they reconstruct,
and a timing error which represents its timing resolution. A timestamp is associated to
the reconstructed primary vertex using the timestamps of all the tracks contributing to
this vertex, as aweighted average. Themost important detector contributing to the times-
tamp calculation of the primary vertex is the TOF detector, thanks to its very good time
resolution (better than 50ps).
Regarding muons, the timestamp is given by the MID detector which also provides a

very good time resolution of order 1 Bunch Crossing (∼ 25 ns). Provided the muon seg-
ments in the MID, MCH and MFT subdetectors are accurately matched together, this time
resolution is the best within the global muon track and it is complemented by the MFT
detector, which has a poorer time resolution (the size of the MFT readout frame is of
198 BC) but provides a good position and thus secondary vertexing performance. Thus,
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Parameters Ambiguous tracks Orphan tracks Associated tracks
n = 4, Margin=500 ns 69 % 5 % 26 %
n = 4, Margin=0 51 % 9 % 40 %
n = 3, Margin=0 42 % 12 % 46 %

Table 4.1: Proportion of ambiguous, orphan, and non-ambiguous associated globalmuons for different parameters of the track-collision association tool, from the datasetLHC22o pass4. These fractions were obtained without any additional cuts on the singlemuon tracks or on the vertices.
the matching between all the forward detectors of ALICE is essential to exploit their full
potential.
Once the timing information of tracks and collisions is determined, it is used in a track-

collision association algorithm. I contributed to the development of this algorithm for
the case of forward tracks. It is currently a process which is applied after the production
of AODs, and with parameters that can be customized by the analyser. This association
algorithm, based on time compatibility, is illustrated on Fig. 4.1. This algorithm computes
for each object (track or vertex) a time window using the information produced by the
reconstruction. Each track for which the time window overlaps the one of a vertex will
be associated with this vertex and the corresponding collision. The time windows are
computed using two elements: the timing error of the object, which is computed during
the reconstruction and reflects the time resolution of the detectors, and a safety time
margin which can be added. This safety margin is added to account for the fact that some
detectors are not perfectly aligned in time with respect to each other, which can lead to
some bias in the association.
However, as is illustrated on Fig. 4.1, time windows which are large can lead to the oc-

currence of so-called "ambiguous" tracks. These are tracks which are compatible in time
with more than one collision vertex. Such tracks must be rejected from the analyses that
require collision-vertex association, since we cannot determine which one of the compat-
ible vertices corresponds to the collisions from which the track originated, and thus the
pseudo-proper time of the candidates cannot be properly determined. But if the time
windows are too small, some tracks can also be left without any compatible collisions.
These are called "orphan" tracks. The size of the time windows must thus be optimized
to minimize both the number of orphan tracks and ambiguous tracks.
The two parameters that one can adjust to optimize the association are the timemargin

and the confidence interval for time error. Indeed, the "time error" range shownon Fig. 4.1
is computed as t0±(n×σ), where t0 is the timestamp of the object, σ is the time resolution
of the detector, and n is an integer. This last parameter can be adjusted if needed in the
algorithm to reduce the time window of the objects.
Although a detailed study of the impact of the variation of these parameters on the

performance of the association is still to be done, a first study points to the fact that in
the case of global muons, thanks to the good time resolution of the MID and the existing
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Figure 4.1: Illustration of the time structure of collisions and tracks in Run 3. The timemargin added to the tracks and collisions make Track 1 compatible with both Collisions 1and 2 in the figure, and thus is an ambiguous track. Track 2 is still unambiguously associ-ated to Collision 3.
time alignment between the MID and the central barrel detectors, the time margins can
be removed for both tracks and collisions, and the n parameter can be set to n = 3

without creating too many orphan tracks as to compromise the analysis, as can be seen
on Table.4.1. Although a significant fraction of ambiguous tracks remains even with this
restricted time range, these choices will be used in the following study.

4.4 Secondary Vertexing
Once the global muons are reconstructed, they are then grouped in pairs in order to

produce dimuons, i.e. J/ψ candidates. This pairing is done event-by-event, meaning that
we only pair unlike-signmuons associated with the same collision. This is known as same-
event pairing. In this procedure, muon tracks which are paired together are extrapolated
towards the interaction region, in order to reconstruct a possible common vertex from
which both tracks originate. This procedure is done using the FwdDCAFitter class [149] of
O2, which calculates the point of closest approach (PCA) between the two tracks, illus-
trated on Fig.4.2.
The algorithm for this task takes n tracks as input. First, a starting seed for the ver-

tex is defined. It is computed by minimizing the distance between the input tracks on
the (x, y) plane. Then, starting from this seed, the best possible vertex position is deter-
mined by a 3D χ2 minimization, using an iterative Newton-Raphson minimization. This
χ2, which will be noted χ2

PCA in the following, quantifies the quality of the reconstructed
secondary vertex; the higher the probability of the tracks crossing, the lower the χ2

PCAscore. The convergence is reached when the relative change between the last two cal-
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Figure 4.2: Illustration of the definition of the Point of Closest Approach (PCA) betweentwo tracks [149].
culated χ2

PCA scores is smaller than a determined percentage. A maximum number of
iterations is allowed to find this convergence status (currently 60 by default), to avoid in-
finite loops. These parameters were optimized during the development of this algorithm
by Rita Sadek [149].

4.5 Data selection
In this study, the dataset LHC22o was used. This corresponds to approximately one

month of data-taking at 500 kHz interaction rate. This period was selected because of
the relatively large statistics it collected; indeed, it amounts to∼ 6.5 ·1011 inelastic events,
which corresponds to∼ 64% of thewhole statistics collected in the 2022 pp runs (reported
in section 2.2.3). It is also a period forwhich the quality of the detector status, especially for
MFT, was carefully checked. The latest version available of this reconstruction was used,
which was finalized in May 2022. From this dataset, muon tracks and dimuon candidates
are extracted based on the following selection criteria:
Single muon selection

• The muon track must be a Global muon, i.e. matched between the MFT, MCH and
MID detectors.

• The pseudorapidity η of the muon must fall within the MFT acceptance −3.6 < η <

−2.5 (see Fig.4.3, right).
• A cut of pT > 0.5GeV/c on the transverse momentum of the single global muon
tracks is applied (see Fig.4.3, left).

• A cut on the χ2 of the matching between MFT and Muon is applied: χ2
MFT−Muon <

40.
Two additional selection criteria were kept from the Run 2 analysis:

• The radial distance of the muon track to the beam axis at the end of the absorber
must satisfy 17.6 cm < Rabs < 89.5 cm. This cut ensures that muons emitted at
small angles, i.e. those that have crossed a significant fraction of the thick beam
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Figure 4.3: (Left) Transverse momentum distribution of muons tracks, (Right) pseudo-rapidity distribution of muon tracks. The selection cuts are applied except for the one ofthe displayed parameter.

shield, are rejected. Indeed, such tracks are significantly affectedbymultiple Coulomb
scattering, which results in a poor mass resolution of the corresponding dimuon
pair.

• A cut on the total momentum p × DCA is applied, where DCA is the distance of
closest approach, defined as the distance in the transverse plane between the in-
teraction vertex and the extrapolatedmuon track. The cut is fixed at p×DCA < 6σ,
meaning less than six times the standard deviation of the p×DCA distribution. This
standard deviation varies with the transverse momentum of the muon track. This
p×DCA variable takes into account both themuonmomentum and the transverse
distance covered by the particle during its propagation. It enables us to reject fake
tracks reconstructed in the spectrometer, beam-gas interactions taking place in the
same time interval as the beam-beam collisions, as well as part of the pion and kaon
noise [154].

Dimuon selection

• The selecteddimuon candidatesmust be composedof twomuonof opposite charges
(i.e. a muon and an anti-muon).

• The rapidity y of the dimuon must fall within the spectrometer acceptance −3.6 <

y < −2.5.
• The χ2

PCA variable, which quantifies the quality of the reconstructed secondary
vertices, is restricted using a cut χ2

PCA < 4. This value was chosen as it was the
one which decreased the tails of the pseudo-proper decay length resolution dis-
tribution, which will be shown in the following section, while preserving sufficient
statistics. However, this cut has an efficiency of ∼ 50% in the invariant mass range
2.95 < Mµµ < 3.2. This points to the fact that the quality of the reconstructed
secondary vertices is not fully under control. An alternative would be to use the
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Figure 4.4: (Left) χ2
PCA distribution of selected dimuon candidates , (Right) distribution ofthe number of contributors to the primary vertices assoicated with the selected dimuoncandidates. The selection cuts are applied except for the one of the displayed parameter,and only the candidates in the invariant mass range 2.95 < Mµµ < 3.2.

KFParticle package [155] instead of the FWDCAFitter to carry out the secondary ver-
texing procedure.

• A cut on the number Ncontrib of central barrel tracks contributing to each recon-
structed primary vertex is applied. Such selection ensures the good quality of the
primary vertices used in the analysis. Similarly to the χ2

PCA, the value of this cut
was chosen to decrease the tails of the resolution distribution, at Ncontrib > 5. The
efficiency for this cut is roughly∼ 80% for dimuon candidates in the invariant mass
range 2.95 < Mµµ < 3.2.

4.6 Signal extraction
In order to separate the prompt and non-prompt J/ψ contributions, a statistical sepa-

ration following the longitudinal pseudo-proper decay length ℓJ/ψ distribution is used.
In this statistical method, the signal extraction is based on a two-dimensional unbinned

maximum likelihood fit (2D fits) of the dimuon (µ+µ−) invariantmass and the longitudinal
pseudo-proper decay length ℓJ/ψ = cτz distributions for each dimuon pT or rapidity rangeconsidered. In this procedure, a Probability Density Function F (ℓJ/ψ,Mµµ

) is fitted to the
data, simultaneously on these two variables. The fraction of non-prompt J/ψ mesons
fB is a free parameter in this fit. In addition, for both mass and pseudo-proper decay
length, J/ψ signal and background components are present in the data. Thus, in both
dimensions, signal as well as background componentsmust be included in the Probability
Density Function to properly fit the data. The functional form of the Probability Density
function F (ℓJ/ψ,Mµµ

) used in the 2D fit is given by:
F
(
ℓJ/ψ,Mµµ

)
= NSig · FSig

(
ℓJ/ψ

)
·MSig (Mµµ) +NBkg · FBkg

(
ℓJ/ψ

)
·MBkg (Mµµ) (4.4)

where NSig is the number of signal dimuons (i.e. prompt and non-prompt J/ψ can-
didates),NBkg is the number of background dimuons, FSig

(
ℓJ/ψ

) andMSig (Mµµ) are the
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functional forms that describe the shape of the signal, respectively in the pseudo-proper
decay length ℓJ/ψ and invariant mass dimensions. FBkg

(
ℓJ/ψ

) and MBkg (Mµµ) are thefunctional forms that describe the shape of the background, in the ℓJ/ψ and invariant
mass dimensions,respectively.
The functional shape of the signal for the ℓJ/ψ variable, FSig

(
ℓJ/ψ

), will in the end be
the one which allows to separate the prompt and non-prompt components of the J/ψ
signal. Indeed, for prompt J/ψ, the true pseudo-proper decay length is zero, as the re-
constructed common secondary vertex of the twomuon tracks coincides with the primary
vertex. Thus, the functional shape of true ℓJ/ψ for the prompt J/ψ signal distribution is a
delta distribution δ(0). For the non-prompt J/ψ signal, the true ℓJ/ψ distribution follows
an exponential representing the lifetime of the b-hadrons from which the non-prompt
J/ψ originated. These two different shapes can be used to separate the prompt and
non-prompt contributions to the total signal shape FSig

(
ℓJ/ψ

). However, in experimental
setups, detectors have finite spatial and vertexing resolutions. Thus, the measured dis-
tribution of prompt J/ψ will not be the true δ(0) distribution, but will be smeared by a
function representing the resolution of the detector, in our case, of the MFT. The expo-
nential distribution for the non-prompt J/ψ is also smeared by the same function.
The measured ℓJ/ψ is thus different from the true pseudo-proper decay length, which

will be noted ℓtrueJ/ψ in the following. The ℓJ/ψ signal and background shapes, FSig,Bkg

(
ℓJ/ψ

),
are given by:

FSig,Bkg

(
ℓJ/ψ

)
= F true

Sig,Bkg

(
ℓtrueJ/ψ

)
⊗R

(
ℓJ/ψ − ℓtrueJ/ψ

) (4.5)

In Eq. 4.5, the R(ℓJ/ψ − ℓtrueJ/ψ

) function is the resolution function. As explained, for the
prompt J/ψ, we have ℓtrueJ/ψ = 0. Consequently, F prompt

Sig

(
ℓJ/ψ

)
= R

(
ℓJ/ψ

). This means
that the resolution function can be determined with the prompt J/ψ, extracted from the
data, or estimated from MC simulations. This resolution function is convoluted with the
true distributions for signal and background F true

Sig

(
ℓtrueJ/ψ

) and F true
Bkg

(
ℓtrueJ/ψ

) to obtain the
measured FSig,Bkg

(
ℓJ/ψ

) distributions, used in Eq. 4.4, that include detector resolution
effects.
As motivated above, the F true

Sig

(
ℓtrueJ/ψ

) distribution is given by the sum of prompt and
non-prompt components:

F true
Sig

(
ℓtrueJ/ψ

)
= fBF

true
Nonprompt

(
ℓtrueJ/ψ

)
+ (1− fB)F

true
Prompt

(
ℓtrueJ/ψ

)
, (4.6)

where fB is the fraction of non-prompt J/ψ. By definition, F true
Prompt

(
ℓtrueJ/ψ

) is the delta
distribution δ(0), while F true

Nonprompt

(
ℓtrueJ/ψ

) is an exponential decay. Finally, the function
F true
Bkg

(
ℓJ/ψ

) is determined from fits on the data background ℓJ/ψ distributions.
In the following, the procedure to extract the signal from the 2D fit of the Probability

Density Function F (ℓJ/ψ,Mµµ

) expressed in Eq. 4.4 is to first fit the functional shapes of
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the mass for signal and background MSig,Bkg (Mµµ). This is done by fitting the full one-dimensional invariant mass distribution with the sum of carefully chosen signal and back-
ground functions. Next, the resolution function is determined from the data distribution
of ℓJ/ψ. In addition, the exponential of the F true

Nonprompt

(
ℓtrueJ/ψ

) function is initialized using
values extracted from MC non-prompt simulations. Then, the parameters which will be
determined by the 2D fit are the fB fraction, NSig and NBkg.
4.6.1 Invariant mass fit
In this section, the procedure to obtain theMSig (Mµµ) andMBkg (Mµµ) invariant mass

parameterizations is explained. The inclusive J/ψ yield, i.e. combined prompt and non-
prompt, is extracted separately by fitting the one-dimensional invariant µ+µ−mass spec-
tra. These fits are unbinned maximum likelihood fits, performed using the RooFit pack-
age [156]. The invariant mass fits are done in the region 2.6 < mµ+µ− < 3.5GeV/c2. In
this range, the invariant mass spectrum of unlike-sign dimuons is composed of a peak,
centered around mµµ ≈ 3.097GeV/c2, corresponding to the J/ψ in the dimuon channel.
In addition to this peak, pairs of uncorrelated muons form a continuous invariant mass
distribution called the combinatorial background. These pairs are the products of decays
of kaons and pions, as well as semi-leptonic decays of open heavy-flavor hadrons.
To fit the J/ψ signal peak, a double-sided Crystal Ball function gCB2(m) is used [148].

It combines a Gaussian core and power-law tails on both sides of the peak. The left and
right tails respectively have exponents n and n2. Two additional parameters, α and α2,define the transition between the Gaussian and the power-law functions. The high-mass
tail is attributed to multiple Coulomb scattering in the front absorber and momentum
resolution. The low-mass tail is due to the impact of the NLOQED-process J/ψ → µ+µ−+

γ. The mean of the Gaussian core is denotedm0 while the standard deviation is labelledas σ. The function is thus defined as:

gCB2(m) = N


exp

(
−(m−m0)2

2σ2

) for (m−m0)
σ ∈ [−α, α2]

A
(
B − (m−m0)

σ

)−n for (m−m0)
σ ≤ −α

C
(
D + (m−m0)

σ

)−n2 for (m−m0)
σ ≥ −α2

where N is a normalization factor, and with:
A =

(
n

|α|

)n
exp

(
−|α|2

2

)
,

B =
n

|α|
− |α| ,

C =

(
n2
|α2|

)n2

exp

(
−|α2|2

2

)
,

D =
n2
|α2|

− |α2|

In addition, an exponential function (thus with a single parameter) is used for the back-
ground component of the invariant mass fit. The result of one of these fits is shown on
Fig. 4.5 in the 3 < pT < 4GeV/c bin.
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Figure 4.5: Example of an invariant mass fit, with a double Crystal Ball function and anexponential function describing respectively the signal and background components. Thefit is shown in the dimuon transverse momentum range 3 < pT < 4GeV/c. The parame-ters of the fitted functions are displayed on the right-hand side of the figure.

In such fits, the tail parameters of the Crystal Ball function are usually fixed to values
extracted from MC simulations, while the mean and width of the gaussian core are left
free. Thus, similar fits are performed using the MC simulations mentioned in a previous
section, in the same bin as the data, but removing the background component of the
invariant mass spectrum, thus fitting only the signal shape. However, fixing the set of tail
parameters (n,n2,α,α2) in the data to the ones extracted from the background-free MC
simulation did not lead to a stable convergence of the fits. This discrepancy is attributed
to the fact that the currentMC simulationswere not yet realistic; for instance, therewas no
residual misalignment included, the readout characteristics of the MFT were not identical
betweenMC and the data, and themodeling of the hadronic absorber is not fully realistic1.
Thus, instead of fixing the tail parameters to the MC ones, they are just initialized to the
MC values, then left free to vary during the fit. Indeed, as can be seen by comparing Fig. 4.5
and Fig. 4.6, the resulting tail parameters after the fit from data and MC are not in good
agreement, especially regarding the n and n2 exponents.

4.6.2 Resolution fit
The previous fit on invariant mass did not need to distinguish between prompt and

non-prompt J/ψ. However, to extract the resolution function R (ℓJ/ψ) in Eq. 4.5, only
the prompt component of the ℓJ/ψ distribution must be considered. Thus, first the back-
ground and signal contributions must be disentangled from the distribution, then the

1In addition to these known lacking points, other sources of discrepancy, which should not berelated to the ones cited here, are still under investigation, see the next subsection.
111



2.6 2.7 2.8 2.9 3 3.1 3.2 3.3 3.4 3.5

)2 (GeV/c-µ+µm

0

100

200

300

400

500

600

700 )2
E

ve
nt

s 
/ (

 0
.0

25
 G

eV
/c

63 ± = 3969PP
ψJ/N

0.123± = 1.805PP
ψJ/2α

0.094± = 1.351PP
ψJ/α

20.00 GeV/c± = 3.11PP
ψJ/m

0.494± = 1.577PP
ψJ/n2

0.489± = 2.366PP
ψJ/n

21.71 MeV/c± = 76.36PP
ψJ/1σ

MC LHC21i3d2
GlobalMuonTracks

| < 3.6
µµ

2.5 < |y

 < 4 GeV/c
µµ

T
3 < p

This thesisData

Total fit

Figure 4.6: Invariantmass fit of anMC simulation, selecting only the J/ψ signal and fittingit with a double Crystal Ball, the dimuon transverse momentum range 3 < pT < 4GeV/c.The values of the parameters after the fit are displayed on the right-hand side of the figureand show different values than the ones in Fig. 4.5.
prompt component must be extracted from this signal.
For the first step, to separate the signal and background contributions, we use the so-

called sPlot technique [157]. It applies to a data sample of events described by a multi-
dimensional space of discriminating variables, where there are several sources of events
(i.e. signal and background, prompt and non-prompt particles...). The basic concept of the
sPlot technique consists of constructing the so-called sWeights of the different categories
of events, using the fit information on a discriminating variable. Then, the data sample
can be weighted according to a given category of events, and plot the dataset for another
variable. In our specific case, we want to separate signal and background in the ℓJ/ψ dis-tribution, so the discriminating variable is Mµµ. The sWeights of signal and background
can be constructed from the mass Probability Density functions extracted in the previous
subsection.

sWsig (Mµµ) =
Vsig,bkg ·Mbkg (Mµµ) + Vsig,sig ·Msig (Mµµ)

Nbkg ·Mbkg (Mµµ) +Nsig ·Msig (Mµµ)

sWbkg (Mµµ) =
Vbkg,bkg ·Mbkg (Mµµ) + Vbkg,sig ·Msig (Mµµ)

Nbkg ·Mbkg (Mµµ) +Nsig ·Msig (Mµµ)

whereMsig,bkg (Mµµ) are the signal and background PDFs, Nsig,bkg are the yields of eachcomponent and Vi,j is the covariance matrix of the ith and jth sources of events (i, j =

signal and background).
Once the signal and background components are separated using the sPlot technique,

the ℓJ/ψ distribution for prompt J/ψ can be obtained. For this, we use a data driven
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method, which assumes that the negative tail in the signal ℓJ/ψ distribution is mostly
due to prompt J/ψ affected by resolution. The events from this negative tail are, there-
fore, used to determine the resolution. The resulting distribution can be described by the
weighted sum of several different functions. One of them describesmost of the "core" re-
gion, while the others take the tail components. Different combinations of functions were
tested: a single gaussian function, a weighted sum of two gaussian functions, a weighted
sum of three gaussian functions, and a weighted sum of two gaussian functions and a
double-sided exponential of the form exp (−λ|x|). This last combination gave the best
results in terms of χ2 of the fits. Indeed, the double-sided exponential manages to cap-
ture the tails of the distributions, which are attributed to residual primary or secondary
vertices having bad quality.

R
(
ℓJ/ψ

)
= [fres ·Gauss(ℓJ/ψ, σ1, l0) + (1− fres)

· [f2res ·Gauss(ℓJ/ψσ2, l0) + (1− f2res) · exp(−λ|ℓJ/ψ − l0|)]]

where the fres and f2res are the relative weights of the individual functions on the total
resolution function. The Gaussian components have separated sigmas σ1 and σ2. Thethree components of the total probability density function are allowed to be shifted by a
mean of l0. An example of resolution fit in data with these functions is given on Fig. 4.7.
As can be seen in this figure, the mean value of the distributions is shifted from zero

towards positive values. This feature points to uncorrected relative spatial positions of
the MFT, responsible for the secondary vertexing resolution, with respect to the ITS2, re-
sponsible for the primary vertexing resolution, as their relative positions are wrongly as-
sumed to be the ones provided by the ideal ALICE geometry. This is known as the relative
spatial misalignement between MFT and ITS2. Thus a shift is observed in all the ℓJ/ψ res-olution fits, ranging from l0 = 30µm in the 2 < pT < 3GeV/c bin, to l0 = 10µm in the
10 < pT < 30GeV/c. The dashed lines on Fig. 4.7 represent the fitting range. In order to fit
only the left part of the distribution where the prompt component is dominant, this fitting
range must be shifted for each fit to match the appropriate mean of the distribution.
In principle, the resolution function could be also be extracted from MC simulation.

Indeed, the signal can be selected in the prompt MC production, and then fitted with
the same functions introduced before to extract the resolution function. This procedure
would allow to proceed with this extraction by fitting the ℓJψ signal distribution over the
whole range instead of just the left side of the distribution. However, the MC simulations
in their current status do not take into account any residual misalignment, and in partic-
ular, the relative misalignment between MFT and ITS2 is not accounted for. Hence the
MC distributions are centered at ℓJ/ψ = 0, as can be seen on Fig. 4.8. In addition, this
figure shows that the tails of the distributions are not fully reproduced by the MC simu-
lation. Thus, our choice was to use the data-driven method outlined above to extract the
resolution.
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Figure 4.7: Example of a ℓJ/ψ resolution fit, (top) in linear scale and (bottom) log scale.The distribution is extracted using the sPlot technique. Its mean is shifted from zero dueto a residual detector misalignment. Only the left side of the distribution is fitted, asemphasized by the dashed lines. The fit is shown in the dimuon transverse momentumrange 3 < pT < 4GeV/c.
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Figure 4.8: ℓJ/ψ resolution fit on a MC simulation containing prompt J/ψ, (top) in linearscale and (bottom) log scale. Only the J/ψ signal is selected from the simulation. The fitis shown in the dimuon transverse momentum range 3 < pT < 4GeV/c.
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4.6.3 Background fit
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Figure 4.9: Example of a ℓJ/ψ background fit. The distribution is extracted using the
sPlot technique. The fit is shown in the dimuon transverse momentum range 3 < pT <
4GeV/c.

The next step is to fit the background ℓJ/ψ distribution, F true
Bkg

(
ℓtrueJ/ψ

), in Eq. 4.6. Just
like in the previous section for the extraction of signal distribution for the resolution fit,
the sPlot technique is applied to the full ℓJ/ψ in order to determine the background dis-
tribution. The total background Probability density function F true

Bkg

(
ℓtrueJ/ψ

) is described by
a combination of different functions. The one which gives the best fitting χ2 is a combi-
nation of a single-sided decay function exp (−λx), a flipped single-sided decay exp (λx), a
double-sided decay functions exp (−λ|x|), and finally a delta distribution. Hence, the total
background probability density is parametrized as:

F true
Bkg

(
ℓtrueJ/ψ

)
=bbkg ·

[
fDLIV ·

(
fDFSS · e

−|λDSS|ℓtrueJ/ψ

+(1− fDFSS) · e
|λDF|·ℓtrueJ/ψ

)
+ (1− fDLIV) · e

−
∣∣∣λDDS·ℓtrueJ/ψ

∣∣∣]
+ (1− bbkg) · δ

(
ℓtrueJ/ψ

)
where bbkg is a fit parameter which quantifies the importance of the delta distribution
component of the total distribution with respect to the other components, fDLIV quanti-
fies the importance of the decay exponential with respect to the single-sided exponential

116



functions, and fDFSS quantifies the importance of the flipped to the unflipped single de-
cay functions. λDDS, λDSS, λDF are the parameters of the double-sided, signle-sided and
flipped exponential functions, respectively. This full function is convoluted with the res-
olution function, as in Eq. 4.5, to fit the background reconstructed ℓJ/ψ distributions in
data. All the resolution parameters are fixed to those obtained in data fits in the previous
sub-section. An example of these background ℓJ/ψ fits can be seen in Fig. 4.9.
4.6.4 Total 2D fit
The previous fits allow to constrain the various components which intervene in the total

two-dimensional Probability Distribution Functions F (ℓJ/ψ,Mµµ

) in Eq. 4.4. Then the 2D
fit on the invariant mass and pseudo-proper decay length can be put in place:

• From the invariant mass fit, the parameters of signal and background functional
shapes parameters are fixed. The number NJ/ψ of J/ψ and the number of back-
ground candidates Nbkg are left free.

• From the fit of the left side of the ℓJ/ψ signal, i.e. the resolution function is extracted,and its parameters are fixed.
• From the fit of the ℓJ/ψ background distributions, the background shape of the dis-tribution is fixed.
• The parameter of the exponential in the F true

Nonprompt

(
ℓtrueJ/ψ

) Probability density func-
tion is initialized to the value of the slope of the ℓtrueJ/ψ distribution from the non-
prompt MC simulation, but is then left free in the fit.

The fB fraction (bJ/ψ in the plots) is a free parameter in the 2D fit. An example of the
invariant mass and ℓJ/ψ projections of the fit are shown on Fig. 4.10.
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Figure 4.10: Example of results of the 2D fit in the dimuon transverse momentum range
3 < pT < 4GeV/c. Projections in (top) invariant mass and (bottom) longitudinal pseudo-proper decay length are displayed. The blue curves show the background component fit,the red curve is the prompt J/ψ component, while the green curve is the non-prompt J/ψcomponent.
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4.7 Preliminary results
The previous 2D fits allow to extract the raw fraction fB of the non-prompt J/ψ contri-

bution to the inclusive cross section, where only the statistical uncertainties are plotted.
The extracted values are plotted on Fig. 4.11 in different pT bins. The raw fraction has an
overall rising trend. It goes between ∼ 9% to ∼ 11% between 2 < pT < 6GeV/c, and
goes up to ∼ 30% in the 10 < pT < 30GeV/c bin.
However, this rawquantity needs to be corrected for the different acceptance×efficiencies

for prompt and non-prompt J/ψ, averaged in the pT range where the measurement is
performed. The fraction of non-prompt J/ψ corrected for these effects, f corrB , is obtained
as:

f corrB =

(
1 +

1− fB
fB

× ⟨A× ε⟩B
⟨A× ε⟩prompt

)−1 (4.7)
where ⟨A× ε⟩prompt and ⟨A× ε⟩B represent the average acceptance-times-efficiency val-
ues for prompt and non-prompt J/ψ, respectively, in the considered pT interval. Indeed,
in principle prompt and non-prompt J/ψ can have different acceptance times efficiency
(A × ε) values. This can happen because the A × ε depends on the pT of the J/ψ and
prompt and non-prompt J/ψ have different pT distributions within the considered pTrange. Indeed, the non-prompt J/ψ has a pT spectrum which is harder than the one of
prompt J/ψ.

A previous analysis in ALICE at midrapidity for prompt-to-non-prompt separation at
13TeV [158] computed the ratio ⟨A×ε⟩B/⟨A×ε⟩prompt, using realistic pT shapes extractedfrom data or from FONLL calculations. This ratio was evaluated to range between 1 and
0.97 in the 1 < pT < 15GeV/c range. It was found that such corrections are expected to
affect the extracted raw fraction by a few percent only.

The extracted raw fraction shown in Fig. 4.11 can be compared to values obtained by
the LHCb collaboration at forward rapidities [159], neglecting the Acceptance-Efficiency
correction mentioned above. The values reported by LHCb are written in Tab. 4.2.

pT[GeV/c] 2.5 < y < 3 3 < y < 3.5
2− 3 12.6± 0.2 12.5± 0.2
3− 4 14.2± 0.2 13.9± 0.2
4− 5 17.0± 0.3 15.3± 0.3
5− 6 18.2± 0.3 16.9± 0.3
6− 7 21.1± 0.4 19.7± 0.5
7− 8 23.0± 0.6 21.3± 0.6
8− 9 25.6± 0.8 23.7± 0.8
9− 10 26.3± 1.0 27.2± 1.1
10− 11 31.5± 1.3 30.9± 1.4
11− 12 33.3± 1.6 28.1± 1.8
12− 13 36.5± 2.1 33.3± 2.2
13− 14 37.3± 2.3 33.4± 2.8

Table 4.2: The fraction of non-prompt J/ψ (in %) in bins of transverse momentum andrapidity, measured by LHCb in 13TeV pp collisions [159].
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The values reported in Tab.4.2 are larger than the ones shown on Fig. 4.11 in the range
3 < pT < 6, suggesting that the 2D-fit and especially the resolution extraction are not yet
fully under control in this study. The values at larger dimuon transverse momentum, in
particular in the 6 < pT < 10 and 10 < pT bins, are in better agreement with the LHCb
measurement, with values of ∼ 20% and ∼ 30% respectively.

These values are smaller than the one measured in [158] in ALICE at midrapidity. This
reflects the observation that the fraction of non-prompt J/ψ decreases with increasing
rapidity. This was observed e.g. in [160] and [159].
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Figure 4.11: Raw fraction of the non-prompt J/ψ component to the inclusive yield, ex-tracted from the bidimensional fit procedure outlined above. The displayed error barscorresponds only to the statistical uncertainty of the fit.

4.8 Towards full analysis
The preliminary results presented in Fig. 4.11 exclude the lowest transverse momen-

tum bin 0 < pT < 2GeV/c. Indeed, in the fourth pass of the reconstruction of the 2022
data, used in this preliminary analysis, the ℓJ/ψ resolution is strongly degraded compared
to previous reconstruction passes. This extracted resolution is shown on Fig. 4.12. The
core gaussian of the combined functional shapes, labelled Gaussian 1 on the figure, has
a width of σ ∼ 110µm, and the Gaussian 2 has a width of σ ∼ 380µm. This resolution
is too wide to proceed to a reliable statistical separation of the prompt and non-prompt
contributions. The cause for this important degradation of the low-pT resolution is still
under investigation.
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Figure 4.12: ℓJ/ψ resolution fit in the dimuon transverse momentum range 0 < pT <
2GeV/c. The resolution is strongly degraded in this bin.

We now review the different steps which are necessary in order to pursue this prelim-
inary study into a full analysis.

• First, only a single period of data taking was used in this study, representing about
64% of the luminosity available for the 2022 data-taking. A complete analysis would
require the use all of the collected pp statistics.

• Amoreprecise determination of the efficiency andpurity for thematchingχ2
MFT−Muoncut is required, instead of the fitmethod presented in previous sections. This would

allow to determine the optimal selection value, and better control the efficiency and
purity of the sample of J/ψ candidates which we collect. As explained in Sec.3.4,
different methods, such as track rotation or wrong-sign matching, are currently in
development to this end.

• More realistic simulations are needed to check the validity of the invariant mass
signal functional shapes, and to check the resolution extracted from the left side of
the ℓJ/ψ distribution.

• A relative time alignment is still required between some detectors, in particular be-
tween theMFT and the central barrel detectors. Once such an alignment is achieved,
a more precise study of the optimal parameters for the track-collision association
shall follow.

• The estimated uncertainty on the ℓJ/ψ variable was not taken into account in this
preliminary study, as some issues with their computation still remain in the cur-
rent status of the O2 framework. A more thorough analysis should take them into
account in the bidimensional fit.
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The different sources of systematic uncertainty related to the bidimensional fitting pro-
cedure that should be taken into account in a full study are the following:

• Variation of the signal and background shapes. The NA60 function could be used
for the signal shape, while the Variable Width Gaussian could be used for the back-
ground [148].

• Variation of the fitting range for the invariant mass.
• Use the ℓJ/ψ resolution from prompt MC instead of data.
• Instead of relying on the sPlot method to extract the background distribution of
ℓJ/ψ , an alternative is to use the side bands of the invariant mass distribution

• Similarly to analyses carried out by LHCb [159], an additional component taking into
account residual wrong PV-SV association could be added to the ℓJ/ψ distribution
in the bidimensional fit.

• Instead of parametrizing the non-prompt component of the signal ℓJ/ψ distributionwith an exponential for which the parameter is initialized from a fit to the ideal MC
simulation, which is then convolved with the extracted resolution, a template could
be extracted from a realistic MC simulation.
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4.9 Summary and Outlook
In the preliminary study presented in this chapter, we exploited proton-proton data

recorded by ALICE during a single period in 2022, using the latest available version of the
reconstruction, which was finalized inMay 2022. The goal of this study is to assess to what
extent a separation between the prompt J/ψ, originating from the primary vertex, and
the non-prompt J/ψ produced at a displaced vertex, can be achieved using this data. To
achieve this evaluation, two important aspects must be controlled: the association be-
tween themuon tracks and the primary vertices, and the reconstruction of the secondary
vertices. Indeed, the separation between the prompt and non-prompt components of
the inclusive J/ψ yield relies on the computation of the longitudinal pseudo-proper de-
cay length, noted ℓJ/ψ , which is an estimate of the travelled length of the possible hadron
before it decayed into a J/ψ state. The computation of this variable crucially depends on
the distance between the primary vertex and the reconstructed secondary vertex. It is
thus of prime importance to correctly compute the secondary vertex and to associate it
with the right primary vertex.

I developed a tool to handle the track-vertex association, which allows to tunedifferent
parameters to decrease the number of ambiguous tracks reconstructed, i.e. tracks which
are compatible in time with multiple primary vertices. The secondary vertexing software
tool was already implemented. Using a statistical procedure known as a bidimensional
fit, I extracted a raw fraction of non-prompt J/ψ in the inclusive yield in different bins of
dimuon transversemomentum. This procedure exploits both the invariantmass, to sepa-
rate the J/ψ signal from the background, and the ℓJ/ψ distribution to separate the prompt
and non-prompt components. Despite themissing acceptance and efficiency corrections,
this preliminary result is compatible within statistical uncertainties withmeasurements at
forward rapidity made by the LHCb collaboration at 13TeV in the transverse momentum
region above 6GeV/c. In the range 3 < pT < 6GeV/c, the extracted raw fraction is
smaller than in the LHCb measurement, considering only the statistical uncertainties in
the current study. In such analysis, a good resolution in the ℓJ/ψ distribution is mandatory
to achieve a precise separation. It was found that in the lowest pT region, using the latest
reconstruction of the data, the resolution does not permit to carry out the separation in
this range, although it was significantly better in a previous version of the reconstruction.
This issue is still under investigation. However, the good agreement found in the higher
pT bins leads us to believe that we are on the right track towards a measurement over
the full momentum range. This status is already encouraging provided the several open
points that need to be understood prior to a publication. In addition, it should be noted
that for the upcoming Pb–Pb runs, the interaction will be much smaller (50 kHz instead of
the 500 kHz in proton-proton), which will limit the uncertainties of the track-vertex asso-
ciation. Besides understanding the reasons for the degradation of the resolution, other
steps are required to achieve a full analysis result, such as using the full available statistics,
optimizing the selection cuts used in the data selection, in particular to achieve better pu-
rity and efficiency of the MFT-Muon matching, exploiting more realistic simulations than
the ones currently available, or performing a time alignment between the MFT and the
Muon spectrometer. Finally, systematic uncertainties, in particular of the bidimensional
fit procedure, should be estimated.
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Chapter 5

Probing early times

This chapter is dedicated to a phenomenology study in which I participated during my
PhD. It is the fruit of a collaboration with Sören Schlichting and Xiaojian Du from Biele-
feld university, Jean-Yves Ollitrault from IPht and Michael Winn and myself from DPhN.
The aim of this work was to estimate to what extent can the dilepton spectrum of heavy-
ion collisions give information on the early stages of such collisions. During such stages,
known as pre-equilibrium, themedium is brought close to thermal equilibrium, and at the
end of these stages, the equations of hydrodynamics can be used to describe it. Hence,
the description of these instants is essential to achieve an understanding of how a fluid-
like QGP forms in heavy-ion collisions. In the following, I will often use the term "thermal
dileptons" to refer to the spectrum of dileptons emission from the QGP, including the
early-stages. In the first section (Sec.5.1), I will first give some features of the hydrodynamic
description of the QGP, then give a brief description of the initial state of heavy-ion col-
lisions (Sec.5.1.1), and some models of the early-time evolution of the medium (Sec.5.1.2,
5.1.3). The second section (Sec.5.2) motivates thermal dileptons as probes of heavy-ion
collisions, and presents general considerations regarding the ideal spectrum of thermal
dileptons and its kinematic scaling. Finally, the last section presents our calculations in-
cluding the early stages of heavy-ion collisions (Sec.5.3).

5.1 Hydrodynamics and the equilibration puzzle
A major discovery of high energy heavy-ion collisions is that the experimental data

is consistent with the formation of a hot QGP behaving as an almost perfect fluid. In-
deed, in the 2000’s, experiments at RHIC indicated that in head-on Au–Au collisions at√
sNN = 200GeV, the spectra of produced particles were, to a important level of pre-

cision, compatible with the picture of an expanding fluid, described by the equations of
hydrodynamics [161, 26, 27, 28, 29]. This was in particular established through the study
of transverse momentum dependence of light hadron yields at low-pT, and the study oftheir elliptic flow coefficient, v2, defined in Sec.1.5. These results were further confirmed
at higher energies in Pb–Pb collisions at the LHC [162].
The hydrodynamic description is based on the assumption of local thermodynamic

equilibrium. In a quasi-particle picture, it requires that the mean free path between two
collisions, λmfp, is much shorter than all characteristic scales of the system, which we
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denote L. Thus: λmfp ≪ L [163, 164]. Non-ideal hydrodynamic equations, such as the
Navier-Stokes equations, include terms which are gradients of the velocity of the fluid.
The (non-relativistic) momentum conservation equation of Navier-Stokes reads [165]:

ρ∂tv + ρv · ∇v = −∇⃗P + η∇⃗2 · v + ∇⃗
[
∇⃗ · v

(
ζ +

2

3
η

)]
where ρ is the mass density, v is the fluid velocity, and ∇⃗P is a pressure gradient. The
two last terms, containing velocity gradients, are weighted by coefficients called viscosity
coefficients. They characterize the viscous properties of the fluid and are related to the
dissipation of energy due to the presence of velocity gradients in the fluid. These are of
two types: bulk viscosity ζ and shear viscosity η. For QGP physics, the bulk viscosity is
mainly important when the temperature is close to the pseudo-critical temperature Tpc,but is small at higher temperatures [166, 167, 168]. We will neglect its role in the following
discussions. The shear viscosity η of a system measures its resistance to velocity gradi-
ents. More precisely, adjacent layers of the fluidmove at different speeds, and a frictional
drag force between these layers causes energy to be dissipated. This coefficient is also
used to quantify the importance of viscous corrections, the velocity gradient terms, in the
hydrodynamic equations. This is encapsulated in the Reynolds number, which is the ratio
of the ideal kinetic term of the hydrodynamic equation, over the velocity gradient term.
For Navier-Stokes, it is expressed as [165, 36]:

Re =
ρ∥v · ∇v∥
η∥∇⃗2 · v∥

=
Rv

η/ρ

where R is the characteristic spatial dimension of the system and v is the characteristic
fluid velocity. When Re ≫ 1, the flow can be considered as having no viscosity, and the
fluid is called "ideal" [36]. For an ultrarelativistic fluid, themass density ρmust be replaced
with ϵ + P , the sum of energy density and pressure of the fluid. For very low baryon
chemical potential (which is the case at LHC energies), then ϵ + P = sT , where s is the
entropy density of the system and T is its temperature. The Reynolds number is then
expressed as: Re ∼ Rv/(T · η/s). We see that the relevant parameter to characterize
the size of the viscous corrections in a fluid description is the shear viscosity-to-entropy
density ratio, η/s.
Collisions at RHIC and LHC create a QGP that behaves as a nearly perfect fluid, meaning

with a very low value of shear viscosity-to-entropy density ratio of η/s ≈ 1/4π [164]. This
value is a theoretical lower bound inferred from gauge theories at infinite coupling [169,
170]. This "unreasonable" descriptive power of near-ideal hydrodynamics was long be-
lieved to be a further indication that the produced medium is quickly brought to thermal
equilibrium. However, it was first found in calculations based on strong coupling and
holographic computations of hydrodynamic evolution, that this assumption of thermal-
ization, i.e. full local thermal equilibrium, could be too strong [171, 172, 173]. Hence, a
crucial question in this view is the condition of emergence of such a locally equilibrated
medium from the initial wave functions of the crossing nuclei in heavy-ion collisions. In
otherwords, what are themechanisms at early times that could lead to a thermalization of
the matter produced in heavy-ion collisions. While the understanding of the late stages
of heavy-ion collisions, i.e. after thermalization where the fluid description is relevant,
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has developed significantly, progress in the theoretical descriptions of the early stages of
heavy-ion collisions is relatively recent, and lacks experimental constraints. In the follow-
ing sections, the different early stages of the system created in heavy-ion collisions are
presented, including the initial state produced by the crossing of the two nuclei and the
possible equilibration mechanisms.
5.1.1 The initial state
Asdetailed in the introductory chapter in Sec.1.4, when aprotonor nucleus is boosted to

high energies, because of time dilation, short-lived configurations containing large num-
bers of partons live much longer, and dominate the phase space. In particular, at fixed
scale Q2, the gluon parton distribution function grows very rapidly with increasing colli-
sion energy s (lower x), see Fig. 5.1. Hence, this many-body configuration of gluons will
dominate the initial state of HIC, which will subsequently evolve. Based on unitarity im-
posed by quantum theory, Froissart has shown that the total cross section for the strong
interactions grows at most as fast as ln2(s), as s → ∞ [174]. The rapid growth of gluon
density at small x seen in data (Fig. 5.1, left), as well as prediction from the linear evolu-
tion equation of parton distributions at high energy (known as the BFKL equation, Fig. 5.1,
right), suggest asymptotically a growth of the distributions which would exceed the Frois-
sart unitarity [175]. Thus, one expects that this growth should somehow be tamed at
asymptotically small x, for instance by mechanisms such as gluon recombination, which
is an allowed process due to the non-abelian nature of QCD. This means that the gluon
phase space density should reach a maximum, i.e. it should "saturate".The Color Glass Condensate 5

x

xP
(x

)

H1PDF 2009
c )

Q2 = 10 GeV2
xuv

xdv

xS/20

xg /20

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

10
-4

10
-3

10
-2

10
-1

Figure 2: Left: the x-evolution of the gluon, sea quark, and valence quark distri-

butions for Q2 = 10 GeV2 measured at HERA (3). Right: the “phase–diagram”

for QCD evolution; each colored dot represents a parton with transverse area

δS⊥ ∼ 1/Q2 and longitudinal momentum k+ = xP+.

very suggestive (4), the dynamics of RFT is intrinsically non-perturbative and

therefore not easily amenable to systematic computations. With the advent of

high energy colliders, hadron structure in the Regge-Gribov limit can be explored

with Q2 ≥ 1 GeV2. As strikingly demonstrated by the HERA DIS data shown in

figure 2, the gluon distribution xG(x,Q2) in a proton rises very fast with decreas-

ing x at large, fixed Q2 – roughly, as a power x−λ with λ ≃ 0.3. In the IMF frame

of the parton model, xG(x,Q2) is the number of gluons with a transverse area

δS⊥ ≥ 1/Q2 and a fraction k+/P+ ∼ x of the proton longitudinal momentum2.

In the Regge-Gribov limit, the rapid rise of the gluon distribution at small x is

given by the BFKL (Balitsky-Fadin-Kuraev-Lipatov) equation (5), which we will

discuss at some length later.

The stability of the theory formulated in the IMF requires that gluons have

a maximal occupation number of order 1/αs. This bound is saturated for gluon

modes with transverse momenta k⊥ ≤ Qs, where Qs(x) is a semi-hard scale,

the “saturation scale”, that grows as x decreases. In this novel “saturation”

regime of QCD (6), illustrated in figure 2 (right panel), the proton becomes a

dense many body system of gluons. In addition to the strong x dependence,

the saturation scale Qs has an A dependence because of the Lorentz contraction

of the nuclear parton density in the probe rest frame. The dynamics of gluons

in the saturation regime is non-perturbative as is typical of strongly correlated

systems. However, in a fundamental departure from RFT, this dynamics can be

2The light cone co-ordinates are defined as k± = (k0 ± k3)/
√
2.

Figure 5.1: (Left) the x-evolution of the gluon, sea quark, and valence quark distributionsfor Q2 = 10GeV2 measured at HERA [176]. (Right) QCD evolution of parton densities in-side a nucleon according to the probesmomentum scaleQ2 and longitudinal momentumfraction x [52]; each colored dot represents a parton with transverse area 1/Q2 and lon-gitudinal momentum k+ = xP+.

This saturation is described by the effective field theory of CGC [52, 175, 177]. At collider
energies, the boosted nuclei are ultra-relativistic, with γSPS ∼ 10 < γRHIC ∼ 100 < γLHC ∼
2500 − 7000. The longitudinal size of the colliding nuclei in the centre-of-mass frame is
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Figure 1

(left) Illustration of the two nuclei as they are passing through each other. Classical color field

configurations just after passage were described in (9, 10, 11) and feature strong longitudinal
chromo-electric and chromo-magnetic fields, which rapidly decohere on a timescale of ∼ Qs (12).

(right) Snapshot of a typical entropy density profile used in event-by-event hydrodynamic

simulations of heavy-ion collisions (13). Smaller scale fluctuations on microscopic length scales
∼ 1/Qs are not shown, and are indicated by the black dot.

of order the inverse saturation momentum Q−1
s (see Sect. 2.1) are not shown in this figure.

Different scales in Fig. 1 should be compared to the distance scale cτhydro, which provides

an estimate of the causal propagation distance during the approach to equilibrium. We

will generally assume that cτhydro is short compared to the nuclear radius, cτhydro � RA,

such that on average the transition from the non-equilibrium state towards thermal equi-

librium proceeds locally in space and can discussed at the level of individual cells of size

cτhydro. Short distance fluctuations on scales cτhydro spoil this picture; however such effects

were neglected in the original bottom-up scenario and we will follow this assumption by

approximating the evolution of the system as homogenous in transverse space and space

time rapidity throughout most of this review. Shortcomings of this approximation will be

discussed further in Sec. 5 and 6 along with recent extensions of the original work of BMSS,

which incorporate short distance fluctuations of the nucleon positions on scales Rp ∼ cτhydro
into the description of the first fm/c of heavy-ion collisions.

2.1. Microscopics of the initial state

In each small circle of size cτhydro in the transverse plane the initial production of quarks and

gluons in momentum space follows from the Color-Glass-Condensate (CGC) effective theory

of parton saturation (14, 15). Briefly, in this theory the incoming nuclei are highly length

contracted by an ultra-relativistic factor γ � 1, and the density of gluons per transverse

area and rapidity in the wave functions of the nuclei, (dN/dy)/πR2
A, grows with increasing

collision energy. Here dN/dy is the number of gluons per rapidity y which is related to

Bjorken xbj, dy = dxbj/xbj. This transverse density of gluons determines a momentum

scale, known as the saturation momentum Qs, which at very high energies can become

large compared to ΛQCD

Q2
s ∼ αs

πR2
A

dN

dy
� Λ2

QCD . (2)

4 S. Schlichting and D. Teaney

Figure 5.2: (Left) Illustration of the two nuclei as they are passing through each other.Classical longitudinal color fields, rapidly decohere on a scale ∼ Qs [178].

then Lz ∼ 2R/γ ∼ 10−3 fm. In the CGC theory, these highly contracted incoming nuclei
contain a finite density of gluons per transverse area and per unit of rapidity. This density
can be expressed as (dN/dy)/πR2

A, and grows with collision energy until it reaches the
maximal phase space density of order 1/αs. This corresponds to the emergence of a
saturation momentum scale, known as the saturation momentumQs, which is illustratedin the cartoon of Fig. 5.2, and is defined as:

Q2
s ∼

αs
πR2

A

dN

dy

The saturation momentum Qs sets the momentum scale for the transverse momen-
tum of partons in the wave functions of the nucleon. In addition, at this saturation scale,
the number of gluons per unit phase space in the initial wave function is large [178]:

fg ∼
1

πQ2
sR

2
A

dN

dy
∼ 1

αs
≫ 1,

In this high-occupancy regime, the system can be described classically, i.e. gluons can be
modeled as classical chromo-electric and chromo-magnetic fields, similarly to the classi-
cal limit of Quantum Electrodynamics (QED), where photons can be described in terms
of classical electromagnetic fields. One can then describe the evolution of these highly-
packed gluon fields using the non-abelian equivalent of Maxwell’s equations, which are
known as the classical Yang Mills equations of motion.
A key question in the description of the first instants of the heavy-ion collisions is the

strength of interactions between the highly-packed gluons; more precisely, whether the
relevant QCD coupling αs is small or large. In the first case, one can employ perturbative
QCD at weak coupling αs → 0 [32]. The other limit is that of very strong ’t Hooft coupling
of αsNc → ∞ [173]. Both approaches have been explored in the literature. In the follow-
ing, we will focus on concepts of the weak coupling approach, which have recently seen
considerable theoretical developments. According to the CGC picture outlined above, for
Qs ≫ ΛQCD the coupling constant is small αs (Qs) ≪ 1 and the weak-coupling approach
should be valid, in the early stages of the system when this saturation momentum is the
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relevant scale. However, in experiments, the saturation momentum is Qs ∼ 1 GeV at
RHIC and 2 GeV at the LHC [178]. These values are not much larger than ΛQCD, thus theweak coupling approach is not automatically guaranteed, and there could be important
corrections in the perturbative expansion.
During the subsequent evolution of the system, the gluon density progressively de-

creases. At large enough time scales, τ ≫ 1/Qs, the phase space density of gluons is stilllarge, but is now much smaller than 1/αs (Qs). In this regime, one can properly interpret
gluons as quasi-particles, define gluon phase space distribution, and use kinetic theory to
compute the next steps of the evolution. This situation provides the initial conditions for
the so-called "bottom-up" thermalization scenario [179], which is a picture of how an equi-
librated medium can arise from a far-from-equilibrium initial state in the weak-coupling
scenario. Although this picture, is strictly speaking, only valid for asymptotically small cou-
pling, it can still provide valuable insights into the dynamics of the early stages of heavy-ion
collision, as this scenario was also shown to be compatible with numerical computations.
We will thus give some details of this approach in the following section.

5.1.2 A picture of the first fm/c of HICs
Regardless of the precise configuration of the initial state, insights from hydrodynamic

and kinetic models show that the rapid longitudinal expansion of Bjorken flow, which we
described in Sec.1.3, puts the system in a state of pressure anisotropy: PL ≪ PT [180]. Thereason for this is that, in the high-energy limit and at early times, the longitudinal expan-
sion scales like 1/τ , while it takes a finite time (dependent on the underlying microscopic
theory) for interactions between particles to build up significant longitudinal pressure. In
other words, at early times, the competition between longitudinal expansion and colli-
sions among constituents is in favor of the expansion, until enough particle interactions
can counter it. Hence, in a local rest frame, longitudinal momenta are strongly red-shifted
while transverse momenta are largely unaffected at early times. Local particle distribu-
tions are thus highly anisotropic in momentum space: particles have a large probability
of having kinematics such that pT >> pz . This anisotropy in momentum space produces
the pressure anisotropy (PL < pT) in hydrodynamic simulations of the early stages of
HIC. The expected evolution of this pressure anisotropy is depicted on Fig. 5.3.
The initial phase-space distribution of the system thus has pT ∼ Qs and pL << pT. Inaddition, it is mostly populated by hard gluons (i.e. gluons with momentum ∼ Qs). Thishighly anisotropic initial state provides the starting point for the bottom-up scenario [179],

which is a schematic modeling of how thermalization can occur starting from this initial
state, in a weakly coupled approach.
During the first phase of bottom-up, the phase space distribution of partons becomes

increasingly anisotropic. Indeed, as explained above, at this stage the longitudinal expan-
sion dominates over the interactions among particles. The phase space density of hard
gluons decreases as [178]

fhard ∼ 1

αs

1

(Qsτ)
2/3

,
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Fig. 2. (Color online) A cartoon depicting the temporal evolution of the

momentum-space anisotropy evolution expected to be generated in a heavy ion

collision at LHC energies. The inset yellow ellipses indicate the shape of the

momentum-space distribution with the horizontal direction corresponding to the

longitudinal (beamline) direction. The inset in the lower right shows a snapshot of

the receding nuclei, with the red wave indicating the stretching of a longitudinal

mode and the blue wave indicating a pseudo-static transverse mode.

During this period, the expansion and cooling of the QGP can be described
using the equations of linearized viscous hydrodynamics. At late times,
however, the system goes through a transition to hadronic degrees of free-
dom and eventually becomes too dilute to be reliably described by linearized
viscous hydrodynamics once again. The system subsequently “freezes-out,”
first chemically and then kinetically, and finally, the produced hadrons free
stream to the detectors, with an imprint of their former existence as a near-
equilibrium QGP left on their spatial/momentum distributions and relative
abundances.

Having discussed the general space-time picture of a heavy-ion colli-
sion, let’s now discuss, in some more detail, the evolution of the level of
pressure anisotropy expected. In order to illustrate the pressure anisotropy
expected at various stages of QGP evolution, in Fig. 2, I show a sketch of
the proper-time evolution of the level of momentum-space anisotropy mea-
sured by the ratio of the longitudinal pressure, PL, and transverse pressures,
PT . The blue band shows a range for the possible level of momentum-
space anisotropy. At early times, the lower bound of this band illustrates

Figure 5.3: Cartoon depicting the temporal evolution of the momentum-spaceanisotropy evolution in a heavy ion collision at LHC energies. The inset yellow ellipsesindicate the shape of themomentum-space distribution with the horizontal direction cor-responding to the longitudinal direction [180].

We see that the phase space density becomes of order unity at a time of order τ ∼
α
−3/2
s Q−1

s , marking the end of this first stage, known as the "over-occupied" stage. It is
illustrated on the far-left picture of Fig. 5.4. After this time, hard gluons with pT ∼ Qs areno longer over-occupied, i.e. fhard ≲ 1.
In the second stage of bottom-up, Qsτ ≫ α

−3/2
s , medium induced collinear radiation

becomes important and increases the number of soft gluons. This is the middle picture
of Fig. 5.4. This soft bath will eventually thermalize the hardmodes. While this soft bath is
being populated by collinear radiation, the phase space density of hard gluons decreases
as

fhard ∼ 1

α
3/2
s

1

(Qsτ)

At the end of this second stage, τ ∼ α
−5/2
s Q−1

s , the phase space density of hard gluons
scales like: fhard ∼ αs ≪ 1.
In the last stage of bottom-up, Qsτ ≫ α

−5/2
s , the soft bath has equilibrated, and there

is a cascade of energy from the hard gluons at scale Qs to the soft thermalized bath,
see right picture of Fig. 5.4. In this final stage, the system reaches isotropy and thermal
equilibrium, as the remaining energy from the hard gluons is transferred to the soft bath.
Extrapolating this scenario to large coupling, i.e. large values of αs, the initial occupancy
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Figure 2

Schematic overview of the bottom-up thermalization showing the evolution of the phase-space
distribution of gluons in momentum space based on kinetic theory simulations of (30). Different
regimes correspond to evolution times τ/τhydro ≈ 0.1, 0.5, 1 at realistic coupling strength
αs ≈ 0.3

In the last stage of the bottom-up Qsτ � α
−5/2
s the soft bath has equilibrated, and

begins to influence the evolution of the hard particles. In this stage there is a cascade of

energy from the scale of Qs to the soft scale scale set by the temperature of the bath. The

physics of this process is analogous to the stopping of “jets” with momentum of order Qs

in plasma (6, 31, 32) and described further in Sect. 4.2 and Sect. 4.3.

The second and third stages of the bottom-up scenario are characteristic of the ther-

malization of initially under-occupied systems. We will see in Sect. 4.2 that the buildup of a

soft thermal bath, and cascade of energy to the infrared are to be expected in such systems.

3. QCD Kinetics: a brief review

Having qualitatively described the bottom-up picture, we will now turn to a more quanti-

tative analysis of the equilibration process of the QGP in the framework of kinetic theory.

Kinetic processes in the QGP are markedly different from other many-body systems of con-

densed matter physics, uniquely reflecting the non-abelian and ultra-relativistic character of

the produced quark and gluon quasi-particles. A complete leading order description of QCD

kinetics (close to equilibrium) was given in (33), and was then used to compute the transport

coefficients of the QCD plasma to leading order in the strong coupling constant (34).

Here we will provide a brief review of QCD kinetics to establish notation and to collect

the principal results. If not stated otherwise we will focus on pure gauge systems, and
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Figure 5.4: Schematic illustration of the bottom-up thermalization showing the evolutionof the phase-space distribution of gluons in momentum space based [178].

fhard is already below unity at the first stage, so that the system starts to isotropize almost
immediately, and the different stages of the bottom-up scenario are no longer discernible.
Hence, we see that this description is mostly relevant in the weak-coupling approach.
5.1.3 Early-time models
We now give a brief summary of different models and approaches which are either

weakly or strongly coupled, and which have been employed to describe the early-time
dynamics of heavy-ion collisions.

• Glasma [37, 38, 39, 181]: it is a non-equilibrium state of matter, formed at very early
times in the collision. It is a state of highly occupied gluons, which strongly interact
between themselves. It makes the transition from the Color Glass Condensate to
the deposited medium, which will evolve towards a QGP state. Unlike the CGC, this
state decays and eventually thermalizes. In this theory, the induced electric and
magnetic charges generate flux tubes of chromo-electromagnetic fields that are
uniform in rapidity, stretching between the receding nuclei, and which are color-
screened on a transverse scale ≥ 1/Qs. These "color flux tubes" then decay into
the partons which evolve during the rest of the history of the system. The Glasma
equations require that, initially, the transverse and longitudinal pressure are re-
spectively pT = ε and PL = −ε where ε is the energy density. Thus, at the earliest
times, the pressure in the Glasma is purely transverse, and remarkably the longi-
tudinal pressure is even negative. After initial dynamics, the longitudinal pressure
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approaches PL → 0 from below. Hence, we see that this description is in line with
the expected early-time pressure anisotropy outlined in Sec.5.1.2. This model de-
scribes how the bulk of particles is created after the crossing of the two nuclei and
makes the link between the initial state provided by CGC and the first stage of the
bottom-up scenario.

• QCD kinetics (or Effective Kinetic Theory, EKT) [182, 183, 184, 185]: it is a weakly cou-
pled microscopic model, based on a kinetic equation. It is a leading-order calcu-
lation which includes both " 2 ↔ 2 elastic processes as well as effective "1 ↔ 2 "
collinear inelastic processes. Like any kinetic theory, it is based on a quasi-particle
picture, meaning that the considered objects (in our case quarks and gluons) can
be viewed as distinguishable point-like entities. This allows to describe their evolu-
tion in phase space using distribution functions. The time evolution of these phase
space density functions can then be described by the Boltzmann equation for QCD
light particles:[

∂τ − pz
τ
∂pz

]
fa (τ, pT, pz) =− C2−2

a [f ] (τ, pT, pz)− C1−2
a [f ] (τ, pT, pz) (5.1)

where f = f(p, t) represents the phase space density of quasi-particles at time
t, and the right-hand term is a spatially-local collision term. It represents the rate
at which particles get scattered out of the momentum state p, minus the rate at
which they get scattered into this state. The main difficulty is to include all the rel-
evant processes in the collision kernel, so that the Boltzmann equation correctly
reflects the desired physics. For QCD kinetics, the so-called AMY framework is ex-
ploited [186]. In this approach, the collision kernel is decomposed into two terms :
C2−2
a [f ](p⃗, t) is the 2 ↔ 2 elastic collision term and C1−2

a [f ](p⃗, t) is the 1 ↔ 2 inelas-
tic collision term. All leading order elastic scattering processes between quarks and
gluons are taken into account in (C2−2

), and are impacted by in-medium screen-
ing of elastic interactions. The inelastic interactions in (C1−2

) are affected by the
Landau-Pomeranchuk-Migdal suppression of inelastic rates. The main assumption
is that the theory is weakly coupled on the scale of the temperature, αs(T ) ≪ 1.
In addition, it is assumed that all zero-temperature mass scales are negligible and
that the phase-space distribution functions have smooth dependencies onmomen-
tum. Finally, this effective model is valid on time scales which are large compared
to the duration of the scattering processes, which are approximated as instanta-
neous inside the collision kernel, such that a quasi-particle picture of particles is
valid. Hence, it can be viewed as amodeling of the stages succeeding to the Glasma
stage, which we call pre-equilibrium.

• Boltzmann Relaxation Time Approximation (RTA) [187, 188, 189]: this approach is
similar to QCD kinetics. It is a weakly coupled theory which relies on a microscopic
kinetic model, exploiting a Boltzmann balance equation. However, the collision ker-
nel is simplified according to the relaxation time approximation. The equation then
takes the form:[

∂τ −
pz
τ
∂pz

]
f(τ, pT, pz) = −f(τ, pT, pz)− feq(p/T )

τR
(5.2)

feq(p/T ) depends only on p =
√
p2T + p2z and on an effective temperature T (τ).

This equation makes transparent the competition between the expansion of the
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system, which is dictated by the external conditions of the collisions, and the col-
lisions among the plasma constituents, which tend to isotropize the momentum
distribution functions. In the absence of the collision term, i.e. for very long relax-
ation time, the expansion, controlled by the term−pz/τ on the left-hand side, leadsto a flattened distribution. This is known as "free-streaming". On the other hand,
the collision term on the right hand-side drives the distribution towards isotropy, at
a rate controlled by the relaxation time τR. This approximation is obviously flawed
because, in this picture, all quantities, including invariants of motion, relax to their
equilibrium values on the scale of τR. It also supposes that all the information about
the initial far-from-equilibrium state is completely lost due to the scattering pro-
cesses.

• AdS/CFT [173, 190]: it is a conjecture that relates two different theories: gravity in
an Anti-de Sitter space (AdS), and conformal field theory (CFT), which is a category
of quantum field theories which are invariant under conformal transformation (a
generalization of scale invariance). The AdS/CFT correspondence, also known as the
holographic principle, suggests that a strongly interacting conformal field theory in
four dimensions canbemappedonto aweakly interacting theory of gravity in higher
dimensions in Anti-de Sitter space. In the context of heavy-ion physics, the AdS/CFT
correspondence has been used to gain insights into the properties of the QGP, such
as its viscosity and energy density, by studying the properties of a weak gravity of
superstrings in a 5-dimensional AdS space, which in this correspondence is a dual
theory to strongly coupled N = 4 Super Yang-Mills theory. This theory is in some
ways similar to QCD (deconfined phase, strongly coupled), but is conformal, which
means that there is no running of the coupling and thus, even at very high energy
densities, the coupling remains strong.

5.1.4 Different models, a universal attractor
A remarkable feature of the kinetic descriptions of the pre-equilibrium stage of HIC,

such as the one mentioned in section 5.1.3, is that with different initial conditions, solu-
tions of the kinetic equations merge as the system approaches isotropy, and converge to
the results of viscous hydrodynamics [164, 171, 191]. Indeed, in viscous fluid dynamics, one
considers the macroscopic evolution of the energy-momentum tensor Tµνhydro (ϵ, u

µ, . . .),
where ϵ is the energy density and uµ the local fluid velocity. When the system can be
described in terms of quasi-particles, typically for times τ ≫ 1/Qs, the pre-equilibriumevolution of this tensor Tµν can also be calculated from an effective kinetic theory setup,
and then matched to a hydrodynamic evolution. Then, the only surviving information
used in the fluid evolution are the energy density ϵ and fluid velocity uµ. All other infor-
mation about the initial conditions is lost. This is, for instance, a clear property of the
Boltzmann RTA outlined in Sec.5.1.3, where there is a loss of information due to the scat-
tering processes.

An even more remarkable feature, is that, for non-vanishing coupling strength (αs ≥
0.1), kinetic simulations indicate that the evolution of the energy-momentum tensor dur-
ing pre-equilibrium is to a good approximation controlled by a single time scale τR, cor-
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responding to the equilibrium relaxation rate [191]:
τR(τ) =

4πη/s

Teff(τ)
,

where η/s is the "shear viscosity-to-entropy density ratio". However, here this parameter
is an early-time variable; it is the viscosity used to quantify the deviation from equilibrium.
As such, η/s should be viewed in this context as a parameter controlling the relaxation
time τR, and thus the time scale of applicability of viscous hydrodynamics. In addition,
η/s is linked to the strength of the interactions among particles: the stronger these inter-
actions are, the quicker the system will equilibrate.

The fact that the evolution is only controlled by τR means that kinetic equilibration
becomes approximately independent of η/s once the evolution is plotted as a function of
the variable

w̃ =
τ

τR
=

τTeff
4πη/s

, (5.3)
where the effective temperature off-equilibrium Teff is defined as the fourth root of the
energy density Teff =

(
e/
(
νeffπ

2/30
))1/4 (for an ideal gas of quarks and gluons, νeff = 47.5

and νeff = 16 for gluons only [36]).
2
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FIG. 1. Hydrodynamic attractor for pre-equilibrium evolu-
tion of the energy density obtained from QCD and Yang Mills
(YM) kinetic theory [26–29], AdS/CFT [13–15] and Boltz-
mann RTA [16–20]. Solid lines show the asymptotic behavior
of the attractor curves given by Eq. (4).

the existence of a hydrodynamic attractor [14], where the
far-from-equilibrium system displays an effective consti-
tutive equation PL/e = f(w̃) well before reaching local
thermal equilibrium. Such attractor behavior has been
established for a number of different microscopic theo-
ries (QCD Kinetic Theory [26–29], Boltzmann RTA [16–
20] and AdS/CFT [13–15]), where the time evolution on
the attractor is controlled by a single scaling variable,
w̃ = τTeff(τ)/(4πη/s), where Teff(τ) is an effective tem-

perature such that e(τ) ≡ π2

30 νeffT
4
eff(τ) (νeff is the num-

ber of effective degrees of freedom, e.g., νeff = 16 for ideal
gluonic gas).
Based on these insights, the conservation law in Eq. (1)

can be integrated, yielding a universal relation between
the initial state energy density e0 at very early times
w̃(τ0) � 1, and the energy density e(τhydro) of the near
thermal system at later times w̃(τhydro) � 1

e(τhydro) = e0 exp

�
−
� w̃hydro

w̃0

dw̃

w̃

1 + f(w̃)
3
4 − 1

4f(w̃)

�
. (2)

Close to equilibrium f(w̃hydro) ≈ 1/3 and the energy
density of the longitudinally expanding plasma follows

the Bjorken scaling e(τ) = ehydro (τ/τhydro)
−4/3

, while
the entropy density per unit rapidity, sτ , remains con-
stant [12]. Eventually, for τ � R/c, where 2R denotes the
transverse extent of the system, the QGP fireball starts
expanding in the transverse plane and ultimately freezes
out in color neutral hadrons [31]. During the transverse
expansion the QGP remains close to equilibrium and the

total entropy per unit rapidity dS/dηs = A⊥ (sτ)hydro
(where A⊥ = πR2) is approximately conserved onwards
from the time τhydro when the QGP can be described
as an almost ideal fluid. Ultimately, on the freeze-out
surface dS/dηs becomes proportional to the produced
charged hadron multiplicity, dNch/dη. The multiplicity
of final-state particles emitted from the QGP is therefore
a sensitive probe of the entropy production during the
pre-equilibrium phase.
Strikingly, the correspondence between initial-state en-

ergy density and charged hadron multiplicity can be
quantified further using the theory of hydrodynamic at-
tractors. By factoring out the late time Bjorken scaling
from Eq. (2) the evolution of the energy density during
the pre-equilibrium phase can be characterized by an at-
tractor curve E(w̃)

e(τ)τ4/3

ehydroτ
4/3
hydro

= E
�
w̃ =

Teff(τ)τ

4πη/s

�
. (3)

As can be seen from Fig. 1, the function E(w̃) smoothly
interpolates between an early free-streaming and late-
stage viscous hydrodynamics [15, 26]

E(w̃ � 1) = C−1
∞ w̃4/9 (free streaming) ,

E(w̃ � 1) = 1− 2

3πw̃
(viscous hydro) ,

(4)

where C∞ is a constant of order unity. Even though
the evolution at intermediate times can be different for
different microscopic theories, the overall similarity be-
tween different theories is remarkable. Most importantly
for our purpose, all curves have the same universal char-
acteristics, Eq. (4), at early and late times, irrespective
of the underlying microscopic theory.
Based on Eq. (3), we can immediately establish a quan-

titative relation between the energy densities e(τ) at var-
ious stages, which upon use of the thermodynamic rela-
tions Ts = e+ p and p = e/3 once the system is close to
equilibrium turns into an estimate of the entropy density
per unit rapidity

(sτ)hydro =
4

3

�
π2

30
νeff

�1/4
�

lim
τ→0

e(τ)τ4/3

E
�Teff (τ)τ

4πη/s

�
�3/4

. (5)

Evaluating the limit according to Eq. (4) one arrives at
the central result of this paper, namely the relation

(sτ)hydro=
4

3
C3/4

∞
�
4π

η

s

�1/3
�
π2

30
νeff

�1/3

(eτ)
2/3
0 , (6)

from which one can directly estimate the charged particle
multiplicity as discussed above:

dNch

dη
≈ 1

J
A⊥ (sτ)hydro

Nch

S
. (7)

Here S/Nch ≡ (dS/dy) / (dNch/dy) ≈ 6.7–8.5 is the en-
tropy per charged particle at freeze-out [32] and J ≈ 1.1
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Figure 5.5: Hydrodynamic attractors for pre-equilibrium evolution of the energy den-sity obtained from QCD and Yang Mills kinetic theory, AdS/CFT and Boltzmann RTA, as afunction of the scaling variable w̃. (Left) Attractor for energy density, (right) attractor forlongitudinal pressure over energy density [191].

This scaling feature is shown on Fig. 5.5, where the evolution of macroscopic vari-
ables is plotted for different microscopic descriptions of the pre-equilibrium evolution.
Although none of them are expected to be exact models of QCD, in the re-scaled time
units w̃, the final stages of QCD equilibration could follow a very similar evolution which
eventually matches with the viscous hydrodynamic description. This is known as a "hy-
drodynamic attractor curve" [191].
This attractor evolution can be plotted for different thermodynamic variables such as

energy density or longitudinal pressure over energy density (respectively left and right
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Fig. 5.5). We see that these attractors match the asymptotic behavior of viscous hydrody-
namics at a time scale τhydro ≈ τR(τ), i.e. w̃ ∼ 1.
It has become common to distinguish the time when hydrodynamics becomes applica-

ble τhydro (the so called "hydrodynamization" time) from the time τeq when the pressure
anisotropy is small and the system can be qualified as near local thermal equilibrium. Due
to the rapid longitudinal expansion, the approach towards pressure isotropy PL/e ∼ 1/3

occurs only on larger time scales τeq ≫ τhydro, see right of Fig. 5.5. Hence, the great suc-cess of hydrodynamic descriptions of heavy-ion collisions does not appear to derive from
the fact that the system is particularly close to equilibrium throughout most of its space-
time evolution, but rather that the range of applicability of hydrodynamics is larger than
originally anticipated [192].
Due to this hydrodynamic attractor, the only feature that survives the loss of informa-

tion is what is imprinted as initial conditions for the later hydrodynamic evolution. One
exception are electromagnetic probes. They are sensitive to the full history of the space-
time evolution of QCD matter. As such, photons and dileptons are unique tools to access
the early stages of heavy-ion collisions. In the following sections we will show to what
extent dileptons can be used to investigate these first instants.

5.2 Dilepton production in heavy-ion collisions
Electromagnetic probes are particularly useful to study the hot medium, as they are

not subjected to the strong interaction, and thus have very few interactions with quarks
and gluons after their creation. This means that the detected spectra of electromagnetic
radiation give a good approximation of their production spectra. At Leading Order (LO),
they are produced through a process qq −→ l−l+, when a quark q and an anti-quark
q annihilate to create a virtual photon, which then decays into a lepton-anti-lepton pair
(l−l+), as illustrated on Fig. 5.6. Compared to photons, dileptons are not massless and
thus carry an important extra information which is invariant mass. This is convenient as it
is not subjected to blue-shift, caused by the expansion of themedium. One can justify the
claim that the interaction of dileptons with the medium is negligible by giving an order of
magnitude for the mean free path of a dilepton in a thermal bath of quarks. We estimate
the interaction cross section by considering the scattering of an electron off a quark: σ ∼
π
(
2qfαEM

p

)2
1

θ2min
, where qf is the quark chargewhichwewill take equal to 1/3,αEM ∼ 1

137 isthe fine structure constant, and θmin is the a minimal cut-off angle for the scattering [84].
It can be approximated as θmin ∼ mD

p , where mD ∼ gT is the Debye mass [186]. Then
σ ∼ π

(
2qfαEM

mD

)2. For illustration, we takem2
D ∼ 0.3GeV2: σ ∼ 3·10−4GeV−2. In addition,

the thermal density of quarks in an equilibrated medium is n ∼ g
π2T

3 where g is the
number of degrees of freedom, which for a gas of quarks is g ∼ 24. We evaluate this
density for T ∼ 300MeV. Then n ∼ 7 · 10−2GeV3. The mean free path is then evaluated
as λ ∼ 1

nσ ∼ 12, 000 fm. The typical size of the expanding medium in heavy-ion collisions
is L ∼ 10 fm. Hence λ ≫ L, and the probability of interaction of an electron, and thus of
a dilepton, with the thermal medium is of order 1− exp (−L/λ) ∼ 0.08%.
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Figure 5.6: Feynman diagram for Leading Order (LO) dilepton production, from qq anni-hilation.

The radiation spectrum of dilepton from a fully equilibrated QCD medium can be cal-
culated with the following formula [193, 194, 195]:

dNl+l−
d4xd4K

= −
α2
EM

π3M2
fB(k0, T )

∑
f

q2f

 1

3
L(M) ImΠEM

µ
µ(K,T ) (5.4)

Here, αEM is the fine structure constant,∑f q
2
f is the sum of the squares of the active

quark charges (which we will always consider to be u, d and s in the following), fB(E, T ) =
1

eE/T−1
is the Bose-Einstein distribution. We note x the 4-position of the medium element

which emitted the dilepton, K the 4-momentum of the dilepton, E its total energy,M =

K2 its invariant mass and T the temperature of the medium.
L(M) is the final-state lepton phase space factor, which is independent of the model-

ing of the QCD medium, and written:

L(M) =

(
1 +

2m2

M2

)(
1− 4m2

M2

)1/2 (5.5)
where m is the lepton mass, i.e. m = 511 keV for electrons and m = 106MeV for

muons. We will be mostly interested in the production of dileptons with invariant mass
M > 1GeV. Hence, L(M) ∼ 1 to a good approximation.

Finally,ΠµνEM (K,T ) is the virtual photon self-energy also knownas the electromagnetic
current-current correlator. It is defined as:

ΠµνEM (K,T ) =

∫
d4xeiK·xΘ(x0)⟨[jµEM (x), jνEM (0)]⟩T (5.6)

where jµEM is the electromagnetic current of the quark-anti-quark pair which anni-
hilates into a virtual photon, and ⟨...⟩T is the finite temperature ensemble average. This
current-current correlator encodes the thermal behavior of the quarks represented by the
current jµEM . One can get an intuition for the presence of this term in the rate equation
by viewing dilepton production as the linear response of a thermal ensemble of quarks to
a small perturbation of its current. The energy dissipation of the system is then given by
the imaginary part of the response function (fluctuation-dissipation theorem). In our case,
this dissipation takes the form of electromagnetic radiation, and the response function
for the current perturbation is the current-current correlator ΠµνEM .
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description in terms of VDM works well in the low-mass region (LMR), M<∼1 GeV,
while the perturbative partonic description appears to apply for M>∼1.5 GeV. Thus, in
URHICs, dilepton spectra in the LMR are ideally suited to study the properties of vector
mesons in the medium. A central question is if and how these medium modifications can
signal (the approach to) deconfinement and the restoration of the dynamical breaking of
chiral symmetry (DBCS). After all, confinement and DBCS govern the properties of
hadrons in vacuum. At masses M>∼1.5 GeV, the perturbative nature of the EM spectral
function suggests that in-medium modifications are suppressed, coming in as corrections
in powers of T/M and αs. In this case, invariant-mass spectra of thermal radiation
become an excellent measure for the prevalent temperatures of the produced system,
free from blue shifts due to the medium expansion which strongly affect pt spectra.

2.1. Hadronic Matter

Over the last two decades, broad efforts have been undertaken to evaluate the medium
modifications of the ρ-meson. The latter dominates in the EM spectral function over the
ω by about a factor of 10 (the φ appears to be rather protected from hadronic medium
effects, presumably due to the OZI rule, at least for its coupling to baryons). Recent
overviews of these efforts can be found, e.g., in Refs. [10, 19, 20]. Most approaches uti-
lize effective hadronic (chiral) Lagrangians and apply them in diagrammatic many-body
theory to compute thermal (or density) loop corrections. The generic outcome is that of
a substantial broadening of the ρ’s spectral shape, with little mass shift (in a heat bath,
chiral symmetry protects the ρ from mass shifts at order O(T 2) [21]). The magnitude
of the ρ’s in-medium width (and/or its precise spectral shape) varies in different calcu-
lations, but the discrepancies can be mostly traced back to the differing contributions
accounted for in the Lagrangian (e.g., the set of baryon and/or meson resonance excita-
tions, or medium effects in the ρ’s pion cloud). Similar findings arise when utilizing em-
pirically extracted on-shell ρ-meson scattering amplitudes off hadrons in linear-density

Figure 5.7: Compilation of experimental data for the ratio, R, of cross sections for
e+e− → hadrons over e+e− → µ+µ−, as a function of invariant mass√s =M [196].

In the vacuum, the current-current correlator is well known from the e+e− annihilation
cross section into hadrons, relative to the annihilation into dimuons. Indeed, the ratio
between these two cross sections gives [197]:

R =
σ(e+e− −→ hadrons)

σ(e+e− −→ µ+µ−)
∝

ΠvacEM

M2
(5.7)

From the plotted invariant mass spectrum on Fig. 5.7, we see that this r atio is con-
stant in the region whereM ≥ 1.5GeV. This is called the IntermediateMass Region (IMR),
whereas the regionM ≤ 1.5GeV is the LowMass Region (LMR). The constant behavior in
the IMR is interpreted as the signature that the system cannot be described by hadronic
degrees of freedom but by partonic ones. Hence, we expect this mass range to be the
relevant one to probe radiation from a deconfined medium. In addition, in this region
the relations T ≪ M and αs(M) ≪ 1 are satisfied to a good approximation. This allows
to compute the in-medium current-current correlator perturbatively, with corrections in
powers of T/M and αs [197, 198]. At leading order in T/M , it is independent of T , and
ΠvacEM ∼M2, just like in the vacuum case. Then Eq.5.4 shows that the differential produc-
tion rate of thermal dileptons is simply proportional to the Bose-Einstein distribution.
In the LMR, one can distinguish the spectra associated with meson resonances, to be

more precise the ones of the light vector mesons: the ρ, the ω and the ϕ. We have:
ImΠEM ≈

∑
V=ρ,ω,ϕ

m4
V

g2V
ImDV (5.8)

where DV is the propagator of the meson. So the production is governed by non-
perturbative hadronic degrees of freedom (this is called the Vector Dominance Model, or
VDM) [197, 199].
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5.2.1 Ideal thermal dilepton rate
We start this section by justifying the form of the ideal production rate given in Eq.5.4.

The general expression for dilepton production, without the equilibrium requirement, can
be written [85]:

dN l+l−

d4xd4K
= −

α2
EM

6π3M2
L(M)

∑
f

q2fΠ
µ,<
µ (K) (5.9)

where Πµν,< is now the Wightman function of the virtual photon:
Πµν,<(K) =

∫
d4xeiK·x 〈jµEM (0)jνEM (x)

〉 (5.10)
The Wightman function measures correlation, whereas the retarded current-current

correlator measures causation. In Appendix.A, we derive a general expression at LO for
the Wightman function (Eq.5.10), which is used dilepton production rate Eq.5.9, and is
valid out of equilibrium:

Πµ<µ (K) = −NcK
2

4π2k

∫
d3p

1

p2
δ

(
cos θpk −

(
k0
)2 − 2pk0 − k2

2pk

)
× fq(p+ k)fq̄(−p)θ

(
k− < p < k+

) (5.11)

whereK is the four-momentum of the dilepton, with normmomentummagnitude k and
energy k0 andp is themomentumof the incoming quark, with norm p, cos θpk is the cosineof the angle between the dilepton momentum and the quark momentum. Finally, fq and
fq̄ are the quark and anti-quark distribution functions.
In local thermal equilibrium, the phase-space distributions of quarks and anti-quarks

in the medium are isotropic, independent of the direction of partons momenta. Hence,
the angular delta function drops out. Then we use the Fermi-Dirac distributions for the
quark and antiquark distributions fq ,fq̄ and integrate over the momentum p. The result
yields:

Πµ<µ (K)
∣∣
eq

= −NcK
2

2π

F (k)

exp (k0/T )− 1
(5.12)

And for the production rate:
dN l+l−

d4xd4K
=
Ncα

2
EM

12π4

∑
f

q2f
F (k)

exp (k0/T )− 1
, (5.13)

where
F (k) ≡ 2T

k
ln

cosh
(
k0+k
4T

)
cosh

(
k0−k
4T

)
 (5.14)

In the non-relativistic limit, k0 >> T and k0 >> k, this factor F (k) is equal to unity, so
that the production rate per unit of 4-volume is directly proportional to the Bose-Einstein
distribution for the virtual photon, as was shown from Eq.5.4.
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This property is not obvious, as we do not expect EM radiation to equilibrate with the
strongly interactingmedium, given the argument exposed at the beginning of this section.
Thus, there is no apriori reason for the rate to followan equilibriumstatistical distribution.
Some intuitive explanations are given in Appendix.B.
Equation 5.13 gives a number of dileptons per 4-momentum per unit 4-volume. In a

fluid-like picture, it represents how many dileptons of a given 4-momentum will be pro-
duced by a single fluid cell of size d4x. The dilepton spectrum is obtained by integrating
this production rate over the space-time evolution of the medium, i.e. we must integrate
over all fluid cells of the system. To carry out this integration we make some simplifying
assumptions:

• First, as we saw previously, we consider only the Leading-Order contribution to
dilepton production, which is simply given by the process qq̄ −→ l−l+.

• Next, we assume transverse homogeneity. Thismeans that the energy profile in the
transverse plane is uniform and that the integration over position in this transverse
plane will simply give a constant factor equal to the transverse area of the system:∫
d2x⊥ = A⊥. As we will see in Sec.5.3.2, this assumption is not necessary but will

simplify the expressions.
• Most importantly, we assume Bjorken flow, which we defined in Sec.1.3. It stipu-
lates that the expansion of the system is purely longitudinal, i.e. neglecting any
transverse flow, which is a valid approximation at early times. Finally, this assump-
tion also requires that the longitudinal expansion is boost invariant. This means
that the velocity of a fluid cell remains unchanged under longitudinal boost.

Under these assumptions, it is natural to trade the time t and longitudinal z coordinates
for proper time τ ≡

√
t2 − z2 and fluid cell rapidity yf = artanh(z/t). The space-time

volume can be rewritten as d4x = d2x⊥τdτdyf , where x⊥ is the transverse position. In
addition, we will note y the rapidity of the dilepton. With these coordinates, the dilep-
ton energy in the fluid cell rest frame is Mt cosh(y− yf ), where Mt =

√
k2t +m2 is the

transverse mass of the dilepton. The spectrum is then:
dN l+l−

d4K
= C

∫
dx⊥

∫ ∞

0
τdτ

∫ +∞

−∞
dyf exp

(
−
Mt cosh (y − yf )

T (τ)

)
(5.15)

We see that this expression is independent of the dilepton rapidity y: if we boost the
system and want to calculate the rate for dileptons of rapidity y + δy instead of y, then
we can change the integration variable from yf to yf − δy and get back the same expres-
sion. This can be understood as follows: for a given value of the rapidity y of the dilepton,
a range of fluid rapidities yf contributes to the production. Since boost invariance is as-sumed, if we change the probed dilepton rapidity, the range of contributing fluid rapidities
exactly compensates for the change in the production rate.

In addition, we see that Eq.5.15 depends on kt and M only via the transverse mass.
This is a property known as transverse mass scaling. It is independent of the detailed
dynamics, and is quite general. It was also seen to approximately hold for hadron spectra,
but broken by transverse flow [36]. For dileptons, one expects this scaling to be broken
by transverse flow and by next-to-leading order perturbative corrections.
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Let us now explicitly carry out the integral in Eq.5.15. We assume that the medium
evolution can be described by ideal hydrodynamics. In this case, the system is isotropic
(PL = pT). To further simplify the calculations, we assume that the system has a confor-
mal equation of state, i.e. the stress-energy tensor is traceless. This implies the following
relation between pressure P and energy density: P = e/3. The evolution of the energy
density in a Bjorken expansion is given by [35, 36]:

∂τe+
e+ P

τ
= 0 (5.16)

which, with the requirement of conformality, becomes:
∂τe = −4

3

e

τ
(5.17)

By definition, temperature is related to energy density by: e ∝ T 4. From this, we
deduce a simple time scaling of the temperature : T ∝ τ−1/3. This gives us the time-
dependence of the temperature T (τ), which we need to carry out the time integration in
our production rate. We then obtain:(

dN l+l−

d4K

)
ideal

=
32Ncα

2
∑

f q
2
f

π4
A⊥
(
τT 3

)2
M6
t

(5.18)
which is the M−6

t spectrum obtained by McLerran and Tomeila in their 1986 paper on
dileptonproduction inHIC [193], in the case of ideal hydrodynamics. In this formula, τT 3 =

const, and we see that the only kinematic is a power law ofMt.
Various publications [195, 200, 201, 202] suggest that measuring the inverse slope of the

Mt of dileptons spectrum gives access to the temperature of the medium, in the case of
an equilibrated system. From Eq.5.18, the inverse slope is:

Tslope (Mt) ≡ −

[
d

dMt
ln

(
dN l+l−

d4K

)]−1

=
Mt

6
(5.19)

which is independent of the temperature. This is in a way natural, as we integrate from
τ = 0 to ∞ (i.e. to the end of the QGP lifetime)1. In this calculation, the temperature is
asymptotically high at τ = 0 (which is regulated by the rapid exponential fall-off of the
rate at high temperature) and decreases with time. Hence, in each transverse mass bin,
a large range of temperatures contribute to the spectrum, and the inverse slope only
depends on the dilepton kinematics. This is in contrast to other approaches (e.g. in [195])
where the rate is only calculated starting from a time τ0 where the system is assumed to
be in equilibrium, at a temperature T0. This restores sensitivity to the temperature of the
system. This makes sense, as the ideal rate formula is only valid when the system is in
equilibrium. However, it assumes that no dileptons are produced before the system is
fully equilibrated, and misses the early stages of the collision where the pre-equilibrium
dynamic lies. We now tackle this question of early-time contributions in the following
section.

1In practice, we numerically integrate up-to τ = 15 fm/c. Indeed, in the intermediate massregion, the contribution of times latter than 15 fm/c is negligible in the final dilepton spectrum, asthe temperature becomes too small to emit significant radiation at massM > 1.5GeV/c. Hence,we can make the approximation that integrating up-to τ ∼ 15 fm/c is equivalent as integratingup-to τ → ∞.
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5.3 Pre-equilibrium dileptons
In this section, we will review a calculation for the contribution to the dilepton spec-

trum of the early times of heavy-ion collisions, the so-called "pre-equilibrium" stage. This
work was conducted in collaboration with Sören Schlichting and Xiaojian Du from Biele-
feld university, Jean-Yves Ollitrault from IPht and Michael Winn from DPhN [203, 204]. As
previously mentioned, electromagnetic radiation is an ideal probe of the early stages of
HIC, as such radiation weakly couples to the strongly interacting medium. Themain focus
of this study was to investigate how sensitive early dilepton production can be to chemical
compositions and equilibration time of the medium in the early stages. It was based on
simulations carried out in the QCD kinetic theory framework [182, 185, 205, 206]. My main
contributions to this work were on the development of the code, the production of plots
and results, and on analytical calculations for the dilepton rate and for the polarization
observable which will be presented in Sec.5.3.6.
Dileptons carry an important piece of information which is invariantmass, i.e. the virtu-

ality of the virtual photon which decays into a dilepton. This kinematic quantity is impor-
tant as it is a Lorentz scalar and is not affected by the expansion of the medium, contrary
to the momentum spectrum. Hence, invariant mass spectra are one the main points of
our investigations. In addition, we are interested in early-time emission. In HIC, early
times corresponds to high production temperature. One can get an intuitive idea of what
should be the relevant invariant mass range for early production by first looking at the
equilibrium rate. As we saw in Eq.5.13, it is proportional to the Bose-Einstein distribution.
It can be approximated by a Boltzmann distribution for virtual photons with high energy
k0 ≫ T :

fB (k0, T ) ≃ exp

(
−k

0

T

)
(5.20)

ForM ≫ T , one can also proceed to a non-relativistic expansion:
k0 =

√
M2 + k⃗2 ≃M +

k⃗2

2M
(5.21)

With this approximation, one can also approximate dk0 = dM for fixed k⃗. Putting these
results together, one obtains

dN

d4xdMd3k⃗
∝ exp

(
−M
T

)
exp

(
− k⃗2

2MT

)
(5.22)

up to some dimensionless constant proportional to α2
EM . This can be integrated over k⃗

and give:
dN

d4xdM
∝ (MT )3/2 exp

(
−M
T

)
(5.23)

Thus, we see that the production of dileptons at high temperature is exponentially
suppressed. As we are interested in early-time, one must look at the highest possible
invariant masses to access these high-temperature dileptons, which is intuitive.

Furthermore, as we saw above in Sec.5.2, the current-current correlator for dilepton
production is dominated by hadronic resonances belowM = 1− 1.5GeV/c2, and domi-
nated by partonic degrees of freedom above this scale. So the intermediate mass region
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of the dilepton spectrum (1.5 < M < 5GeV/c2) is appropriate to probe the early-time
dynamics of the medium produced in HIC.
5.3.1 Our calculation
Like in the ideal rate case (Sec.5.2.1), the dilepton rate must be integrated over the

space-time history of the system to obtain the yield. We make the same starting assump-
tions as in the ideal spectrum case in Sec.5.2.1: we assume Bjorken flow, transverse homo-
geneity, leading-order production, and neglect the transverse expansion of the plasma.
Boost invariance implies that the dilepton yield per unit rapidity of the dilepton is equal to
the yield per unit rapidity of the fluid. With these assumptions, the space-time integration
takes the form:

dN l+l−

dMdy
= A⊥

∫ ∞

0
τdτ

dN l+l−

d4xdM
. (5.24)

The main difference with the equilibrium case is how the dependence on proper time
is modeled. To carry out this time integration, one must determine: the transverse area
A⊥, the late time value of themacroscopic variables, the time dependence ofmacroscopic
variables using the attractor curves, and the parametrization of the quark and anti-quark
distribution functions fq and fq̄. We now detail each of these steps.
Transverse area A⊥ The dependence on the transverse area A⊥ is of crucial impor-
tance. It is evaluated by running a Monte Carlo generator of initial conditions which has
been tuned to experimental data, the TRENTO model [207]. This model returns, for each
event, an entropy density profile s(xT ), where xT labels a point in the transverse plane.
The transverse area is then estimated as:

A⊥ ≡

(∫
xT
s(xT )

)2∫
xT
s(xT )2

, (5.25)
Note that Eq. (5.25) gives the correct result for a uniform density s0 within an area A,
irrespective of the shape of that area. We eventually average A⊥ over many events in a
centrality class. We thus obtain the values A = 96, 71, 54, 41 fm2 for the 0-10%, 10-20%,
20-30%, 30-40% centrality intervals in Pb–Pb collisions [203]. The value which will be used
most often in the following corresponds to the 0-5% centrality class:

A⊥ = 104 fm2 = 2679GeV−2 (5.26)
Late time macroscopic variables The time integration will be carried out until the
energy density e and entropy density s reach their late-time values. In the case of an ultra-
relativistic plasma of quarks and gluons, theses variables can be expressed as a function
of the effective temperature as:

e(T ) =
π2

30
νeffT

4 (5.27)
s(T ) =

4π2

90
νeffT

3 (5.28)
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where νeff denotes the effective number of degrees of freedom. The value of this param-
eter encodes the equation of state which is relevant at the considered temperature. The
relation between entropy and energy densities is here 4

3e = Ts. This is valid if the equa-
tion of state is conformal, as can be deduced from the thermodynamic identity e+P = Ts.
This approximation is valid when the QCD medium is not too close to the pseudo-critical
temperature, i.e. for T ≳ 200MeV, which is adequate for all our early-time estimates.
The evolution of the energy and entropy densities as a function of the proper time τ

is then determined by the conservation of entropy. Indeed, the entropy per unit rapidity
can be written dS/dy = A⊥τs(T ). We assume that at late times, the medium is in local
thermal equilibrium. Hence the expansion is isentropic, i.e. no entropy is produced in
this late expansion stage. This means that dS/dy is constant at late times. Since s(T ) ∝
T 3, this implies that τT 3 is also constant at late times. This is the same constant that
appeared in Eq.5.18 in the case of the ideal spectrum. The value of this constant can
be inferred from the measurement of the charged particle multiplicity density dNch/dy,using dS/dy ≃ (S/Nch) dNch/dy with S/Nch = 6.7 [208]. This quantity τT 3 is constant for
τ ≫ 1 fm/c but not too late so that we still consider the evolution of a hot QGP, around
T = 200 to 300MeV. In this temperature range, we take the equation of state from lattice
QCD calculations, which gives νeff ≈ 32 [24, 25]. With this value, we can compute τT 3,
which will fix the asymptotic behavior of the evolution of our thermodynamic variables.
For Pb–Pb collisions at√sNN = 5.02TeV, near midrapidity, in the 0− 5% centrality range:

τT 3 = 8.74 fm−2 = 0.34GeV2 (5.29)
Fixing time dependence with attractor curves As we saw in Sec.5.1.4, the evo-
lution of the energy density and longitudinal pressure computed in different microscopic
simulations with different couplings follows a similar trend towards an attractor curve,
when expressed as a function of the scaling variable

w̃ =
τTeff(τ)

4πη/s
. (5.30)

We see that η/s intervenes in the definition of the scaling variable w̃ as a function of time
τ . It thus controls the speed of equilibration of the system and is a free parameter in
our calculations. We note here that η/s is an early-time parameter, and is different from
the shear viscosity discussed e.g. in the context of flow, which is evaluated at much later
times. The limit w̃ ≫ 1 corresponds to η/s→ 0, which is the ideal hydrodynamic limit. The
case w̃ ≪ 1 corresponds to η/s → ∞ which is the limit of free streaming non-interacting
particles; the system remains in a longitudinal expansion without ever equilibrating via
particle interactions.
The second variable which intervenes in Eq.5.30 is the effective temperature Teff . Atearly times, the system is far from equilibrium and thus there is no temperature with its

usual definition. However, one can still define an effective temperature from the energy
density by inverting Eq. (5.27):

Teff(τ) ≡
(

30

π2νeff
e(τ)

)1/4

. (5.31)
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In this equation, as we are considering pre-equilibrium, we must account for the much
higher energy density than in the ideal case. Consequently, we must adapt the equation
of state and take an appropriate value for νeff . The kinetic theory employed for our cal-
culation of energy densities is a weakly coupled theory. Thus it makes sense to consider
an equation of state close to the one of a weakly interacting gas of quarks and gluons.
So we consider the value νeff = 40 when computing the early-time effective tempera-
ture [24, 182, 209].
The energy attractor E(w̃) on Fig. 5.5 (left) is expressed as the ratio of the energy density

multiplied by τ4/3 to its value at late times, which is a constant. Thus:
e(τ) =

E(w̃) (τ4/3e)hydro
τ4/3

(5.32)
=
π2

30
νeff(τT

3)
4/3
hydro

E(w̃)
τ4/3

, (5.33)
where (τT 3)hydro was calculated in Eq.5.29. Similarly, the pressure attractor on Fig. 5.5
(right) is expressed as the ratio of the longitudinal pressure pL to the energy density e:

pL(τ)

e(τ)
= P(w̃). (5.34)

For w̃ ≳ 1, the evolution of these attractors is well described by viscous hydrodynamics.
In the followingwewill exploit the attractor curves, computed inQCDkinetic theory frame-
work, in order to compute the evolution ofmacroscopic quantities in the early-time evolu-
tion, and separate the hydro production regime defined as w̃ ≳ 1 and the pre-equilibrium
production regime w̃ ≲ 1.
Parametrization of the quark distribution functions The general (i.e. out-of-
equilibrium) dilepton rate expression in Eq.5.9 involves the Wightman function (Eq.5.11)
which depends on the phase-space distribution of quarks and anti-quarks, fq and fq̄. Tocarry out our calculation, we must determine the time evolution of these distributions.
We cannot simply use a thermal Fermi-Dirac distribution since we want to include the
early times of the collision, where the system is far from equilibrium. Instead, we use a
parameterization known as the Strickland-Romatschke form, inherited from anisotropic
hydrodynamics [180, 210]. This framework was designed to extend hydrodynamic and
kinetic calculations to regions of phase space which are far from momentum isotropy,
which, as we saw in Sec.5.1.2, is a characteristic of the early stages. In addition, models
such as Glasma (see Sec.5.1.3) predict a early stage system which is dominated by gluons,
i.e. quarks are underpopulated with respect to gluons. We include this relative suppres-
sion of quarks/anti-quarks with respect to gluons during the pre-equilibrium stage. In this
approach, the quark and anti-quark distributions are parameterized as:

fq/q̄(τ) = q(τ)fFD


√
p2T + ξ2(τ)p2z

Λ(τ)

 (5.35)
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where the anisotropy parameter ξ(τ) ≥ 1 characterizes themomentumspace anisotropy.
0 ≤ q(τ) ≤ 1 accounts for the relative suppression of quark/anti-quarks andΛ(τ) denotes
an effective transverse temperature. Finally, fFD is the Fermi-Dirac distribution.

Next, we constrain the values of ξ(τ), Λ(τ) and q(τ) by requiring that the energy den-
sity and longitudinal pressure obtained using this parametrization match those given by
the corresponding attractor curves in Eq.5.32 and Eq.5.34.

Explicit integration gives the following results for the contributions of quarks and glu-
ons to the energy density and longitudinal pressure:

e(q)(τ) = q(τ)e(q)eq (Λ(τ)) C(ξ(τ)) , (5.36)
e(g)(τ) = e(g)eq (Λ(τ)) C(ξ(τ)) , (5.37)
p
(q)
L (τ) = q(τ)e(q)eq (Λ(τ)) S(ξ(τ)) (5.38)
p
(g)
L (τ) = e(g)eq (Λ(τ)) S(ξ(τ)), (5.39)

where
C(ξ) =

1

2

[
1

ξ2
+

arctan
√
ξ2 − 1√

ξ2 − 1

]
(5.40)

S(ξ) =
1

2

[
1

ξ2 − ξ4
+

arctan
√
ξ2 − 1

(ξ2 − 1)3/2

]
(5.41)

and e(q)eq (T ) =
7π2

240νqT
4 and e(g)eq (T ) =

π2

30νgT
4 correspond to the equilibrium energy den-

sities of quarks and gluons, with the corresponding effective degrees of freedom νq and
νg.
The longitudinal pressure over energy ratio depends only on the anisotropy parame-

ter ξ:
P(w̃) =

p
(q)
L (τ) + p

(g)
L (τ)

e(q)(τ) + e(g)(τ)
=
S(ξ)

C(ξ)
. (5.42)

Hence, one can directly obtain the value of ξ as a function of w̃ from the pressure attractor
curve P(w̃).
The quark suppression factor q(τ) is given by the ratio between quark and gluon energy

densities, with an appropriateweight to account for the different degrees of freedom. The
w̃ dependence is computed with the QCD kinetic theory calculation [206]:

q(τ) =
eeqg
eeqq

eq
eg

(w̃). (5.43)
This parameter depends on themicroscopic theory employed, contrary to the evolution of
the energy density and longitudinal pressure, which are given by the attractor properties
as mentioned above.
Finally, the effective transverse temperature Λ(τ) is obtained by matching the total

energy density e(τ) obtained from the energy attractor E(w̃) to the one obtained from
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Figure 5.8: (Top) Anisotropy parameters ξ as a function of w̃, (Middle)Λ/Teff as a functionof w̃, (Bottom) quark suppression factor as a function of w̃.

the anisotropic distribution calculation, with Eqs. (5.36). From this procedure we deduce
the relation:

Λ(τ)

Teff(τ)
=

(
7
8νq + νg[

7
8νqq(w̃) + νg

]
C(ξ(w̃))

)1/4

. (5.44)
Figure 5.8 displays the variation of ξ, q, and Λ/Teff , defined by Eqs. (5.42), (5.43) and (5.44),as a function of the scaling variable w̃. The proper time is then related to w̃ using Eq. (5.30).

5.3.2 Yield results for central Pb–Pb collisions
Now that we know how to compute the parameters of our out-of-equilibrium distri-

butions, we can numerically carry out the integration in the yield formula Eq.5.24 to get
the dilepton spectrum. In the following we will keep the late-time entropy density fixed
to τT 3 ≈ 8.74 fm/c−2, which corresponds to the 0-5% centrality bin for Pb–Pb collisions
as √sNN = 5.02TeV. We show the invariant mass spectrum which results from this cal-
culation on Fig. 5.9. We display the variation of the dilepton yield as a function of mass,
for two values of the early-time shear viscosity-to-entropy ratio, η/s = 0.16 on the top
plot and η/s = 0.32 on the bottom plot. The η/s value for QCD, in the temperature range
spanned by the early evolution, is expected to lie in this range [211]. We also show on the
same figure the impact of quark suppression at early times (full line curves) compared to
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Figure 5.9: Dilepton production yields dNll/dMdY in the 0 − 5% most central 5.02TeVPb–Pb collisions at forward rapidity y = 2. Red (left panel) and blue (right panel) curvesshow the results including (full lines) and not including (dashed lines) the quark suppres-sion factor, for shear viscosity η/s = 0.16, 0.32 in the left and right panels. We also showseparately the contributions (see text) from the pre-equilibrium phase (dark grey) and hy-drodynamic phase (light grey).
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Figure 5.10: Time of applicability of hydrodynamics τhydro computed with the condition
w̃(τhydro) = 1, as a function of the shear viscosity-to-entropy ratio η/s.

the case where chemical equilibrium is achieved from the start of the evolution (dashed
lines).
The system is described by viscous hydrodynamics for w̃ ≳ 1. We define τhydro by

w̃(τhydro) = 1 and we define the contribution from the pre-equilibrium by the contri-
butions at times τ < τhydro and the hydrodynamic contribution by τ > τhydro. One
should note that w̃ = 1 does not imply that the pressure is isotropic: the longitudinal
pressure attractor in Fig.5.34 shows that PL/e (w̃ = 1) ≈ 0.2, which still deviates from
isotropy. According to the definition of the scaling variable w̃, Eq.5.30, the value of τhydrodepends on the early-time shear viscosity η/s. This dependency is displayed on Fig. 5.10.
For η/s = 0.16, we have τhydro ≈ 1 fm/c while for η/s = 0.32, τhydro ≈ 3 fm/c. The time
scale of applicability can thus be quite late in the evolution depending on η/s, i.e. on the
strength of the coupling at early times.
When comparing the top and bottom graphs of Fig. 5.9, we see that the total dilep-

ton yield is higher for η/s = 0.16 than for η/s = 0.32. Indeed, if we lower the viscos-
ity, the strength of interactions between particles is larger, and the system approaches
the hydrodynamic regime faster. Energy density decreases faster in the hydrodynamic
regime than in the pre-equilibrium, as illustrated on Fig. 5.11. This fast decrease in the
hydrodynamic regime is due to the work done by the system to sustain its longitudinal
pressure while suffering from the strong longitudinal expansion. This work is larger in the
hydro regime, where the longitudinal pressure is large, than in pre-equilibrium. For fixed
charged-particle multiplicity dNch/dη, lower viscosity thus implies higher initial energy
density, and higher effective transverse temperature throughout the out-of-equilibrium
evolution. Higher temperature in turn implies larger dilepton yields. This explains the
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Figure 5.11: Illustration of the different time evolution of energy density between the hy-drodynamic regime (in purple) and the pre-equilibrium regime (in green). The fall-off issteeper in the first case because of the larger longitudinal pressure (see text). The en-ergy densities at late times are equalized for the two regimes, and we see as a conse-quence a larger energy density at t=0 in the case of hydrodynamics than in the case ofpre-equilibrium.

dependence on η/s shown in Fig. 5.9.
The hydrodynamic contribution dominates at low invariant mass. It has little sensitivity

to quark suppression, but a sizeable sensitivity to η/s. The pre-equilibrium contribution is
strongly sensitive to both η/s and quark suppression, and it dominates at high invariant
mass. If one takes into account the quark suppression, the crossing point between pre-
equilibrium and hydrodynamic emission isM ∼ 2.7GeV for η/s = 0.16 andM ∼ 2GeV

for η/s = 0.32. If one does not take into account quark suppression, these crossing points
are lowered toM ∼ 2GeV andM ∼ 1.5GeV.

One should note that quark suppression decreases the dilepton yield by a large factor
forM ≳ 3GeV. Hence, the modelling of the chemical equilibration process is crucial in
order to interpret the high-mass dilepton spectrum.
Figure 5.12 displays the total dilepton yield as a function of the collision centrality. Dif-

ferent centralities correspond to variations of the charged particle multiplicity dNch/dηand of the transverse areaA⊥, resulting in different values of (τT 3)hydro. The variation ofthe dilepton yield with centrality is stronger than that of the hadron multiplicity dNch/dη.Indeed, in the hydrodynamic regime, one expects the dilepton yield to scale typically like
the space-time volume, which is proportional to (dNch/dη)

4/3 [204]. This scaling explains
the centrality dependence at low invariant massM , since low invariant masses originate
from the hydrodynamic phase. For larger values ofM , the centrality dependence is even
stronger. The reason is that τhydro is smaller in more central collisions. Faster equilibra-
tion implies higher initial temperatures as explained above, and this enhances dilepton
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Figure 5.12: Centrality dependence of the dilepton production yields dNll/dMdY in
5.02TeV Pb–Pb collisions at forward rapidity y = 2 for shear viscosity η/s = 0.16 (withquark suppression). Different centrality classes 0-10% (black), 10-20% (red), 20-30% (blue)and 30-40% (green) show are larger at suppression of dilepton production at high invari-ant masses.

production in the pre-equilibrium phase.
5.3.3 Checking our assumptions
Let us now go through some of the assumptions we made. First, our calculation as-

sumes a simple longitudinal expansion of medium. We do not attempt a full calculation
of the evolution, like done by Strickland et al. in the anisotropic hydrodynamic frame-
work [212, 213, 214, 215]. However, with the same settings (same initial time, η/s, centrality,
pT range, hadronmultiplicity, and neglecting quark suppression), our result for dN/dMdy

has the same dependence onM , with a scaling factor between the calculations of about
1.7 (shown on Fig. 5.13). We attribute this difference to the detailed evolution simulated
in [214].
Second, we assumed in the computation of (τT 3)hydro an equation of state based on

lattice QCD, at lower temperature then the one used to define the effective tempera-
ture. This seems reasonable to us, since this value is only constant at later times. How-
ever some papers [182, 191, 208] compute this entropy density, which is then matched to
charged particle multiplicity dNch/dη, using a high temperature equation of state, which
translates into values of the νeff and S/Nch parameters different from the ones we used in
our calculation: νeff = 40 and S/Nch = 7.5. A comparison of the total dilepton yields using
different values for these parameters is shown on Fig. 5.14. We see that there is less than
a factor 1.5 between the central values of the results for these two sets of parameters, the
yield calculated with νeff = 40 being larger than the one for νeff = 32.
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2.76TeV at midrapidity, with the results of [214], with the same fixed parameters.

Third, we assumed that the temperature/energy density profile in the transverse plane
is homogeneous. This is a simplification, since the medium should be hotter at the center
of the profile and cooler on the edges, towards the freeze-out hyper-surface. In addi-
tion, realistic simulations include hot spots in the energy density profile [216, 217, 218, 219],
which are localized areas where the temperature is higher than average. These hot spots
are event-by-event fluctuations. Since more high-mass dileptons are emitted from high
temperatures, we expect that our calculation, which does not include hot spots, underes-
timates the dilepton yield for large invariant mass. In order to evaluate this effect quanti-
tatively, we have carried out a calculation in which we replace the uniform profile with a
fluctuating initial state profile. In this model, the initial energy deposition in the collision
between the two nuclei is calculated using kT-factorization [220, 221] to get the density ofgluons in the transverse plane per unit rapidity:

dNg

d2xTd2pTdy
=

g2Nc

4π5p2T(N
2
c − 1)

∫
d2kT
(2π)2

Φ1

(
x⃗T +

b⃗

2
, k⃗T

)
Φ2

(
x⃗T − b⃗

2
, p⃗T − k⃗T

)
(5.45)

for gluons with transverse momentum pT, produced per unit rapidity y, at transverseposition x⃗T . Here g is the strong coupling, Nc = 3 the number of colors, b⃗ the impact
parameter of the nucleus-nucleus collision, and Φ1/2(x⃗T , k⃗T ) the unintegrated gluon dis-tribution of nucleus 1 or 2.

The energy density at each point in the transverse plane is computed from the gluon
density:

(eτ)0 =

∫
d2pT |pT|

dNg

d2xTd2pT dy
(5.46)

The unintegrated gluon distributions are parametrized using a nucleus saturation
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Figure 5.14: Comparison of the results of our calculation for two different sets of theshear viscosity-to-entropy ratio η/s and the effective number of degrees of freedom νeff .The displayed error bars are statistical uncertainties from the used Monte Carlo integra-tion in our calculation.

scaleQs,1/2with theGolec-Biernat andWüsthoff (GBW)model [222]. With this parametriza-
tion, the initial energy density is computed [223]:

(e(x⃗T )τ)0 =
N2
c − 1

4g2Nc
√
π

Q2
s,1Q

2
s,2(

Q2
s,1 +Q2

s,2

)5/2 [2Q4
s,1 + 7Q2

s,1Q
2
s,2 + 2Q4

s,2

] (5.47)

This initial energy density is then used to compute the energy density at late times, at
different positions (x⃗T ) in the transverse plane:

(e(x⃗T )τ
4
3 )hydro ∝

(
4π
η

s

) 4
9

(
π2

30
νeff

)− 8
9

(e(x⃗T )τ)
8/9
0 (5.48)

which is then used to compute the time evolution of energy density in Eq.5.32. We
then follow the same procedure outlined above to get the dilepton spectrum, the only
difference being that the energy density, and thus temperature, now depends on trans-
verse position (x⃗T ). The nucleus saturation scale is parametrized as:

Q2
s,1/2(x, x⃗T ) = σ0T1/2(x⃗T )Q

2
s,0x

−λ(1− x)δ (5.49)
The nuclear thickness function T1/2(x⃗T ) is evaluated with a MC Glauber sampling of nu-
cleon positions inside each nucleus. Finally, σ0, Qs,0, λ and δ are tuned so that the model
fits the charged-particle multiplicity measured by ALICE for Pb–Pb collisions, in different
centrality classes [56]. An example of a resulting initial energy density profile is shown on
Fig.5.15. As this model requires an important number of parameters, we only consider
it as a way to evaluate the importance of event-by-event fluctuations in the initial energy
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Figure 5.15: Example of a transverse profile of energy density computed in the CGC-Glauber model described in [223], for a single 0 − 10% central Pb–Pb event at √sNN =
5.02TeV.

density profile. It thus provides a theoretical uncertainty for our simple dilepton spectrum
calculation using a homogeneous profile, which has dNch/dη andA⊥ as its two geometric
parameters.

As shown on Fig. 5.16, our homogeneous calculation gives similar results as the kT-Glauber model for the 0 − 10% centrality class. For other classes, starting from the 10 −
20% centrality class, there is still a good agreement for M ∼ 1GeV, but our calculation
underestimates the yield by a factor 1.5 − 2 forM = 5GeV. Indeed, the increase of the
dilepton yield for large M , due to fluctuations, is larger for more peripheral collisions.
Hence, our initial calculation with a uniform energy density profile can be viewed as a
conservative estimate at high mass.
Finally, we also compared our calculation with another work on pre-equilibrium con-

tribution to dilepton production, by Churchill et al. [224, 225], which found dilepton rates
orders of magnitude smaller.

The main difference is that they use an initial momentum distribution of gluons:

fg (t0, p) = f0θ

1−

√
p2⊥ + p2zξ

2

Qs

 (5.50)

whereQs is the saturation scale. This form is inspired by CGC theory and is used in some
kinetic descriptions for the thermalization of systems of weakly coupled gluons [226, 227].
This means that there are initially no gluons with momentum larger than ∼ 2GeV/c at
LHC energies. Highmass dileptons are produced by the annihilation of a high-momentum
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Figure 5.16: A comparison of the dilepton invariant mass yields for different central-ity classes, between the kT-Glauber model [223] and our homogeneous profile calcula-tion [203, 204], for Pb–Pb collisions at √sNN = 5.02TeV, with a fixed shear viscosity-to-entropy ratio η/s = 0.16. The displayed error bars are statistical uncertainties from theused Monte Carlo integration in our calculation.

quark and ahigh-momentumanti-quark, which are themselves producedbyhigh-momentum
gluons. In our calculation, we used results of a QCD kinetic simulation to estimate the
quark and gluon energy density, matched to our parametrization. The initial gluon distri-
bution used in this QCD kinetic calculation is of the form [205]:

fg (τ0, pT, pL) = f0g
Q0√

p2T + ξ20p
2
L

e
−

2(p2T+ξ20p
2
L)

3Q2
0 (5.51)

whereQ0 is proportional toQs and ξ0 is an initial anisotropy parameter. This parametriza-
tion has a less abrupt decrease of high-momentum partons than the one in Eq.5.50; there
are more high-momentum gluons and thus larger production of high mass dileptons.
This parametrization is motivated by similar forms which are also used in the context of
CGC, in particular in the McLerran-Venugopalan (MV) model [228, 229, 230] or the GBW
model [222], where the phase space distribution of small-x color charges is assumed to
be Gaussian. From this, we conclude that it is essential tomodel as realistically as possible
the tail of the initial gluon distribution, and that it represents a large source of uncertainty.
The last caveat of our model is the absence of higher order corrections in perturba-

tion theory. Indeed, at LO, only the quark-anti-quark annihilation process contributes to
dilepton production. However, at NLO, virtual corrections arise and an additional diagram
opens the phase space for radiation via Compton-scattering (see Fig. 5.17). We did not at-
tempt the calculation at NLO. This is a calculation which has yet to be fully undertaken in
the literature in the far-from-equilibrium case.
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Figure 5.17: Feynman diagrams of next-leading order quark-anti-quark annihilation (left)and Compton scattering (right) which contribute at NLO to dilepton production.

5.3.4 Backgrounds and their suppression

The measurement of pre-equilibrium and thermal dileptons supposes that the signal
directly emitted from the QGP can be separated from a background of radiation coming
from other sources.

As we have established, we are interested in high mass dileptons, typically withM >

1.5GeV. In this region, besides the large J/ψ peak aroundM ≃ 3.1GeV and the ψ(2S)
peak atM ≃ 3.7GeV, are semileptonic decays of heavy quark hadrons [231], and Drell-
Yan (DY) production in the initial state [232]. Indeed, at LHC energies and at large invariant
masses, Drell-Yan production is expected to become important and eventually dominate
the mass spectrum of dileptons. This type of production also comes from the quark-anti-
quark annihilation, but in this case, the quark and the anti-quark come from the initial
wave functions of two colliding nucleons, as shown on Fig. 5.19.

Since this type of dileptonproduction originates from the sameprocess as pre-equilibrium
dileptons, it is difficult to discriminate the two sources. Hence, to a first approximation,
Drell-Yan dileptons can be considered as an irreducible background for themeasurement
of pre-equilibrium dileptons, and define an upper bound on the mass below which ther-
mal and pre-equilibrium dilepton production can be isolated. DY production can be calcu-
lated in perturbative QCD using collinear factorization up to next-to-next-to-leading order
(NNLO). To establish the feasibility of the measurement of pre-equilibrium and thermal
dileptons, we estimated the DY contribution using NLO calculations. In the invariant mass
range of interest, the nPDFs used in the collinear calculation are not very well constrained
by experimental data, and the scale uncertainties (due to the variation of factorization and
renormalization scales) are very large. Weperforma calculation using the EPPSnPDFs [54]
and the Drell-Yan Turbo software [233], assuming TAA scaling of the cross section [55] in
our centrality range of interest. The Drell-Yan calculation is shown in Fig. 5.18, together
with our calculation of thermal dileptons. The shaded band corresponds to the indepen-
dent variation of the factorization and renormalization scales by a factor two. For its upper
limit, corresponding to factorization and renormalization scales equal to twice the dilep-
tonmass, we observe that the thermal production dominates the spectrum below amass
2.7GeV (3.6GeV) for η/s = 0.32 (η/s = 0.16), including quark suppression. Without quark
suppression, the thermal production dominates the yield up to masses above 5GeV.
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Figure 5.18: Dilepton production yields in the 0 − 5% most central 5.02TeV Pb–Pb col-lisions at forward rapidity y = 2 for different values of η/s, with and without quark sup-pression, compared with the Drell-Yan rate calculated at NLO with EPPS nuclear PDFs.

In addition to DY, at LHC energies, an important source of background is the combina-
torial background of the leptons produced by semileptonic decays of heavy hadrons. In-
deed, at the LHC, pairs of charm-anti-charm and beauty-anti-beauty quarks are produced
abundantly via the strong interaction (about 100 cc̄ pairs and 10 bb̄ pairs for central Pb–Pb
collisions at √sNN = 5.02TeV). Charm and beauty hadrons have a branching ratio to
semileptonic decays of about ∼ 10% [196]. This produces a large number of leptons, and
thus an even larger combinatorial background of lepton-antilepton pairs. This dilepton
source dominates over the thermal dilepton in the intermediate mass range.

However, charmandbeauty hadrons have finite lifetimes and thus finite decay lengths,
of order 50− 500µm. These decay lengths, together with finite momentum, lead to a dis-
placement of the decay vertex of the hadron with respect to the primary vertex of the
collision, where the two colliding nuclei cross in the lab frame. This is in contrast with
thermal and DY productions of dileptons, where the decay vertex of the virtual photon is
indistinguishable from the primary vertex. In addition to the displacement of these ver-
tices to the primary vertex, the displacement of the lepton with respect to the primary
vertex, i.e. the impact parameter of the lepton, can provide an additional handle to re-
ject this source of background. These observables (dilepton secondary vertex and lepton
impact parameter) are measurable with silicon vertex detectors, close to the interaction
point, similar to the MFT.

The LHCb experiment, originally dedicated to the study of heavy flavors in proton-
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Figure 5.19: Illustration of the Drell-Yan production of dileptons in hadronic colli-sions [234],

Figure 5.20: Illustration of impact parameter and secondary vertex displacement.

proton collisions, is planning a series of upgrades to be able to exploit heavy-ion colli-
sions [235]. This detector has a vertex detector getting as close as about 5 mm to the ver-
tex, and the forward geometry leads to a longitudinal boost of all particles in acceptance.
This boost dilates the displacement of secondary vertices and impact parameters, mak-
ing them more powerful variables to discriminate between different topologies. These
variables are illustrated on Fig. 5.20. I conducted fast simulation studies [236] to evalu-
ate the feasibility of the thermal dilepton measurement with this LHCb setup, to give first
estimates of the background rejection that could be achieved in this experiment.

Only the combinatorial background coming from the semileptonic decay of heavy fla-
vors was considered. The variables used for the rejection were the impact parameter of
single-track muons with respect to the primary vertex of the interaction, and the longi-
tudinal displacement of the secondary vertex produced by the considered semileptonic
decay. Cutting on this last parameter, we assumed that this secondary vertex was cor-
rectly identified, which is a strong assumption. Thus, we considered a conservative cut,
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Figure 5.21: Dilepton yields at y = 0 for different values of η/s, with and without quarksuppression, and Drell-Yan rate calculated at NLO with EPPS pdf, for Pb–Pb at √sNN =
5.02TeV (top) and Au–Au at√sNN = 200GeV (bottom).
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rejecting tracks associated with a secondary vertex longitudinally displaced by more than
three times the longitudinal vertex resolution expected for LHCb Upgrade. With these
assumptions, and varying the cutting parameter on the impact parameter, as well as the
nuclear modification factor for charm mesons RAA between 0.5 and 1, we estimated a
signal/background from 0.3 up to 1.4 for dimuons in the mass range 1 to 3GeV.
We also give estimates of dilepton yields for the ALICE experimental setup on Fig. 5.21,

at midrapidity, hence giving predictions for the completely new fully silicon-based detec-
tor at central rapidity with electron identification, employing a vertex detector with similar
performance to LHCb, which is envisioned to be built in the 2030s [237]. Finally, on the
same figure, we also provide in the calculation for central Au–Au collisions at the top col-
lision energy of the RHIC (dNch/dη ≃ 625 and A = 100 fm/c2) compared with Drell-Yan
production. We observe that quark suppression has an even larger effect than at the LHC.
We also see that Drell-Yan production tends to dominate the yield starting from a much
lower mass than at higher energy: thermal dilepton production is smaller than Drell-Yan
as soon asM exceeds 2.2GeV/c2.

5.3.5 Transverse-mass scaling of QGP dileptons
In this section and in the following one, we give an overview of other observables than

invariant mass, which could also bring valuable insights to our understanding of the pre-
equilibrium stage.
As we saw previously in Sec.5.2.1, the ideal production rate Eq.5.18 has a feature known

as transverse-mass scaling, or Mt-scaling. In this section, we study the impact of pre-
equilibrium on this property [204]. Qualitatively, there are two main early-time features
which we include in our calculation and which deviate from the ideal spectrum. The first
one is momentum anisotropy. In the local rest frame of a fluid cell, the momentum distri-
butions of quarks and gluon are "squeezed" along the longitudinal direction. This means
that large transverse momenta are favored over longitudinal momenta. This preference
is expected to breakMt-scaling: large values of pT are favored and hence, at fixed values
ofMt, smaller values of the massM will be favored. The second feature that we include
is quark suppression at early times. This is accounted for by the introduction of a quark
suppression factor, which is a multiplicative factor in our quark/anti-quark distribution
functions. Hence, it is a global suppression factor, independent of kinematics. As such,
it should preserveMt-scaling. We now further investigate these points quantitatively by
looking at our results as a function ofMt.
Figure 5.22 displays theMt spectra of dileptons in central Pb–Pb collisions (closed col-ored markers) for the two same values of η/s as in the previous sections. The different

colors correspond to different fixed values of themass. As we can see, the different colors
do not overlap with each other: at fixed values ofMt, our calculation favors smaller val-
ues of themass. This is the breaking ofMt-scaling which is due tomomentum anisotropy.
However, this breaking is a modest effect, compared to the overall suppression from the
ideal spectrum (black curve), which is due to quark suppression at early times. The de-
pendence of the dilepton yield on the parameters η/s,Mt andM is well captured by the
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Figure 5.22: Full symbols: Expected dilepton invariant yield per event in 0 − 5% centralPb–Pb collisions at√sNN = 5.02TeV, in the central rapidity window |y| < 1, as a functionof the transverse mass, for several values of the invariant massM , and two values of theshear viscosity over entropy ratio, η/s = 0.16 (top) and η/s = 0.32 (bottom). The thick lineis the McLerran-Toimela spectrum. The thin lines are the global fit of our results. Opensymbols: Dilepton yield from the Drell-Yan process. We only plot the central value of theNLO+NLL calculation.
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following formula:
dN l+l−

d4K
≃

(
dN l+l−

d4K

)
ideal

(
1 + aηsM

2
t /n

)−n√
1 + bηsM

2
(5.52)

where the first term is the ideal spectrum (given by the McLerran-Toimela expression
Eq.5.18). The parameter a quantifies the dependence of the suppression onMt. The pa-rameter b quantifies the breaking of Mt scaling due to pre-equilibrium dynamics. The
parametrization that we choose ensures that the deviations from ideal hydrodynamics
are linear in η/s in the limit η/s → 0. The parameter n specifies the dependence of pre-
equilibrium effects on the Reynolds number (see [204]). The parametrization Eq.5.52 im-
plies that the spectrum is proportional to 1/M in the limit of large η/s, thus breaking the
Mt scaling.For each setup of our calculation, i.e., with or without quark suppression taken into ac-
count, we have carried out a global fit of all our results for 1.5 < Mt < 7GeV using Eq.5.52.
Including quark suppression, the best-fit values are a = 0.61GeV−2, b = 1.6GeV−2,
n = 3.1. Without quark suppression, they are a = 0.07GeV−2, b = 2.4GeV−2, n = 1.2.
We see that the breaking ofMt scaling is larger without quark suppression, resulting in alarger value of b. The parameter a is an order of magnitude smaller without quark sup-
pression, which means that 90% of the pre-equilibrium effects on theMt spectrum come
from chemical equilibration.
The dilepton spectrum is often characterized by an effective temperature Tslope [195,200, 201], defined as the inverse slope of theMt spectrum Eq.5.53. Similarly to what we

saw in Sec.5.2.1 in the ideal case, the Tslope extracted from Eq.5.52 still solely depends on
Mt, as long as transverse flow can be neglected. In the limit of small η/s, we get:

Tslope (Mt) ≃
Mt

6 + 2aηsM
2
t

(5.53)
This inverse slope has no dependence on temperature, since we are integrating over

the whole space-time history of themedium and hence over all the temperatures that the
system achieves during its evolution. However, Eq.5.53 shows that the shear viscosity-
over-entropy ratio at early times η/s can be extracted from the inverse slope.
The last effect which breaksMt scaling is transverse flow. Indeed, for a givenMt, thetransverse boost enhances dilepton production for larger transverse momenta of the

dilepton, or, equivalently, smaller values ofM [238]. We neglected transverse flow in our
calculation, therefore we do not quantitatively estimate its effect on the breaking of Mtscaling. However, we can evaluate the robustness of our results regarding this assump-
tion. Transverse flowdevelops gradually over time andbecomes important for τ ≳ 5 fm/c.
If the fraction of the dileptons produced after 5 fm/c is small, the dilepton yield is likely
to have little sensitivity to transverse flow. We have calculated this fraction numerically
and found that it only depends onMt. It is roughly 25% forMt = 2GeV, but only 4% for
Mt = 3GeV. We conclude that forMt ≲ 2GeV, sizable corrections from transverse flow
are to be expected.
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Figure 5.23: Comparison between the dilepton yield from production in the QGP andfrom the Drell-Yan process for two fixed values of the invariant massM = 3.5GeV (top)and M = 4.5GeV (bottom). Lines: QGP production with pre-equilibrium dynamics andquark suppression taken into account, for η/s = 0.16 (upper line) and η/s = 0.32 (lowerline). Dark shaded band: Drell Yan process, with uncertainty from the parton distributionfunction. Light shaded band: uncertainty on Drell-Yan from the renormalization and fac-torization scales. Both bands are obtained by taking the envelope of the results obtainedby varying the model parameters.
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On Fig. 5.22, we again compare our results with the production of dileptons by the Drell-
Yan (DY) process using Drell-Yan Turbo [233]. Contrary to our previous DY calculation for
the invariantmass spectrum, we now employ a resummation at small transversemomen-
tum at next-to-leading logarithm (NLL) in addition to the NLO part. This is done in order
to capture the transverse momentum kt of the incoming partons more realistically. The
uncertainty on the DY spectrum is again obtained by varying the renormalization and fac-
torization scales by a factor two independently. We also take into account the uncertainty
on the parton distribution function in the EPPS parametrization [54]. The main difference
between thermal and DY dileptons is the normalization, which depends on the invariant
massM . Drell-Yan production is enhanced for larger values ofM at a givenMt, contraryto thermal production. The physical explanation is that the momentum of the incoming
partons responsible for Drell-Yan production ismostly longitudinal, so that smaller values
of the transverse momentum kt (corresponding to larger values ofM at a givenMt) arepreferred. The kinematics of thermal production is opposite: in the pre-equilibrium stage,
longitudinal momenta are typically smaller than transverse momenta due to early-time
anisotropy.
We compare both spectra in Fig. 5.23 for two values of M above the J/ψ peak, and

for two values of η/s. We see that thermal production dominates over Drell-Yan for M
up to 3.5GeV, at least for the lowest values ofMt. The precise value ofM above which
Drell-Yan dominates over thermal production depends on the value of η/s at early times.
Overall, we see that the spectrum dN/d4K depends mostly on the transverse mass

Mt. The underpopulation of quarks at early times results in a steeperMt spectrum. The
viscosity over entropy ratio, which determines the equilibration time of the QGP, can be
inferred by measuring the slope of the spectrum. The anisotropy of the momentum dis-
tribution at early times breaks transverse mass scaling, by suppressing the production of
higher invariant massesM . This is, however, a sub-leading effect compared to the overall
suppression from the ideal spectrum due to departure from chemical equilibrium.
5.3.6 Pre-equilibrium dilepton polarization
The final observable which we investigate using our calculation is the angular distribu-

tion of single leptons in the final state. To this end, we come back to the dilepton produc-
tion rate which we now express with an integrand fully differential in both the incoming
quarks and the outgoing leptons:

dN

d4xd4K
=

e4

K4
(
∑

q2f )

∫
d3p1

(2π)3(2p1)

d3p2
(2π)3(2p2)

d3p3
(2π)3(2p3)

d3p4
(2π)3(2p4)

(5.54)
f q1f

q̄
2 (2π)4δ(4)(p1 + p2 −K)δ(4) (K − p3 − p4) lµνΠ

µν (5.55)
where p1 and p2 are the 4-momenta of the incoming quarks, and p3 and p4 are the onesof the outgoing leptons. The involved squared matrix element lµνΠµν is defined as:

lµνΠ
µν = 32Nc

[
(p1.p3)(p2.p4) + (p1.p4)(p2.p3) + (p1.p2)m

2
] (5.56)

We now define the relative incoming and outgoing 4-momenta u and v as:
u = p1 − p2, v = p3 − p4 (5.57)
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These variables are illustrated on the cartoon of Fig. 5.24. The squared matrix element
can then be rewritten:

lµνΠ
µν = 4Nc

[
M4 + (u · v)2 + 2(M2 − v2)m2

] (5.58)
wherem is the leptonmass. As we did before, wemake the approximationm ≈ 0GeV/c2,
so that:

lµνΠ
µν ∼ 4NcM

4

(
1 +

(u · v)2

M4

)
(5.59)
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Figure 5.24: Illustration of the relative momentum between the incoming quarks u andthe relative momentum between the outgoing leptons v.

We see from Eq.5.59 that the squared matrix element involves the scalar product be-
tween the relative incoming momentum u⃗ and the relative outgoing momentum v⃗. From
this simple consideration, we get the expectation that the outgoing leptons will prefer to
be emitted in a plane parallel to the one of the incoming quarks. In particular, if the incom-
ing quarks belong to a plane normal to the longitudinal direction, the beamdirection, then
the outgoing leptons will be preferably emitted in a parallel plane, i.e. also normal to the
longitudinal direction. This is particularly interesting regarding the distinction between
pre-equilibrium and Drell-Yen dileptons. Indeed, as we saw in Sec.5.3, pre-equilibrium
dileptons are emitted from quarks having mainly transverse momenta in the rest frame
of a fluid cell. Hence, the emitted leptons will tend to also have mainly transverse mo-
mentum. On the other hand, the incoming quarks involved in the Drell-Yan process have
mostly longitudinal momentum, and thus, so will the outgoing leptons. In other words,
we expect in the case of pre-equilibrium emission that the production rate will be en-
hanced for transversely polarized virtual photons, while for Drell-Yan, it will be enhanced
for longitudinally polarized virtual photons.
To try to quantify this effect, we look at an observable which is commonly used in po-

larization measurement; we go to the rest frame of the emitted dilepton and consider
the angle θ between the positive lepton and the longitudinal direction, which is the beam
direction. This is illustrated on the cartoon Fig. 5.25.

In experimental physics, this is known as the measurement of cosθ∗ in the Collin-
Sopper frame [239]. In this frame, the quantization axis, i.e. the axis with respect to which
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Figure 5.25: Illustration of the polarization angle θ in the dilepton rest frame.

we measure the angular distribution of leptons, is taken as the bisector between the two
colliding beam directions. Indeed, in experimental setups, the two colliding beams are
not perfectly aligned, so that the bisector is a sort of "mean" direction for the beam. In
the ideal setup of our calculation, we assumed that the two beamswere perfectly parallel,
so that the bisector between the two colliding beams is just the longitudinal direction.

We start by considering the unintegrated production rate, dN/d4xd4K , i.e. the produc-
tion rate of a single fluid cell at a given position and at a given time. We plot this rate as
a function cos (θ). The result is shown on Fig. 5.26. For illustration, the production rate is
evaluated at y = 0 and τ = 0.2 fm/c, which is a time at which there are enough quarks
to start to significantly produce dileptons. The position of the fluid cell in the transverse
plane is not important, since we assume a transversely homogeneous system. To get an
idea of the effects of pre-equilibrium dynamics, we plot the calculated rate for different
fixed values of the anisotropy parameter ξ. As we saw in Sec.5.3, a large value of ξ cor-
responds to quark distributions which are "squeezed" along the longitudinal direction,
which is the case at early times. A value of ξ = 1 corresponds to momentum isotropy,
which is the case of the ideal spectrum, i.e. for a fully thermalized medium.

As we can see on Fig. 5.26, the angular distribution exhibits a remarkable sensitivity to
ξ, i.e. to momentum anisotropy. The thermalized case ξ = 1 corresponds to a flat line,
which means that there is no preferred direction for the emission of the single leptons.
However, for ξ ≫ 1, the distribution shows a 1− cos (θ)2 behavior, the peak at cos (θ) = 0

beingmore prominent the larger the parameter ξ is chosen to be. Hence, we see that this
observable gives direct access to the momentum anisotropy at early times in heavy-ion
collisions.
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We now integrate the production rate over the space-time history of the system, con-
sidering the same assumptions as in previous sections 5.3.1 and 5.3.5. The results for
dN/dydcos (θ) are shown on Fig. 5.27, in two different mass bins, at midrapidity for 0−5%

central Pb–Pb collisions. In this calculation, we considered η/s = 0.16. We also show a
NLO Drell-Yan calculation for comparison. We see that our expectation is confirmed by
the calculation: Drell-Yan and pre-equilibrium dileptons have opposite behaviors regard-
ing this angular distribution. The Drell-Yan distribution peaks at cos (θ) = ±1whereas the
pre-equilibrium distribution peaks at cos (θ) = 0. In addition, the magnitude of the effect
for the pre-equilibrium distribution, i.e. how much it deviates from a flat line, changes
according to the consideredmass bins. In particular, in themass bin 2.5 < M < 3GeV/c2

(Fig. 5.27, left), the magnitude of the variation of the rate in the angular spectrum is of
order∼ 16%. However, in the mass bin 4.5 < M < 5GeV/c2 the effect is of order∼ 30%.
We thus see that the magnitude of the effect is larger in the higher invariant mass bins,
i.e. M ≥ 4GeV/c2. Incidentally, it is also in this mass range that Drell-Yan emission is
expected to dominate over the pre-equilibrium emission. Hence, this angular distribu-
tion would be a good handle to disentangle the two contributions at high mass, possibly
extending the available invariant mass range to measure pre-equilibrium dileptons. In
addition, we see that the increase in magnitude of this polarization effect with mass indi-
cates that we are probingmore andmore anisotropic quark distributions. This is intuitive,
since as we saw previously, the higher themass, the earlier the production time, and thus
the more anisotropic the probed distribution is. Hence, the measurement of this observ-
able as a function of mass would provide the first direct measure of plasma anisotropy
as a function of time.
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One of the main caveats of our approach, as for the other considered observables,
is the fact that we only consider a leading-order calculation for the pre-equilibrium and
thermal contributions. At next-to-leading order (NLO), other real diagrams must be in-
cluded, namely Compton scattering and NLO quark-anti-quark annihilation, as well as
virtual corrections and interference with the LO amplitude (see Fig. 5.17). These diagrams
are included in the NLO Drell-Yan calculation [233] which we compared to our thermal
yield throughout this chapter. At LO, the incoming quarks in the Drell-Yan process are
purely longitudinal, and the additional diagrams at NLO open the phase space for radi-
ations carrying a non-vanishing transverse momentum. On Fig. 5.28, we compare the
resulting angular distributions from LO and NLO Drell-Yan calculations, in the mass bin
4 < M < 5GeV/c2. We see that the NLO contribution, which is at most a factor 2 larger
than the LO, mitigates the polarization effect, due to the additional outgoing partons in
the NLO diagrams. However, the qualitative behavior remains the same: the contribu-
tion peaks at cos (θ) = ±1. Indeed, the cosθ observable in the Collin-Sopper frame is
precisely designed to minimize the impact of transverse radiation [240]. Although this is
only a qualitative argument and the two processes have different kinematics, we consider
this comparison as an indication that our conclusions regarding this angular distribution
observable remains valid. Namely, that it would provide a handle to disentangle Drell-
Yan and pre-equilibrium emission at high mass, as well as give direct access to plasma
anisotropy as a function of time.
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5.4 Summary and outlook
Dilepton production in ultrarelativistic heavy-ion collisions provides valuable informa-

tion about the early stages of heavy-ion collisions. Indeed, the production of high-mass
dileptons occurs at earlier times and probes larger temperatures. In this chapter, we
introduced a calculation of dilepton production in such collisions, including the contribu-
tions from the pre-equilbirium stage. This stage is characterized by an under-population
of quarks with respect to gluons, and by an anisotropy of the quark and gluon distri-
butions in momentum space, favoring large transverse momenta over longitudinal mo-
menta. This calculation is based on a state-of-the-art QCD kinetics model. We found that
the yield of intermediate mass dileptons as a function of mass and as a function of trans-
verse massMt is sensitive to the chemical equilibration of the medium. In addition, the
measurement of the inverse slope of the dilepton spectrumcanprovide an estimate of the
effective viscosity (η/s) at early times, which differs from the viscosity measured through
anisotropic flowanalysis. In the context of pre-equilibrum, it is a parameterwhich controls
the time scale of applicability of hydrodynamics, known as the hydrodynamization time.
This time scale can be much shorter than the time scale of thermalization of the medium,
and thus the medium can be modeled using hydrodynamics starting at early times, typi-
cally around 1 fm/c. Moreover, the angular distribution of the single leptons which make
up pre-equilibrum and thermal dileptons is especially sensitive to the momentum space
anisotropy of quarks. We computed the distribution of the angle of leptons to the beam
direction in the rest frame of the dilepton. This distribution has opposite behaviors for
pre-equilibrum and Drell-Yan emissions. Hence, this distribution can be used as a han-
dle to disentangle the two contributions to the spectrum of dileptons at high mass. In
addition, this distribution also provides direct access to the anisotropy of the medium as
a function of time. Future heavy-ion experiments, such as LHCb U2 with dimuons and
ALICE 3 with dielectrons at the LHC, have the potential to overcome the challenges posed
by the large background from semileptonic charm and beauty hadron decays. Detailed
simulations of these detector setups and dilepton production in the intermediate mass
range are necessary for precise performance assessments and should be considered in
the design of the detectors. Finally, improvements can be made to our calculation by
considering higher-order diagrams in the dilepton production amplitude, and the com-
putation of dilepton production using a full simulation of the evolution of the medium
would provide a better space-time modeling.
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Conclusion

In this thesis, two different probes of the matter created in ultrarelatistic heavy-ion
collisions were studied: J/ψ, and thermal dileptons.

The suppression or enhancement of J/ψ production in heavy-ion collisions compared
to proton-proton collisions provides insights into theproperties of the quark-gluonplasma.
However, J/ψ can be produced either promptly or non-promptly. Measurement of non-
prompt J/ψ provides information on b-hadron production in heavy-ion collisions. The ad-
dition of the MFT detector in ALICE for Run 3 allows to extend the separation of prompt
and non-prompt J/ψ components to the forward rapidity region of the experiment. The
MFT is confronted with challenges related to random noise of the silicon pixels. The con-
trol of this noise is of prime importance to ensure the good quality of the data taking. I
implemented a workflow in the new software environment of ALICE which is able tomoni-
tor the noise level of the detector. Althoughmore detailed studies are needed to evaluate
the distribution of noisy pixels in the detector, no dramatic change over time in the global
noise level of the detector has been seen since the last year of data taking. Abnormally
large clusters, which were first seen in the pilot beam data of 2021, were found to be pro-
duced by beam physics. Although their contribution to the reconstructed tracks in the
MFT is negligible, their distribution inside the ALPIDE sensors warrants further investiga-
tion.

In addition to the performance of the standalone MFT, a crucial point of effort, in
view of the prompt-non-prompt J/ψ analysis, is to estimate the efficiency and purity of
the matching between the MFT and the Muon spectrometer. I realised first estimates
based on MC simulations and data fits, but further improved methods are currently be-
ing developed. Preliminary studies utilizing the latest data reconstruction of the 2022 AL-
ICE data demonstrated the separation of prompt and non-prompt J/ψ components in
proton-proton collisions, exploiting the vertexing performance of the MFT. Although res-
olution limitations affect the lowest transverse momentum range in the latest version
of the reconstruction, the higher transverse momentum ranges exhibit agreement with
other measurements within statistical uncertainties. The additional steps of optimization
and error estimations, which are required formore robust results and towards a full anal-
ysis, were outlined in this thesis.
The second probe of interest in this thesis, thermal dileptons, was investigated in a

phenomenology study. In particular, the impact of including contributions from the pre-
equilibrium stage was examined. Intermediate mass dileptons were found to be largely
sensitive to this early stage of heavy-ion collisions, such that their study provides valuable
insights into the earl-time properties of the QGP. In particular, the invariant and trans-
verse mass spectra of thermal dileptons including these early stages, are sensitive to the
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chemical equilibration of the medium, and their inverse slope provides insights into hy-
drodynamization time of the QGP, i.e. the time scale of the applicability of a fluid de-
scription. The high-mass end of the thermal dilepton spectrum is competing with a back-
ground contribution from the Drell-Yan process. In addition, it was found that the angular
distribution of the single leptons of the thermal dileptons offers a means to differentiate
pre-equilibrium and Drell-Yan emission contributions at high mass. Finally, these angluar
distributions in different mass ranges provide a direct measurement of the anisotropy
of the medium as a function of time. Further developments in this topic should in par-
ticular aim at the estimation of the importance of NLO corrections. Future experiments,
like LHCb U2 and ALICE 3, hold promise to carry out such challenging measurements but
necessitate detailed simulations for performance assessments and detector design.
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Appendix A

Dilepton production in thermal field
theory

A.1 Thermal field theory propagators

In this section we will start by reviewing the basic computation of Leading Order dilep-
ton production. From the Eq.5.9, we need to compute the Wightman function:

Πµν,<(K) (A.1)

where K is the 4-momentum of the virtual photon. We will compute this function at Lead-
ing Order using thermal field theory.

There are two formulations of perturbative thermal field theory: the "real time" and
"imaginary time" formalism [85]. These two formulations are equivalent, and the most
practical one depends on the observable. In the real-time formalism, we can easily extend
the calculation in thermal equilibrium to the out-of-equilibrium case. This approach is
also very useful for computing self-energies and particle production rates. We will use
this formalism in the following. The disadvantage of the real-time formalism compared
to the imaginary time is that there is an apparent doubling of the degrees of freedom of
the propagators. This means that when computing a Feynman diagram one must deal
with two types of propagators and effectively sum them to get the correct answer. This
can make the computation more cumbersome.

When computing a diagram in this formalism, we must assign a label to each vertex,
noted 1 or 2. The only rule is that two vertices connected by a propagator must have
opposite types. We then must sum all the labeling possibilities. There are four types of
propagators linking these 2 types of vertices. They are given by the following expressions
for massless fermions [241]:
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S11(P ) =
{ i

P 2 + iϵ
− (2π)δ(P 2)fq(p)

}
/P (A.2)

S12(P ) = 2π /Pδ
(
P 2
) {

−fq(p)θ
(
p0
)
+ (1− fq̄(−p)) θ

(
−p0

)} (A.3)
S21(P ) = 2π /Pδ

(
P 2
) {

(1− fq(p)) θ
(
p0
)
− fq̄(−p)θ

(
−p0

)} (A.4)
S22(P ) =

{ −i
P 2 − iϵ

− (2π)δ(P 2)fq(p)
}
/P (A.5)

P is the momentum of the propagator, and /P = Pµγµ where γµ are the Dirac matri-
ces. fq(p) and fq̄(p) are the quark and anti-quark distribution functions. It is important
to note that, although we will first consider these distributions to be in equilibrium, i.e.
Fermi-Dirac distributions, the real-time formalism also allows to replace them with far-
from-equilibrium distributions. This will enable us to extend the calculation to the pre-
equilibrium case.

A.2 Leading order calculation

K

P

P ′

K
µ ν

1

Figure A.1: Leading order diagram of the photon self-energy. It is the starting point ofthe dilepton production calculation.

Wemust compute theWightman functionΠµν,<(K), which amounts to the virutal pho-
ton self energy in Fig. A.2. As only two vertices are included in this diagram, there are
only two labeling possibilities, assigning the label 1 to the vertex of the incoming photon
and 2 to the vertex of the outgoing photon, and inversely. In the real-time formalism,
the Wightman function Πµν,< corresponds to the first ordering mentioned, and is written
Πµν12 = −Πµν,<. These two labeling possibilities are perfectly equivalent. Thus, we will only
compute the diagram where the incoming vertex is 1, and the outgoing vertex is 2. The
indices 1 and 2 correspond to the labels of the incoming and outgoing external photon
propagators of this diagram, while µ and ν correspond to the polarization indices of the
incoming and outgoing photons. Hence, wemust compute the product of a 12 propagator
(in red) and a 21 propagator (in blue).
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We note q2 :=
∑

f q
2
f the sum of the squares of active quark flavors (which in our case

will be u, d and s). The Wightman function is given by the integral of the momentum loop
in the diagram with these two propagators:

Πµν12 = Nc

∫
d3p

(2π)32p0

∫
d3p′

(2π)32p′0
(2π)4δ

(
K + P − P ′)Tr [γµS12 (P ′) γνS21(P )] (A.6)

= Nc

∫
d3p

(2π)32p0
Tr [γµS12(P +K)γνS21(P )] (A.7)

= (2π)2Nc

∫
d3p

(2π)32p0
{
−fq(p + k)θ

(
p0 + k0

)
+ (1− fq̄(−p− k)) θ

(
−p0 − k0

)}
(A.8)

×
{
(1− fq(p)) θ

(
p0
)
− fq̄(−p)θ

(
−p0

)}
δ
(
P 2
)
δ
(
[P +K]2

)
Tr
[
γµ(/P + /K)γν /P

]
.(A.9)

where p and p′ are the momentum of the blue and red propagators respectively. Nc isthe number of colors, i.e. Nc = 3, p0 is the energy of the blue propagator, and θ is theHeaviside step function. We now compute the trace of the considered propagators:

Tr
[
γµ(/P + /K)γν /P

]
= (P +K)αPβ Tr

[
γµγαγνγβ

] (A.10)
= 4(P +K)αPβ

[
gνβgµα − gαβgµν + gµβgαν

] (A.11)
= 4 [2PµP ν +KµP ν +KνPµ − P · (P +K)gµν ] (A.12)

Therefore we find:

Πµν12 =16π2Nc

∫
d3p

(2π)32p0
{
−fq(p + k)θ

(
p0 + k0

)
+ (1− fq̄(−p− k)) θ

(
−p0 − k0

)}
(A.13)

×
{
(1− fq(p)) θ

(
p0
)
− fq̄(−p)θ

(
−p0

)}
δ
(
P 2
)
δ
(
[P +K]2

) (A.14)
× [2PµP ν +KµP ν +KνPµ − P · (P +K)gµν ] (A.15)

As shown in Eq.5.9, we will in the end be interested only in the Lorentz contracted
quantity Πµ,<µ . Contracting the Lorentz indices yields :

[2PµP ν +KµP ν +KνPµ − P · (P +K)gµν ] =
[
2P 2 + 2P ·K − 4P 2 − 4P ·K

] (A.16)
= −2

[
P 2 + P ·K

] (A.17)
And hence :

Πµ12 µ = −32π2Nc

∫
d3p

(2π)32p0
{
−fq(p + k)θ

(
p0 + k0

)
+ (1− fq̄(−p− k)) θ

(
−p0 − k0

)}
(A.18)

×
{
(1− fq(p)) θ

(
p0
)
− fq̄(−p)θ

(
−p0

)}
δ
(
P 2
)
δ
(
[P +K]2

) [
P 2 + P ·K

]
(A.19)
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As we are considering dilepton production, the photon must be virtual, and thusK2 ̸=
0. Furthermore, the δ (P 2

) factor states that the quarks are on-shell and thereforeP 2 = 0.
Developing the second delta function, δ ([P +K]2

), we find:
(P +K)2 = P 2 +K2 + 2P ·K = K2 + 2P ·K =

(
k0
)2 − k2 + 2p0k0 − 2pk cos θpk.

where k0 is the energy of the virtual photon, and θpk is the angle between the photon
momentum and the quark with momentum p. Thus:

δ
(
[P +K]2

)
= δ

((
k0
)2 − k2 + 2p0k0 − 2pk cos θpk

)
= δ

(
2pk cos θpk −

(
k0
)2

+ k2 − 2p0k0
)

(A.20)
= δ

(
2pk cos θpk −

(
k0
)2

+ k2 − 2p0k0
) (A.21)

=
1

2pk
δ

(
cos θpk −

(
k0
)2

+ 2p0k0 − k2

2pk

)
(A.22)

We now note that dilepton production is only possible when k0− k > 0 and k0+ k > 0.
This corresponds to positive invariant mass and positive energy of the virtual photon. We
now confront these conditions with the constraints of the delta function in Eq.A.22.
According to θ functions in the second line of Eq.A.18 and the δ (P 2

) factor, we must
either have p0 = p > 0 or p0 = −p < 0. The constraint in Eq.A.22 can be rewritten:

−2pk < (k0)2 − k2 + 2p0k0 < 2pk

If we assume that p0 = p > 0, then we can write:
(k0)2 − k2 + 2pk0 < 2pk =⇒ −(k − k0)(k + k0) < 2p(k − k0)

We have the condition k0 − k > 0. Thus:
−(k + k0) > 2p > 0

Consequently, k0 + k < 0, which violates the second condition needed for dilepton pro-
duction. We see that if p0 = p > 0, then the two required conditions cannot be satisfied
simultaneously. We thus deduce that p0 = −p < 0.
Next, we see from the θ functions in the first line of Eq.A.18, that we must either have

p0 < −k0 or −k0 < p0. We assume that p0 < −k0. We can write:
2p0k < (k0)2 − k2 + 2p0k0 =⇒ 2p0(k − k0) < (k0 − k)(k0 + k)

We have the condition k0 − k > 0. Thus:
−2p0 < (k0 + k) =⇒ 2k0 < (k0 + k) =⇒ k0 − k < 0

This violates the condition for dilepton production: k0 − k > 0. Thus, we must have
−k0 < p0 < 0.
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We can now remove the unneeded θ functions in Eq.A.18, and restrict the integration
over the momentum p over the range k0−k

2 < p < k0+k
2 , given by the established con-

traints.
Πµ12 =− 32π2Nc

∫
d3p

(2π)32p0
δ
(
P 2
)
δ
(
[P +K]2

)
[P ·K]fq(p + k)θ

(
p0 + k0

)
fq̄(−p)θ

(
−p0

)
(A.23)

=− 32π2Nc

∫ 0

−k0

dp0

(2π)4

∫
p

1

2p
δ
(
p0 + p

) 1

2pk
δ

(
cos θpk −

(
k0
)2

+ 2p0k0 − k2

2pk

)
(A.24)

×
[
p0k0 − p · k

]
fq(p + k)fq̄(−p)θ

(
k− < p < k+

) (A.25)
=− Nc

2π2k

∫
d3p

1

p2
δ

(
cos θpk −

(
k0
)2 − 2pk0 − k2

2pk

)
θ
(
k− < p < k+

) (A.26)
×
[
−pk0 − pk cos θpk

]
fq(p + k)fq̄(−p) (A.27)

=
NcK

2

4π2k

∫
d3p

1

p2
δ

(
cos θpk −

(
k0
)2 − 2pk0 − k2

2pk

)
fq(p + k)fq̄(−p)θ

(
k− < p < k+

)
(A.28)

where we used
pk0 + pk cos θpk = pk0 + pk

(
k0
)2 − 2pk0 − k2

2pk
= pk0 +

1

2

[(
k0
)2 − k2

]
− pk0 =

1

2
K2

Finally, we get:
Π<µµ = −NcK

2

4π2k

∫
d3p

1

p2
δ

(
cos θpk −

(
k0
)2 − 2pk0 − k2

2pk

)
fq(p+k)fq̄(−p)θ

(
k− < p < k+

)
.

(A.29)
This last expression is the general equation of virtual photon decay into dilepton.
We now compute the leptonic tensor Lµν(K). It describes the production of the lepton

pair with invariant massK from the virtual photon
Lµν(K) =

∫
d2p1

(2π)32E1

∫
d2p2

(2π)32E2
(2π)4δ (K − P1 − P2) l

µν (P1, P2)

with lµν (P1, P2) being the matrix element squared averaged over spins
lµν (P1, P2) =

∑
s1,s2

ūs1 (p1) γ
µvs2 (p2) v̄s2 (p2) γ

νus1 (p1)

= 4
[
P ν1 P

µε
2 + P ν2 P

µ
1 −

(
P1 · P2 +m2

)
gµν
]
.

such that
Lµν(K) =

1

6π

(
1 +

2m2

K2

)(
1− 4m2

K2

)1/2

θ
(
K2 − 4m2

) (
KµKν −K2gµµ

)
Since the vector current jµ is conserved, i.e. ∂µjµ = 0, the current-current correlator is
transverse QµQνΠµν,<(K) = 0, and only the second factor in the leptonic tensor con-
tributes. Hence we get :

dN l+l−

d4xd4K
= − α2

em

6π3K2

(
1 +

2m2

K2

)(
1− 4m2

K2

)1/2

︸ ︷︷ ︸
=L(K)

∑
f

q2fΠ
µ,<
µ (K) (A.30)

195



Form equal to the muon massmµ = 106MeV/c2 and invariant masses larger thanM >

1GeV/c2, the leptonic phase space factor is close to unity to good approximation.
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Appendix B

Why is the ideal dilepton production
rate thermal?

As we saw in Eq.5.13, the ideal dilepton production rate can be written:
dN l+l−

d4xd4K
=
Ncα

2

12π4

∑
f

q2f
F (k)

exp (k0/T )− 1
, (B.1)

We see that a Bose-Einstein factor appears in this expression. The reason for this weight
may not be directly obvious since, in a QGP at thermal equuilibrium, although the quarks
and gluons are in equilibrium, the electromagnetic radiation is not. This can be under-
stood in two alternative pictures:
1) First, this can be seen on dimensional grounds. The rate expression can be expressed

as
dN l+l−

d4xd4K
=

∫
d3p1

(2π)32p1

d3p2
(2π)32p2

fq (x,p1) fq̄ (x,p2) |A|2(2π)4δ(4) (P1 + P2 −K) (B.2)
where A is the Lorentz-invariant amplitude of the process, which is not modified by the
thermal medium, at leading order in perturbation theory. Assuming local thermal equi-
librium andM ≫ T , the distribution of quarks and antiquarks can be considered to fol-
low Boltzmann statistics to a good approximation: fq(x,p) = fq̄(x,p) = exp(−p/T ). The
product of the quark and antiquark distributions yields fq (x,p1) fq̃ (x,p2) = exp (−k0/T (x)),where k0 is the energy of the virtual photon. We can then move this statistical factor out
of the integration:

dN ll
−l−

d4xd4K
= e−k

0/T (x)

∫
d3p1

(2π)32p1

d3p2
(2π)32p2

|A|2(2π)4δ(4) (P1 + P2 −K)

The pre-factor on the right-hand side is the Boltzmann factor corresponding to the
dilepton. The rest of the integral must be a Lorentz scalar and has the dimension of en-
ergy. The only Lorentz invariant scale is the invariant massM of the dilepton, hence the
integral can only depend onM . This integral must thus be constant. Hence, we see the
statistical factor naturally arising from the product of the distribution of the quark and
the antiquark, and from energy conservation.

dN l+l−

d4xd4K
= C exp

(
− k0
T (x)

)
,
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2) From the thermal field theory point of view, this thermal behavior is a direct conse-
quence of the Kubo-Martin-Schwinger (KMS) condition [242]. This condition states that
in equilibrium one can relate the different Wightman functions by simple relations. The
time-ordered and anti-time-ordered Wightman functions can be related to each other via
[85][241]:

Π>(t) = Π<(t+ iβ) (B.3)
In momentum space, the above relations take a particularly useful form:

Π>(ω) ≡
∫
dteiωtD>(t) = eβωΠ<(ω) (B.4)

In addition, the imaginary part of the retarded current-current correlator (Eq.5.6) can
be expressed in terms of these Wightman functions [85]:

ImΠEM ∝ Π> −Π< (B.5)
Π>(k) can be understood as a decay rate, the rate at which particles leave the initial phase
space. On the other hand,Π<(k) can be viewed as describing the creation rate. This is the
reason for the appearance of thisWightman function in the expression for the production
rate Eq.5.9. In vacuum (i.e. T = 0), one must have Π<(k) = 0. However, in a thermally
equilibrated medium, the KMS condition Eq.B.3 gives us the relation Π>(k) = eβk0Π<(k),
and hence ImΠEM (k) ∝ −Π<(k)(1 − eβk0). It is ImΠEM which has the simple scaling
ImΠEM (k) ∝ M2 in the IMR. However, ImΠEM contains both annihilation and creation
rates, instead of only the creation rate. The statistical Bose-Einstein factor simply corrects
that.
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Appendix C

Résumé en français

Chapitre 1: Introduction
La nature comporte quatre forces fondamentales, qui sont la gravitation, l’électro-magnétisme,

l’interaction faible et l’interaction forte. Cette dernière est responsable de la cohésion in-
terne des noyaux atomiques. Dans le modèle standard de la physique des particules,
l’interaction forte agit sur des particules appelées quarks et gluons. Elle possède une pro-
priété nommée la liberté asymptotique : son intensité, que l’on appelle couplage et note
αs, devient de plus en plus petite àmesure que la distance devient grande ou que l’énergie
du processus devient petite, et inversement. Il s’agit d’une propriété remarquable, pro-
pre à l’interaction forte. Une autre de ses propriétés est le confinement de couleur. En
effet, les quarks, porteurs de charges de couleur, ne sont pas observés dans la nature
de manière isolée, mais dans des objets composites neutres en charge couleur. On ap-
pelle ces particules composites des hadrons (comme le proton, le pion, ...). La matière
qui compose l’essentiel de l’univers est faite de hadrons. Cependant, dans des accéléra-
teurs de particules comme le LHC, dans ce que l’on appelle des collisions d’ions lourds
ultra-relativistes, l’environnement créé peut atteindre des températures si élevées que
l’interaction entre les quarks devient trop faible pour qu’un état confiné de la matière
puisse exister. On assiste alors à une transition vers un état déconfiné où les quarks et
les gluons peuvent se propager. On appelle cet état de la matière le plasma de quarks et
de gluons (PQG).
Dans ces collisions d’ions lourds, l’évolution duPQG suit plusieurs étapes : aux premiers

instants ont lieu des processus "durs". À ce stade, l’état de la matière est très éloigné
de l’équilibre thermodynamique. Puis vient une phase nommée pré-équilibre, au cours
de laquelle le milieu approche un état proche de l’équilibre thermodynamique. Le com-
portement du PQG peut alors être remarquablement décrit par la mécanique des fluides.
Il s’agit du fluide ayant la plus petite viscosité jamais mesurée. Ensuite, la température
décroît, et après un temps d’environ 10 fm/c, les quarks et les gluons redeviennent con-
finés dans des hadrons sans couleur, ce que l’on nomme l’hadronisation. Du fait de cette
courte durée de vie, des observables doivent être judicieusement choisies pour étudier
l’évolution du PQG créé dans ces collisions. L’une d’entre elles, dont nous parlerons dans
le chapitre 5, est les dileptons thermiques. Une autre est le charmonium. Il s’agit d’états
liés de quarks et d’antiquarks lourds appelés des quarks charm (notés cc̄). Du fait de cette
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masse importante, ces particules ne sont créées que lors des processus durs aux pre-
miers instants de la collision d’ions lourds. De plus, leur durée de vie est suffisamment
longue pour qu’elles puissent se propager avant la disparition du PQG et donc interagir
avec ce dernier. Ces interactions peuvent briser la liaison entre les deux quarks, et pro-
duire une suppression de la production du charmonium, comparé aux collisions entre
protons. Cependant, si l’énergie de collision est suffisamment importante pour créer une
grande population de quarks charm lors des processus durs, un phénomène de régénéra-
tion peut intervenir, où un quark charm provenant d’un charmonium qui a été dissocié,
s’approche suffisamment dans l’espace des phases d’un antiquark charm provenant de
la dissociation d’un autre charmonium, et ainsi forme un nouvel état lié. Cela fut observé
en comparant la production de charmonium au LHC (à 5 TeV) par rapport au RHIC (à
200 GeV). Deux visions concurrentes s’attachent à modéliser ces mécanismes : le mod-
èle d’hadronisation statistique et les modèles de transport. Dans la première vision, tous
les états liés sont dissociés dans le PQG, y compris les charmonia, et la formation des
états liés ne se produit que lors de la phase d’hadronisation. Dans la seconde approche,
il y a une dissociation et une formation continuelle de charmonia dans le PQG. La dis-
crimination du modèle le plus à même de décrire les données procurerait une avancée
importante dans la compréhension du PQG.
Un état de charmonium abondamment produit dans les collisions est le J/ψ. Il pos-

sède une haute probabilité de se désintégrer en une paire de leptons, électron-positon
ou muon-antimuon. Cependant, plusieurs processus peuvent aboutir à la production de
cet état. La paire cc̄ peut être produite au début de la collision, puis s’hadroniser en J/ψ
(ou un état excité). On parle alors de J/ψ prompt, car l’endroit où l’on reconstruit le vertex
de désintégration de ce J/ψ coïncide avec le point de collision des deux ions lourds, que
l’on nomme vertex primaire. Une autre source sont les J/ψ dits non-prompts, qui provi-
ennent de la désintégration faible de hadrons qui contiennent un quark beauty (on parle
de hadron b). Ces hadrons b possèdent une grande durée de vie (∼ 10−12s), si bien que
leur vertex de désintégration, et donc celui des J/ψ non-prompts produits, est reconstruit
comme déplacé dans l’espace par rapport au vertex primaire de la collision. Les études
des J/ψ prompt et non-prompt dans les collisions d’ions lourds revêtent chacune un in-
térêt, la première car elle permet d’étudier les effets de dissociation et régénération des
charmonia dans les collisions d’ions lourds, et la seconde car elle permet d’étudier la pro-
duction de quarks beauty dans ces collisions. Dans le chapitre 4, une analyse préliminaire
de la séparation prompt-non-prompt utilisant des données de collisions proton-proton
récoltées par l’expérience ALICE en 2022.

Chapitre 2: Dispositif expérimental
Le Large Hadron Collider (LHC) est situé au CERN, proche de la frontière franco-suisse.

Il s’agit d’un accélérateur circulaire permettant d’accélérer puis de faire entrer en collision
des hadrons tels que des protons ou des noyaux d’ions lourds, typiquement du plomb.
Un complexe d’accélérateurs accélère ces hadrons et les injecte dans deux anneaux du
LHC (mesurant 27 km de circonférence), en sens opposés. Cela constitue ce qu’on appelle
des faisceaux de particules, collimatés par des aimants et accélérés par des cavités radio-
fréquences. Les deux faisceaux circulant en sens opposés se croisent à quatre endroits
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sur la circonférence de l’accélérateur, nommés des points d’interaction. Quatre expéri-
ences distinctes sont construites et récoltent des données autour de ces points : ATLAS,
CMS, LHCb et ALICE.

Alors que des expériences commeCMS et ATLAS sont plus généralistes, ALICE (A Large
Ion Collider Experiment) est dédiée à l’étude des collisions d’ions lourds et du PQG. Elle
est composée de plusieurs sous-détecteurs, séparés en deux catégories : le baril central
qui couvre une région de l’espace à mi-rapidité autour du point d’interaction, et le spec-
tromètre à muons, qui couvre une région vers l’avant. Dans le baril central, on retrouve
des détecteurs comme l’ITS, qui reconstruit les vertex primaires des collisions, la TPC, un
détecteur gazeux permettant de trajectographier les particules chargées qui le traversent
et de les identifier, ou encore le TOF qui possède une bonne résolution temporelle. Ces
détecteurs sont plongés dans un champ magnétique solénoïdal permettant de mesurer
l’impulsion des particules chargées. Dans la région vers l’avant, le spectromètre à muons
filtre les particules incidentes avec un absorbeur hadronique, afin de laisser passer prin-
cipalement des muons. Ensuite, cinq chambres de trajectographie plongées dans un
champ magnétique dipolaire permettent de mesurer l’impulsion des particules, suivie
de deux chambres d’identification. L’un des facteurs limitants de ce spectromètre est
l’absorbeur hadronique, placé entre le point d’interaction et les chambres à muons. En
effet, les muons traversant cet absorbeur subissent des diffusions coulombiennes multi-
ples ainsi que des pertes d’énergie. Ceci empèche le spectromètre seul de reconstruire
des vertex secondaires de désintégration de particules telles que le J/ψ. Cette capac-
ité est désormais apportée par le MFT, dont des détails sont donnés dans le chapitre
3. De 2018 à 2021, le LHC était arrêté et l’expérience ALICE a pu être améliorée, en vue
de la troisième prise de données du LHC appelée Run 3. Ces améliorations permettent
notamment à ALICE de faire l’acquisition des données de manière continue, au lieu de
déclencher l’acquisition par des triggers physiques comme lors de Runs 1 et 2. De plus, un
nouvel environnement logiciel, O2, a été conçu pour permettre de reconstruire les don-
nées de manière synchrone avec la prise de données elle-même, ainsi qu’ultérieurement
après des procédures de calibration. Lors de ces phases de reconstruction, le flux de don-
nées continu est segmenté par chaque détecteur en blocs temporels appelés Readout
Frames (ROF). La taille de ces ROF varie pour les différents détecteurs en fonction de leur
résolution temporelle. Ce mode d’acquisition en continu permet de récolter une statis-
tique bien plus importante que lors des précédentes prises de données et ainsi d’étudier
des processus rares comme la production de saveur lourde ouverte, ou encore des réso-
nances de basse masse.

Chapitre 3: Reconstruction de muons avec le Muon
Forward Tracker
Le Muon Forward Tracker (MFT) est un détecteur installé en 2021 dans l’expérience AL-

ICE, ayant pour but de fournir au spectromètre Muon une capacité de résolution spatiale
au niveau du point d’interaction. Ce nouveau détecteur permet d’élargir le champ des
observables physiques accessibles dans la région de rapidité à l’avant d’ALICE. En effet,
la capacité de vertexing du MFT permet la séparation des contributions prompt et non-
prompt de la production inclusive de J/ψ. De plus, l’ajout des plans de détection du MFT

201



permet d’améliorer la résolution en masse invariante des résonances de basse masse
telles que le ω ou le Φ. Finalement, le Bc constitue un cas de physique très intéressant
pour le MFT, puisqu’il s’agit d’une particule pour laquelle les effets de régénération dans
les collisions à haute énergie devraient être extrêmement importants. La mesure de ces
observables sera accessible jusqu’à basse impulsion transverse (pT), puisque dans la ré-gion de rapidité à l’avant, toutes les particules détectées subissent un boost de Lorentz
dans la direction du faisceau (longitudinale). De plus, ce boost longitudinal produit une di-
latation des longueurs, notamment de la distance de désintégration des particules telles
que les hadrons b. Cela permet donc une séparation plus claire entre les vertex primaires
et secondaires.
Le MFT est un détecteur basé sur une technologie silicium, c’est-à-dire utilisant des

puces de semi-conducteurs. Les puces du MFT sont composées d’une matrice de pix-
els. Chacun contient une diode de collecte de charge, permettant de détecter le pas-
sage d’une particule chargée, ainsi qu’une électronique permettant d’enregistrer seule-
ment les signaux dépassant un certain seuil de charge. Les puces sont agencées sur des
plaques appelées des échelles, qui sont elles-mêmes regroupées pour former des demi-
faces de disque. Ainsi, un disque est composé de deux moitiés, une moitié supérieure
et une moitié inférieure, se positionnant au-dessus et en dessous du tube du faisceau.
Chaque demi-disque est composé d’une face avant et d’une face arrière. Le MFT, qui est
situé à environ 50 cm du point d’interaction, est constitué d’un total de 5 disques. Lors de
la reconstruction, les données brutes issues du MFT. Ensuite, vient l’étape de clusterisa-
tion qui consiste à regrouper des hits de pixels contigus afin de reconstituer les "tâches",
appelées clusters, laissées par le passage d’une particule chargée. Ensuite, vient l’étape
de trajectographie, où des clusters reconstruits sur différents plans sont associés pour
reformer le chemin laissé par une particule chargée à travers le détecteur.
Les pixels silicium des ALPIDEs subissent un bruit fluctuant, qui peut générer un "faux"

signal. Il est donc primordial de contrôler le niveau de bruit du détecteur. Pour cela,
j’ai développé un outil permettant d’effectuer un scan de bruit. Ces scans permettent
d’enregistrer dans une base de données une liste des pixels ayant un bruit au-delà d’un
certain seuil. Cette liste est ensuite utilisée lors de la reconstruction pourmasquer les pix-
els bruyants. Une contribution au bruit lors de ces scans peut néanmoins provenir des
rayons cosmiques. Il est donc important de choisir judicieusement le seuil de bruit à ap-
pliquer. Depuis le début des collisions proton-proton du Run 3 en juin 2022, le niveau
de bruit total du détecteur n’a que peu évolué. En effet, si le nombre total de pixels
bruyants peut significativement varier, le nombre de pixels les plus bruyants reste rel-
ativement stable, avec une variation enregistrée maximale de l’ordre de 12%. Même si
des études détaillées sur la répartition du bruit à l’intérieur du détecteur sont encore à
développer, les fluctuations de bruit ne semblent pas rédhibitoires pour la reconstruction
des tracesMFT.Mon travail a également porté sur l’étude des clusters de tailles anormale-
ment élevées (supérieures à 20 pixels), observés lors du faisceau pilote proton-proton
d’octobre 2021. L’étude de leur distribution a permis de déterminer qu’ils provenaient
de l’activité physique du faisceau du LHC. En effet, le nombre de ces grands clusters est
corrélé avec l’intensité du faisceau. De plus, la densité spatiale de grands clusters dans
les plans de détection du MFT diminue avec la distance radiale au tube du faisceau. Ces
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observations confirment l’origine physique de la production de ces grands clusters liée à
l’activité du faisceau. En revanche, une distribution non-uniforme de ces clusters a égale-
ment été observée à l’intérieur de chaque puce ALPIDE, et leur origine reste à déterminer.
Un aspect essentiel de l’étude des muons avec le MFT est l’appariement des traces re-

construites dans leMFT avec celles reconstruites dans le spectromètreMuon. Cela signifie
associer une trace MFT et une trace Muon laissées par la même particule chargée ayant
traversé les deux détecteurs. Cet appariement est appelé le "matching" entre le MFT et
le spectromètre Muon. L’algorithme actuellement utilisé pour ce matching dans les col-
lisions proton-proton est un algorithme dit du χ2, où toutes les combinaisons de traces
MFT et Muon compatibles en temps sont essayées, et un score de χ2 est calculé pour
chaque combinaison. Celui-ci est calculé en utilisant la différence des paramètres des
traces MFT et Muon. Une coupure sélectionnant la combinaison avec le meilleur χ2 est
ensuite appliquée. Cependant, il est possible que cet algorithme sélectionne la mauvaise
combinaison. On appelle ce cas des faux matches. Ainsi, le critère de sélection sur le χ2

doit être choisi de sorte à minimiser la contamination de faux matches, i.e. maximiser
la pureté, tout en conservant le plus de matches corrects, i.e. maximiser l’efficacité. Une
première optimisation a été effectuée en utilisant des simulations Monte Carlo pour es-
timer la forme de la distribution en χ2 des faux matches et des matches corrects. Cela
permet d’avoir une première estimation de la pureté et de l’efficacité de l’échantillon après
la sélection en χ2. Cette méthode a permis de déterminer qu’une sélection de χ2 < 40

était raisonnable. Cependant, cette méthode reste basée sur des simulations dont la
qualité n’est pas assurée. Des méthodes plus robustes sont en cours de développement.
De plus, si l’algorithme du χ2 peut convenir pour la reconstruction des données proton-
proton, ses performances sont trop faibles pour permettre son application aux données
des collisions Pb–Pb. Des méthodes de matching basées sur le Machine Learning sont
actuellement en développement pour ce type de données.

Chapitre 4: Analyse préliminaire de la séparation en-
tre les J/ψ prompts et non-prompts.
Dans ce chapitre, une étude préliminaire de la séparation entre les J/ψ prompt et non-

prompt dans les collisions proton-proton est présentée. Cette séparation se base sur une
variable appelée longueur de désintégration pseudo-propre des J/ψ et notée ℓJ/ψ. C’estune approximation de la longueur de désintégration de la potentielle particule mère du
J/ψ considéré. Ainsi, cette variable vaut ℓJ/ψ = 0 dans le cas des J/ψ prompts (avec une
résolution infiniment petite), puisque le J/ψ provient directement du vertex primaire.
Dans le cas des J/ψ non-prompt, cette variable est une approximation de la longueur
de désintégration des hadrons b. Ainsi, les J/ψ prompts peuvent être distingués des J/ψ
non-prompt en examinant la valeur de ce paramètre. Pour réaliser cette étude, un échan-
tillon des données récoltées lors des collisions proton-proton de 2022 a été utilisé. À partir
de ces données, les muons reconstruits sont associés aux vertex primaires dont ils sont
censés provenir. Cette association est basée sur un horodatage des traces muons et des
vertex. Une fois cette association réalisée, des paires de combinaisons muon-anti-muon
sont effectuées, vertex par vertex. Ces paires forment des candidats J/ψ provenant du
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canal J/ψ −→ µ+µ−. L’association entre les tracesmuons et le vertex primaire est décisif,
car si elle estmauvaise alors la variable ℓJ/ψ n’est pas une approximationde la longueur de
désintégration des particules mères. J’ai développé un outil permettant d’effectuer cette
association, basé sur le temps des traces et des vertex. Dans cet outil, des plages tem-
porelles sont associées à chaque vertex et à chaque trace. La largeur de ces plages prend
en compte les résolutions temporelles des détecteurs, ainsi qu’unemarge de sécurité qui
peut être paramétrisée par l’utilisateur. Une fois l’association entre lesmuons et les vertex
primaires réalisée, et les paires de muons construites, il faut reconstruire les vertex sec-
ondaires formés par la désintégration des J/ψ et permettant de calculer la variable ℓJ/ψ.Ces vertex secondaires sont estimés en propageant les traces muons de chaque paire
jusqu’au point minimisant la distance entre les deux traces. Plusieurs critères de qualité
sont appliqués aussi bien sur les traces muons simples que sur les paires de muons, les
vertex secondaires et les vertex primaires. Ces sélections permettent de limiter la con-
tamination de l’échantillon par du bruit et de s’assurer de la bonne qualité des traces et
des vertex reconstruits.

Le signal doit ensuite être extrait de l’échantillon de données en utilisant une méthode
statistique de fit bidimensionnel. Pour cela, deux variables sont examinées : la masse
invarianteM des candidats J/ψ et la longueur de désintégration pseudo-propre ℓJ/ψ. Lamasse invariante M permet de séparer parmi les candidats ceux provenant bel et bien
d’un signal J/ψ du bruit de fond combinatoire constitué d’autres muons produits dans
la collision. La variable ℓJ/ψ permet de discriminer parmi le signal J/ψ les composantes
prompt et non-prompt. Dans ce fit bidimensionnel, une densité de probabilité en deux di-
mensions est fittée aux données. Cette densité de probabilité totale est composée d’une
fonction décrivant le bruit de fond, d’une composante décrivant le signal prompt et d’une
composante décrivant le signal non-prompt. Avant que le fit bidimensionnel lui-même
puisse être réalisé, plusieurs paramètres doivent être fixés au préalable. Tout d’abord,
les paramètres des fonctions décrivant le signal et le bruit de fond dans le spectre de
masse invariante sont fixés par un fit en une dimension sur la masse. Ensuite, la réso-
lution du MFT en ℓJ/ψ doit être estimée. Pour cela, on utilise une méthode statistique
appelée sP lot qui, à partir du fit en masse invariante réalisé, permet de séparer le sig-
nal et du bruit de fond dans la distribution en ℓJ/ψ. Une fonction est fittée à la partie
gauche de cette distribution de signal. En effet, cette partie est dominée par la com-
posante prompt du signal, tandis que la composante non-prompt réside principalement
dans la partie droite de la distribution. La distribution en ℓJ/ψ du signal prompt permet
d’estimer la résolution du détecteur. Ensuite, toujours en utilisant la méthode sP lot, la
distribution en ℓJ/ψ du bruit de fond est sélectionnée, puis elle est fittée avec une nou-
velle fonction. Enfin, toutes ces composantes sont réunies dans la densité de probabilité
totale : les paramètres de la composante bruit de fond ont été fixés par les fits surM et
ℓJ/ψ , la composante du signal prompt est un pic représentant la résolution du détecteur,
et la composante non-prompt est une fonction exponentielle convoluée à la fonction de
résolution, dont l’unique paramètre est initialisé en utilisant une valeur extraite de simu-
lations. On peut alors réaliser le fit bidimensionnel où seule la fraction de la composante
non-prompt fB du signal ainsi que le paramètre de l’exponentielle de cette même com-
posante sont libres. Les résultats obtenus sont encourageants, puisque la fraction fB est
en accord avec de précédentes mesures par LHCb dans les régions à haute impulsion
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transverse. En revanche, à plus basse impulsion transverse, la résolution est trop grande
pour permettre une extraction robuste de cette fraction. Les causes de cette dégradation
sont encore en étude. Enfin, pour aboutir à un résultat final, il faudrait corriger la frac-
tion fB extraite pour tenir compte de la différence d’efficacité et d’acceptance entre les
composantes prompt et non-prompt du signal. De plus, les incertitudes systématiques
liées aux fits réalisés restent à évaluer. Néanmoins, ces résultats préliminaires vont dans
la bonne direction et ouvrent la voie à une analyse complète dans les collisions Pb–Pb.

Chapitre 5: Sonder les premiers instants du PQGavec
les dileptons thermiques
Ce dernier chapitre est consacré à une étude phénoménologique réalisée en collabora-

tion avec Jean-Yves Ollitraul de l’Institut de Physique Théorique du CEA, Sören Schlichting
et Xiaojian Du de l’université de Bielefeld, et Michael Winn du département de physique
nucléaire du CEA. L’objet de cette étude est les dileptons thermiques, qui sont des paires
d’électrons-positrons ou demuons-anti-muons, émis par le PQG sous la forme d’une radi-
ation thermique. Nous avons cherché à déterminer dans quelle mesure leur étude dans
les collisions d’ions lourds peut fournir des informations sur les premiers instants du PQG.
En effet, le système créé immédiatement après la collision est très éloigné de l’équilibre
thermodynamique. On sait cependant que plus tard, le PQG est remarquablement décrit
par les équations de la mécanique des fluides. Cette phase de connexion est nommée
le pré-équilibre. Plusieurs développements théoriques récents donnent une description
effective de cette phase. Ces approches reposent en général sur une hypothèse quant à
la valeur du couplage de l’interaction forte αs lors de cette phase. Certaines approchessupposent un couplage faible qui permet de décrire le pré-équilibre en employant une
théorie cinétique effective. Une découverte remarquable de ces calculs est que lorsque
ceux-ci sont représentés en fonction d’un temps normalisé par une variable que l’on ap-
pelle η/s, ils suivent des courbes très proches les unes des autres. Ainsi, les calculs à fort
couplage ou faible couplage donnent des résultats très similaires lorsqu’ils sont représen-
tés avec cette normalisation. On parle d’attracteur. Le paramètre η/s intervenant dans
la description de l’attracteur quantifie le temps d’applicabilité de la mécanique des flu-
ides. Il est intéressant de remarquer que les divers modèles du pré-équilibre prédisent
que le milieu est encore éloigné de l’équilibre thermodynamique lorsque la mécanique
des fluides devient applicable. En particulier, la distribution des quarks et des gluons
dans l’espace des impulsions est anisotrope, en raison de l’expansion longitudinale du
système lors des premiers instants. De plus, l’équilibre chimique entre les quarks et les
gluons n’est pas complètement réalisé : en effet, dans l’état initial, les gluons dominent
largement le système créé. Ce n’est qu’au cours des interactions et de l’évolution dumilieu
que des quarks sont produits. Les dileptons sont des sondes intéressantes des propriétés
du PQG. En effet, ce sont des rayonnements électromagnétiques qui ont une faible prob-
abilité d’interagir avec le milieu. De plus, ils sont produits durant toute la durée de vie du
PQG, ce qui leur permet de sonder différentes phases de son évolution. Enfin, ils ont une
masse invariante. Les dileptons ayant une masse invariante M > 1 GeV/c2 sont prin-
cipalement produits par des processus partoniques, i.e. des interactions entre quarks
et gluons. C’est donc dans cette région de masse qu’il est pertinent de rechercher les
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dileptons thermiques issus de la radiation du PQG déconfiné. On appelle cette région la
région de masse intermédiaire. De plus, dans cette région, plus la masse du dilepton est
élevée, plus sa température de production est élevée, ce qui correspond a des temps tôt
dans l’historique de la collision. Par conséquent, plus on monte en masse dans le spectre
de masse intermédiaire des dileptons, plus on remonte dans l’historique de la collision,
éventuellement jusqu’au pré-équilibre.
Dans notre calcul, nous prenons en compte la contribution de la phase de pré-équilibre

au spectre des dileptons. Nous considérons uniquement le processus de premier ordre,
d’annihilation quark-antiquark. Nous avons utilisé unmodèle cinétique effectif à bas cou-
plage pour calculer l’évolution de la densité d’énergie. Nous convertissons ensuite cette
densité d’énergie en température et calculons le taux de production de dileptons ther-
miques associé à cette température. Cette approche nous permets d’utiliser le fait que
l’évolution de la densité d’énergie suit la courbe attractrice. Ainsi, notre calcul présente
une forme de généralité, car les résultats seraient très similaires si la densité d’énergie
avait été calculée à l’aide d’un autre modèle de pré-équilibre. De plus, nous prenons
en compte dans notre calcul le fait que les distributions des quarks lors de la phase de
pré-équilibre sont anisotropes dans l’espace des impulsions, et que les quarks sont sous-
représentés par rapport aux gluons dans cette phase. Le seul paramètre libre de notre
calcul est η/s.
Les conclusions de cette étude sont les suivantes. La phase de pré-équilibre modifie

considérablement le spectre de masse invariante des dileptons thermiques. En partic-
ulier, la sous-représentation des quarks, ainsi que le paramètre η/s, influe significative-
ment sur la production à haute masse, par plusieurs ordres de grandeur. La mesure de
la pente du spectre de masse invariante, ainsi que celle du spectre de masse transverse,
donne accès à la valeur de ce paramètre η/s. Cependant, à haute masse, typiquement
pour M > 4 − 5 GeV/c2, un bruit de fond appelé le Drell-Yan, provenant des proces-
sus durs de l’état initial, domine le spectre de dileptons. En examinant une distribution
de polarisation, nous constatons que les dileptons thermiques le Drell-Yan ont des com-
portements opposés. Cet effet de polarisation est de l’ordre de 20 à 30 % dans la région
de masse 4 < M < 5 GeV/c2. La séparation de ces deux contributions semble donc en-
visageable dans cette région. De plus, cette distribution angulaire permet un accès direct
à l’anisotropie de la distribution en impulsion des quarks en fonction du temps. Si elle
peut être menée à bien, il s’agirait de la première mesure directe de l’anisotropie des pre-
miers instants du PQG. La mesure des dileptons thermiques se confronte à d’importants
bruits de fond provenant de la désintégration semi-leptonique de saveurs lourdes. Ceux-
ci peuvent être rejetés par des coupures sur le déplacement des vertex secondaires des
dileptons par rapport aux vertex primaires. Cependant, cela nécessite une résolution de
vertexing très hors de portée des expériences actuelles capables de supporter la multi-
plicité des collisions d’ions lourds centrales. Des expériences futures telles que ALICE3 ou
encore l’upgrade 2 de LHCb, prévues toutes les deux pour l’horizon 2030-2035, devraient
fournir de telles performances et ainsi permettre ces mesures.
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