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Abstract 
This thesis work presents an innovative low-cost system for the wireless coverage of in-

building environments combining Radio-over-Fiber (RoF) and beamforming antenna arrays, 

in particular Time Modulated Arrays (TMA). 

The main objective of this thesis is the conception, characterization, modelling and 

realization of a RoF-TMA system. Such a system employs low-cost devices found in 

customized SiGe Heterojunction Phototransistors (HPTs) and off-the-shelf Vertical Cavity 

Surface Emitting Lasers (VCSELs). Complementary objectives of thesis are: the design and 

fabrication of HPTs suitable for TMA applications, the development of behavioural models 

for a RoF-TMA system, the analysis of possible impairments in the system and the design 

and realization of the packaging of a prototype. 

In the first part, I realized a first Proof-of-Concept employing Distributed Feed-Back 

(DFB) laser and PIN photodiodes, validating the proposed design in comparison to standard 

TMA systems.  

In the second part, I analysed impairments related to unwanted phase shift within the 

system, which have been experimentally proved. These impairments have later been solved 

with the implementation of Optimization Algorithms, in particular Non-Dominated Sorting 

Genetic Algorithm (NSGA-II). 

In the third part, I modelled the RoF-TMA. I firstly developed and experimentally proved 

a laser behavioural model based on an existing instantaneous nonlinearity model for RF 

amplifiers, namely the Improved Cann Model. Following, I modelled the HPT behaviour in 

function of TMA applications and established an evaluation criterion for the device 

performances. 

In the final part, I designed a chip of SiGe HPTs and characterized the devices on the probe 

station in both frequency and time domain, selecting the suitable HPTs for the RoF-TMA 

system in the process. Finally, I designed the packaging of the RoF-TMA prototype and 

started its development. 
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Chapter 1: Introduction 

1.1. Context 
The objective of this project is to combine Radio-over-Fiber (RoF) and Time Modulated 

Array (TMA) technologies in a single system to distribute RF signals in indoor environments. 

RoF is already widely used in the distribution of signals thanks to the advantages of the optical 

fiber over copper wires and other types of connections. In particular, the costs, easiness of 

deployment and high data-rates made RoF ideal for indoor applications such as indoor 

Distributed Antenna Systems (iDAS) [1]-[4], radioastronomy [5]-[13] and the distribution of 

mobile radio signals (RoF) [14]-[16]. In addition, using Vertical Cavity Surface Emitting 

Lasers (VCSELs) in the RoF links would furtherly improve the system thanks to the lower 

costs and to the better coupling characteristics of such devices. On the other hand, TMA and 

beamforming techniques in general allow to transmit signals only in the necessary directions 

and, more importantly, to adapt dynamically the transmission to the situation. Suppose to 

have a space which is uniformly crowded during a certain period of time, while at a different 

time the same space presents people gathering in specific places. In the first scenario, to 

guarantee coverage for everyone it would be necessary to radiate uniformly in all directions, 

while in the second scenario it is sufficient to transmit only in specific directions. A 

beamforming system is capable of adapting to different situations like the one just described 

while guaranteeing the same quality of service in both situations. Beamforming systems 

optimize the use of power, avoiding power waste and reducing the overall amount of 

radiation, thus leading to healthier environments in terms of radiation [17], [18]. The choice 

of TMA as the beamforming technique to be implemented is determined mainly by the costs 

and simplicity of such solution. Since it is based on the periodic On-Off switching of the 

antenna elements, the TMA cost relies mainly on the cost of the switching elements, which 

are normally cheap and easily available. 

We propose to combine RoF and TMA to create a novel and low-cost system to face the 

challenges related to near-future and future networks. For instance, 5G networks are limited 

in the penetration of in-building environments at mm wave frequencies (i.e. beyond 30 GHz) 

[19]-[21]. A solution is the installation of systems spreading RF signals in such environments, 

equipped with beamforming antennas to ensure adaptation to the obstacles which could be 

present. The use of optical fiber ensures also a “future-proof” system, in the sense that optical 

fiber’s capacity and data-rates are so high that the same system is much likely to be used also 

in next generation networks. The applications we foresee for this system are mainly related 

to the distribution of RF signals in in-building environments. This includes for example WiFi 

signals, 4G and 5G signals, iDAS applications and Local Area Networks (LANs). The focus 

on keeping the system’s costs low is reflected also on the choices of the laser source and of 

the photodetector material. VCSELs’ fabrication process allows them to have a lower cost 

compared to other solutions. Regarding the photodetector, we chose to focus on SiGe for its 

compatibility with CMOS technology and lower cost, since it is a technology based on Si 

wafers. 
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Fig. 1.1 represents a block scheme of the system envisaged within the project. The RF 

signal related to the target application is brought inside a building, where is sent to the 

different areas to be covered by a RoF link. The RoF link internal structure is also summarized 

for clarity and is explained more in detail in chapter 3. In particular, any RoF link is composed 

of a light source converting the signal from electrical to optical, an optical fiber transporting 

the signal and a photodetector converting back the signal to electrical. The RF signal is then 

distributed to the users inside the building by a beamforming antenna system block. The 

beamforming array allows to cover specific areas corresponding to the location of the final 

users, thus optimizing the radiated power. 

 

Fig. 1.1: Block scheme of the PhD project representing the proposed RoF-TMA system. 

1.2. Thesis structure 
The present PhD thesis is organised in the following structure: 

• Chapter 1 presents the context of this PhD thesis and describes the structure of the 

document. 

• Chapter 2 gives a state of the art on TMAs and RoF systems. The first part focuses 

on the evolution and applications of TMAs. The second part starts with an overview 

on optical fiber’s advantages and RoF links. Then, a detailed description of the RoF 

link’s main figures of merit is given and finally the chapter gives the state of the art 

of the single components of a RoF link, focusing in particular on Vertical Cavity 

Surface Emitting Lasers (VCSELs) and photodetecting devices. 

• Chapter 3 focuses on TMAs. Firstly, TMA systems theory is explained in detail and 

the core concept of combining RoF and TMA in a single system is shown, followed 

by an experimental validation of the proposed RoF-TMA system. Then, the analysis 

of the effects of unwanted phase shifts on the system is presented and demonstrated 
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through measurements. Finally, an optimization algorithm aiming at determining 

the modulating sequences of TMA and mitigating the effects of phase shifts is 

presented. 

• Chapter 4 describes the modelling of RoF links, focusing on lasers and 

heterojunction phototransistors (HPTs). The chapter starts recalling the RoF link 

model used to present its main figures of merit. It follows a presentation of a 

behavioural model aimed at modelling with precision the behaviour and main non 

linearities of lasers and is validated through simulations. Finally, an analysis of the 

HPT behaviour as a switching component in TMA systems, resulting in the 

definition of the requirements that the HPT must satisfy to be employed in a TMA. 

• Chapter 5 describes the steps taken in the design, fabrication, characterization and 

packaging of HPTs. The chapter starts with an explanation of the design rules that 

needed to be followed in the realization of the HPTs’ chip. Then, the chapter shows 

the set-ups and results of the characterization of the HPTs in both frequency and 

time domains. Finally, a description of the packaging of the HPT is given. This last 

part focuses on the design of a PCB with an integrated bias-tee that will host the 

HPT. The chapter ends with perspectives on the measurements and 

characterizations of the RoF-TMA system prototype that will employ the packaged 

HPT. 

• Chapter 6 presents the conclusions and perspectives of this PhD thesis. 
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Chapter 2: State of the art 

2.1. Introduction 
This chapter presents the state of the art of Time Modulated Array (TMA) and Radio-over-

Fiber (RoF) systems. The first part defines TMAs and focuses on their evolution, applications 

and challenges related to this kind of systems. The second part presents and defines RoF 

systems in terms of their composition, main applications and motivations behind their use in 

this project, with also a minor focus on the technological development of this technology. 

This is followed by the definition of the RoF link model in which every component is 

identified with an equivalent electrical quadrupole. This is important as quantities defined for 

purely electrical components, such as the gain, cannot be blindly attributed to electro-optical 

components. Further sections dedicated to lasers and photodetectors follow, focusing 

especially on Vertical Cavity Surface Emitting Lasers (VCSELs) and Heterojunction 

Phototransitors (HPT), which are the components we wish to use for this PhD project. 

We highlight that our research on RoF for radioastronomy applications led to the following 

publications: [5]-[13]. 

2.2. Time Modulated Arrays 
At present, beamforming and beamsteering antenna systems are gaining increasing interest 

due to their ability to redirect dynamically the radiating lobes in a desired direction. In the 

very first attempts at controlling the direction of radiation, antennas were steered 

mechanically and repositioned to obtain different interference patterns. However, this 

solution is expensive, slower compared to other techniques and requires higher maintenance, 

especially for the moving parts. Especially in RF communications, mechanical steering was 

soon abandoned in favour of beamforming based solutions. The basic principle behind 

beamforming is to change the phase of each antenna current in order to control the 

constructive and destructive interference between the radiating elements. One simple 

technique is the Phased Array [22]-[24], in which a phase shifter is added before each antenna 

and controlled externally, as in Fig. 2.1. Although very simple, this solution is rather costly 

due to the need of a high number of phase shifters and of their calibration, which often consists 

in a nonlinear map bias vs. phase shift. This is one of the main reasons why research looked 

for cheaper and effective solutions, such as the TMA. TMAs are also called four-dimensional 

arrays, as they introduce time as an additional dimension for the generation of radiation 

patterns.  

A TMA is an antenna array where each antenna is periodically switched On and Off. The 

switching produces a modulation of the antenna currents that allows to change and control 

the radiation pattern emitted by the array. At the same time, the array emits at several 

frequencies rather than only at the carrier frequency. The details on the theory behind TMAs 

is given in Chapter 3. The TMA main advantages are its low cost and easy implementation 

due to the use of simple switches or square wave modulators in place of the phase shifter of 

a Phased Array, and the unique capability to radiate at an almost infinite number of close 

frequencies, produced by the combination of the carrier frequency with the (smaller) 

frequency adopted for the periodic switching. TMAs were first studied for beam scanning in 
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radars [25] and in all their early applications, TMAs’ multiple frequency radiation was 

considered an undesired feature. Therefore, subsequent research works focused mainly on 

Sideband Radiation Suppression [26]- [31], reaching values of Sidelobe Radiation levels 

below -20 dB and also Sidelobe Ratios below -30 dB. With the evolution of communication 

systems, the multiple frequency radiation property of TMAs started to be exploited rather 

than suppressed. Some applications exploiting this include Adaptive Nulling [32], Harmonic 

Beamforming and Beamsteering [33]-[39], Direction Finding [40], [41], Wireless Power 

Transfer [45]-[48], MIMO [49]-[51] and wireless communication [52]-[54].  

 

Fig. 2.1: Phased array system employing phase shifters. 

The main drawback of the TMA is power efficiency, due to the switching. In fact, the 

available power is spread between the radiating frequencies or also wasted when the antennas 

are completely switched off. To overcome this issue, multiple solutions were proposed, as in 

[59], where two complementary arrays of antennas are modulated with a symmetric square 

wave, thus exchanging the role of On and Off states for the two complementary switching 

patterns. Furthermore, great improvements have been achieved by employing optimization 

algorithms in the definition of the driving sequences of the switches. This includes 

evolutionary algorithms such as differential evolution [60], simulated annealing [61], genetic 

algorithms [62] and particle swarm optimization [63]. 

2.3. Radio over Fiber systems 
A RoF system has the purpose of transmitting radio RF signals through an optical fiber. 

The optical fiber offers many advantages compared to copper wires or other guides:  

• Low cost: optical fibers are mainly made from silica, which is a very common and 

cheap material. 

• Low attenuation: electromagnetic fields propagating through an optical fiber 

experience very low attenuation, in the order of 0.2 dB/km at a 1500 nm wavelength.  

• Size: optical fibers are much lighter in weight and thinner, with their 125 μm diameter, 

compared to copper wire. This allows them to be easy to install and valuable for 
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connections in aircraft, spacecraft and other applications where the weight of the 

structure plays an important role. 

• Electromagnetic interference: optical fibers are naturally immune to electromagnetic 

interference. This nullifies the cross-talk interference between transmission lines and 

allows the fiber to be used in environments characterized by the presence of strong 

electromagnetic fields. 

• Future proof: optical fibers have very high capacity and present networks’ data-rate 

requirements are largely met by them. So it is expected that near-future networks’ data-

rate requirements will be met as well by optical fibers. 

 

 

Fig. 2.2: Attenuation spectrum of optical fibers (continuous) with OH ions absorption 

peaks highlighted. Dashed lines are Rayleigh scattering(black) and infrared absorption (red).  

Fig. 2.2 shows the attenuation spectrum of optical fibers, highlighting the main sources of 

attenuation: infrared absorption and Rayleigh scattering. Infrared absorption is related to the 

intrinsic characteristics of the material, in this case silica, and is caused by vibrational 

resonance. Extrinsic absorption (i.e. the OH ions peaks in the curve) is due to impurities 

present in the silica. The main residuals that cause attenuation peaks are water vapours that 

remain trapped in silica during its processing. A vibrational resonance of the OH ion occurs 

near 2.73 μm. Its harmonic and combination tones with silica produce absorption at the 1.39 

μm, 1.24 μm and 0.95 μm wavelengths. The spectral peaks seen in the absorption spectrum 

of the fiber occur near these wavelengths and are due to the presence of residual water vapour 

in silica. There exist also fabrication processes capable of removing the majority of water 

vapours inside silica, leading to the so-called dry fibers.  
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Finally, Rayleigh scattering is a loss mechanism caused by density fluctuations in the fiber. 

Since silica is an amorphous material, when it solidifies after being molten it does not have a 

homogenous lattice, but rather an inhomogeneous structure. This leads to the formation of 

microscopic zones, or particles, with different density, causing small variations in the index 

of refraction of material and subsequently causing a loss. The entity of Rayleigh 

backscattering does not depend on the material but depends only on the dimensions of the 

particles relative to the wavelength. Therefore, smaller wavelengths are associated with a 

higher Rayleigh scattering loss. The absorption spectrum of optical fibers allows to isolate 

different transmitting wavelength windows, located respectively around 850 nm, 1310 nm 

and 1550 nm. 

Fig. 2.3 shows the working principle of RoF: an RF signal modulates a light emitting 

source, usually a laser, which is coupled to the optical fiber. Finally, a photodetector coupled 

to the other end of the fiber demodulates the RF signal contained in the envelope of the 

impinging light signal. 

 

Fig. 2.3: Schematic of a RoF link. An RF input signal modulates a light source which 

converts the signal from electrical to optical. The signal is transmitted through the optical 

fiber and converted back to an electrical signal by a photodetector. 

RoF is subdivided into three categories: 

• RF-over-Fiber (RF-RoF): the RF signal directly modulates the light source, without 

the need of up and down conversion circuits. This kind of RoF link offers a simple 

architecture but requires faster light sources and photodetectors as the frequency 

increases, increasing the cost of the link. 

• IF-over-Fiber (IF-RoF): the RF signal is first transposed to an Intermediate Frequency 

(IF) before modulating the light source. This system is more relaxed in terms of 

optoelectronic components’ speed, but the architecture is more complex in turn. 

• Baseband-over-Fiber (BB-RoF): the baseband radio signal is transmitted as it is 

through the fiber and upconverted to RF frequency at the end. 

The next subsection describes how the principal opto-microwave (OM) figures of merit are 

defined for a RoF link, followed by two dedicated subsections to VCSEL lasers and HPT 

photodetectors. 
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2.4. Figures of Merit in a RoF link 
Defining the figures of merit of optoelectronic devices is necessary but not as easy as it 

seems. In fact, there exist multiple ways to define them and therefore there is not a universal 

convention. Purely electric devices are defined by their electrical ports so that the device itself 

is treated as a black box and its behaviour is defined by a transfer function linking input and 

output ports. For optoelectronic devices, which include all the elements of a RoF link (light 

sources, optical fibers and photodetectors), the main issue is the impossibility to define ports 

on the “optical side” of these devices. This is a problem common also to waveguides for 

which the definition of port can be extended, but not without complications. The aim is to 

define equivalent RF two-ports representing the optoelectronic devices. In this way, it would 

be possible to model a RoF system as a cascade of two-port networks and to implement 

optoelectronic blocks in simulation programs such as Keysight ADS. The model we apply 

was developed by the ESYCOM team, shown in the works [64]-[69] and took inspiration 

from previous works such as [70]-[75]. 

The first step is to consider that the modulated optical signal has the RF information 

component encapsulated in its envelope. Therefore, if the modulated optical signal is received 

by an ideal photodiode with unitary responsivity (i.e. 1 A/W) we would obtain an electrical 

current equivalent to the initial RF signal. We call this current 𝐼𝑜𝑝𝑡 (equivalent optical current 

of the optoelectronic device) and define it as 

𝐼𝑜𝑝𝑡 = 𝛼𝐶𝑃𝑜𝑝𝑡 = 1 𝐴
𝑊⁄ 𝑃𝑜𝑝𝑡 (2.1) 

where 𝛼𝐶 is the conversion coefficient of the optical power 𝑃𝑜𝑝𝑡 to the equivalent optical 

current 𝐼𝑜𝑝𝑡. This means that the optical power is represented by the output current of an ideal 

photodiode with responsivity 1 A/W. The next step is to define the opto-microwave (OM) 

power 𝑃𝑂𝑀 to later define the figures of merit of the optoelectronic device. 𝑃𝑂𝑀 is defined as 

the power generated by a virtual probe, which is a theoretical photodiode with responsivity 

ℛ𝑝𝑑,𝑝𝑟𝑜𝑏𝑒 = 1 A/W connected to a 50 Ω load. To be noted that the photodiode of the virtual 

probe is different from the photodiode related to the definition of 𝐼𝑜𝑝𝑡, as the latter was 

mentioned as a parallelism to introduce the conversion factor 𝛼𝐶. So the OM power is defined 

as  

𝑃𝑂𝑀 =
1

2
𝑅0𝐼𝑜𝑝𝑡

2 =
1

2
𝑅0 (

𝛼𝐶𝑃𝑜𝑝𝑡

ℛ𝑝𝑑,𝑝𝑟𝑜𝑏𝑒

)

2

=
1

2
𝑅0𝑃𝑜𝑝𝑡

2 (
𝛼𝐶

ℛ𝑝𝑑,𝑝𝑟𝑜𝑏𝑒

)

2

 (2.2) 

This expression is general and can be used regardless of the values of ℛ𝑝𝑑,𝑝𝑟𝑜𝑏𝑒 and 𝛼𝐶. 

However, in our case it is ℛ𝑝𝑑,𝑝𝑟𝑜𝑏𝑒 = 𝛼𝐶 = 1 A/W. Fig. 2.4 shows a representation of the 

equivalent two-ports composing a RoF link. While the laser’s input port and the photodiode’s 

output port are conventional electrical ports, all the other ports are equivalent optical ports 

defined with our convention. For instance, the laser’s output port is substituted by a current 

generator with internal load 𝑅0 (50 Ω) providing the equivalent optical current 𝐼𝑜𝑝𝑡 feeding a 

matched load 𝑅0 in the optical fiber’s input port. 
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Fig. 2.4: RoF link equivalent two-port network. 

The following step is to define the OM gain and noise figures of merit for each element of 

a RoF link. Starting from the photodiode, the OM gain is defined as the ratio between the 

output electrical power and the equivalent OM power. The photodiode impedance 𝑍𝑃𝐷 is 

considered equal to 𝑅0. 

𝐺𝑃𝐷
𝑂𝑀 =

1
2

𝑅0𝐼𝑜𝑢𝑡
2

1
2

𝑅0𝐼𝑜𝑝𝑡
2

= (
𝐼𝑜𝑢𝑡

𝛼𝐶𝑃𝑜𝑝𝑡

)

2

= |𝑆21
𝑂𝑀|2 = (

ℛ𝑃𝐷

𝛼𝐶

)
2

= ℛ𝑃𝐷
2  (2.3) 

where ℛ𝑃𝐷 is the photodiode’s responsivity. A symmetrical reasoning applied to the laser 

and considering 𝑍𝐿𝐷 to be 50 Ω yields an OM gain  

𝐺𝐿𝐷
𝑂𝑀 = |𝑆21

𝑂𝑀|2 = (
𝑆𝐿𝐷

𝛼𝐶

)
2

= 𝑆𝐿𝐷
2  (2.4) 

with 𝑆𝐿𝐷 being the laser’s slope efficiency. Regarding the optical fiber, we consider 𝐴𝐹𝐵 as 

the related optical losses with the attenuation on the RoF signal included due to modal and/or 

chromatic dispersion [74]. In this thesis the employed fibers are short enough to be considered 

as linear attenuators. Although the linear losses of the fiber can be modelled with an 

equivalent impedance, the presented block model is more general. In particular, it allows to 

take into account the non-linearities of the fiber and model them through the generator of the 

output port. In addition, the structure of the blocks is the same for each component and allows 

an easier implementation on simulation programs. The final OM gain of the whole RoF link 

results to be: 

𝐺𝐿𝐼𝑁𝐾
𝑂𝑀 = (𝑆𝐿𝐷𝐴𝐹𝐵ℛ𝑃𝐷)2 (2.5) 

and we recall that both the laser and the photodiode are matched to 50 Ω. The proposed 

modelling of the RoF components gain aims at keeping the definition of gain between 

homogeneous quantities and to maintain the fact that the optical beams envelope behaves as 

a current. 

For completeness, we also define the noise figures of merit related to the optoelectronic 

components of the link. The laser and photodiode noise factor can be determined by typical 

signal to noise ratio (SNR) between the OM input and the OM output power: 



27 

 

𝐹𝐿𝐷,𝑃𝐷
𝑂𝑀 =

𝑆𝑁𝑅𝑖𝑛
𝑂𝑀

𝑆𝑁𝑅𝑜𝑢𝑡
𝑂𝑀 = 1 +

𝑁𝐿𝐷,𝑃𝐷
𝑂𝑀

𝐺𝐿𝐷,𝑃𝐷
𝑂𝑀 𝑘𝑇

 (2.6) 

where 𝑁𝐿𝐷,𝑃𝐷
𝑂𝑀  is the OM noise spectral power density of the laser or the photodiode, 𝑘 is 

the Boltzmann’s constant and 𝑇 is the temperature in Kelvins. The laser’s main noise source 

is related to its Relative Intensity Noise (𝑅𝐼𝑁), which is defined as the ratio between the power 

spectral density of the optical intensity fluctuations and the average intensity emitted by the 

laser. 𝑅𝐼𝑁 is frequency dependent (i.e. not white) and its measurements are always referred 

to a certain noise bandwidth 𝐵𝑁, be it finite or normalized to 1 Hz. Thus we define the 𝑁𝐿𝐷
𝑂𝑀 

of the laser as: 

𝑁𝐿𝐷
𝑂𝑀 = 〈𝐼𝑜𝑝𝑡〉2𝑅𝐿 = 〈𝛼𝐶𝑃𝑜𝑝𝑡〉2𝑅𝐿 = (𝛼𝐶𝑃𝑜𝑝𝑡

̅̅ ̅̅ ̅)
2

𝑅𝐼𝑁 𝑅𝐿 (2.7) 

where 〈∙〉 denotes the power spectral density operator, 𝑅𝐿 is the load resistor and 𝑃𝑜𝑝𝑡 is the 

time varying power due to intensity noise. 𝑃𝑜𝑝𝑡
̅̅ ̅̅ ̅ is the average power emitted by the laser. 

Therefore, the laser’s OM noise factor becomes: 

𝐹𝐿𝐷
𝑂𝑀 = 1 +

(𝛼𝐶𝑃𝑜𝑝𝑡
̅̅ ̅̅ ̅)

2
𝑅𝐼𝑁 𝑅𝐿

𝐺𝐿𝐷
𝑂𝑀𝑘𝑇

 (2.8) 

Concerning the photodiode, its main noise sources are the shot noise, produced by the 

quantum nature of the received photons and dependent on the incident power, and the thermal 

noise, power independent and constant in frequency. The thermal noise of a photodiode is 

usually defined by the Noise Equivalent Power (NEP) which is defined as the optical input 

power needed to produce an additional output power identical to that noise and is given by: 

𝑁𝐸𝑃 =
1

ℛ𝑃𝐷

√𝐵𝑁

𝑁𝑇𝐻_𝑃𝐷

𝑅𝐿

 (2.9) 

where ℛ𝑃𝐷 is the photodiode’s responsivity, 𝐵𝑁 is the noise bandwidth 𝑅𝐿 is the 

photodiode’s load and 𝑁𝑇𝐻_𝑃𝐷 is the photodiode’s thermal noise. Considering both noise 

sources (i.e. 𝑁𝐸𝑃 and shot noise), the photodiode’s OM noise factor becomes: 

𝐹𝑃𝐷
𝑂𝑀 = 1 +

2𝑞𝐼𝑝ℎ𝑅𝐿 + (𝑁𝐸𝑃 ℛ𝑃𝐷)2𝑅𝐿

𝐺𝑃𝐷
𝑂𝑀𝑘𝑇

 (2.10) 

with 𝑞 being the elementary charge and 𝐼𝑝ℎ being the DC photocurrent generated by the 

photodiode. With this the model of the RoF link is complete and exploitable for simulations. 

2.5. Vertical Cavity Surface Emitting Lasers 
Vertical Cavity Surface Emitting Lasers (VCSELs) were firstly introduced in 1978 as a 

new class of monolithically fabricated semiconductor based lasers and at present are gaining 

importance in applications such as data centres and Local Area Networks (LAN) links. What 

distinguishes VCSEL from the other lasers, in particular from the Edge Emitting Lasers (EEL) 

is their design. VCSELs are fabricated so that their optical aperture develops vertically instead 
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of horizontally. This allows to test the lasers directly on the wafer at early stages of 

fabrication, while EEL need to be cut before being tested. The structure of most VCSELs 

consists of a thin quantum well active layer between two parallel reflectors with high 

reflectivity (higher than 99.9%). The p-doped and n-doped layers around the active layer have 

Bragg reflectors to have single frequency emission. The structure and cross section of a 

typical VCSEL is shown in Fig. 2.5. The thin active layer and small volume of the cavity of 

VCSELs do not allow them to reach high output powers compared to EELs, however they are 

advantageous due to the low power consumption, single mode (SM) operation and high 

optical efficiency. Other than on-wafer testability, VCSELs have also a small footprint, 

allowing for a denser wafer integration. Their good optical efficiency is due to the circular 

and low divergent shape of the cavity, which allows a better coupling and an easier alignment 

and packaging into the optical fiber. 

At present, GaAlAs/GaAs surface-emitting lasers emitting in the near-infrared-red band, 

including 850 nm, are available on the market, with modulation bandwidths greater than 28 

GHz [76], [77]. State of the art VCSELs for operation at 980 nm and attaining a modulation 

bandwidth up to 37 GHz have been manufactured and tested [78]. The emission wavelengths 

of VCSELs are not only limited by the values mentioned before. Wavelengths range from 

shorter values such as 650, 750, 850, 980 and 1100 nm to longer values such as 1300 and 

1550 nm. However, the technology complexity and the fabrication costs of VCSELs increase 

with the wavelength. State of the art VCSELs operating at 1550 nm achieved modulation 

bandwidth up to 17 GHz [79], [80]. Therefore, VCSELs operating at shorter wavelengths 

have lower costs and are the more interesting in the perspective of realizing a low cost system. 

 

Fig. 2.5: Cross-section of a typical 850 nm GaAs based VCSEL along with the field 

distribution in the structure due to the Bragg reflectors [81]. 
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2.6. Photodetecting devices 

2.6.1. General characteristics 

An important aspect of this project is the photodetector. In the perspective of realizing a 

RF-RoF link without up or down conversion, the photodetector must be fast enough to detect 

RF signals in the GHz order or even beyond. In particular, we mainly made use of two 

photodetectors: p-i-n photodiodes and SiGe heterojunction phototransistors (HPT). To give a 

general knowledge of the materials employed for photodetectors, we can categorize 

semiconductors based on the wavelength and application of the system [65], as summarized 

in Tab. 2.1 and Fig. 2.6. 

Application Material Characteristics 

Long-haul communication 

systems at 1550 nm 

InGaAs Grown on InP substrate 

AlGaSb 
Grown on GaSb substrate, less competitive 

compared to InP 

LAN communication at 

1550 nm 

AlGaAs 
Mature technology, low cost, compatible with 

AlGaAs lasers, excellent substrate availability 

Si 
Mature technology, low cost, excellent 

substrate availability 

LAN and long haul 

detectors 

Si-based Wavelength range: 400 nm up to 1000 nm 

Ge-based 

Wavelength range: 400 nm up to 1550 nm. 

Mature technology at a medium cost, good 

substrate availability 

SiGe 

Possibility to build high-speed  

photodetectors integrated with Si-based 

infrastructures, with higher range compared to 

pure Si. The 3dB bandwidth can reach values 

up to 15 GHz for surface illuminated 

photodetectors [65]. 

Tab. 2.1: Most common semiconductors employed for photodetectors for the listed 

applications. 



30 

 

 

Fig. 2.6: Comparison between the absorption spectrum of Silicon, Germanium and 

compound materials [82]. 

At present, a lot of effort is being directed into development of high speed and high 

efficiency photodetectors based on Silicon, due to its abundance and the level of maturity of 

the correspondent fabrication technology. This would allow low cost production and direct 

integration with high speed electronic circuits. In addition, the use of Germanium [83], [84] 

and SiGe based devices [85] allows to enlarge the spectral response of Silicon. That is why 

integrated SiGe/Si technologies gained attention from research teams working in this field. 

This research aims to fabricate devices with high level of responsivity without incurring in 

speed limitations which impair the bandwidth of the device. An important figure of merit 

characterizing the high-speed photodetectors is the bandwidth-efficiency product. Usually, a 

trade-off arises between these two parameters: increasing the quantum efficiency requires an 

increase in the absorption layer thickness, however this reduces the bandwidth as well. 

The most common sources of bandwidth limitation are the carrier transit time and the RC 

time constant. The former is the time taken by the photo-generated carriers to travel across 

the intrinsic region of the device. The latter is given by the equivalent circuit parameters of 

the photodiode and load circuit: capacitive effects are due to the p-n junctions of the device 

or by external/parasitic capacitances. 

Another parameter to be considered in high-speed photodetectors is saturation current, 

which needs to be as high as possible. This leads to a second trade-off with the bandwidth of 

the device: to obtain high-speed devices it is necessary to decrease the absorption layer 

volume, thus increasing the optical power density into the photodetector and leading to a 

lower saturation level [65]. Different device topologies have been researched over the years 

to find optimal solutions to the afore-mentioned trade-offs. We will focus mainly on p-i-n 

photodiodes and SiGe phototransistors in the following subsections. 
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2.6.2. Positive-Intrinsic-Negative (PIN) photodiodes 

A p-i-n photodiode is composed of a p and n doped regions separated by an intrinsic (i.e. 

low doping) region. When light impinges on the intrinsic region, electron-hole pairs are 

created from the absorption of photons (i.e. photoelectric effect). These charge carriers do not 

recombine immediately as it would happen in the depletion region of a p-n diode, thanks to 

the lower concentration of free electrons and holes. Photodiodes operate in reverse biasing, 

so that, when the electric field inside the photodiode is strong enough, the carriers generated 

in the intrinsic region drift towards the n region (electrons) and the p region (holes), thus 

generating a current as summarized in Fig. 2.7. In some cases a double heterostructure can 

help improving the bandwidth if the n and p regions are realized with a transparent material 

(e.g. InP) and if the carriers are only generated in the intrinsic layer (e.g. using InGaAs). In 

the determination of the bandwidth of p-i-n devices, the transit time effect is the dominant 

parameter due to the wideness of the depletion region. This parameter is determined by the 

slowest moving carrier (usually holes). 

 

(a) (b) 

Fig. 2.7: Lateral view (a) and band diagram (b) of a p-i-n diode [86]. 

  For operations at 850 nm, a variety of different p-i-n photodetectors exists, including: 

• Germanium on Silicon-on-Insulator (SOI) lateral p-i-n photodetector with 

interdigitated fingers [87], achieving a 34% quantum efficiency, responsivity around 

234 mA/W and 29 GHz -3dB bandwidth. 

• Planar silicon p-i-n photodiodes fabricated on SOI [88], achieving 12.5% quantum 

efficiency, responsivity around 86 mA/W and 2 GHz -3dB bandwidth. 

• Standard bipolar process compliant p-i-n detectors fabricated on SOI [89] with DC 

responsivity of 0.09 A/W and -3dB bandwidth above 1 GHz. 

Other works obtained interesting results at different wavelengths with similar structures: 

for instance, the SiGe p-i-n photodetector with “W structure” achieving a 489 μA/W 

responsivity at 1300 nm and 780 MHz -3dB bandwidth [85]. Also, Ge/Si heterojunction 

photodetectors achieving 2 GHz -3dB bandwidth and a 30% quantum efficiency at 

wavelengths between 1200 nm and 1700 nm, with a responsivity around 377 mA/W, have 

been shown in [83]. 
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2.6.3. Heterojunction Phototransistors 

Heterojunction Bipolar Phototransistors (HPTs) are three terminal devices based on the 

structure of Heterojunction Bipolar Transistors (HBTs) where layout modifications are 

performed to accommodate an optical window to allow the light signal to enter the device and 

interact with the optical absorbing material, mainly at the level of the base-collector junction. 

The main advantage in using HPTs as photodetectors is their internal current gain and the 

absence of the extensive noise levels characteristic of other high responsivity devices such as 

avalanche photodiodes [90]. Their three terminals structure allows them to be used in different 

and creative ways, such as optical mixing and injected oscillators [75], [91]. The fabrication 

process of HPTs is facilitated by their compatibility with HBTs, which benefit from mature 

technology and substrate availability. This compatibility also allows the integration of the 

optical receiver with the front-end circuitry, thus reducing the parasitic effects of 

interconnections. The vertical illumination of HPTs requires a modification of the metal 

contacts, while other options for illumination include lateral illumination [92] and backside 

illumination. The latter solution allows to improve the coupling efficiency-bandwidth trade-

off: optical absorption takes place in the active region without losses of optical power and the 

absorption layer can be kept thin to guarantee short transit times [65]. Different 

semiconductors have been used in the fabrication of HPTs including: AlGaAs/GaAs [93], 

InGaP/GaAs [94], InGaAsInP [95], pure Si [96], SiGe/Si [97]. In this work we focus 

particularly on SiGe/Si HPTs so more details are given only on this kind of HPT. 

SiGe HPTs have first been introduced in [97] for 940 nm operations. These devices were 

based on an abrupt profile SiGe HBT technology developed within Atmel, Temic and 

Telefunken foundries with 80 GHz 𝑓𝑇/𝑓𝑚𝑎𝑥 (i.e. ratio transit frequency-maximum oscillation 

frequency) HBT [98]. A detector with a 10x10 μm2 optical window and abrupt profile of Ge 

concentration was realized, as shown in Fig. 2.8, achieving a 1.49 A/W responsivity and a -

3dB bandwidth of 0.4 GHz. Further device optimization in the commercially available 

Telefunken technology led to an optical transition frequency of 6.5 GHz and 0.26 A/W 

responsivity for 850 nm operations [99], [100]. In [101], [102] HPTs realized in TSMC 

technology attained a responsivity of 0.43 A/W and a -3dB bandwidth of 3 GHz thanks to the 

introduction of trap centres removing the excess carriers. 
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Fig. 2.8: Photograph of the top-view (a) and sketch of the vertical stack (b) of the first 

SiGe HPT [97]. 

Other attempts to improve the responsivity and increase the cut-off wavelength have been 

realized by inserting Si/SiGe multi-quantum wells between the base and the collector of the 

HPT, thus increasing the light absorption thanks to the smaller band-gap of Germanium. A 

device with 550 MHz -3dB bandwidth and 1.3 A/W responsivity has been obtained in [103]. 

Similar structures have reached responsivities as high as 17.5 A/W, which anyway 

significantly impaired the frequency response of the device [102], [104]. Finally, in [105] the 

results obtained with an HPT with 6x10 μm2 optical window, fabricated in IBM 0.25 μm 

BiCMOS process, achieved a responsivity of 2.7 A/W and a 2 GHz bandwidth. 

Previous research works conducted by the ESYCOM group have focused on the design 

and characterization of Si/SiGe HPTs in a Telefunken GmbH SiGe Bipolar commercial 

technological process. This process technology exhibits transition frequency up to 80 GHz 

and maximum frequency up to 90 GHz, presenting high values of Germanium content in the 

range of 20% - 25%, almost flat across the base. The process is a 0.8 μm lithography double 

polysilicon heterojunction bipolar technology [65]. The design of the SiGe/Si HPTs proposed 

in this project complies with the fabrication rules of standard SiGe BiCMOS technology 

SG13S by IHP GmbH – Leibniz Institute for High Performance Microelectronics. The HPTs 

are obtained modifying the layout of SiGe HBTs by extending the active area and removing 

the metal contacts and the Salicide layer (employed to lessen the resistivity in the contact area 

but found to impair the responsivity of the devices) from its top surface. This creates an optical 

window for the passage of light. SG13S is a high-performance 0.13 m BiCMOS technology, 

with a library containing different npn-HBTs and whose detailed description is given in [106]. 

This technology offers two variants of the basic HBT from which the HPTs are obtained: 

• The High Speed HBT npn13pl2: also referred as HS-HBT, this device shows a typical 

maximum transit frequency of 230 GHz and a maximum oscillation frequency of 340 

GHz when sized to minimum dimensions. The base-collector breakdown voltage is 

typically of 4.8 V. 
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• The High Voltage HBT npn13v2: also referred as HV-HBT, this device shows a 

typical maximum transit frequency of 50 GHz and a maximum oscillation frequency 

of 165 GHz when sized to minimum dimensions. The base-collector breakdown 

voltage is typically of 16 V. 

Differences between the two devices lie within the collector region’s doping: the collector 

of the HV-HBT is formed by the deep N-well of the CMOS process and shows low doping 

levels with a sheet resistance of 350 Ω/square. The HS-HBT has instead a heavily-doped 

collector well, formed by ion implantation, with a sheet resistance of 50 Ω/square; this doping 

is increased below the emitter region thanks to the Selectively Collector Implantation (SIC) 

which takes place after the opening of the bipolar region. An example of the doping profiles 

is given in Fig. 2.9. This step makes use of a dedicated mask and can be avoided in the 

fabrication of high voltage devices [106], [107]. The SIC limits the downwards extension of 

the space charge region (SCR) of the base-collector junction, thus reducing the transit time of 

the photogenerated carriers crossing this area and speeding up the transistor. 

 

Fig. 2.9: Cross section of the device with dopant concentration. Donors are represented 

by the blue line and acceptors by the red line. Germanium concentration is sketched in 

green. The dashed lines indicate a scaled profile for enhanced frequency performance [108]. 

Further differences are in the emitter and collector contact regions: these are separated by 

a shallow trench isolation for the HV-HBT, while they are formed in the same active area for 

the HS-HBT, thus resulting in low collector resistance and small collector-substrate junction 

areas. The base resistance of both devices is lowered thanks to elevated extrinsic base regions 

self-aligned to the emitter. The peak Ge concentration of the graded Ge profile of the base is 

25%, with a light (0.2%) Carbon doping concentration to suppress the diffusion of Boron, 

allowing thinner base layers [106]. A representation of the cross-section differences between 

the high speed and high voltage HPTs is given in Fig. 2.10. 
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Fig. 2.10: Cross sections of the high speed and high voltage HPT devices realized in 

SG13S IHP-technology [106]. 

A complete physical model for phonon assisted absorption in strained-SiGe is given in 

[109], while an opto-electronic model for Si/SiGe HPTs is described in [110]. This model 

allows to attain the maximum opto-microwave (OM) gain as a function of the base-emitter 

and the collector-emitter loads, thus enabling comparisons to be done between devices in 

different materials and exploiting different configurations. The non-linear equivalent circuit 

is shown in Fig. 2.11. This model has been expanded in [111] to consider the distributed 

nature of the photogenerated sources by dividing the device into one optically activated sub-

transistor and two symmetric lateral sub-transistors mostly electrically driven. In [112] the 

model is completed by considering the 2-dimensional carrier flow effect due to the partial 

lateral spreading of the active area, which differently affects the frequency behaviour of HPTs 

of different size. 

 

Fig. 2.11: Non linear equivalent circuit of the HPT [110]. 

The equivalent OM circuit proposed in [110] is shown in Fig. 2.12. As the HPT is 

represented as a 3-port device, its OM gain 𝐺𝑂𝑀 is represented by: 
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2 =

𝐼𝑆
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𝛼𝐶
2𝑃𝑜𝑝𝑡

2 = |𝑆32|2 = 𝑅𝐻𝑃𝑇
2  (2.11) 

where 𝑆32 is the S parameter linking the reflected power wave at port 3 to the incident 

power wave at port 2, while 𝑅𝐻𝑃𝑇 is the HPT’s responsivity. This model allowed the 

simulation of the small-signal OM gain at different bias voltages and load conditions. A 

purely reactive load on the base was found to maximize the 𝐺𝑂𝑀 of the HPT. Further models 

for the integration of the photodetector with electrical circuits have been proposed. In [104] a 

modified MEXTRAM model for the HPT simulations is given. This model includes the 

current sources to model the photo-generated current at the base-collector and collector-

substrate junctions, early voltage reduction under constant illumination, the extra photo-gain 

induced by impact ionization, breakdown voltage and avalanche effect and finally the 

substrate contact effect to model the impulse response of the HPT. 

 

 

Fig. 2.12: Equivalent OM circuit of the HPT [110]. 

The OM gain of the HPT is limited in frequency by the junction capacitances and the 

carriers transit times characterizing its response. The analytical formula of the optical 

transition frequency, defined as the frequency at which the OM gain of the device in 

phototransistor mode (i.e. common emitter topology with base-emitter junction forward-

polarized and base-collector junction reverse-polarized) equals its own low frequency gain in 

photodiode mode, once the substrate effect has been filtered out, is given by [98]: 

𝑓𝑇−𝑜𝑝𝑡 =
1

2𝜋𝜏𝐸𝐶−𝑜𝑝𝑡

=
1

2𝜋 [
𝑘𝑇
𝑞𝐼𝐶

(𝐶𝐸𝐶 + 𝐶𝐸𝐶−𝑜𝑝𝑡) + 𝜏𝐹 + 𝜏𝐹−𝑜𝑝𝑡]
 

(2.12) 

where 𝑔𝑚 =
𝑘𝑇

𝑞𝐼𝐶
 is the intrinsic trans-conductance at low injection, 𝜏𝐹 is the electrical 

forward transit time from emitter to collector, 𝐶𝐸𝐶  is the emitter-base and collector-base 

electrical junction capacitance, 𝐶𝐸𝐶−𝑜𝑝𝑡 is the OM capacitance increase of the emitter-base 

and collector-base junction due to optical illumination and 𝜏𝐹−𝑜𝑝𝑡 is the optical forward transit 

time increase from emitter to collector, which is given by: 
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𝜏𝐹−𝑜𝑝𝑡 = 𝐶𝐵𝐶−𝑜𝑝𝑡(𝑅𝐸 + 𝑅𝐶) + 𝜏𝐵−𝑜𝑝𝑡 + 𝜏𝐸−𝑜𝑝𝑡 + 𝜏𝐵𝐶−𝑜𝑝𝑡 (2.13) 

where 𝑅𝐸 and 𝑅𝐶 are the dynamic emitter and collector resistances, 𝜏𝐵−𝑜𝑝𝑡, 𝜏𝐸−𝑜𝑝𝑡 and 

𝜏𝐵𝐶−𝑜𝑝𝑡 are the base transit time, the emitter transit time and the base-collector depletion time 

delay respectively [65]. To improve the 𝑓𝑇−𝑜𝑝𝑡 in a SiGe HPT, the forward transit times must 

be decreased by using a combination of vertical profile scaling as well as Ge grading across 

the base. The capacitive terms can also be reduced by scaling the in-plane dimensions of the 

device, though this negatively impacts on the coupling efficiency. 

An application example of SiGe HPTs is the ORIGIN (Optical Radio Infrastructure for 

Gigabit/s Indoor Network) project, which was a national project dedicated to increasing the 

data rate and the radio coverage inside the home combining the 60 GHz wireless 

communication technology and RoF technology. The concept is shown in Fig. 2.13, 

representing a wireless communication network with different services and devices. A home 

network concept is created using optical fiber infrastructure to interconnect the different 

rooms of the house. Antennas collect the wireless signal and feed RoF transceivers to 

distribute the signal to each room simultaneously. At the other end of the fiber, another RoF 

transceiver (TRoF) converts the modulated optical signal and radiates it into the air. 

 

Fig. 2.13: ORIGIN project concept illustration. 

The ORIGIN project started in January 2010 and finished in July 2013. It was composed 

of different teams of industrial and academic background collaborating. The ESYCOM team 

was involved in the manufacture of photonic components and their work led to the fabrication 

of wafers including different devices and HPT. The main interest in the ORIGIN project is 

that some of the developed devices are used in this thesis. In particular, the 10SQxEBC HPT 

is of interest for the project. The name of the HPT states that it has a square optical window 

of dimensions 10x10 μm2 (10SQ) and a topology of type EBC (xEBC), meaning that all 
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terminals, Base, Collector and Emitter, are accessible separately. In fact, the EBC topology 

also means that the HPT is integrated in Common Emitter (CE) topology, therefore acting as 

a current amplifier.   

2.7. Conclusions 
This chapter presented the state-of.the-art of the components of TMA and RoF systems. 

The first part focused on giving an overview of the evolution and the different applications 

involving TMAs. The second part showed firstly the evolution of the development of the 

block scheme model of a RoF link, along with the definitions of the main quantities and 

figures of merit of its components. Then, it focused on the state-of-the-art of its single 

components, especially lasers and photodetectors. Lasers of VCSEL type have mainly been 

considered due to the interest in employing them in this thesis. For photodetectors, it showed 

a general description of their characteristics and provided a state-of-the-art on PIN 

photodiodes and HPTs, along with their main figures of merit, fabrication characteristics and 

models.  
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Chapter 3: Concept and realization of a Radio 

over Fiber-Time Modulated Array system. 

3.1. Introduction 
This chapter focuses on showing the main idea and realization of the system combining 

Radio-over-Fiber (RoF) and Time Modulate Array (TMA) technologies, along with sections 

dedicated to TMA-related challenges that have been considered and tackled. The interest in 

TMA as a beamforming technique is mainly due to the simplicity and low cost of the system, 

which relies on an On-Off switching mechanism to achieve beamforming. Although TMA 

systems prove to be challenging, especially in terms of efficiency, they also offer new 

application perspectives and a great degree of flexibility. Firstly, an accurate analysis of the 

TMA working principles is given. The state-of-the-art related to TMAs along with their fields 

of application can be found in chapter 1. Afterwards, the explanation of the concept of the 

RoF-TMA system, followed by a proof-of-concept of such system done by measuring the 

radiation pattern emitted by the system and comparing the results with software simulations. 

It follows a section on the analysis of the effects of unwanted phase shifts on TMA systems 

with measurements supporting the found results. Finally, a section on the optimization of 

TMA modulating sequences and the challenges related to piloting TMA systems. 

The results of this chapter led to the publication of two conference papers [117] and [118] 

and a journal paper [119]. 

3.2. TMA theory and RoF-TMA system concept 

3.2.1. TMA theory 

Let us consider a generic linear array with 𝑁𝑎 identical antennas with resonance frequency 

𝑓0. The antennas are aligned along the y-axis and are equally spaced by a fixed length 𝐷. A 

TMA is an antenna array where each antenna current is switched On and Off periodically 

with a certain pattern, called modulating sequence 𝑈𝑛(𝑡). All sequences are normalized 

between 0 and 1 and have the same frequency 𝑓𝑀 but they have different initial delay and duty 

cycle. We consider a simple TMA realized by placing RF switches which periodically switch 

on and off the antenna currents, as shown in Fig. 3.1. The far field radiated by such system in 

the x-y plane is: 

𝐸(𝜃, 𝑡) = 𝐸0(𝜃)𝑒𝑗2𝜋𝑓0𝑡 ∑ 𝐴𝑛𝑒𝑗𝜑𝑛𝑈𝑛(𝑡)𝑒𝑗𝑘(𝑛−1)𝐷 𝑠𝑖𝑛(𝜃)

𝑁𝑎

𝑛=1

 (3.1) 

where 𝐸0(𝜃) is the field radiated by the single element (i.e. the Element Factor), 𝐴𝑛 and 

𝜑𝑛 are the amplitude and phase of the n-th antenna static excitation and 𝑘 is the wavenumber 

(i.e. 2𝜋/𝜆). The overall effect is that each antenna current is modulated by 𝑈𝑛(𝑡). The 

reference system with the antenna array and 𝜃 is shown in Fig. 3.2 to ease the understanding 

of the subject. 
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Fig. 3.1: Common scheme of an RF TMA.  

 

Fig. 3.2: TMA reference system. 

As mentioned before, all modulating sequences have the same frequency, in other words 

the same period 𝑇𝑀 = 1/𝑓𝑀. The generic modulating sequence 𝑈𝑛(𝑡) is represented in Fig. 
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3.3, with 𝑐𝑛 being the duty cycle and 𝑐𝑖,𝑛 being the initial delay, both expressed as percentages 

of 𝑇𝑀. Given its periodicity, we write 𝑈𝑛(𝑡) as the Fourier series 

𝑈𝑛(𝑡) = ∑ 𝑢ℎ𝑛𝑒𝑗2𝜋ℎ𝑓𝑀𝑡

+∞

ℎ=−∞

 (3.2) 

where 𝑢ℎ𝑛 denotes the h-th Fourier series coefficient. This is computed in a few simple 

steps: we first consider the Fourier transform of a square pulse 𝑅(𝑓) centred in 0 with a width 

equal to 𝑐𝑛𝑇𝑀 and unitary amplitude; then, we exploit the time shift property of the Fourier 

Transform to shift the pulse of the quantity 
𝑐𝑛

2
𝑇𝑀 + 𝑐𝑖,𝑛𝑇𝑀, thus obtaining the Fourier 

Transform aperiodic signal 𝑅𝑠(𝑓); finally, the Fourier coefficient 𝑢ℎ𝑛 is equal to the Fourier 

Transform of the aperiodic signal evaluated in ℎ𝑓𝑀 and divided by 𝑇𝑀. 

 

𝑅(𝑓) = 𝑐𝑛𝑇𝑀𝑠𝑖𝑛𝑐(𝜋𝑓𝑐𝑛𝑇𝑀) (3.3) 

 

 

𝑅𝑠(𝑓) = 𝑐𝑛𝑇𝑀𝑠𝑖𝑛𝑐(𝜋𝑓𝑐𝑛𝑇𝑀)𝑒−𝑗2𝜋𝑓𝑇𝑀(
𝑐𝑛
2

+𝑐𝑖,𝑛)
 (3.4) 

 

 

𝑢ℎ𝑛 =
1

𝑇𝑀

∫ 𝑈𝑛(𝑡)𝑒−𝑗2𝜋ℎ𝑓𝑀𝑡𝑑𝑡
𝑇𝑀

0

=
𝑅𝑠(ℎ𝑓𝑀)

𝑇𝑀

= 𝑐𝑛𝑠𝑖𝑛𝑐(ℎ𝜋𝑐𝑛)𝑒−𝑗ℎ𝜋(𝑐𝑛+2𝑐𝑖,𝑛) (3.5) 

 

 

Now, by combining Eq. (3.1), Eq. (3.2) and Eq. (3.5) we obtain the following expression: 

𝐸(𝜃, 𝑡)

= 𝐸0(𝜃) ∑ ∑ 𝐴𝑛𝑒𝑗𝜑𝑛𝑐𝑛𝑠𝑖𝑛𝑐(ℎ𝜋𝑐𝑛)𝑒−𝑗ℎ𝜋(𝑐𝑛+2𝑐𝑖,𝑛)𝑒𝑗𝑘(𝑛−1)𝐷 𝑠𝑖𝑛(𝜃)

𝑁𝑎

𝑛=1

𝑒𝑗2𝜋(𝑓0+ℎ𝑓𝑀)𝑡

+∞

ℎ=−∞

 
(3.6) 

The overall effect of the modulation is the following: the array radiates at multiple 

frequencies 𝑓0 + ℎ𝑓𝑀, each characterized by a different radiation pattern. These patterns 

depend on the modulating sequences, in particular the duty cycle and the initial delay of each. 

Therefore, the unique feature of the simultaneous multiple beamforming in a TMA is done 

by tuning the modulating sequences in order to obtain a desired radiation pattern. 

Under the assumption of identical array elements, the pattern multiplication principle is 

valid, i.e. the emitted far field of an antenna array is the product between the Element Factor 

and the so-called Array Factor (AF). The AF describes the interference interaction between 

the array elements, considered as ideal isotropic antennas, and depends on the geometry of 

the array. In other words, the AF represents the far field emitted by an array of ideal isotropic 
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antennas placed in the exact positions of the original non-ideal array elements. It is important 

to note that the Element Factor is an independent variable and only the AF is influenced by 

the sequences. Normally, a standard linear array radiates at a single frequency, with the AF 

depending only on the antenna spacing, the antenna excitation and on the radiation frequency. 

In a TMA instead, the radiation happens at multiple frequencies, thus there is a different AF 

for each frequency 𝑓0 + ℎ𝑓𝑀: 

𝐴𝐹(𝜃, 𝑓0 + ℎ𝑓𝑀) = 𝐴𝐹ℎ(𝜃)

= ∑ 𝐴𝑛𝑒𝑗𝜑𝑛𝑐𝑛𝑠𝑖𝑛𝑐(ℎ𝜋𝑐𝑛)𝑒−𝑗ℎ𝜋(𝑐𝑛+2𝑐𝑖,𝑛)𝑒𝑗𝑘(𝑛−1)𝐷 𝑠𝑖𝑛(𝜃)

𝑁𝑎

𝑛=1

 
(3.7) 

 

 

Fig. 3.3: Generic modulating sequence 𝑈𝑛(𝑡). 

The time dependency from the complex exponential 𝑒𝑗2𝜋(𝑓0+ℎ𝑓𝑀)𝑡 has been given as 

implied in Eq. (3.7) and will be considered implicitly whenever referring to a radiation at a 

certain frequency. It can be furtherly noted that, at the carrier frequency 𝑓0, the AF depends 

on 𝑐𝑛 but not on 𝑐𝑖,𝑛. In addition, 𝑐𝑛 does not affect the phase of the AF as shown in Eq. (3.8):  

𝐴𝐹0(𝜃) = ∑ 𝐴𝑛𝑒𝑗𝜑𝑛𝑐𝑛𝑒𝑗𝑘(𝑛−1)𝐷 𝑠𝑖𝑛(𝜃)

𝑁𝑎

𝑛=1

 (3.8) 

This indicates that in a TMA it is not possible to do beamsteering at 𝑓0, which is the least 

interesting frequency in such a kind of system. This fact along with the on-off switching of 

antennas poses many problems in terms of radiation efficiency. Firstly, a part of the power is 

wasted on frequencies that we do not wish to use, especially the carrier 𝑓0, apart from the case 

where a broadside radiation is always needed. Secondly, a switched off antenna does not 

contribute to radiation, thus the power that it could potentially emit is wasted. Some research 

work aiming at improving the power efficiency of the TMA has been proposed during the 

years [113]-[116]. For instance, the carrier frequency radiation can be suppressed by 
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employing symmetric modulating waves (i.e. the modulating square wave varies between 1 

and -1 instead of 1 and 0) [59]. 

In conclusion, the TMA beamforming results to be an easily realizable and flexible solution 

thanks to the modulating sequences which can be dynamically changed. These advantages 

come with some drawbacks, mainly related to the power efficiency and to the fact that the 

modulating sequences usually need to be designed with optimization tools and algorithms. 

3.2.2. Structure of the system proposed 

The aim of this thesis is to combine Radio-over-Fiber (RoF) technology with the TMA. 

The proposed system is shown in Fig. 3.4. The RF signal is converted to an optical one by a 

laser and coupled through an optical fiber. The fiber is then split into 𝑁𝑎 paths by an optical 

splitter and each path terminates on a photodetector, which converts the optical signal back 

to RF. The switching/modulation necessary for the TMA is also performed by the 

photodetector. Finally, the modulated RF signal is sent directly to the antennas. 

 

Fig. 3.4: RoF-TMA system outline. 

The main differences between this system and the purely RF-TMA system presented before 

are that the splitting is done at optical level instead of the RF level and the square wave 

modulation is performed by the photodetector instead of a switch. The optical splitting implies 

the possibility to have high phase shifts 𝜑𝑛 between the different antenna currents. In fact, the 

phase of propagating light changes significantly within very short distances, due to the optical 

frequencies being much higher than the RF ones. Consequently, small length differences 

between the optical paths can lead to unwanted high phase shifts in the antenna currents. 

Therefore, it is important to analyse the impact of phase shifts 𝜑𝑛 on the behaviour of the 

system. For this reason, a study on the conditions of tolerance of unwanted phase shifts is 

presented in section 3.4. 
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The double role of the photodetector, i.e. photodetection and TMA modulation, may be 

covered by different devices. In this project we chose to test and study as possible solutions 

Photodiodes (PD) and Heterojunction Phototransistors (HPT). Sections 3.3 and 3.4 show 

system implementations using PDs as photodetectors. To obtain a TMA behaviour, the PDs 

are switched On and Off periodically by acting on their bias voltage. This causes the PDs to 

switch between non-polarised mode and photoconductive mode, thus modulating the 

photocurrent with a square wave equivalent to the switching bias. 

3.3. Theoretical and experimental analysis of the 

RoF-TMA system 
In order to prove the beamsteering capabilities of the combined RoF-TMA, we realize a 

small prototype and test a modulating sequence with known effects on the radiation pattern. 

The experimental set-up, shown in Fig. 3.6, employs a 2-element TMA realized with planar 

square patch antennas resonant at 𝑓0=2.45 GHz and a RoF link composed of: a Distributed 

Feed-Back (DFB) laser, G652 single mode fiber as a medium, a balanced optical splitter and 

PIN PDs as photoreceivers. The TMA is realized with planar square patch antennas, shown 

in Fig. 3.5, with the following characteristics: length and width of 31.3 mm, feeding point 

located at 6.5 mm from the center, substrate Rogers RO4350B with thickness 1.524 mm and 

dielectric constant 3.48. The PDs are integrated with a Trans-Impedance Amplifier (TIA) 

which amplifies the generated photocurrent, but the modulating sequence is still applied only 

on the PD bias. The antenna spacing 𝐷 is fixed to 𝜆/2, such that 𝑘𝐷 = 𝜋. The modulating 

sequences are generated by an evaluation board STM32VLDiscovery and have a period of 

𝑇𝑀=0.1 ms (frequency 𝑓𝑀=10 kHz). The choice for a low frequency modulation is not related 

to a particular application, but it is due to the board limitations.  

 

Fig. 3.5: Planar square patch antenna resonant at 2.45 GHz.  

The receiving part of the system consists of a narrow beam horn antenna (i.e. very high 

directivity in the broadside direction) connected to a spectrum analyser (SA). The aim is to 

measure the radiation diagram on the xy-plane of the array at the frequencies 𝑓0, (𝑓0 + 𝑓𝑀) 

and (𝑓0 − 𝑓𝑀). To do so, the TMA is installed on a rotating support, while the receiving horn 

antenna is kept fixed and aligned on the same plane. In this way, we scan the radiation diagram 
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of the TMA by rotating it and measuring the received power at the frequencies of interest, as 

shown in Fig. 3.7. The emitted field is evaluated only for 𝜃 between 90° and -90° (i.e. the 

half-xy-plane with positive x) due to the fact that the patch antennas radiate only in the half-

plane they are facing. To better understand this choice, the radiation diagram of the single 

element is shown in Fig. 3.8. 

 

 

Fig. 3.6: Experimental set-up for testing the TMA beamsteering. 

The resulting measurement are then compared with TMA simulations done with the 

software Advanced Design System (ADS) by Keysight and Matlab. The simulations did not 

consider the array elements as isotropic but implemented the measured radiation diagram of 

the single antenna shown in Fig. 3.8.   

The chosen modulating sequences, depicted in Fig. 3.9, have the same amplitude (i.e. the 

resulting current amplitudes are the same 𝐴1 = 𝐴2), the same duty cycle and are shaped by 

the parameter 𝑑, so that the duty cycles are given by 𝑐𝑛 = 50% − 𝑑 and the initial delays are 

respectively 𝑐𝑖,1 = 0% and 𝑐𝑖,2 = 50% + 𝑑. Therefore, both sequences are determined only 

by the parameter 𝑑, which determines the steering of the radiating beams. 

 

Fig. 3.7: Representation of the TMA radiation pattern scanning measurement. 
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Fig. 3.8: Radiation diagram of the single element over the xy-plane 

 

Fig. 3.9: TMA sequences 𝑈1(𝑡) and 𝑈2(𝑡) utilized for 𝑁𝑎 = 2,with 𝑐1 = 𝑐2 = 0.5 − 𝑑, 

𝑐𝑖1
= 0 and 𝑐𝑖2

= (0.5 + 𝑑)𝑇𝑀.  

Since the TMA has just 2 elements, the radiated patterns in the half-plane −90° ≤ 𝜃 ≤ 90° 

will have at most a single zero direction, excluding the directions 𝜃 = ±90°, appearing when 

the antennas are in phase opposition with respect to the carrier. Since this zero direction can 

be determined with higher precision with respect to the maximum radiation direction, it is 

more useful to track the former and to relate it to the steering caused by 𝑑. It is important to 

note that the overall behaviour of the TMA is independent of the modulating frequency or the 

𝑇𝑀

𝑑𝑇𝑀

𝑡

𝑡

𝑈1 𝑡

𝑈2 𝑡

𝑑𝑇𝑀

0.5𝑇𝑀

0.5𝑇𝑀

𝑇𝑀
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carrier frequency, so if the RoF-TMA system is validated in a simple example scenario, it will 

also be for frequencies related to a specific application. 

The reference situation corresponds to the modulating sequence determined by 𝑑 = 0%, 

shown in Fig. 3.10, where at the carrier frequency 𝑓0 there is a maximum in the broadside 

direction, while at frequencies 𝑓0 ± 𝑓𝑀 there is a zero in the broadside direction. A slight 

asymmetry with respect to 𝜃 = 0° is observed in all the radiation patterns curves. This is in 

contrast with the expected behaviour at 𝑑 = 0%, where all curves should be symmetrical. In 

fact, the asymmetry is due to the presence of phase shifts 𝜑1 and 𝜑2 in the system, with 𝜑1 

and 𝜑2 being the phase shifts of the first and second antenna currents. This assessment is 

backed up by ADS simulations implementing the phase shifts and proving the resulting 

asymmetry in the resulting radiation patterns. In particular, the ADS simulations were based 

on co-simulation, a feature allowing to combine basic circuit simulation with ADS’ 

electromagnetic simulation engine Momentum. In this way, ADS firstly computes the 

modulated antenna currents in time domain through the circuit simulation tool. Then, 

Momentum performs the electromagnetic simulation of the TMA using the previously 

computed antenna currents, thus obtaining an accurate simulation of the whole system. As a 

convention, the phase shifts will be considered with respect to 𝜑1, so that 𝜑1 = 0° always and 

𝜑𝑛 = 𝜑𝑛
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝜑1

𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑. 

The phase shifts have been measured with a Vector Network Analyser (VNA) by 

considering the phase of the S21 parameter between the DFB input and each photodiode’s 

output and their value is 𝜑1 = 0° and 𝜑2 = 10°. The phase shift stems mainly from the length 

difference between the optical fiber’s branches after the splitter. To be noted that the length 

difference is small enough to not cause appreciable losses, but at the considered envelope 

frequency (2.45 GHz) it is sufficient a difference of 2 mm to cause a 10° phase shift. 

In this case, the phase shifts are so small that they do not impact negatively on the expected 

behaviour of the system. A better analysis of the impact of phase shifts on the system 

behaviour is presented in the section 3.4, where a 3-element array is considered. 

 

Fig. 3.10: Measurements of the radiation diagram for the carrier frequency 𝑓0=2.45GHz 

and the side frequencies 𝑓0 + 𝑓𝑀 and 𝑓0 − 𝑓𝑀 in case 𝑑 = 0% and 𝑓𝑀=10kHz. 
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By increasing 𝑑, the radiation’s minima at 𝑓0 ± 𝑓𝑀 (and consequently the maxima) steer in 

opposite directions. In particular, the steering is towards +90° for 𝑓0 + 𝑓𝑀 and -90° for 𝑓0 −
𝑓𝑀. This is highlighted by the radiation patterns shown in Fig. 3.11(a) and Fig. 3.11(b), both 

relative to the case 𝑑 = 15%. The former image refers to the 𝑓0 + 𝑓𝑀 frequency and shows 

that the zero direction is shifted of -12° with respect to the 𝑑 = 0% case of Fig. 3.10, while 

the main beam direction moved from 39° to 27°. The latter image refers to the 𝑓0 − 𝑓𝑀 

frequency and, in the same manner, shows that the minimum shifted of +15°, while the main 

beam moved from -45° to -33°. In both cases, the measurements are in good agreement with 

the simulation results. 

 

Fig. 3.11: Measurements and simulations of the radiation diagram behaviour for (a) 𝑓0 +
𝑓𝑀 and (b) 𝑓0 − 𝑓𝑀 in case 𝑑 = 15%, at 𝑓0=2.45GHz and 𝑓𝑀 =10kHz. 

The trends of the measured maximum and minimum directions as functions of the parameter 

𝑑 are given in Fig. 3.12, where they are compared to the simulation results. The inset in each 

plot depicts Fig. 3.11(a) and Fig. 3.11(b) respectively, with the maximum and minimum points 

highlighted. Fig. 3.12(a) refers to the frequency 𝑓0 + 𝑓𝑀, while Fig. 3.12(b) refers to 𝑓0 − 𝑓𝑀. 

In both cases, the simulations fit well with the measurements, with the maximum registered 

error between the two of them being of 7°, thus demonstrating that the beamsteering in a RoF-

TMA system behaves as an equivalent simulated TMA.  

 
 

(a) (b) 

Fig. 3.12: Measurements and simulations of maximum and minimum radiation directions 

with respect to 𝑑 for 𝑓0 + 𝑓𝑀 (a) and 𝑓0 − 𝑓𝑀 (b) at 𝑓0=2.45GHz and 𝑓𝑀 =10kHz. 
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The obtained results are compliant with the theory of purely RF TMA systems, thus proving 

that the modulation can effectively be performed at the photodetector level and validating the 

concept of a RoF-TMA system. In particular, the obtained performances are comparable to 

those shown in [42]. This work led to the publication of the conference papers [117] and [118]. 

3.4. Effects of unwanted phase shifts on a few-

elements RoF-TMA system 

3.4.1. Analysis of the phase shift effects on a 3-element TMA 

A TMA system in ideal condition usually has uniform excitation currents and without 

constant phase shifts (i.e., 𝐴𝑛 = 𝐴 and 𝜑𝑛 = 0 for every 𝑛). It is important to keep the 

excitation balanced and to avoid unwanted phase shifts because these parameters cannot be 

controlled by the modulating sequences. In presence of unbalanced excitation or unwanted 

phase shifts it is more difficult to control the behaviour of the TMA system and applying 

blindly a modulating sequence could easily lead to unexpected results. In a RoF-TMA system 

it is easy to avoid non-uniform excitation, due to the low losses of the fiber. On the other 

hand, it is easier to have unwanted phase shifts, caused by the length difference between the 

fibers’ branches of the optical splitter. If these phase shifts are very low, they do not affect 

too much the system’s behaviour. Furthermore, it is possible to modify the modulating 

sequences to decrease the negative effects of the phase shifts, but it is not easy to determine 

how they should be changed.  

The objective of this chapter is to show how the phase shifts negatively affect the AF and 

to define an appropriate tolerance of this unwanted effect. To simplify the analysis of the 

phenomenon, let us consider the following assumptions: 

• The duty cycles 𝑐𝑛 and the coefficients 𝐴𝑛 are constant, so that 𝑐𝑛 = 𝐶 and 𝐴𝑛 = 𝐴 for 

every 𝑛. 

• We fix 𝑐𝑖,1 = 0% and 𝜑1 = 0°. 

• 𝑐𝑛 and 𝑐𝑖,𝑛 are chosen so that for every frequency of interest 𝑓0 + ℎ𝑓𝑀, in the direction 

of the desired Maximum Radiation Direction (MRD) 𝜃 = 𝜃0, the complex vectors 

𝑢ℎ𝑛𝑒𝑗𝑘n𝑑 𝑠𝑖𝑛(𝜃0) of the Array Factor have all the same phase for every 𝑛 (i.e. fixed ℎ, 

⟨𝑢ℎ1𝑒𝑗𝑘𝑑 𝑠𝑖𝑛(𝜃0) = ⟨𝑢ℎ2𝑒𝑗2𝑘𝑑 𝑠𝑖𝑛(𝜃0) = ⋯ = ⟨𝑢ℎ𝑛𝑒𝑗𝑘𝑛𝑑 𝑠𝑖𝑛(𝜃0), where ⟨∙ denotes the phase 

of the number). 

• The antenna array is made of 3 antennas (𝑁𝑎 = 3) with antenna spacing 𝐷 equal to 𝜆/2, 

so that 𝑘𝐷 = 𝜋. 

The first condition limits the choice pool of the sequences, because the duty cycles are 

fixed. At the same time, this allows an easier analytical formulation of the problem. The 

second condition fixes the first antenna as the reference for phase shifts and initial delays. 

These quantities can always be defined relatively to a fixed reference since they are both 

related to the antenna currents phases, which are periodic. The third condition states that, 

fixed a frequency 𝑓0 + ℎ𝑓𝑀, the complex vectors composing the AF have the same phase in 

𝜃0, leading to the expression 
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𝐴𝐹ℎ(𝜃0) = 𝐴𝐶 𝑠𝑖𝑛𝑐(ℎ𝜋𝐶)𝑒−𝑗𝜋(ℎ𝐶−𝑠𝑖𝑛(𝜃0)) ∑ 𝑒𝑗𝜑𝑛

3

𝑛=1

 (3.9) 

Equation (3.9) is directly derived from Eq. (3.7) by applying all the assumptions described 

before and considering 𝑛 = 1 for the phase of 𝑢ℎ𝑛𝑒𝑗𝑘𝑛𝐷 𝑠𝑖𝑛(𝜃0) (i.e., since the vectors are all 

in-phase by assumption, they all have the same value). The next step is to determine which 

modulating sequences satisfy the condition of phase alignment, which can be found by solving 

the following system: 

{

−ℎ𝜋(𝑐1 + 2𝑐𝑖,1) + 𝑘𝐷𝑠𝑖𝑛(𝜃0) = −ℎ𝜋(𝑐2 + 2𝑐𝑖,2) + 2𝑘𝐷 𝑠𝑖𝑛(𝜃0) + 2𝜋𝑚1

−ℎ𝜋(𝑐1 + 2𝑐𝑖,1) + 𝑘𝐷𝑠𝑖𝑛(𝜃0) = −ℎ𝜋(𝑐3 + 2𝑐𝑖,3) + 3𝑘𝐷 𝑠𝑖𝑛(𝜃0) + 2𝜋𝑚2

−ℎ𝜋(𝑐2 + 2𝑐𝑖,2) + 2𝑘𝐷𝑠𝑖𝑛(𝜃0) = −ℎ𝜋(𝑐3 + 2𝑐𝑖,3) + 3𝑘𝐷 𝑠𝑖𝑛(𝜃0) + 2𝜋𝑚3

→ 

→ {

−ℎ𝜋𝐶 + 𝜋 𝑠𝑖𝑛(𝜃0) = −ℎ𝜋(𝐶 + 2𝑐𝑖,2) + 2𝜋 𝑠𝑖𝑛(𝜃0) + 2𝜋𝑚1

−ℎ𝜋𝐶 + 𝜋 𝑠𝑖𝑛(𝜃0) = −ℎ𝜋(𝐶 + 2𝑐𝑖,3) + 3𝜋 𝑠𝑖𝑛(𝜃0) + 2𝜋𝑚2

−ℎ𝜋(𝐶 + 2𝑐𝑖,2) + 2𝜋 𝑠𝑖𝑛(𝜃0) = −ℎ𝜋(𝐶 + 2𝑐𝑖,3) + 3𝜋 𝑠𝑖𝑛(𝜃0) + 2𝜋𝑚3

 

→ {

𝑠𝑖𝑛(𝜃0) = 2ℎ𝑐𝑖,2 − 2𝑚1

𝑠𝑖𝑛(𝜃0) = ℎ𝑐𝑖,3 − 𝑚2

𝑠𝑖𝑛(𝜃0) = 2ℎ(𝑐𝑖,3 − 𝑐𝑖,2) − 2𝑚3

 

(3.10) 

The system is obtained by equalling the phases of all the pairs of vectors (i.e., the arguments 

of the complex exponentials) and the final expressions are found by applying the previous 

assumptions. The 2𝜋𝑚1, 2𝜋𝑚2 and 2𝜋𝑚3 terms, with 𝑚1, 𝑚2 and 𝑚3 integers, are added 

due to the 2𝜋  periodicity of the phases. Solving Eq. (3.10) brings to 

{

𝑠𝑖𝑛(𝜃0) = 2ℎ𝑐𝑖,2 − 2𝑚1

ℎ(2𝑐𝑖,2 − 𝑐𝑖,3) = 2𝑚1 − 𝑚2

ℎ(2𝑐𝑖,2 − 𝑐𝑖,3) = 𝑚2 − 2𝑚3

→ ℎ(2𝑐𝑖,2 − 𝑐𝑖,3) ∈ ℤ (3.11) 

If all equations in (3.11) are satisfied at the same time, then at 𝑓0 + ℎ𝑓𝑀 the MRD is located 

at 𝜃0 and this maximum is guaranteed to have the highest possible value. It is important to 

note that the second and third equations in (3.11) imply that the quantity ℎ(2𝑐𝑖,2 − 𝑐𝑖,3) must 

be an integer. This is because 𝑚1, 𝑚2 are 𝑚3 are integers by definition, so the right-hand part 

of the equations is always an integer. Since only 𝑐𝑖,2 and 𝑐𝑖,3 are real quantities, there are 

different possible outcomes depending on their values: 

• If (2𝑐𝑖,2 − 𝑐𝑖,3) ∈ ℤ (i.e., it is an integer), then the phase alignment assumption is met 

at all frequencies 𝑓0 + ℎ𝑓𝑀. 

• If (2𝑐𝑖,2 − 𝑐𝑖,3) ∈ ℚ\ℤ (i.e., it is not an integer but is rational), then the phase 

alignment assumption is met only for specific values of ℎ. 

• If (2𝑐𝑖,2 − 𝑐𝑖,3) ∈ ℝ\ℚ (i.e., it is irrational), then the phase alignment assumption is 

never met. 
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Once a proper modulating sequence is chosen, the next step is to analyse how the phase 

shifts impact on the Array Factor, the core quantity of a TMA. The power radiated by the 

array is proportional to the absolute squared value of the electric field it emits, |𝐸(𝜃, 𝑡)|2, 

which in turn is the product between Element Factor and Array Factor. Therefore, the power 

at frequency 𝑓0 + ℎ𝑓𝑀 is proportional to 

|𝐴𝐹ℎ(𝜃)|2 = 𝐴2𝐶2𝑠𝑖𝑛𝑐2(ℎ𝜋𝐶) |∑ 𝑒𝑗𝜑𝑛𝑒−𝑗ℎ𝜋(𝐶−2𝑐𝑖,𝑛)𝑒𝑗(𝑛−1)𝜋 𝑠𝑖𝑛(𝜃)

3

𝑛=1

|

2

 (3.12) 

This equation can be furtherly extended by exploiting the following property of complex 

numbers: 

|∑ 𝑋𝑛

𝑁

𝑛=1

|

2

= ∑ ∑ ℜ𝑒{𝑋𝑛𝑋𝑚
∗ }

𝑁

𝑚=1

𝑁

𝑛=1

= ∑ ∑ |𝑋𝑛||𝑋𝑚|cos (⟨𝑋𝑛 − ⟨𝑋𝑚)

𝑁

𝑚=1

𝑁

𝑛=1

= ∑|𝑋𝑛|2

𝑁

𝑛=1

+ ∑ ∑ 2|𝑋𝑛||𝑋𝑚|cos (⟨𝑋𝑛 − ⟨𝑋𝑚)

𝑛−1

𝑚=1

𝑁

𝑛=2

 

(3.13) 

with 𝑋𝑛 complex numbers. Applying (3.10) and (3.13) to (3.12) leads to the following 

expression for the squared modulus sum 

|∑ 𝑒𝑗𝜑𝑛𝑒−𝑗ℎ𝜋(𝐶−2𝑐𝑖,𝑛)𝑒𝑗(𝑛−1)𝜋 𝑠𝑖𝑛(𝜃)

3

𝑛=1

|

2

= 

= 3 + 2ℜ𝑒 {𝑒𝑗(𝜋 𝑠𝑖𝑛(𝜃0)−𝜋 𝑠𝑖𝑛(𝜃)−
𝜑3
2

) (2𝑐𝑜𝑠 (𝜑2 −
𝜑3

2
)

+ 𝑒𝑗(𝜋 𝑠𝑖𝑛(𝜃0)−𝜋 𝑠𝑖𝑛(𝜃)−
𝜑3
2

))} 

(3.14) 

This last expression is very important as it expresses how the unwanted phase shifts 𝜑2 

and 𝜑3 affect the AF. Let us analyse how the MRD depends on the phase shifts values and 

define the general MRD as 𝜃𝑚𝑎𝑥. It is important to distinguish 𝜃0 and 𝜃𝑚𝑎𝑥 conceptually: the 

former is the wanted MRD, while the latter is the general MRD. In other words, 𝜃0 is the 

MRD when 𝜑𝑛 = 0, while 𝜃𝑚𝑎𝑥 is the MRD when 𝜑𝑛 ≠ 0. For fixed values of 𝜑2 and 𝜑3, 

the value of 𝜃𝑚𝑎𝑥 depends on the sign of 𝑐𝑜𝑠 (𝜑2 −
𝜑3

2
). The two different scenarios are given 

by the following expressions: 

𝜃𝑚𝑎𝑥 = 𝑎𝑟𝑐𝑠𝑖𝑛 (𝑠𝑖𝑛(𝜃0) −
𝜑3

2𝜋
− 2𝑚) = Θ, 𝑖𝑓 𝑐𝑜𝑠 (𝜑2 −

𝜑3

2
) > 0 

(3.15) 

𝜃𝑚𝑎𝑥 = 𝑎𝑟𝑐𝑠𝑖𝑛 (𝑠𝑖𝑛(𝜃0) −
𝜑3

2𝜋
− (2𝑚 + 1)) = Ψ, 𝑖𝑓 𝑐𝑜𝑠 (𝜑2 −

𝜑3

2
) < 0 

where 𝑚 is an arbitrary integer value to keep the arcsin argument in its domain [-1;1]. The 

two expressions have been labelled Θ and Ψ for later use. Equations (3.15) explain how the 

phase shifts affect the MRD. In particular, a change in 𝜑3 always modifies 𝜃𝑚𝑎𝑥, while a 

change in 𝜑2 does not affect the MRD, unless the sign of 𝑐𝑜𝑠 (𝜑2 −
𝜑3

2
) is switched. The 
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system’s tolerance to unwanted phase shifts is evaluated in terms of the angle deviation from 

the desired MRD 𝜃0. By defining a maximum deviation threshold 𝜃𝑡ℎ, we want to find the 

allowed phase shifts domains 𝜑3 ∈ [𝜑3,𝑚𝑎𝑥
− ; 𝜑3,𝑚𝑎𝑥

+ ] and 𝜑2 ∈ [𝜑2,𝑚𝑎𝑥
− ; 𝜑2,𝑚𝑎𝑥

+ ] such that 

𝜃0 − 𝜃𝑡ℎ ≤ 𝜃𝑚𝑎𝑥 ≤ 𝜃0 + 𝜃𝑡ℎ. In the following, we will consider a 𝜃𝑡ℎ equal to 5°.  

Let us fix 𝜑2 for the moment, such that 𝜃𝑚𝑎𝑥 is given by Θ in (3.15). Regarding 𝜑3, the 

domain extremes 𝜑3,𝑚𝑎𝑥
+  and 𝜑3,𝑚𝑎𝑥

−  are the values of 𝜑3 for which 𝜃𝑚𝑎𝑥 = 𝜃0 ± 𝜃𝑡ℎ: 

𝜑3,𝑚𝑎𝑥
+,− = 2𝜋(𝑠𝑖𝑛(𝜃0) − 𝑠𝑖𝑛(𝜃0 ± 𝜃𝑡ℎ)) (3.16) 

So, the first outcome of this analysis is that the values 𝜑3,𝑚𝑎𝑥
+,−

 depend on 𝜃0. The closer 𝜃0 

is to ±90° and the lower the interval 𝜑3,𝑚𝑎𝑥
+ − 𝜑3,𝑚𝑎𝑥

−  (i.e., the interval of the allowed values 

of 𝜑3) becomes, as shown in Fig. 3.13. 

  

(a) (b) 

 

(c) 

Fig. 3.13: Behaviour of 𝜑3,𝑚𝑎𝑥
+  (a) and 𝜑3,𝑚𝑎𝑥

−  (b) when 𝜃𝑡ℎ = 5°. (c) depicts the 

difference 𝜑3,𝑚𝑎𝑥
+ − 𝜑3,𝑚𝑎𝑥

− . 

The next step is to define a proper tolerance interval also for 𝜑2. The main idea is to 

consider the interval of positivity of 𝑐𝑜𝑠 (𝜑2 −
𝜑3

2
), leading to 

𝜑3 − 𝜋

2
≤ 𝜑2 ≤

𝜑3 + 𝜋

2
 (3.17) 

where the boundaries of the interval correspond to 𝑐𝑜𝑠 (𝜑2 −
𝜑3

2
) = 0. In these two limit 

cases, Eq. (3.12) has the same value in both directions Θ and Ψ, defined in (3.15), meaning 

that the array radiates the same power in two different directions. Having in mind that the 

objective is to find phase shifts intervals for which the received radiation pattern does not 
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differ much from the ideal case, it is natural to consider the limit cases of Eq. (3.17) as too 

much different. This means that the domain of 𝜑2 in (3.17) must be restricted to a smaller 

interval. 

To do this, we first consider the ratio of |𝐴𝐹ℎ(𝜃)|2 evaluated in the directions Θ and Ψ. In 

fact, we already observed that by changing 𝜑2 there is an exchange of power between Θ and 

Ψ. These directions correspond to two lobes, where Θ is the desired main lobe direction, while 

Ψ is a desired secondary lobe. The lobe ratio expression between Θ and Ψ is then: 

|𝐴𝐹ℎ(Θ)|2

|𝐴𝐹ℎ(Ψ)|2
=

5 + 4 𝑐𝑜𝑠 (𝜑2 −
𝜑3

2
)

5 − 4 𝑐𝑜𝑠 (𝜑2 −
𝜑3

2
)
 (3.18) 

The range of (3.18) is [1/9; 9] and its shape is represented in Fig. 3.14. This quantity 

represents the threshold tolerance parameter associated to 𝜑2, like 𝜃𝑡ℎ is the threshold 

tolerance parameter associated to 𝜑3. For instance, the interval shown in (3.17) corresponds 

to a value of (3.18) equal to 1, meaning that the maximum acceptable values of 𝜑2 are such 

that the ratio between the main lobe and the secondary lobe levels is equal to 1.  We arbitrarily 

fix (3.18) to a value of 4.5, meaning that we want the power in Θ to be at least 4.5 times more 

than the power in Ψ. This corresponds to an interval of 𝜑2 approximately equal to 
𝜑3

2
− 37° ≤

𝜑2 ≤
𝜑3

2
+ 37°. 

 

Fig. 3.14: Behaviour of 
|𝐴𝐹ℎ(Θ)|2

|𝐴𝐹ℎ(Ψ)|2
 in function of the argument of the cosine: 𝜑2 −

𝜑3

2
 

A graphical representation of the phase shifts tolerance intervals is given in Fig. 3.15, 

where all the plots are related to the case  𝜃0 = 0°. In particular, Fig. 3.15(a) represents (3.18), 

while Fig. 3.15(c) represents the angle deviation from 𝜃0 (i.e. |𝜃𝑚𝑎𝑥 − 𝜃0|), where the surface 

domain was restricted to the values of 𝜑2 and 𝜑3 satisfying the condition 𝑐𝑜𝑠 (𝜑2 −
𝜑3

2
) > 0. 

Fig. 3.15(b) and Fig. 3.15(d) represent the set of the allowed phase shifts 𝜑2 and 𝜑3 for 𝜃𝑡ℎ =
5° and lobe ratio equal to 2. These sets are obtained considering the domains associated to 

values of higher than 4.5 for (3.18) in Fig. 3.15(a) and to deviations |𝜃𝑚𝑎𝑥 − 𝜃0| lower than 

5° in Fig. 3.15(c). Lastly, Fig. 3.15(e) is the intersection between Fig. 3.15(b) and Fig. 3.15(d) 

and represents the domain of allowed phase shifts 𝜑2 and 𝜑3 satisfying the imposed 

conditions on 𝜃𝑡ℎ and (3.18). 
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(a) (b) 

 
 

(c) (d) 

 

(e) 

 

Fig. 3.15: (a) behaviour of 
|𝐴𝐹ℎ(Θ)|2

|𝐴𝐹ℎ(Ψ)|2
. (b) domain for which 

|𝐴𝐹ℎ(Θ)|2

|𝐴𝐹ℎ(Ψ)|2
≥ 4.5. (c) behaviour 

of |𝜃𝑚𝑎𝑥 − 𝜃0|. (d) domain for which |𝜃𝑚𝑎𝑥 − 𝜃0| < 5°. (e) intersection between (b) and (d). 

In conclusion, if the phase shifts are within the tolerance domain in Fig. 3.15(e), then the 

TMA behaviour is guaranteed to be similar to the expected one, referred to the ideal case 

without phase shifts. 
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3.4.2. Experimental validation of the phase shifts effects on a 3-

element TMA 

In this section, the theoretical analysis of the phase shift impact on the TMA developed in 

section 3.4.1 is validated through measurements. In addition, the Matlab simulations shown 

in section 3.4.1 are adapted to the practical cases that will be shown in the current section for 

a comparison with the measurements. The experimental set-up adopted is shown in Fig. 3.16 

and it is composed of a RoF link followed by a 3-element antenna array, realized with planar 

square patch antennas resonant at 2.45 GHz. The RoF system consists of an Optical 

Transmitter based on a directly modulated laser, followed by 1 km of single mode G652 

optical fiber, and by a 1:3 optical splitter, ending in three photodetectors. Like in the RoF-

TMA validation case, the laser and the photodetectors are a DFB and PIN photodiodes 

integrated with a TIA. In the case of a 2-element array, the analysis results simpler and trivial, 

hence the choice to study a 3-element array instead. This work led to the publication of the 

journal paper [119]. 

 

Fig. 3.16: Experimental set-up with the RoF link using a DFB laser and PIN photodiodes. 

In the inset the reference system of the TMA with respect to the receiving horn antenna. 

The modulating sequences are generated by an evaluation board STM32VLDiscovery and 

have a modulation frequency 𝑓𝑀 of 10 kHz, duty cycles 𝑐𝑛 equal to 80% and initial delays 𝑐𝑖,𝑛 

equal to 0%, 33% and 66%, respectively, as shown in Fig. 3.17. These sequences do not 

correspond to an optimum exploitation of the TMA but rather represent just a simple example 

for the theoretical approach validation. The quality condition on 𝜑2 (3.18) is set to 4.5, 

meaning that 
𝜑3

2
− 37° ≤ 𝜑2 ≤

𝜑3

2
+ 37°, while the angle shift tolerance threshold 𝜃𝑡ℎ is set 

to 5°. The analysed frequencies range from 𝑓0 to 𝑓0 + 4𝑓𝑀 and a TDK horn antenna receives 

the radiated power to measure the radiation pattern. The measurements of the radiation pattern 

are performed in the same way described in section 3.3. 
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Fig. 3.17: Graphical representation of the chosen sequences. The length of the bar 

represents the duty cycle, while the starting point represents the initial delay. 

Fig. 3.18(a) shows the ideal (i.e. without phase shifts) normalized |𝐴𝐹ℎ(𝜃, 𝑡)|2 obtained by 

applying the test sequence, while Tab. 3.1 summarizes the different MRD and 𝜑3,𝑚𝑎𝑥
+,−

 of each 

harmonic. Fig. 3.18(b) represents the domain of tolerable phase shifts 𝜑2 and 𝜑3 relative to 

all the considered frequencies. In particular, for each frequency the tolerance intervals of 

phase shifts are determined according to the study shown in the previous section defining a 

phase shift domain. Then the total domain is obtained by intersecting all the domains of each 

frequency. To satisfy (3.19) for every considered frequency, it must be −25.2° ≤ 𝜑3 ≤ 24.9°. 

This interval is obtained by intersecting all intervals in Tab. 3.1. For a comparison, in the 

image it has been included the domain found in Fig. 3.18(e). It can be noted that the latter is 

larger in size. This is because this domain was determined for a single frequency with MRD 

0°, which is the best-case scenario. In general, the more the MRD approaches ±90° and the 

smaller is the tolerance interval of 𝜑3. Considering multiple frequencies with different MRDs, 

the size of the allowed phase shifts domain is determined by the furthest MRD with respect 

to the broadside direction. 

  

(a) (b) 

Fig. 3.18: (a) simulations of the test sequence with zero phase shifts at 𝑓0 + ℎ𝑓𝑀, ℎ ∈
[0, 4]. (b) domain of allowed phase shifts (yellow area) compared to Fig. 3.15e (blue areas). 
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f 𝜽𝟎 𝝋𝟑,𝒎𝒂𝒙
+  𝝋𝟑,𝒎𝒂𝒙

−  

𝑓0 + 𝑓𝑀 34° 26.8° -25.2° 

𝑓0 + 2𝑓𝑀 -35° 24.9° -26.5° 

𝑓0 + 3𝑓𝑀 -1° 31.3° -31.4° 

𝑓0 + 4𝑓𝑀 33° 27.1° -25.6° 

 

Tab. 3.1: Values of the desired MRD 𝜃0 and of the maximum and minimum allowed 

phase shift 𝜑3 for each frequency 𝑓0 + ℎ𝑓𝑀 related to the test sequence. 

The antenna currents have inherent phase shifts 𝜑𝑛 different from 0° due to the splitter 

ends having slightly different lengths. Considering that the transmitted RF signal has 

frequency 2.45 GHz and an approximated index of refraction of 1.5 for silica, then a fiber 

strand long 2.3 mm is sufficient to cause a phase shift of 10° in the antenna current. Each 𝜑𝑛 

is changed by putting additional strands of fiber to the corresponding splitter output. In this 

way, it is possible to measure the received radiation pattern in different phase shifts 

conditions. Three different cases are considered: 

1. Only 𝜑3 out of its tolerance domain. 

2. Only 𝜑2 out of its tolerance domain. 

3. Both 𝜑2 and 𝜑3 within their tolerance domain.  

In the first scenario, the phase shifts 𝜑2 = 31.2° and 𝜑3 = 58.6° are applied. In this case, 

only 𝜑3 is out of the tolerance range, as the interval for 𝜑2 is bounded by 
𝜑3

2
+ 37° = 66.3° 

and 
𝜑3

2
− 37° = −7.7°, while 𝜑3 is above the maximum upper bound 𝜑3,𝑚𝑎𝑥

+ =31.3° in Tab. 

3.1. Consequently, the MRDs at all frequencies under test are expected to be shifted of more 

than the tolerance value 𝜃𝑡ℎ = 5°. This means that by applying a known sequence in presence 

of phase shifts, the TMA behaves unexpectedly and emits in the wrong directions. To avoid 

this situation, it is fundamental to ensure that the antenna paths have equal or almost-equal 

phase, depending on the degree of tolerance fixed by the user. Alternatively, optimization 

tools can be used to solve phase shifts impairments, as shown in section 3.5. 

  

(a) (b) 

Fig. 3.19: Simulated and measured Radiation Diagrams when 𝜑3 is out of bounds. (a) 

(𝑓0 + 𝑓𝑀) and (𝑓0 + 2𝑓𝑀) frequencies. (b) (𝑓0 + 3𝑓𝑀) and (𝑓0 + 4𝑓𝑀) frequencies. 
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f Measured 𝜽𝒎𝒂𝒙 Simulated 𝚯 Simulated 𝚿 

𝑓0 + 𝑓𝑀 63° 55.5° -10° 

𝑓0 + 2𝑓𝑀 -27° -31° 29° 

𝑓0 + 3𝑓𝑀 9° 8° -59° 

𝑓0 + 4𝑓𝑀 60° 53.5° -11.5° 

 

Tab. 3.2. MRD 𝜃𝑚𝑎𝑥, simulated 𝛩 and 𝛹 directions at (𝑓0 + ℎ𝑓𝑀) for 𝜑3 out of bounds. 

The resulting simulations and measurements are summarized in Tab. 3.2 and Fig. 3.19. The 

plots depict the comparison between simulations and measurements are organized in two 

distinct figures for clarity. In particular, Fig. 3.19(a) is related to frequencies 𝑓0 + 𝑓𝑀 and 𝑓0 +
2𝑓𝑀, while Fig. 3.19(b) to 𝑓0 + 3𝑓𝑀 and 𝑓0 + 4𝑓𝑀. All the radiation diagrams are normalized 

with respect to the maximum received power at 𝑓0. The measurements are in good accordance 

with the simulations and the MRDs are shifted of more than 5°, thus confirming the expected 

results. 

In the second scenario, the phase shifts 𝜑2 = 106.6° and 𝜑3 = −10.2° are applied. In this 

case, 𝜑3 is in its own range for all frequencies of interest, i.e. between -25.2° and 24.9°, while 

𝜑2 is out of bounds, which are -42.1° and 31.9°. Additionally, this value of 𝜑2 also exceeds 
𝜑3

2
+ 90° = 84.9°, meaning that the MRD is actually located in Ψ. In Tab. 3.3 and Fig. 3.20, 

simulations and measurements are compared as in the previous case. It can be noted that, 

according to the expectations, even if 𝜑3 is in the range of tolerance, the MRD is not located 

in Θ but in Ψ, whose values are listed in Tab. 3.3. Additionally, the side lobe level and the 

extinction ratio (i.e. the ratio between the highest and the lowest values) of the radiation 

diagrams are worse compared to the ideal case. Overall, the results related to the out of bounds 

phase shifts are compliant with the expectations. 

 

  

(a) (b) 

Fig. 3.20: Simulated and measured Radiation Diagrams when 𝜑2 is out of bounds. (a) 

(𝑓0 + 𝑓𝑀) and (𝑓0 + 2𝑓𝑀) frequencies. (b) (𝑓0 + 3𝑓𝑀) and (𝑓0 + 4𝑓𝑀) frequencies. 
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f Measured 𝜽𝒎𝒂𝒙 Simulated 𝚯 Simulated 𝚿 

𝑓0 + 𝑓𝑀 -21° 39.5° -21.5° 

𝑓0 + 2𝑓𝑀 15° -45° 17° 

𝑓0 + 3𝑓𝑀 63° -2.5° 72.5° 

𝑓0 + 4𝑓𝑀 -21° 38° -23° 

 

Tab. 3.3: MRD 𝜃𝑚𝑎𝑥, simulated 𝛩 and 𝛹 directions at (𝑓0 + ℎ𝑓𝑀) for 𝜑2 out of bounds. 

In the last scenario, the phase shifts 𝜑2 = −34.8° and 𝜑3 = −7.4° are applied to the TMA. 

Both are within the intervals of tolerance −40.7° ≤ 𝜑2 ≤ 33.3° and −25.2° ≤ 𝜑3 ≤ 24.9° 

and ensure that the MRD is not shifted of more than 5° for all frequencies. The simulated and 

measured received radiation diagrams are shown in Fig. 3.21 along with the information on 

the MRDs, Θ and Ψ in Tab. 3.4. The results are compliant with the expectations, showing that 

there is only a slight degradation in the side lobe level due to 𝜑2. 

  

(a) (b) 

 

Fig. 3.21: Simulated and measured Radiation Diagrams for allowed 𝜑2 and 𝜑3 values. (a) 

(𝑓0 + 𝑓𝑀) and (𝑓0 + 2𝑓𝑀) frequencies. (b) (𝑓0 + 3𝑓𝑀) and (𝑓0 + 4𝑓𝑀) frequencies. 

 

f Measured 𝜽𝒎𝒂𝒙 Simulated 𝚯 Simulated 𝚿 

𝑓0 + 𝑓𝑀 30° 40° -21° 

𝑓0 + 2𝑓𝑀  -30° -44.5° 17.5° 

𝑓0 + 3𝑓𝑀  -3° -2.5° 73.5° 

𝑓0 + 4𝑓𝑀  33° 38.5° -22.5° 

 

Tab. 3.4: MRD 𝜃𝑚𝑎𝑥, simulated 𝛩 and 𝛹 directions at (𝑓0 + ℎ𝑓𝑀) for allowed 𝜑2 and 𝜑3. 

To conclude, in all the exposed cases the measurements have been shown to be in good 

agreement with the simulations in terms of MRD behaviour. The minor differences between 

the curves of simulations and measurements are due to the environment where they have been 
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carried out and to the characteristics of the single antennas. However, their impact in the 

overall behaviour of the TMA is small and there are no major anomalies that need to be 

discussed, thus confirming the developed model. 

3.5. Optimization algorithm for the determination of 

the modulating sequences of a TMA  

A difficult aspect of TMAs is the determination of the modulating sequences. In fact, there 

is no direct way to determine the sequence which produces a certain desired effect. Even 

considering a low number of antennas, it is too challenging to determine theoretically how to 

shape a modulating sequence to transmit in a certain direction even for a single frequency. If 

more frequencies are involved, then the problem is even harder. A useful tool in this case is 

mathematical optimization. In the literature many research groups have proposed different 

effective ways to choose the proper sequence for a given application: just to cite few of them, 

simulated annealing techniques [120], particle swarm techniques [121], [122], [123], and 

differential evolution algorithms [124]. In this thesis work, a simpler optimization tool has 

been developed in order to have the possibility to carry on tests for validation purposes. 

Optimization consists in using or elaborating algorithms to solve numerically a mathematical 

problem, which is always the minimization of a function 𝑓(𝑥), called the objective function. 

There exist many branches of mathematical optimization, for example Linear Optimization, 

where 𝑓(𝑥) is linear and Non-Linear Optimization. Usually, there is a trade-off between 

computational time and precision of the solution, with methods focusing more on finding the 

true solution of the problem but requiring a long computational time and others focusing more 

on finding a good enough solution in a short amount of time. 

The Heuristics approach provides algorithms belonging to the second category, meaning 

that they find a good enough solution in a short time, without wanting to find the very best 

solution. The typical optimization problem is formulated as follows: 

min 𝑓𝑚(𝑥) , 𝑚 = 1, 2, . . . , 𝑀  

𝑠. 𝑡. 𝑔𝑗(𝑥) ≤ 0, 𝑗 = 1, 2, … , 𝐽  

     ℎ𝑖(𝑥) = 0, 𝑖 = 1, 2, … , 𝐼 

𝑥 ∈ Ω 

(3.19) 

where 𝑓𝑚(𝑥) are the objective functions to be minimized, 𝑔𝑗(𝑥) and ℎ𝑖(𝑥) are inequality 

and equality constraints and Ω is the domain of 𝑥. If 𝑀 > 1 then the optimization is multi-

objective, while if 𝐽 = 𝐼 = 0 then the problem is unconstrained (otherwise it is constrained). 

The constraints are meant to bound the domains of the objective functions 𝑓𝑚(𝑥) and/or the 

solution 𝑥 and are set depending on the problem. So, before choosing an appropriate 

algorithm, the first step is to translate our problem into an optimization problem. 

Let us define the modulating sequences’ problem: given a TMA with 𝑁𝑎 antennas and for 

a given set of frequencies 𝑓0 + ℎ𝑚𝑓𝑀 (𝑚 = 1, 2, . . . , 𝑀 ), find the modulating sequences 𝑐𝑛 

and 𝑐𝑖,𝑛 such that the TMA has maximum radiation in the directions 𝜃0,𝑚. In other words, for 

each frequency we fix a maximum radiation direction (MRD) 𝜃0,𝑚 and then find the 
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modulating sequence causing the TMA to radiate in those directions. The next step is to define 

the objective function. According to the definition of our problem, we want to maximize the 

radiated power in 𝜃0,𝑚, which is naturally proportional to the Array Factor (AF) in the form 

|𝐴𝐹ℎ𝑚
(𝜃)|

2
. Assuming uniform excitation of the antennas, since the AF directly depends on 

the modulating sequence, a good choice for 𝑓𝑚(𝑥) is:  

𝑓𝑚(𝑥) = −|𝐴𝐹ℎ𝑚
(𝜃0,𝑚)|

2

= − |∑ 𝑐𝑛𝑠𝑖𝑛𝑐(ℎ𝜋𝑐𝑛)𝑒−𝑗{ℎ𝜋(𝑐𝑛+2𝑐𝑖,𝑛)−(𝑛−1)𝑘𝐷 𝑠𝑖𝑛(𝜃0,𝑚)−𝜑𝑛}

𝑁𝑎

𝑛=1

|

2

 

= − ∑ ∑ 𝑐𝑥𝑠𝑖𝑛𝑐(ℎ𝜋𝑐𝑥)

𝑁𝑎

𝑦=1

𝑐𝑦𝑠𝑖𝑛𝑐(ℎ𝜋𝑐𝑦)𝑐𝑜𝑠 (ℎ𝜋 (2(𝑐𝑖,𝑥 − 𝑐𝑖,𝑦) + (𝑐𝑥 − 𝑐𝑦))

𝑁𝑎

𝑥=1

− (𝑥 − 𝑦)𝑘𝐷 𝑠𝑖𝑛(𝜃0,𝑚) − (𝜑𝑥 − 𝜑𝑦)) 

(3.20) 

which is the negative squared modulus of the AF evaluated in 𝜃0,𝑚 and where the solution 

vector 𝑥 in our case is the vector [𝑐1, … , 𝑐𝑛, 𝑐𝑖,1, … , 𝑐𝑖,𝑛]. The minus sign has been added 

because the objective function needs to be conventionally minimized and the amplitude terms 

𝐴𝑛 have been omitted due to the uniform excitation assumption (i.e. 𝐴𝑛 constant). The last 

equality is a way to write the function as a sum of simpler cosine terms, which are more easily 

manageable by a calculator. 

The next step is to determine the constraints. Firstly, the domain of 𝑐𝑛 and 𝑐𝑖,𝑛 must be 

restrained to [0; 1] since these quantities are percentages. However, it is better to bound 𝑐𝑛 to 

[0.1; 0.9] because it would make no sense to keep an antenna completely off or 100% on due 

to the TMA being based on square wave modulations. Additionally, we fix 𝑐𝑖,1 to 0 as a 

reference, as all initial delays can be expressed in function of a reference point. In this way 

we have shaped the solution’s domain as a convex set, which is especially useful in 

optimization. 

Secondly, we need to set a constraint to make sure that the obtained solution actually 

produces the MRDs in 𝜃0,𝑚. To understand better this last point, we must consider that the 

chosen objective function is evaluated in 𝜃0,𝑚, so there is no control over what happens in 

𝜃 ≠ 𝜃0,𝑚. This means that without this kind of constraint we could find solutions which 

produce the lowest possible value of 𝑓𝑚(𝑥) but where the MRD is not located in 𝜃0,𝑚. The 

described situation does not actually happen if the optimization has a single objective (i.e. 

𝑀 = 1), but must be considered if the optimization is multi-objective (i.e. 𝑀 > 1). Therefore, 

the condition to ensure that the found solution gives a MRD in 𝜃0,𝑚 is to have a local 

maximum in 𝜃0,𝑚, which is given by 

𝑑 (|𝐴𝐹ℎ𝑚
(𝜃0,𝑚)|

2
)

𝑑𝜃
= 0 (3.21) 
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which is the very well-known Fermat’s Theorem. This constraint is an ℎ𝑖(𝑥) type 

constraint, but it is challenging to treat numerically by calculators. In fact, what is usually 

done is to set a threshold 𝜀 and consider as 0 any value below 𝜀 in absolute value. 

|
𝑑 (|𝐴𝐹ℎ𝑚

(𝜃0,𝑚)|
2

)

𝑑𝜃
| ≤ 𝜀, 𝑤𝑖𝑡ℎ 𝜀 ≤ 1 (3.22) 

A different approach leading to a similar result is to consider the product between the 

derivatives evaluated in 𝜃0,𝑚 + 𝜀 and 𝜃0,𝑚 − 𝜀. If the product is negative then the derivative 

is 0 between [𝜃0,𝑚 − 𝜀; 𝜃0,𝑚 + 𝜀], which includes 𝜃0,𝑚. 

𝑑 (|𝐴𝐹ℎ𝑚
(𝜃0,𝑚 − 𝜀)|

2
)

𝑑𝜃

𝑑 (|𝐴𝐹ℎ𝑚
(𝜃0,𝑚 + 𝜀)|

2
)

𝑑𝜃
≤ 0, 𝑤𝑖𝑡ℎ 𝜀 ≤ 1 (3.23) 

However, the last approach is not the best as the constraint is non-linear, differently from 

(3.22). 

Finally, we are ready to define the optimization problem associated to determine the 

modulating sequences: 

min 𝑓𝑚(𝑥) = −|𝐴𝐹ℎ𝑚
(𝜃0,𝑚)|

2
, 𝑚 = 1, 2, … , 𝑀 

𝑥 = [𝑐1, … , 𝑐𝑛, 𝑐𝑖,1, … , 𝑐𝑖,𝑛], 𝑥 ∈ ℝ𝑁𝑎 

 

𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡:  

0.1 ≤ 𝑐𝑛 ≤ 0.9 

𝑐𝑖,𝑛 = 0  

     0 ≤ 𝑐𝑖,𝑛 ≤ 1 

|
𝑑 (|𝐴𝐹ℎ𝑚

(𝜃0,𝑚)|
2

)

𝑑𝜃
| ≤ 𝜀 𝑜𝑟 

𝑑 (|𝐴𝐹ℎ𝑚
(𝜃0,𝑚 − 𝜀)|

2
)

𝑑𝜃

𝑑 (|𝐴𝐹ℎ𝑚
(𝜃0,𝑚 + 𝜀)|

2
)

𝑑𝜃
≤ 0 

(3.24) 

The problem defined in (3.24) can now be solved with any Heuristic or Non-Heuristic 

method. In this project, I used the Python suite Pymoo [125], a free library containing various 

well-known Heuristic algorithms for single- or multi-objective optimization. The chosen 

algorithm is the Non-dominated Sorting Genetic Algorithm (NSGA-II). This algorithm 

provides a genetic algorithm approach mixed with a crowding distance sorting approach and 

is helpful for optimization problems up to 2 objectives. Its working principle follows this 

procedure: 

• An initial population of N elements is doubled through classic genetic algorithm 

proceedings, i.e. population’s sampling, crossover’s selection, crossover and 

mutation. The parent generation is kept along with the offspring. 
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• The resulting population of 2N elements is sorted in dominance fronts. A point 𝑥1 

dominates another point  𝑥2 if 𝑓𝑚(𝑥1) ≤ 𝑓𝑚(𝑥2) for all 𝑚 and if 𝑓𝑚(𝑥1) < 𝑓𝑚(𝑥2) for 

at least one 𝑚. The first dominance front is constituted by the points which are not 

dominated by any other point. The second front is constituted by the points which are 

not dominated by any other point, excluding the points of the first front. The third 

and following fronts are determined in the same way as the second one. 

• The surviving population of N elements is selected by taking all the elements of the 

first dominance front, followed by all the elements of the second front and so on until 

a front has too many elements compared to the available slots for survival. 

• The “overcrowded” front is sorted by means of a crowding distance sorting algorithm. 

In particular, for each point of the front the left and right neighbour define a cuboid 

with a perimeter whose value is associated to the point. The points are sorted 

following the descending order of the cuboids’ perimeters. The first and last point of 

the front are associated with an infinite cuboid’s perimeter, as one of their neighbours 

is assumed to be infinity. 

• The remaining available slots for survival are filled with the first sorted elements of 

the front and the next iteration can take place. 

A visual understanding of this algorithm is given in Fig. 3.22, which shows the flow of 

NSGA-II and a representation of the aforementioned cuboid. 

  

Fig. 3.22: Representation of the flow of NSGA-II algorithm and of the cuboid of the i-th 

point of a front (dark points) for the Crowding Distance Sorting. 

The purpose of this algorithm is to heuristically search for a set of solutions belonging to 

the Pareto front of the problem, with the Pareto front being the set of all non-dominated points 

of the solutions’ domain. This means that each solution of this set is no better than all the 

others in absolute terms for the definition of dominating point. The final choice of the best 

solution depends on external information, such as how important is an objective compared to 

the others, and is performed by a Multi-Criteria Decision Making (MCDM) algorithm. Pymoo 

provides a simple MCDM implementation using decomposition functions, requiring only the 

weights of importance of each objective function. 

To test Pymoo we implemented a Python program, reported at the end of the chapter, where 

we considered a TMA of 4 antennas with 𝜆/2 spacing (i.e. 𝑘𝐷 = 𝜋), frequencies of interest 

𝑓0 + 𝑓𝑀 and 𝑓0 + 2𝑓𝑀 and objective MRDs fixed to 𝜃0,1 = 20° and 𝜃0,2 = −40°. Unwanted 

phase shifts 𝜑𝑛 are considered to be 0° or different from 0° in two separated scenarios. The 

other hyperparameters used for the algorithm are listed below: 
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• Initial population size: 1000. 

• Initial population sampling: Integer Random Sampling. 

• Crossover selection method: Tournament Selection. 

• Crossover method: Simulated Binary Crossover. 

• Mutation method: Polynomial Mutation. 

• Termination criteria: stop after 100 generations. 

• MCDM: Augmented Scalarization Function with equal weights for both objectives. 

The hyperparameters of each of the previous points have not been optimized, but the 

obtained results are sufficiently satisfying for our testing purpose to justify the choice. 

When 𝜑𝑛 are all 0, the algorithm outputs the set of non-dominated solutions shown in Fig. 

3.23. The plot represents the performance of each solution in terms of value of the objective 

functions 𝑓𝑚,1 and 𝑓𝑚,2. The crossed point is the solution chosen by the MCDM algorithm, 

which is approximately 𝑐𝑛 = [35, 35, 65, 35]% and 𝑐𝑖,𝑛 = [0, 25, 25, 50]%. The 

corresponding radiation diagrams are represented in Fig. 3.24, showing that the MRDs are 

correctly located in 20° and -40°. 

 

Fig. 3.23: Non-dominated solutions found by NSGA-II in the Objective Space 

𝑓𝑚,1 × 𝑓𝑚,2. The crossed point is the solution chosen by the MCDM algorithm.   

 

Fig. 3.24: Radiation diagrams generated by the chosen solution at the frequencies 𝑓0 + 𝑓𝑀 

and 𝑓0 + 2𝑓𝑀. 
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When non-ideal 𝜑𝑛 are taken into account, for example [0°, 106°, -10°, 237°], the 

algorithm outputs the set of non-dominated solutions shown in Fig. 3.25. Again, the crossed 

point being the solution chosen by the MCDM algorithm, which is approximately 𝑐𝑛 =
[35, 65, 35, 65]% and 𝑐𝑖,𝑛 = [0, 75, 25, 75]%. The corresponding radiation diagrams in Fig. 

3.26 show that the MRDs are correctly located in 20° and -40°. It can be noted that there is a 

worsening in the side lobe ratio levels of both plots. This side effect is due to the unwanted 

phase shifts, whose negative effects in a lot of cases can only be mitigated but not fully 

cancelled.  

 

Fig. 3.25: Non-dominated solutions found by NSGA-II in the Objective Space 

𝑓𝑚,1 × 𝑓𝑚,2. The crossed point is the solution chosen by the MCDM algorithm.   

  

Fig. 3.26: Radiation diagrams generated by the chosen solution at the frequencies 𝑓0 + 𝑓𝑀 

and 𝑓0 + 2𝑓𝑀. 

In conclusion, I demonstrated that the phase shifts impairments analysed in section 3.4 can 

be mitigated by changing the modulating sequences exploiting optimization algorithms. The 

analysis of section 3.4 showed that analytical solutions to TMA related problems are 

challenging to find. Therefore, optimization algorithms (Heuristics in particular) proved to be 

a powerful tool to determine the modulation sequences in TMA systems. 

An implementation of the optimization algorithm NSGA-II showed good results in 

sequences determination and phase shifts correction in a TMA. The proposed implementation 

is simple in terms of constraints and meant for test purposes. More powerful algorithm 
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implementations exist in literature which take into account more aspects related to antenna 

systems, such as the Side Lobe Radiation. 

3.6. Conclusions 
In this chapter, I presented the concept of the RoF-TMA system along with a first 

realization of such system with a RoF link composed of a DFB laser, a single mode fiber and 

PIN photodiodes. With respect to the state of the art, this is the first time that a TMA piloted 

by opto-electronic devices is realized. The measurements performed on this system 

demonstrated that the proposed RoF-TMA system has the same behaviour of a purely RF 

TMA system (i.e. composed of only electrical components). In particular, the results showed 

that the error between the maximum radiation direction of a RoF-TMA and of a purely RF 

TMA is less than 7°. 

It was shown that the presence of unwanted phase shifts in the antenna currents impairs the 

functioning of the system. A full analysis of the phase shifts effects on a 3-TMA system 

showed that it is possible to determine a tolerance interval for each phase shift which ensures 

the system to behave correctly. At the same time, the problem itself proved to be challenging 

to solve even for an array composed of few elements. The found results were validated 

through measurements in different scenarios characterized by phase shifts inside or outside 

the interval of tolerance. In particular, in the case of a 3-TMA where all maximum radiation 

directions are within [−35°, 35°], the phase shifts 𝜑2 and 𝜑3 needed to be within the intervals 
[𝜑3/2 − 37°, 𝜑3/2 + 37°] and [−25.2°, 24.9°] to maintain the beams at less than 5° from 

their original position. Finally, an optimization approach has been presented to determine the 

modulating sequences of a TMA and to tackle the phase shifts detrimental effects. A test 

program implementing the Heuristic algorithm NSGA-II has been developed, showing 

positive results on both sequences determination and phase shifts mitigation. 

  



67 

 

Chapter 4: RoF system and components 

modelling 

4.1. Introduction 
In this chapter, the behaviour and modelling of the RoF link’s components is discussed, 

focusing especially on lasers and Heterojunction Phototransistors (HPTs). Firstly, we 

introduce our approach to RoF links modelling, followed by the presentation of a large signal 

behavioural model for lasers. This model takes into account the main non-linearities of a laser, 

it works for a single frequency and is effective for its simplicity. Several models have been 

developed in the last decades to describe the RoF links behaviour [126], [127]. Due to the 

similarities between the large signal behaviour of both lasers (e.g., VCSEL LIV curves [128], 

[129]) and power amplifiers (e.g., amplifier transfer function), some models have been 

developed, based on the existing literature about behavioural modelling of power amplifiers 

[130]-[138].  

Finally, the last sections of the chapter focus on the analysis and modelling of the 

parameters of the HPT that allow it to be used as a suitable switching component for the TMA. 

In particular, we defined the On-Off Ratio parameter to evaluate the performances of the HPT 

as a switch. 

The results of this chapter led to the publication of a journal paper [139]. 

4.2. RoF link components Modelling 

4.2.1. Model of the RoF system 

Modelling the behaviour of the components of a system is of fundamental importance as it 

allows to simulate performances of the system considering the impact of parameters on the 

system and to facilitate the optimisation of the system. After a validation of the developed 

models based on measurements, these models can be exploited in other research works 

especially involving simulations. A classic way to model an unknown component is to treat 

it as an N-port device and characterize its behaviour through the Scattering Matrix 𝑆. The 

parameters of the Scattering Matrix provide an exhaustive description of the behaviour of an 

N-port in function of the frequency and usually the parameters of most interest are the 

transmission coefficients, as the reflection coefficients need to be ideally zero in most devices. 

However, the Scattering Matrix approach fails if non-linear effects need to be considered, 

since the S parameters allow only a linear modelling of the device. A different approach is 

required when non-linearities necessary to model optical and optoelectronic devices with high 

precision are needed. For this project we adopt the behavioural model approach. Behavioural 

models are used to describe a device input-output behaviour with non-linear equations 

depending both on parameters related to the device’s nature (e.g. the saturation current of a 

laser) and on parameters specific to the model. 

The system to model is the RoF link, composed of a laser, an optical fiber and a 

photodetector. A first issue is in how to represent this kind of devices: since a port is 
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electrically defined, the optical nature of the RoF does not allow to directly represent lasers, 

optical fibers and photodetectors with electrical N-ports. Intuitively, all the three of them 

should be represented by 2-ports, as they have a single input and output for the signal. The 

adopted solution is to convert the optical power envelope, representing the information carried 

by the light, into a fictitious electrical current 𝐼𝑜𝑝𝑡 through a conversion factor 𝛼 = 1 𝐴/𝑊, 

such that 𝐼𝑜𝑝𝑡 = 𝛼𝑃𝑜𝑝𝑡. This is possible only because the behaviour of the envelope optical 

power follows the one of the laser’s modulating current. In this way, an electrical port can be 

effectively associated to an optical device and the system will result in a cascade of 

quadrupoles, as recalled in Fig. 4.1. 

 

Fig. 4.1: Block scheme of the RoF link. Block (a) is the laser, block (b) the fiber and 

block (c) the photodetector. 

The block scheme follows this logic: the quadrupole (a), representing the laser, has a real 

electric current 𝐼𝑖𝑛 provided by an external generator as the input current and an internal input 

impedance 𝑍𝐿𝐷 equal to the real impedance of the laser. The output current is the fictitious 

𝐼𝑜𝑝𝑡1, generated by an internal current generator with parallel impedance 𝑅0 and equal to 

𝛼𝑃𝑜𝑝𝑡1. Quadrupole (b) represents the optical fiber and has 𝐼𝑜𝑝𝑡1 as the input current and an 

input impedance 𝑅0 matched to the impedance of the internal current generator of (a). 

Following the same logic, the second fictitious current 𝐼𝑜𝑝𝑡2 is generated and passed to the 

photodetector, the quadrupole (c). The current provided by the photodetector’s internal 

current generator is equal to the real photocurrent 𝐼𝑝ℎ and the parallel impedance of the 

generator equals the characteristic impedance of the photodetector 𝑍𝑃𝐷. Finally, 𝐼𝑜𝑢𝑡 flows to 

the load impedance at the end of the cascade. In this representation of RoF links, behavioural 

models find their application in defining each quadrupole’s input-output dependence.   

4.2.2. Laser behaviour modelling 

The large signal model of a laser must shape accurately the behaviour of the laser with 

different biasing, while taking into account the non-linear (NL) effects of the device. In 

particular, the main non-linearities that need to be considered are the 1 dB compression point 

(P1dB) and the third order intercept point (IP3), which both depends on frequency. Before 

giving the definitions of these two quantities, any device’s behaviour may be defined by its 

input-output power relationship, which is modelled as the following polynomial: 
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𝑃𝑜𝑢𝑡 = 𝐺𝑙𝑖𝑛(𝑓)𝑃𝑖𝑛 + ∑ 𝐺𝑁𝐿𝑛(𝑓)𝑃𝑖𝑛
𝑛

∞

𝑛=2

 (4.1) 

where 𝐺𝑙𝑖𝑛 is the linear gain, 𝐺𝑁𝐿𝑛 is the gain associated with n-th order non-linearities and 

both quantities are dependent on frequency. In general, if 𝑃𝑖𝑛 is low enough the behaviour of 

the device is in its linear regime since all the NL terms are negligible, while with higher 𝑃𝑖𝑛 

levels the device is in its NL regime, which is usually a saturation regime. In most cases, low 

order terms, such as quadratic and cubic non-linearities, have greater impact than higher order 

terms.  

The definitions of P1dB and IP3 involve two different situations. For P1dB, let us consider a 

Device Under Test (DUT) fed with a single tone frequency 𝑓 at different power levels 

[𝑃𝑚𝑖𝑛;  𝑃𝑚𝑎𝑥] and monitor the output power at the same input frequency, as shown in Fig. 4.2. 

At low 𝑃𝑖𝑛, the behaviour of the DUT is linear and its gain is equal to 𝐺𝑙𝑖𝑛. At high 𝑃𝑖𝑛, the 

gain is no more constant and starts decreasing. The P1dB is defined as the point for which the 

gain 𝑃𝑜𝑢𝑡 − 𝑃𝑖𝑛 is 1 dB less than the linear gain 𝐺𝑙𝑖𝑛. 𝑃𝑖𝑛 and 𝑃𝑜𝑢𝑡 are respectively called Input 

P1dB (𝐼𝑃1𝑑𝐵) and Output P1dB (𝑂𝑃1𝑑𝐵) at frequency 𝑓. 

 

Fig. 4.2: Set-up for measuring P1dB and IP3. 𝑃𝑖𝑛 has a single or double frequency 

component depending on the quantity to measure.  

Regarding IP3, let us consider a DUT fed with two near frequency tones 𝑓1 and 𝑓2 with 

equal power levels in the range [𝑃𝑚𝑖𝑛;  𝑃𝑚𝑎𝑥] and monitor the output power at frequencies 𝑓1, 

𝑓2, 2𝑓1 − 𝑓2 and 2𝑓2 − 𝑓1 as shown in Fig. 4.3. These last two frequencies are the so-called 

third order intermodulation distortion (IMD3) frequencies, as they are involved in cubic non-

linear distortion. Considering the power associated to the input signal 𝐼 cos(2𝜋𝑓1𝑡) +
𝐼 cos(2𝜋𝑓2𝑡), it is easy to compute that 𝐺𝑁𝐿3𝑃𝑖𝑛

3  has components in the IMD3 frequencies. 

Finally, 𝑓1 and 𝑓2 are close enough that the terms 𝐺𝑙𝑖𝑛 and 𝐺𝑁𝐿𝑛 associated to the 4 frequencies 

of interest have the same value. At low 𝑃𝑖𝑛, the DUT behaves linearly and 𝑃𝑜𝑢𝑡 is observed 

only at 𝑓1 and 𝑓2, while at 2𝑓1 − 𝑓2 and 2𝑓2 − 𝑓1 it is negligibly low. At higher 𝑃𝑖𝑛, we observe 

non-negligible output power also at the IMD3 frequencies due to cubic NL effects. The IP3 is 

defined as the interception point between the linear curve 𝐺𝑙𝑖𝑛𝑃𝑖𝑛 and the cubic curve 

|𝐺𝑁𝐿3|𝑃𝑖𝑛
3 . This point is always found mathematically by prolonging the two curves expressed 

in dB scale, as shown in Fig. 4.3. It is physically impossible to measure IP3 because raising 

𝑃𝑖𝑛 too much causes higher order NL effects to appear and the DUT could be permanently 

damaged as a consequence. The 𝑃𝑖𝑛 and 𝑃𝑜𝑢𝑡 associated to IP3 are respectively called Input 

IP3 (𝐼𝐼𝑃3) and Output IP3 (𝑂𝐼𝑃3) at frequency 𝑓1. 
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Fig. 4.3: Representation of P1dB and IP3 on a 𝑃𝑖𝑛 vs 𝑃𝑜𝑢𝑡 plot of a DUT. The linear and 

cubic responses are represented in dB scale, so that they both behave linearly.  

The behaviour of a laser is mainly characterized by 3 operating regions, depending on the 

biasing: linear region, knee region and saturation region, represented in Fig. 4.4. The linear 

region represents the ideal behaviour of the laser, while the saturation region is where the 

laser experiences full compression. The knee region represents the junction between the linear 

one and the saturation one and is knee shaped. 

 

Fig. 4.4: Representation of the working regions of a laser: linear, knee and saturation. 

Over the years, multiple behavioural models of the laser have been conceived with different 

degrees of complexity. For example, the hyperbolic tangent model [140] shapes the output 

response of the laser with a tanh function, which is very simple and straightforward, but it is 

very limited in shaping adequately the nonlinearities of the laser.  
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The model we considered in this project is the Improved Cann Model [141], which was 

developed by Alfred J. Cann as an improvement of its previous Cann Model [142]. In 

particular, the improvement aimed to solve problems related to the modelling of two-tone 

intermodulation. The model expresses the laser’s output current 𝐼𝑜𝑝𝑡 in function of its input 

current 𝐼𝑖𝑛 through the following: 

𝐼𝑜𝑝𝑡 =
𝐼𝑆,𝐿𝐷

𝑘
𝑙𝑛 (

1 + 𝑒
𝑘(

𝑔𝐿𝐷𝐼𝑖𝑛
𝐼𝑆,𝐿𝐷

+1)

1 + 𝑒
𝑘(

𝑔𝐿𝐷𝐼𝑖𝑛
𝐼𝑆,𝐿𝐷

−1)
) − 𝐼𝑆,𝐿𝐷 (4.2) 

where 𝐼𝑆,𝐿𝐷 is the saturation current of the laser, 𝑔𝐿𝐷 is the laser model gain and 𝑘 is the 

knee factor, a design parameter for shaping the knee region of the laser. Both 𝐼𝑆,𝐿𝐷 and 𝑔𝐿𝐷 

can be determined experimentally, as 𝑔𝐿𝐷 can be substituted by the current laser’s linear gain 

(i.e. the slope efficiency) with good approximation. However, it is apparently impossible to 

determine the 𝑘 factor without a heuristic approach. We proceed to show that there actually 

is a link between the design parameters and the nonlinear quantities P1dB and IP3. For this 

purpose, we start by the Taylor expansion of (4.2) up to the third degree, given by: 

𝐼𝑜𝑝𝑡 = ∑ 𝑇𝐶𝑛

𝐼𝑖𝑛
𝑛

𝑛!

∞

𝑛=1

 (4.3a) 

𝑇𝐶1 =
𝑑𝐼𝑜𝑝𝑡

𝑑𝐼𝑖𝑛

|
𝐼𝑖𝑛=0

= 𝑔𝐿𝐷

𝑠𝑖𝑛ℎ(𝑘)

1 + 𝑐𝑜𝑠ℎ(𝑘)
= 𝑆𝐿𝐷 (4.3b) 

𝑇𝐶2 =
𝑑2𝐼𝑜𝑝𝑡

𝑑𝐼𝑖𝑛
2 |

𝐼𝑖𝑛=0

= 0 (4.3c) 

𝑇𝐶3 =
𝑑3𝐼𝑜𝑝𝑡

𝑑𝐼𝑖𝑛
3 |

𝐼𝑖𝑛=0

= −
𝑘2𝑔𝐿𝐷

3

𝐼𝑆,𝐿𝐷
2

𝑠𝑖𝑛ℎ(𝑘)

(1 + 𝑐𝑜𝑠ℎ(𝑘))2
= −

𝑘2𝑆𝐿𝐷
3

𝐼𝑆,𝐿𝐷
2

1 + 𝑐𝑜𝑠ℎ(𝑘)

(𝑠𝑖𝑛ℎ(𝑘))2
 (4.3d) 

with 𝑇𝐶𝑛 being the n-th Taylor coefficient of the series. The second order term 𝑇𝐶2 is null 

due to (4.2) being an odd function, while 𝑇𝐶1 is equal to the current linear gain of the laser, 

defined as the slope efficiency 𝑆𝐿𝐷 (i.e. 𝐼𝑜𝑝𝑡 = 𝑆𝐿𝐷𝐼𝑖𝑛, but  𝑃𝑜𝑝𝑡 = 𝑆𝐿𝐷
2 𝑃𝑖𝑛). It can be noted that 

if 𝑘 > 3 then 𝑔𝐿𝐷 ≈ 𝑆𝐿𝐷, thus confirming that 𝑔𝐿𝐷 can be well approximated by 𝑆𝐿𝐷. 

The next step is to consider IP3: as previously said, to determine this quantity the DUT is 

fed with two equally powered tones 𝑓1 and  𝑓2, such that 𝐼𝑖𝑛(𝑡) = 𝐼 𝑐𝑜𝑠(2𝜋𝑓1𝑡) +
𝐼 𝑐𝑜𝑠(2𝜋𝑓2𝑡), and the power levels at the IMD3 frequencies 2𝑓1 − 𝑓2 and 2𝑓2 − 𝑓1 are 

evaluated along with the power levels at 𝑓1 and 𝑓2. At linear regime, the theoretical power 

levels at these frequencies have the following expression: 

𝑃𝑜𝑢𝑡(𝑓1) = 〈𝐼𝑜𝑝𝑡
2 (𝑡, 𝑓1)〉 = 〈(𝑇𝐶1 𝐼 𝑐𝑜𝑠(2𝜋𝑓1𝑡))

2
〉 =

1

2
𝑆𝐿𝐷

2 𝐼2 (4.4a) 
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𝑃𝑜𝑢𝑡(𝐼𝑀𝐷3) = 〈𝐼𝑜𝑝𝑡
2 (𝑡, 2𝑓1 − 𝑓2)〉 = 〈(𝑇𝐶3  

3

4
𝐼3 𝑐𝑜𝑠(2𝜋(2𝑓1 − 𝑓2)𝑡))

2

〉 = 

=
9

32

𝑘4𝑆𝐿𝐷
6

𝐼𝑆,𝐿𝐷
4

(1 + 𝑐𝑜𝑠ℎ(𝑘))2

𝑠𝑖𝑛ℎ4(𝑘)
𝐼6 

(4.4b) 

where 〈∙〉 denotes the averaging operator (i.e. 〈𝑐𝑜𝑠2(𝜔𝑡)〉 = 0.5) and 𝐼𝑜𝑝𝑡(𝑡, 𝑓) is the 

component of 𝐼𝑜𝑝𝑡(𝑡) at the frequency 𝑓. The expression of 𝐼𝑜𝑝𝑡(𝑡, 2𝑓1 − 𝑓2) in (4.4b) is found 

by computing the term 𝐼𝑖𝑛
3 (𝑡) and separating its frequency components. I highlight the 

resistance term is missing in the expression of the powers, following the well-known 

convention for signal powers. The IP3 is defined as the (𝑃𝑖𝑛, 𝑃𝑜𝑢𝑡) point for which (4.4a) is 

equal to (4.4b) and its coordinates are referred as 𝐼𝐼𝑃3 and 𝑂𝐼𝑃3. By equalling (4.4a) and 

(4.4b) and considering that 𝐼𝐼𝑃3 = 𝑃𝑖𝑛 = 0.5 𝐼2 it is possible to isolate 𝐼𝑆,𝐿𝐷 

𝐼𝑆,𝐿𝐷 = 𝑘𝑔𝐿𝐷√
3

2
∙

𝐼𝐼𝑃3

1 + 𝑐𝑜𝑠ℎ(𝑘)
 (4.5) 

This shows that it is possible to choose the model’s parameters based on the knowledge of 

nonlinear effects. For instance, 𝑆𝐿𝐷 is always found on the datasheet and 𝐼𝐼𝑃3 can be measured 

experimentally, meaning that Eq. (4.5) links 𝐼𝑆,𝐿𝐷 and 𝑘. 

Another important expression can be derived by considering the 1 dB compression point 

P1dB. Recalling its definition, the P1dB is the (𝑃𝑖𝑛, 𝑃𝑜𝑢𝑡) point for which the gain associated is 

1 dB less than the linear gain nominal value and its coordinates are referred as 𝐼𝑃1𝑑𝐵 and 

𝑂𝑃1𝑑𝐵. To determine P1dB, a single tone 𝑓 with tunable power is sent through the DUT and 

the received power is measured at the same frequency. The gain is then computed so that the 

P1dB is easily found. Theoretically, the P1dB is such that: 

𝑃𝑜𝑢𝑡
𝑑𝐵 = 𝑃𝑖𝑛

𝑑𝐵 + 𝐺𝑙𝑖𝑛
𝑑𝐵 − 1 → 𝑂𝑃1𝑑𝐵

𝑑𝐵 = 𝐼𝑃1𝑑𝐵
𝑑𝐵 + 𝐺𝑙𝑖𝑛

𝑑𝐵 − 1 

 

𝑃𝑜𝑢𝑡 = 𝑂𝑃1𝑑𝐵 = 𝐼𝑃1𝑑𝐵𝐺𝑙𝑖𝑛10−
1

10 = 𝐼𝑃1𝑑𝐵  𝑆𝐿𝐷
2 10−

1
10 

(4.6a) 

 

(4.6b) 

The two equations are the same expression, the former in dB scale (Eq. (4.6a)) and the 

latter in linear units (Eq. (4.6b)). The linear gain is equal to 𝑆𝐿𝐷
2 , since the slope efficiency is 

in fact the current gain. The next step is to substitute to 𝑃𝑜𝑢𝑡 the expression 0.5 𝐼𝑜𝑢𝑡
2 , with 

𝐼𝑜𝑢𝑡 = 𝐼𝑜𝑝𝑡 from (4.2), and to substitute (4.3b) and (4.5) to 𝑔𝐿𝐷 and 𝑆𝐿𝐷 respectively. This 

leads to 

𝑙𝑛 (
1 + 𝑒

√
4
3

𝐼𝑃1𝑑𝐵
𝐼𝐼𝑃3

(1+cosh(𝑘))+𝑘

1 + 𝑒
√

4
3

𝐼𝑃1𝑑𝐵
𝐼𝐼𝑃3

(1+cosh(𝑘))−𝑘

) − 𝑘 = √
4

3(1 − cosh(𝑘))

𝐼𝑃1𝑑𝐵

𝐼𝐼𝑃3

10−1/20 (4.7) 

Equation (4.7) depends only on 𝑘 and on the ratio between 𝐼𝑃1𝑑𝐵 and 𝐼𝐼𝑃3. We can furtherly 

prove the dependence of 𝑘 on 𝐼𝑃1𝑑𝐵/𝐼𝐼𝑃3 with numerical simulations in Matlab. Let us 
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arbitrarily fix 𝑆𝐿𝐷, 𝑘 and 𝐼𝐼𝑃3 (so that 𝐼𝑆,𝐿𝐷 is fixed from (4.5)), find numerically 𝑃𝑜𝑢𝑡 

exploiting the Improved Cann Model (4.2) and extract the corresponding 𝐼𝑃1𝑑𝐵 values, shown 

in Fig. 4.5. The curves are obtained considering an 𝑆𝐿𝐷 of 0.31 W/A. 

 

  

(a) (b) 

 

(c) 

Fig. 4.5: (a) 𝐼𝑃1𝑑𝐵 in function of 𝑘 and 𝐼𝐼𝑃3. (b) 
𝐼𝑃1𝑑𝐵

𝐼𝐼𝑃3
 in function of 𝑘 and 𝐼𝐼𝑃3. (c) 

𝐼𝑃1𝑑𝐵

𝐼𝐼𝑃3
 

in function of 𝑘, obtained with a fitting polynomial. 

The results show the following: the surface in Fig. 4.5(a) represents the values of 𝐼𝑃1𝑑𝐵 in 

function of 𝑘 and 𝐼𝐼𝑃3, while the surface in Fig. 4.5(b) shows the values of 
𝐼𝑃1𝑑𝐵

𝐼𝐼𝑃3
 in function 

of 𝑘. The surface in Fig. 4.5(b) is independent of 𝐼𝐼𝑃3, since its profile is a constant curve, 

shown in Fig. 4.5(c). However, isolating 𝑘 from (4.7) is rather challenging and the best choice 

is to fit the numerically found curve with a polynomial, like the following 

𝐼𝑃1𝑑𝐵

𝐼𝐼𝑃3

|
𝑑𝐵

= −1.484 10−4𝑘4 + 1.166 10−2𝑘3 − 0.3414𝑘2 + 0.5478𝑘 − 8.985 (4.8) 
 

With (4.8) the model is complete, because all the parameters of the Improved Cann Model 

(4.2) are linked to the measurable quantities 𝐼𝑃1𝑑𝐵, 𝐼𝐼𝑃3 and 𝑆𝐿𝐷 through (4.3b), (4.5) and 

(4.8). The model has been validated on ADS software, by Keysight, as shown in Fig. 4.6. 
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(a) (b) 

 

(c) 

Fig. 4.6: (a) function 𝐺𝑎𝑖𝑛𝑙𝑖𝑛𝑒𝑎𝑟 − 𝐺𝑎𝑖𝑛 − 1 with the P1dB point highlighted by the 

marker. (b) output linear power (red line) and IMD3 output power (blue line) with the IP3 

point highlighted by the marker. (c) ADS schematic of the laser model program. 

In the simulation, the laser is modelled with a custom block with the structure of the 

quadrupole in Fig. 4.1. Its parameters include the input, output and load impedances, but the 

most important are 𝐼𝑃1𝑑𝐵, 𝐼𝐼𝑃3 and 𝑆𝐿𝐷, as shown in Fig. 4.6(c). The corresponding parameter 

values for the curves in Fig. 4.6(a) and Fig. 4.6(b) are fixed to 𝐼𝑃1𝑑𝐵 = 0 dBm, 𝐼𝐼𝑃3 = 10 

dBm and 𝑆𝐿𝐷 = √0.1 W/A respectively. The output of the laser block implements (4.2), with 

the model parameters  𝑔𝐿𝐷 and 𝑘 derived from the values of 𝐼𝑃1𝑑𝐵 and 𝐼𝐼𝑃3. Lastly, the block 

is fed by a generator block with input power varying from -20 dBm to 20 dBm and terminates 

on a 50 Ω load block. Two different simulations are run to check numerically the location of 

P1dB and IP3, shown in Fig. 4.6(a) and Fig. 4.6(b). In particular, Fig. 4.6(a) shows the curve 

𝐺𝑑𝐵
𝑙𝑖𝑛 − 𝐺𝑑𝐵 − 1, where 𝐺𝑑𝐵

𝑙𝑖𝑛 is the linear gain 𝑔𝐿𝐷 and 𝐺𝑑𝐵 is the gain 𝑃𝑜𝑢𝑡
𝑑𝐵 − 𝑃𝑖𝑛

𝑑𝐵. In this way 

the P1dB point is found when the curve equals 0, which happens at 𝑃𝑖𝑛
𝑑𝐵 =  𝐼𝑃1𝑑𝐵 = 0 dB. Fig. 

4.6(b) shows the behaviour of the output linear power and of the output power related to 
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IMD3. IP3 is found by definition in the intersection between these two curves, which happens 

at 𝑃𝑖𝑛
𝑑𝐵 =  𝐼𝐼𝑃3 = 10 dB. The markers show that both NL points are located exactly at the 

𝐼𝑃1𝑑𝐵 and 𝐼𝐼𝑃3 points defined in the model block. This is indicative of the fact that the 

developed model behaves as we foresaw, thus validating the exposed results. 

4.3. HPT Modelling 
One of the main interests of this PhD project is to use advantageously HPTs in the proposed 

RoF-TMA system. While photodiodes have a straightforward behaviour, HPTs are 

characterized by multiple modes of employment and offer a potentially higher degree of 

flexibility. In this section we analyse and measure the performances of HPTs to adapt them 

as photodetectors in our system. 

As mentioned in chapter 1, the structure of an HPT follows the same principle of an HBT 

of type npn, with the addition of an optical window at the base level, responsible for 

converting the light into a current. Like an HBT, the 3 main topological mode of employment 

are Common Emitter (CE), Common Base (CB) and Common Collector (CC). In this project, 

we chose to use the HPT CE configuration, acting as a voltage amplifier with high gain current 

due to the transistor effect. The amplified output current is higher compared to the current 

that a photodiode with the same optical window dimension would output. A fundamental 

aspect is that by changing the Base-Emitter voltage 𝑉𝑏𝑒, the HPT behaves differently. In 

particular, assuming 𝑉𝑏𝑐 > 0 𝑉: 

• If 𝑉𝑏𝑒 = 0 𝑉, the HPT operates in Photodiode (PD) mode. The Base and the Emitter 

are at the same voltage, meaning that only one of the two junctions composing the 

HPT is biased and the device behaves as a photodiode. 

• If 𝑉𝑏𝑒 > 0 𝑉, the HPT operates in 3 Terminals (3T) mode. In this case, both junctions 

are biased and the HPT behaves as a transistor in its Active or Saturation region 

depending on the biasing on each junction. For his reason the 3T mode is also referred 

as Transistor mode. 

The two presented modes are characterized by different gains, in particular the PD mode 

has a lower gain than the 3T mode. The switching action, a condition of necessity for that the 

TMA can be tuned, is done by the HPT by modulating its Base-Emitter voltage 𝑉𝑏𝑒. Another 

important aspect to consider is that in CE configuration the output voltage phase is shifted of 

180°. So, it is necessary to input a 𝑉𝑏𝑒 modulating sequence opportunely phase shifted, as 

illustrated in Fig. 4.7. 

 

Fig. 4.7: HBT CE configuration input 𝑉𝑏𝑒-output 𝑉𝑐𝑒 representation.  
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It is clear that TMA modulation in HPTs is achievable by modulating 𝑉𝑏𝑒, however the 

HPT is not a perfect switch. In fact, the switching is between a lower and higher level rather 

than 0 and 1, so we want to quantify the impact of these levels on the system’s performances.  

Let us consider the TMA field Eq.(3.1). In this formula, the switches are assumed to be 

ideal, so that the imposed square wave modulation on the field varies between 0 and 𝐴𝑛.To 

be noted that 𝑈𝑛(𝑡) and 𝐴𝑛 are unitless, as the units of 𝐸(𝜃, 𝑡) are in the term 𝐸0(𝜃). Now if 

we consider a general modulating sequence ranging from a low positive level 𝐴𝑛
𝑂𝐹𝐹  to a high 

level 𝐴𝑛
𝑂𝑁, then Eq. (3.1) becomes: 

𝐸(𝜃, 𝑡) = 𝐸0(𝜃)𝑒𝑗2𝜋𝑓0𝑡 ∑(𝑈𝑛(𝑡)(𝐴𝑛
𝑂𝑁 − 𝐴𝑛

𝑂𝐹𝐹) + 𝐴𝑛
𝑂𝐹𝐹)𝑒𝑗𝜑𝑛𝑒𝑗𝑘(𝑛−1)𝑑 𝑠𝑖𝑛(𝜃)

𝑁𝑎

𝑛=1

 (4.9) 

where in this case 𝑈𝑛(𝑡) is multiplied by 𝐴𝑛
𝑂𝑁 − 𝐴𝑛

𝑂𝐹𝐹 . Considering only the Array Factors 

𝐴𝐹ℎ(𝜃), we can easily find that: 

𝐴𝐹ℎ(𝜃) = ∑(𝐴𝑛
𝑂𝑁 − 𝐴𝑛

𝑂𝐹𝐹)𝑒𝑗𝜑𝑛𝑐𝑛𝑠𝑖𝑛𝑐(ℎ𝜋𝑐𝑛)𝑒−𝑗ℎ𝜋(𝑐𝑛+2𝑐𝑖,𝑛)𝑒𝑗𝑘(𝑛−1)𝑑 𝑠𝑖𝑛(𝜃)

𝑁𝑎

𝑛=1

 

(4.10) 

𝐴𝐹0(𝜃) = ∑ 𝐴𝑛
𝑂𝑁𝑒𝑗𝜑𝑛𝑐𝑛𝑒𝑗𝑘(𝑛−1)𝑑 𝑠𝑖𝑛(𝜃)

𝑁𝑎

𝑛=1

 

The first equation in (4.12) refers to the case ℎ ≠ 0, while the second one to the case ℎ =
0. Since the power emitted at each frequency 𝑓0 + ℎ𝑓𝑀 is proportional to |𝐴𝐹ℎ(𝜃)|2, this result 

shows that the greater the difference 𝐴𝑛
𝑂𝑁 − 𝐴𝑛

𝑂𝐹𝐹  is, the greater the power associated. Let us 

now assume that all amplitudes are the same for each antenna (i.e. 𝐴𝑛
𝑂𝑁 = 𝐴𝑂𝑁 and 𝐴𝑛

𝑂𝐹𝐹 =
𝐴𝑂𝐹𝐹  for each 𝑛) and that the high level 𝐴𝑂𝑁 is fixed. By analysing (4.10) it is clear that the 

highest power available at every frequency corresponds to 𝐴𝑛
𝑂𝐹𝐹 = 0, which is the case shown 

in chapter 3, in (3.7). To compare these two studied cases, we introduce the On-Off Ratio 

(𝑂𝑂𝑅), defined as the ratio between high and low level: 

𝑂𝑂𝑅 =
𝐴𝑂𝑁

𝐴𝑂𝐹𝐹

 (4.11) 

Based on the observation done before, the highest output power is achieved with an infinite 

On-Off Ratio (i.e. 𝐴𝑂𝐹𝐹 = 0), while the lowest power corresponds to 𝑂𝑂𝑅 = 1 (i.e. 𝐴𝑂𝐹𝐹 =
𝐴𝑂𝑁). The aim is to compare the ideal 𝑂𝑂𝑅 = ∞ case with the non-ideal one to establish a 

quality threshold for the modulation sequence. The ratio of the power output at 𝑂𝑂𝑅 = ∞ 

and the power output at 𝑂𝑂𝑅 < ∞ is then: 

𝑃𝑂𝑂𝑅=∞

𝑃𝑂𝑂𝑅<∞

=
|𝐴𝑂𝑁|2

|(𝐴𝑂𝑁 − 𝐴𝑂𝐹𝐹)|2
=

|𝑂𝑂𝑅|2

|𝑂𝑂𝑅 − 1|2
 (4.12) 

Equation (4.12) is meaningful as it depends only on the 𝑂𝑂𝑅. The trend of this ratio is 

represented in Fig. 4.8. From this curve we note that the 3 dB point corresponds to an 𝑂𝑂𝑅 

of 5.33 dB. This means that if a modulating sequence has an 𝑂𝑂𝑅 of at least 5.33 dB, then 
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the TMA output power will be at most 3 dB less than the power output by an ideal switch. In 

the same manner, an 𝑂𝑂𝑅 greater than 10 dB means that the TMA output power difference 

between an ideal and a non-ideal switch is less than 1 dB. 

 

Fig. 4.8: Trend of equation (3.12). 

Fixing the quality threshold of Eq. (4.12) to 3 dB, we conclude that the HPT is suitable for 

TMA applications if it has an 𝑂𝑂𝑅 of at least 5.33 dB. In particular, the 𝑂𝑂𝑅 of the HPT is 

the ratio between its gain in 3T mode and its gain in PD mode. However, these gains depend 

on frequency, thus it is necessary to characterize the HPT to find its range of work. 

4.4. Conclusion 
In this chapter I presented a laser behavioural model for the characterization of the laser’s 

non-linearities at a single frequency. Compared to other solutions, the proposed model 

distinguishes itself for its simplicity in both formulation and number of parameters, requiring 

only the quantities 𝐼𝑃1𝑑𝐵, 𝐼𝐼𝑃3 and 𝑆𝐿𝐷 to be known. This is advantageous in terms of 

simulation time, as a simpler model is faster. The effectiveness of the proposed model was 

proved through both simulations on ADS and measurements performed for the work [139]. 

I then showed an analytical model for the HPTs as switching elements of a TMA system. 

The model proved that any device switching between two states with a minimum On-Off 

Ratio of 5.33 dB is suitable for TMA applications. This result established the main parameter 

to evaluate in the characterization of HPTs presented in chapter 5. 
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Chapter 5: HPT design, characterization and 

packaging 

5.1. Introduction 

In this chapter, the design, characterization and packaging of the HPTs are highlighted. 

Firstly, the design rules and the fabrication process of HPTs are explained. Then, the set-ups 

for the characterization of HPTs in both frequency and time domain are presented along with 

the results. The measured performances are compared to the requirements of chapter 4 and 

the best HPT for TMA applications is chosen accordingly. 

Finally, the realization of the PCB for the packaging of the HPTs for the RoF-TMA system 

is presented, with a description of all the steps taken. The last section shows the perspectives 

on the characterization and the measurements that will be performed on the RoF-TMA 

prototype employing the packaged HPTs. 

The results of this chapter have been presented in three national conferences [143], [144] 

and [145]. 

5.2. Design of HPT and layout 

In this chapter, the characteristics and the mode of employment of the HPT are described 

and highlighted. The structure of an HPT follows the same principle of a Heterojunction 

Bipolar Transistor (HBT) of type npn, with the addition of an optical window at the base 

level, responsible for converting the light into a current. In the proposed project, the HPT, 

realised in SG13S technology described in detail in chapter 2, is employed in Common 

Emitter configuration. As the HBT counterpart, when the HPT is employed in Common 

Emitter configuration, the transistor effect takes place and the output current coming from the 

Collector is amplified. The amplification effect is considered with respect to the current that 

a photodiode with the same optical window dimension would deliver.  

The ESYCOM lab has an extensive knowledge and history in the development of SiGe 

HPT. They were developed into Atmel, Telefunken and then IHP Microelectronics SiGe 

technologies [146]-[151]. These works have given the possibility to design further HPT in 

order to be compatible with an HPT which could be integrated to an antenna using wire 

bonding. In this work, a special care is given to the use of bonding pads and a proper 

orientation of the HPT on the chip to reduce the length of wires. 

For the design of an HPT, the HBTs contained in the Process Design Kit (PDK) 

components library are taken as a basis for the layout. The component layout is visualized 

and modified with the aid of Keysight’s Advanced Design System (ADS). To design the 

phototransistors, some process layers normally hidden for internal use by IHP-

Microelectronics have been made available. The design and stack of layer of the two HPTs 

(high voltage HV and high speed HS) mainly differs in the collector region, while the upper 

layers are common to the two devices.  
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(a) 

 

(b) 

 

(c) 

Fig. 5.1: Cross sections of (a) HS-HBT, (b) HS-HBT with P-well, (c) HV-HBT devices 

realized in SG13S IHP-technology. 
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The main steps taken for the design are the following: 

• Definition of the active area where the transistor will be fabricated. 

• A P-well can alternatively be defined or not underneath the entire structure. This layer 

is normally blocked in purely electrical transistors but can be added to have a better 

control of the pn junction formed between the n-collector and the p-substrate. 

• For both device topologies a layer is employed to define the npn collector region. 

Specific layers are then employed according to the device: 

- HS-HPT: a heavily doped collector region is defined. 

- HV-HPT: a lightly doped collector region and a deep n-well have to be defined. 

• For both devices an N++ implant is added in correspondence to the collector contact 

to improve its conductivity. 

• A mask is employed to define the emitter window. 

• To improve the contacting of the transistors, masks defining the base and emitter 

polysilicon layers are designed. 

• A salicide layer can be added in correspondence of the contacts, aiming at reducing 

the resistivity of the path. However, it will be removed from the top of the optical 

window since it has shown to deteriorate the responsivity of the device [152]. 

• Contacts and Metal layer for electrical connection are defined around the optical 

window. 

• An isolation active ring is defined around the entire structure and it is connected to the 

ground of the phototransistor.  

Fig. 5.1 represents the cross sections of the HS-HBT with and without the additional P-

well and of the HV-HBT of the SG13S IHP technology. As mentioned before, the HBTs are 

the starting components for the design of the HPTs. 

To choose the proper HPT to be used in the system, we designed a chip containing the 

highest number of different HPT within a 0.923 mm2 surface. In this way, we were able to 

characterise and measure the performances of each kind of HPT and make the best choice 

afterwards. The other design rules for this layout required the Collector pads to be on the 

external side of the chip, to guarantee shorter wire bonding links, necessary for integrating 

the HPT in the final realization of the photodetector. The other important rules are the 

minimum pad dimension, fixed to 60 μm, and the vertical distance between the pads, fixed to 

100 μm. This last constraint is needed in order to be able to measure the HPT on chip with 

100 μm GSG probes, i.e. they have a spacing of 100 μm between each probe. The final 

conceived design, depicted in Fig. 5.2, is a square chip of side 0.96 mm which contains 8 

testing devices as well as 4 calibration structures, all measurable using GSG probes with 100 

μm spacing. This layout was manufactured by the company IHP microelectronics and the 

chips were delivered and ready for testing. 
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Fig. 5.2: Scheme of the layout of the HPT chip. 

The Collector pads are all on the external side of the chip, while conventionally the Base 

is always on the left while the Collector on the right. This is because when the HPT will need 

to be wire-bonded to a PCB, it will be necessary to have the length of the wire-bonding on 

the Collector as short as possible to avoid undesired effects, while the Base wire-bonding is 

allowed to be longer. The selected typologies of HPTs are the following: 

• 10V: it has an optical window of 10 μm x 10 μm and it can sustain high voltages (HV-

HPT). 

• 20V: it has an optical window of 20 μm x 20 μm and it can sustain high voltages (HV-

HPT). 

• 30V: it has an optical window of 30 μm x 30 μm and it can sustain high voltages (HV-

HPT). 

• 30L: it has an optical window of 30 μm x 30 μm and has enhanced performances (HS-

HPT). 

These 4 categories are replicated in two different versions, called Double Contact Based 

(2B) and Single Contact Based (1B). The 2B version is in fact the standard layout of the HPT, 

where the metal contacts of Base, Emitter and Collector are connected to the respective layers 

of the HPT in two opposite points, at the edges of the HPT structure. While the 1B version 

has a single connection on one of the edges, causing the current flow in the device to be 

unbalanced. The main idea is that if the current is unbalanced, the device could benefit in 

terms of speed due a faster flow, but it would also make it weaker to higher voltages and 

currents due to the higher flow on a single contact.  
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5.3. HPT Frequency Domain Characterization 

The characterization of HPTs is done with the set-up shown in Fig. 5.3. A Vector Network 

Analyzer (VNA) collects data on the S parameters from an HPT in CE configuration. The 

HPT is mounted on a chip and its base and collector terminals are accessible through pads, 

which are biased by two identical Ground-Signal-Ground (GSG) probes with a 150 µm 

spacing. Both base and collector DC biases are provided by external generators and the HPT’s 

optical window is illuminated by light coming out from a multimode fiber coupled to a 

Vertical Cavity Surface Emitting Laser (VCSEL) DC-biased by a third generator. The fiber’s 

end illuminates the HPT from a distance of 50 μm. Two Bias-Tees ensure isolation between 

the instruments, while the VNA inputs an RF bias to the VCSEL and collects the collector’s 

RF output. 

 

Fig. 5.3: Set-up for the frequency response characterization of the HPTs. 

The presented set-up aims at measuring the S parameters of the HPT in different biasing 

conditions. The most interesting quantity to measure is the S21 parameter, as it represents the 

gain of the HPT. The raw data obtained from the set-up are not sufficient to trace the HPT 

behaviour, as the VNA calibration cannot include the parts between the probes. To extract the 

S parameters data related to the HPT it is necessary to perform a de-embedding operation to 

remove the effects of the probes and of the circuits before and after the HPT. To do this, it is 

necessary to have access to on-chip SOLT calibration structures, which are used to collect 

data to move the reference planes of the VNA on the input and output ports of the HPT. This 

concept is better illustrated in Fig. 5.4. Regarding the calibration of the laser, its biasing point 

was chosen in its linear region to ensure a linear frequency response. Then, its gain was 

measured and subtracted in the de-embedding of the HPTs’ measurements. 
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Fig. 5.4: On the left, reference planes with the VNA calibration only (green) and after the 

de-embedding (blue); on the right, SOLT on-chip structures for the de-embedding. 

The measurements were carried out considering different levels of 𝑉𝑏𝑒 and 𝑉𝑐𝑒. In particular 

𝑉𝑏𝑒 ranging from 0 V to 1 V and 𝑉𝑐𝑒 ranging from 0 V to 5 V. For reference, only the 

measurements related to the 10 μm2 HV-HPT will be shown, as important issues arose from 

the results obtained.  

Let us start from a DC characterization of the HPT, in particular the Gummel plot of the 

devices. The Gummel plot shows on the same plot the behaviour of the collector and base 

currents 𝐼𝐶 and 𝐼𝐵 in function of the base-emitter voltage 𝑉𝑏𝑒, while the base-collector voltage 

𝑉𝑏𝑐 is kept constant. Fig. 5.5 shows the Gummel plot of the 10 μm2 HV-HPT. The trend of 

the curves correctly resembles the one observed in HBTs, with 𝐼𝐶 and 𝐼𝐵 increasing after a 

threshold value of 0.4 V for 𝐼𝐶 and 0.6 V for 𝐼𝐵 and with 𝐼𝐶 reaching larger values than 𝐼𝐵 due 

to the amplification of the transistor effect. 𝛽 is the amplification coefficient, defined by the 

relation 𝐼𝐶 = 𝛽𝐼𝐵. The 𝛽 peak value of 243 is reached around 𝑉𝑏𝑒 = 0.82 V, which is the 

optimal bias of the HPT, as it is related to the maximum amplification effect in the HPT. 

Similar results are obtained also for the other HPTs, meaning that the DC behaviour of the 

devices is good. 

 

Fig. 5.5: Gummel plot of the 10 μm2 HV-HPT. 
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Another important measurement is the ensemble of the 𝐼𝐶 − 𝑉𝑐𝑒 curves which show the 

behaviour of the of 𝐼𝐶 on different 𝑉𝑐𝑒 biasing. A set of curves is obtained, one for each 

different 𝑉𝑏𝑒 biasing. The same measurement can be performed with the laser either 

illuminating or not the HPT. The main difference between the two cases is that the set of 

curves related to the turned-on laser is raised by a quantity of 0.8 mA, corresponding to the 

generated photocurrent, as shown in Fig. 5.6. 

 

       (a)                                                                (b) 

Fig. 5.6: 𝐼𝐶 − 𝑉𝑐𝑒 plots of the 10 μm2 HV-HPT. (a) is related to the turned-off laser case, 

while (b) to the turned-on laser case. 

The results obtained are compliant with the expectations, thus confirming that the HPTs 

behave correctly at DC frequency.  

The next step is the Opto-RF characterization, which consists in extracting the S21 

parameter of the HPT in function of the frequency. This kind of measurement is performed 

for different 𝑉𝑐𝑒 biasing and for different biasing of either 𝐼𝐵 or 𝑉𝑏𝑒. Several sets of 

measurements have been performed and the results obtained were unfortunately too unclear 

to draw definite conclusions. In general, an HPT in PD mode presents lower gain with respect 

to 3T mode and the peak performance is usually reached when 𝑉𝑏𝑒 is such that the gain 𝛽 is 

maximized. It is normal to observe a transition frequency at which the gain of HPT in PD 

mode equals the gain in 3T mode and normally this frequency is lower when the optical 

window size of the HPT is bigger. This transition frequency is also used as a reference for the 

maximum working frequency of the HPT. Fig. 5.7 shows a comparison between the Opto-RF 

behaviour of the 20 μm2 2B HV-HPT and the 20 μm2 1B HV-HPT. It can be observed that 

while the 1B HPT reaches values of gain about 2 dB higher at lower frequencies, the transition 

frequency is lowered as well, passing from 340 MHz (2B HV-HPT) to 150 MHz (1B HV-

HPT). 

These results already show lower performances in the behaviour of the HPT compared to 

results obtained in previous works for HPTs done with the same technology, such as in [152]. 

It is normal to have a transition frequency where the HPT in PD mode has better performance 

with respect to the 3T mode, however it is desirable to have this transition happen at higher 

frequencies than the ones shown in Fig. 5.7. In addition, the obtained curves are too similar 

for different biases. Normally, the difference between the curves for each 𝑉𝑏𝑒 bias can go up 

to more than 10 dB, while in this case the difference between the curves is below 5 dB. This 

means that at the working frequency of 2.45 GHz, when modulating 𝑉𝑏𝑒 with a square wave, 

the difference between the output in 3T mode and in PD mode is less than 5.33 dB, thus 

making the HPT not suitable as a switch for a TMA. 
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(a)       (b) 

Fig. 5.7: Opto-RF plots for different 𝑉𝑏𝑒 biasing at 𝑉𝑐𝑒 = 2 V. (a) is the 20 μm2 2B HV-

HPT, while (b) is the 20 μm2 1B HV-HPT. 

Fig. 5.8 shows a comparison of the measurements related to the 2B HPTs, in particular the 

20 μm2 2B HV-HPT, the 30 μm2 2B HV-HPT and the 30 μm2 2B HS-HPT. In all the shown 

cases, the behaviour of the curves is still low performing, with transition frequencies too low 

for the foreseen applications. In particular, we measured 340 MHz for the 20 μm2 2B HV-

HPT, 200 MHz for the 30 μm2 2B HV-HPT and 60 MHz for the 30 μm2 2B HS-HPT. 

 

(a)       (b) 

 

 

(c) 

Fig. 5.8: Opto-RF plots for different 𝑉𝑏𝑒 biasing at 𝑉𝑐𝑒 = 2 V ((a) and (b)) and 𝑉𝑐𝑒 =
1.6 V ((c)). (a) 20 μm2 2B HV-HPT, (b) 30 μm2 2B HV-HPT and (c) 30 μm2 2B HS-HPT. 

Following these results, we opted to perform complementary measurements and to focus 

particularly on the 10 μm2 2B HV-HPT, as the 1B HPTs and the larger HPT showed a 

transition frequency lower than 1 GHz. Fig. 5.9 shows the Opto-RF measurements obtained 

from the 10 μm2 2B-HV HPT, related to both 𝑉𝑏𝑒 and 𝐼𝐵. On the 𝑉𝑏𝑒 side, the results obtained 



87 

 

are promising as there is a clear distinction between the PD mode and the 3T mode and the 

On-Off Ratio (𝑂𝑂𝑅) is greater than 5.33 dB up to almost 4 GHz, which is an overall good 

performance. However, on 𝐼𝐵 side, all the curves are almost overlapping independently of the 

value of 𝐼𝐵. This behaviour is not desirable, as the curves are expected to have greater 

difference, like for the Opto-RF plots where 𝑉𝑏𝑒 is changed in Fig. 5.9b. 

 

(a)       (b) 

Fig. 5.9: Opto-RF plots of the 10 μm2 HV-HPT for different (a) 𝐼𝐵 and (b) 𝑉𝑏𝑒 biasing at 

𝑉𝑐𝑒 = 3 V.  

To summarize, repeated cycles of measurements have shown unclear results in the 

frequency behaviour of the conceived HPT. While some results are promising, it is still unsure 

whether these HPTs are safe to use or not. Unfortunately, it is still not clear what is the cause 

of the detected anomalies, but we elaborated two main hypotheses: 

• The presented set-up is very sensitive to calibration errors and extreme care must be 

taken in performing measurement. One or more errors in the calibration or the de-

embedding processes could have detrimental effects on the success of the 

measurements.  

• Errors in the design of the HPT on ADS could have led to the fabrication of devices 

with poor performances or even malfunctioning, thus compromising the chips.  

Due to time constraints on the project, we opted for the following solution: to substitute 

the fabricated HPTs with older devices which have been measured and demonstrated to be 

working well in previous research works. We opted for the HPTs employed in the ORIGIN 

project [64], in particular the HPT named 10SQxEBC, realized with the technology 

TELEFUNKEN GmbH [153]. The nomenclature of the HPT means it has a 10x10 μm2 optical 

window area, it is integrated in common emitter topology and its base and collector contacts 

are accessible through dedicated pads. The frequency performance of such devices is shown 

in Fig. 5.10. Focusing on the 10SQxRBC HPT, it can be noted that for all analysed 

frequencies, the OM gain in 3T mode (i.e. also called HPT mode) is always higher than the 

OM gain in PD mode. The 𝑂𝑂𝑅, which is the difference between the OM gain in HPT mode 

and PD mode curves in dB is steadily higher than 5.33 dB until up to 5 GHz, hence why we 

chose this HPT as a substitute. The shown curves allow also to appreciate the effect of 

increasing the dimensions of the optical window. In fact, the second set of curves is related 

to the HPT 50SQxEBC, having a 50x50 μm2 optical window area. It is clear that, while the 

larger area allows to reach higher OM gain values at lower frequencies due to the higher 

amount of received photons, the device is slower. The PD mode and HPT mode intersect at 1 

GHz, meaning that the HPT behaves in the same way regardless of the 𝑉𝑏𝑒. This is also the 
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limit frequency of employment of such HPT. The data shown in the plots is related to the 

peak performance bias of the bias, namely 𝑉𝑐𝑒 = 2 V and 𝑉𝑏𝑒 = 0.857 V for the HPT mode 

and 𝑉𝑐𝑒 = 2 V and 𝑉𝑏𝑒 = 0 V for the PD mode. 

 

Fig. 5.10: OM gain of the ORIGIN HPTs 10SQxEBC and 50SQxEBC. HPT mode bias: 

𝑉𝑐𝑒 = 2 V and 𝑉𝑏𝑒 = 0.857 V; PD mode bias: 𝑉𝑐𝑒 = 2 V and 𝑉𝑏𝑒 = 0 V. 

5.4. HPT Time Domain Characterization 

It is important for HPTs to be fast enough to detect the antenna carrier, in our case 2.45 

GHz, and provide the modulation for the TMA, which happens at much lower frequencies. 

To prove the HPT’s capabilities in modulating the output signal we prepared the set-up shown 

in Fig. 5.11. The aim is to feed the HPT’s 𝑉𝑏𝑒 with a square wave signal of increasing 

frequency and check the output 𝑉𝑐𝑒 with an oscilloscope. The square wave is generated with 

an Arbitrary Waveform Generator (AWG) which can generate waves with adjustable duty 

cycle and amplitude up to a frequency of 100 MHz. Since the generated waves always have 

zero average value, it is necessary to raise the wave of half its amplitude with an external DC 

supply. The HPT on chip is illuminated by an unmodulated VCSEL and the output at the 

collector is divided into AC and DC, with the DC port providing the 𝑉𝑐𝑒 bias and the AC port 

monitoring the output through an oscilloscope. The 𝑉𝑏𝑒 ranges from 0 V to 0.7 V, while the 

𝑉𝑐𝑒 from 0 V to 3 V. The duty cycle applied to the HPT is 50% and the HPT tested is the one 

designed and fabricated in SG13S technology. 
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Fig. 5.11: Set-up for time domain measurements of HPTs. 

The results are shown in Fig. 5.12, representing the AC output response of the 10 μm2 HV-

2B HPT biased with 𝑉𝑐𝑒 = 3 V and a 50% square wave at 𝑉𝑏𝑒 varying between 0 V and 0.7 

V. The considered frequencies are 1 MHz, 10 MHz and 100 MHz as lower frequencies are 

below the working frequencies of the bias-tees, while higher frequencies cannot be reached 

by the AWG. The plot at 1 MHz shows that the HPT responds well at 0.7 V, with a discharge 

behaviour in the lower fronts of the wave, which might be due to the bias-tees capacitors or 

to capacitive effects internal to the HPT. In the 10 MHz plots we note that the HPT still 

responds well and keeps up with the input wave, however some spurious effects start to appear 

in the lower part of the wave. These effects become worse at 100 MHz and the output signal 

is much attenuated compared to the 1 MHz case, suggesting that the device might not work 

properly at those frequencies and that the performances at higher frequencies are worse 

overall.  

Based on the frequency domain results shown before in section 5.3, the On-Off Ratio below 

1 GHz is greater than 10 dB, as in Fig. 5.9b. However, when the DC voltage 𝑉𝑐𝑒= 3 V, the 

output signals in Fig. 5.12 vary between 3 V and 4.5 V at 1 MHz, between 3 V and 4 V at 10 

MHz and between 3 V and 3.5 V at 100 MHz. Therefore, the On-Off Ratio related to the 

measured output voltage is lower than expected. We speculate that the observed behaviours 

might be due to capacitive effects internal to the HPTs, but all hypotheses need to be assessed 

in the future with measurements and at present we cannot provide definitive answers.  
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(a)       (b) 

 

(c) 

Fig. 5.12: AC 𝑉𝑐𝑒 output of the 10 μm2 HV-2B HPT at frequencies (a) 1 MHz, (b) 10 

MHz, (c) 100 MHz (see time axis order of magnitude).  

In conclusion, the presented measurements prove the HPTs designed and measured in 

chapter 5 do not perform well enough for the envisaged application. The final choice are the 

HPTs employed in the ORIGIN project, in particular the 10SQxEBC HPT. This SiGe HPT is 

characterized by a square optical window of 10x10 μm2 integrated in CE topology with all 

the terminals (Base, Collector and Emitter) accessible through dedicated pads. The arisen 

issues need to be carefully addressed to understand the root of the problems encountered. 

However, in the final packaging of the HPTs we still want to include at least one of the 

designed HPTs to test it at modulating frequencies no higher than 1 MHz. In fact, even if the 

measurements showed that it is a safer choice to change HPTs, the time domain behaviour of 

the designed HPT at 1 MHz is promising enough and should be considered in the final tests.  

5.5. Packaging of the HPT on a PCB board 

This section describes the how the HPT are packaged in order to be used in the final 

prototype of the proposed RoF-TMA system, then follows with a description of the 

measurements to be performed on such system. Unfortunately, the actual measurements were 

not realized in time and therefore they are not included in the chapter due to the time 

constraints of the thesis. Instead, the perspectives on the final system characterization and 

measurements are presented. 

The HPT, in order to be used as a photodetector in the RoF-TMA system, needs to be 

packaged keeping in mind the following needs: compactness, modularity, input ports to 

provide the modulating sequences on the base, the collector bias and the RF signal through 

an optical fiber and finally the antenna output port. The design needs modularity in order to 
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have more flexibility during the final tests and also for future use. In this way it is possible to 

have full control over factors such as the number of elements of the array and the antenna 

spacing. We designed a printed circuit board (PCB), shown in Fig. 5.13, with an input SMA 

port for the modulating sequence and an output SMA port for the antenna. The SMA ports 

are installed by welding their ground and signal connectors to the “GND” rectangular slots 

and to the line respectively. The PCB has a coplanar line design adapted to 2.45 GHz, which 

is the resonating frequency of the antennas, the HPT has an allocated space highlighted in 

Fig. 5.13, so that it is placed near the antenna line, the modulating sequence line and the 

ground. In this way the wire bonding operations necessary to link the HPT’s base, emitter and 

collector nodes to the modulating sequence line, ground and antenna line respectively are 

eased. The antenna line is provided with an integrated bias-tee, consisting of a 40 nH 

inductance coil and a 15 pF capacitor, to isolate the DC and RF components of the collector’s 

bias. In particular, the RF component of the collector’s current needs to be directed towards 

the antenna, while the DC path is used to provide the 𝑉𝑐𝑒 DC bias through a pair of pins 

labelled “GND” and “Vcc”. An additional capacitor of 150 nF is added to the DC path in 

order to direct any spurious RF component to ground and to better isolate the external 𝑉𝑐𝑒 

generator. Finally, the “GND” pin on the bottom is used to connect the ground planes of two 

neighbouring PCBs. 

 

 

Fig. 5.13: Top view (red) and bottom view (blue) of the PCB for the HPT packaging. The 

dedicated space for the integration of the HPT is highlighted by a yellow rectangle and the 

letters E, B and C highlight the zones for the wire bonding of the HPT nodes. 

The design of a bias-tee requires particular attention as the components to be used need to 

be carefully selected depending on the frequency requirements. For a bias-tee working in a 

range [𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥] with known impedance loads at its DC and RF ports 𝑍𝐷𝐶 and 𝑍𝑅𝐹,the main 

design rules of thumb are the following: 

• At 𝑓𝑚𝑖𝑛, the bias-tee RF port capacitor must present a reactance 𝑋𝐶 equal to 𝑍𝑅𝐹/5. 

• At 𝑓𝑚𝑖𝑛, the bias-tee DC port inductance must present a reactance 𝑋𝐿 equal to 𝑍𝑅𝐹 ∙ 5. 

• The components of the bias-tee must have a resonance frequency higher than 𝑓𝑚𝑎𝑥. 

In this way, we ensure that signals with frequency above 𝑓𝑚𝑖𝑛 pass through the RF port and 

are blocked by the DC port. In our case, 𝑍𝐷𝐶 is the impedance of the 𝑉𝑐𝑒 generator, while 𝑍𝑅𝐹 

is the antenna’s impedance and both are equal to 50 Ω, so that 𝑋𝐶 = 10 Ω and 𝑋𝐿 = 250 Ω. 

Considering a frequency interval between 𝑓𝑚𝑖𝑛 = 1 GHz and 𝑓𝑚𝑎𝑥 = 10 GHz it is: 
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𝐶 =
1

2𝜋𝑓𝑚𝑖𝑛𝑋𝐶

= 15 pF 

𝐿 =
𝑋𝐿

2𝜋𝑓𝑚𝑖𝑛

= 40 nH 

(5.1) 

These are the minimum values of capacity and inductance needed for the bias-tee to operate 

above 1 GHz. This is furtherly proved by simulating the bias-tee circuit shown in Fig. 5.14, 

representing our situation. 

 

Fig. 5.14: Bias-tee circuit simulation. A generator simulating the HPT collector feeds the 

RF+DC port of the bias-tee and the DC and RF ports are connected to equal loads 𝑅. 

The currents on the loads on the DC and RF ports, respectively 𝐼𝐿 and 𝐼𝐶, are given by: 

𝐼𝐿 =
1

1 +
𝑅 −

𝑗
𝜔𝐶

𝑅 + 𝑗𝜔𝐿

𝐼 

 

𝐼𝐶 =
1

1 +
𝑅 + 𝑗𝜔𝐿

𝑅 −
𝑗

𝜔𝐶

𝐼 

(5.2) 

If we compute the power on the DC port load and on the RF port load and normalize them 

to 𝑅𝐼2 (i.e. the maximum available power on any of the loads) we obtain the curves in Fig. 

5.15. 
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Fig. 5.15: Bias-tee circuit simulation results. The two curves represent the power 

absorbed by the DC port load (blue) and RF port load (red). At 1 GHz, 96% of the power is 

on the RF load and only 4% on the DC load. 

The resulting curves show that at 1 GHz approximately 96% of the available power is 

located on the RF port load, while the remaining 4% is on DC port load, thus confirming the 

effectiveness of the bias-tee and of the aforementioned design rules. Furthermore, the 

additional capacity on the DC port ensures that the residual RF current on the DC port of bias-

tee is redirected to the ground. Fig. 5.16 shows the delivered PCB, where the zones for gluing 

the components are visible. 

To integrate the HPT, we need to: glue the HPT to its dedicated zone, solder the 

components and the SMA ports to their respective zones, wire bond the HPT’s base, collector 

and emitter to the corresponding pads on the PCB and finally glue a multimode fiber pigtail 

aligned on the optical window of the HPT. The wire bonding is the operation of connecting 

through thin wires, usually in gold, copper or aluminium, integrated circuits’ pads and PCB 

circuitry. The two main wire bonding techniques are the ball bonding and the wedge bonding 

and both of them require some degree of expertise to be performed. It is for this reason that 

the wire bonding is performed by the LABSTICC team in Brest. The fiber pigtail gluing will 

be performed by the ESYCOM team. The operation consists in aligning a cleaved multimode 

fiber pigtail vertically on the HPT optical window and then to use a special glue to fix it in 

position. Unfortunately, due to time constraints, it is not possible to include a picture of the 

packaged HPT, which will be finished before the defence of this project. Nevertheless, a 

representation of the final package is given in Fig. 5.17. 
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Fig. 5.16: Photograph of the designed PCB for HPT packaging. 

 

Fig. 5.17: Representation of the fully packaged HPT. 
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5.6. Perspectives on the RoF-TMA final prototype 

realization and characterization. 

After the packaging of the HPT, all the elements composing the RoF-TMA system are 

ready to be combined, as shown in Fig. 5.18. The system differs from the one shown in chapter 

2 for the RoF link, composed of a VCSEL coupled to a multimode fiber terminating in the 

packaged HPT. The modulating sequences are always provided externally by a 

STM32VLDiscovery board to the input PCB port to modulate the 𝑉𝑏𝑒 tension. The 

measurements set-up will be identical to the one used in chapter 3 and aims at scanning the 

radiation diagram emitted by the RoF-TMA system at different frequencies. As for the first 

prototype, the main objective is to measure the performances of the RoF-TMA system with 

different numbers of elements to prove the TMA behaviour and also make comparisons with 

the first prototype. The antennas emit at 2.45 GHz and the modulating frequency is fixed at 

10 kHz. The aim is to scan and measure the radiation diagram emitted by the RoF-TMA 

system and compare the results with the radiation diagram of a theoretical TMA fed with the 

same modulating sequence. I expect to obtain similar behaviour to the system employing 

photodiodes. This expectation is motivated by the fact that I demonstrated that a TMA 

behaviour is obtainable even from non-ideal switches, fixed a minimum 𝑂𝑂𝑅 of 5.33 dB to 

obtain acceptable performance and chose the HPT best satisfying this constraint. The sole 

aspect that could impair the system is the inverting nature of HPTs used in Common Emitter 

(CE) topology. In fact, CE topology bipolar transistors are known to amplify current but also 

to invert tension at their output. This inversion is related to the voltage only, while the current 

is unchanged and amplified. The polarity inversion of voltage could cause problems at the 

antenna transmission level. To solve the issue, it is sufficient to feed the HPT’s 𝑉𝑏𝑒 with the 

sequence shifted of 180°. Unfortunately, due to time constraints for the thesis manuscript, it 

is not possible to show results here, but they will be shown in the final presentation of this 

work. Nevertheless, we gave a description of the system intended to be employed along with 

the expectations of the results that we aim to obtain. 

 

Fig. 5.18: Representation of the final RoF-TMA system prototype. 
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A second set of measurements will focus on testing the optimization program shown in 

section 3.5 to determine the modulating sequences of a TMA with up to 4 elements, but also 

to test the phase shifts effects mitigation showed in section 3.4. The aim is to test the 

developed optimization program to check precise transmission in multiple directions at 

different frequencies and to correct the phase shifts caused by the difference in length of fiber 

paths. Two different situations will be analysed: at first, the modulating sequence is applied 

without caring for the phase shifts correction, while in the second scenario, corrections for 

mitigating the phase shifts are applied. It is useful to remind that due to the nature of TMA, it 

would be useless to consider specular harmonic frequencies (i.e. 𝑓0 + ℎ𝑓𝑀 and 𝑓0 − ℎ𝑓𝑀) 

when phase shifts are involved. This is because when no phase shifts are present, any 

modulating sequence applied to the TMA generates specular radiation diagram on such 

frequencies. In fact, recalling Eq. (3.7) it easy to demonstrate that in absence of phase shifts 

(i.e. 𝜑𝑛 = 0°, for every n): 

𝐴𝐹ℎ(𝜃) = 𝐴𝐹−ℎ
∗ (−𝜃) (5.3) 

where 𝑥∗ denotes the complex conjugate operator. Eq. (5.3) is true due to 𝑠𝑖𝑛𝑐(ℎ𝜋𝑐𝑛) being 

an even function. The associated radiation diagrams are proportional to |𝐴𝐹ℎ(𝜃)|2 and 
|𝐴𝐹−ℎ

∗ (−𝜃)|2, therefore the radiation at 𝑓0 + ℎ𝑓𝑀 is mirrored at 𝑓0 − ℎ𝑓𝑀. However, in 

presence of unwanted phase shifts, this relation is no more valid. In this situation, when 

applying a modulating sequence cancelling the effects of the phase shifts at 𝑓0 + ℎ𝑓𝑀, then it 

is automatically impossible to recover the correct radiation diagram at 𝑓0 − ℎ𝑓𝑀. For instance, 

let us consider a series of unwanted phase shifts 𝜑𝑛 different from 0° and choose 𝑐𝑛 and 𝑐𝑖,𝑛 

such that ℎ𝜋(𝑐𝑛 + 2𝑐𝑖,𝑛) = 𝜑𝑛 at 𝑓0 + ℎ𝑓𝑀. The AFs then become: 

𝐴𝐹ℎ(𝜃) = ∑ 𝐴𝑛𝑐𝑛𝑠𝑖𝑛𝑐(ℎ𝜋𝑐𝑛)𝑒𝑗𝑘𝑛𝐷 𝑠𝑖𝑛(𝜃)

𝑁𝑎

𝑛=1

 (5.4a) 

𝐴𝐹−ℎ(𝜃) = ∑ 𝐴𝑛𝑐𝑛𝑠𝑖𝑛𝑐(ℎ𝜋𝑐𝑛)𝑒𝑗2𝜑𝑛𝑒𝑗𝑘𝑛𝐷 𝑠𝑖𝑛(𝜃)

𝑁𝑎

𝑛=1

 (5.4b) 

Eq. (5.4a) and (5.4b) show that the chosen modulating sequences completely countered the 

phase shifts at 𝑓0 + ℎ𝑓𝑀 , but at the same time doubled the phase shifts 𝑓0 − ℎ𝑓𝑀. This 

demonstrates that phase shifts correction cannot be done on specular frequencies, concluding 

that for the final tests on the phase shifts correction it will be necessary to carefully choose 

the set of testing frequencies. 

5.7. Conclusions 

In this chapter I showed the design rules and realization of a customized chip with 

integrated HPTs for this PhD thesis. Then I described the set-ups and showed the 

measurements of characterization of the HPTs in both frequency domain and for the first time 

in time domain. 

The obtained results showed that the designed HPTs’ performances both in time and 

frequency are not satisfying for a TMA system. In particular, frequency domain 
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measurements showed transition frequencies below 1 GHz for all the designed HPTs. While 

SiGe photodetectors generally show lower transition frequencies compared to other 

semiconductors, the state of the art shows that frequencies up to 15 GHz and beyond are 

achievable. Time domain measurements showed a decrease in output voltage gain with 

frequency and non linear effects already present at 10 MHz. The minimum requirements for 

TMA applications are a transition frequency and an On-Off Ratio greater than 5.33 dB beyond 

2.45 GHz. Nevertheless, the designed HPTs are to be considered for applications below 1 

GHz. 

Therefore, we decided to use the HPTs conceived during the ORIGIN project, in particular 

the 10SQxEBC HPT, as their measured performances qualify them to be used as switching 

components in a TMA system working at 2.45 GHz.  

Then, I presented the project of the packaging of the HPTs to use them as photodetectors 

in the RoF-TMA system prototype. This included the design and fabrication of a PCB to host 

the device and the design of an integrated bias-tee on the PCB. Finally, I described the final 

steps that need to be taken to finish the packaging of the HPT and the future set-up that will 

be employed to characterize the final system prototype.  
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Chapter 6: Conclusions and Perspectives 

6.1. Conclusions 

This PhD thesis aimed at the realization of an innovative low-cost system combining 

Radio-over-Fiber (RoF) and Time Modulated Array (TMA) technologies. The main 

applications foreseen for this kind of system are the coverage of in-building environments 

with RF signals such as 4G, 5G and WiFi, the in-door Distributed Antenna Systems (iDAS) 

and coverage in Local Area Networks (LANs). The proposed system exploits the high 

capacity, low costs, flexibility and easiness of deployment of optical fibers conjoined with the 

beamforming capabilities, simplicity and low costs of TMAs. While focusing on the system 

as a whole with a global perspective, this thesis focused in particular on the theory of TMAs 

and challenges related to piloting and controlling this kind of system and on the study of SiGe 

Heterojunction Phototransistors (HPTs) as photodetectors, thanks to their mature technology, 

easiness of integration and inherent high current gain. 

The state-of-the-art showed the main evolution of RoF and TMA systems, focusing in 

particular on Vertical Cavity Surface Emitting Lasers (VCSELs) and photodetectors, such as 

PIN photodiodes and HPT for the RoF. While the TMA state-of-the-art focused on its multiple 

applications and challenges related to the system.  

In chapter 3 a detailed introduction on the working principle of the TMA was given and 

the concept of a system combining RoF-TMA has been proposed for the first time, in 

particular the piloting of a TMA system with opto-electronic devices. The RoF-TMA system 

first prototype was then realized and characterized by measuring the radiation diagram 

emitted by the system. The results showed that the combined RoF-TMA works behaves as a 

purely electrical TMA system with deviation errors of less than 7°, thus validating the concept 

of a hybrid system. 

It followed an analysis on the effects of unwanted phase shifts on a TMA system in general, 

with accurate results related to a 3-element system. This work showed that the analysis itself 

is challenging already for array composed of a few elements, indicating that an optimization 

approach is preferrable. Nevertheless, the analysis allowed to define tolerance intervals for 

the phase shifts for which the TMA behaviour is not compromised. In the particular case of a 

3-element TMA with maximum radiation within [−35°, 35°], phase shifts 𝜑2 and 𝜑3 needed 

to be within the intervals [𝜑3/2 − 37°, 𝜑3/2 + 37°] and [−25.2°, 24.9°]. Finally, an 

optimization program implementing the algorithm NSGA-II has been proposed as a solution 

to finding the TMA’s modulating sequences associated to a determined and desired radiation 

diagram, but also to mitigate the negative effects of unwanted phase shifts. The program 

testing gave positive results, with possibility of improvements. 

Chapter 4 focused on the RoF modelling and on the HPT in particular. A behavioural model 

for the laser modelling accurately the laser’s non-linearities has been developed and tested in 

[139]. The model works at a single frequency and was presented in detail, along with 

simulations proving its effectiveness. Then, an analytical model of the HPT as a switching 

element for TMA application has been presented, defining the On-Off Ratio parameter to 

evaluate the HPT performance and fixing its minimum value to 5.33 dB. 
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In chapter 5, a design for a chip of HPTs to be tested for the RoF-TMA system was 

illustrated and fabricated. The HPTs on chip were characterized in frequency domain and for 

the first time in time domain through different set-ups. The obtained results showed that the 

conceived HPT were not suitable to be used as switching elements for a TMA. The transition 

frequencies of all the designed HPTs were below 1 GHz and the On-Off Ratio (𝑂𝑂𝑅) was 

below 5.33 dB in the considered spectrum, while the TMA required a minimum transition 

frequency above 2.45 GHz. The time domain measurements showed a decrease in the output 

voltage gain when increasing the frequency of the input modulating wave. In addition, non 

linear behaviours started to appear at 10 MHz and above. Nevertheless, the DC measurements 

of the HPTs showed normal behaviours and a current gain 𝛽 of approximately 250 for the 

HPT with the smallest optical window (10x10 μm2). Therefore, the designed HPTs are to be 

considered for applications below 1 GHz. 

It was decided that the best solution was to employ different HPTs. We chose the 

10SQxEBC HPTs employed in the ORIGIN project, whose frequency characteristics are 

optimal for TMA applications, meaning that the 𝑂𝑂𝑅 is above 5.33 dB at 2.45 GHz, which 

is our application frequency.  

Finally, the packaging of the HPT was presented, consisting of a PCB with an integrated 

bias-tee where the HPT chip can be wire bonded and an optical fiber pigtail is glued above 

the optical window of the HPT. The chapter ended with the perspectives and a detailed 

description of the final steps for the characterization of the final RoF-TMA prototype, where 

the set-up and aim of the measurements is described. 

In conclusion, it was demonstrated the possibility to realize a low-cost RoF-TMA system 

capable of distributing signals in in-building environments while ensuring a lower 

electromagnetic impact thanks to the beamforming provided by the TMA. The challenges 

related to the TMA control, such as the phase shifts and the determination of the modulating 

sequences, have been addressed with both an analytical and an optimization approach. 

Regarding the photodetector, PIN photodiodes proved to be suitable to provide the TMA 

modulation along with the optical-electrical conversion, with measurements to support this 

fact. The HPTs are suitable as well from an analytical point of view and provide an inherent 

current gain which is impossible to obtain with photodiodes. Unfortunately, the final 

prototype of the RoF-TMA system employing HPTs and VCSEL in the RoF link is yet to be 

realized. However, once the HPTs will be packaged on the PCBs, then all the necessary 

components of the system will be ready for the final measurements. 

6.2. Perspectives 

The perspectives of this PhD thesis project are oriented towards the following themes: the 

finalization and testing of the RoF-TMA prototype employing HPTs and VCSEL, the increase 

of the working frequencies, both the antenna frequency and the modulating sequences 

frequency and different application domains. 

In the very next future, once the HPT packaging will be complete the final RoF-TMA 

prototype will be finalised and ready for testing in order to assess how the HPT perform in 

the double role of photodetector and TMA modulator. The implementation of VCSEL in this 

system is also of interest as these lasers are cheaper compared to other lasers, but provide a 
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better coupling and higher performances, in exchange for a lower emitted power. In the 

context of in-building environments, the lower power levels do not pose a problem, as the 

areas to cover are usually limited in space. Next, it will be necessary to study how to increase 

the working frequency of the system. While 2.45 GHz is a commonly employed frequency, 

for example in WiFi, 5G and next generation networks will also use mm waves, in the range 

of tens of GHz. Therefore, it is necessary to have a system capable of performing well at 

higher antenna frequencies. On the modulating sequences frequency side, this frequency 

defines also the spacing between thee harmonics radiated by a TMA. If we want to exploit at 

best the multiple radiated frequencies, it is necessary to have them spaced of at least the 

bandwidth of a single channel, which is in the order of a hundred MHz. Finally, the proposed 

applications of the RoF-TMA system are related to in-building coverage, but it can be adapted 

to different application domains, especially involving short range communication. 
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