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Abstract

In most of the cardiovascular diseases an increase in collagen has been observed, through
the apparition of a myocardial infarct scar or the development of fibrosis during and after
cardiac remodelling (structural change of the tissue). Consequently, collagen stands out as
a very valuable biomarker to provide information on the development of cardiac diseases.

The current clinical standard MRI (Magnetic Resonance Imaging) technique to assess
myocardial fibrosis is T1-Mapping. However, even if T1 imaging is a non-invasive tech-
nique, the use of a contrast agent is often necessary to highlight the fibrotic tissue enough
for clinical diagnosis, which entails secondary effects to health. Moreover, T1-mapping
provides a measure of the Extra Cellular Volume (ECV), which does not allow for a pre-
cise quantification of collagen. Previous studies have shown that quantitative imaging of
collagen in the myocardium could be obtained without the use of a contrast agent (on
small animals) by using Ultra-short TE (UTE) imaging sequences for imaging components
with short-T ∗

2 such as collagen. In addition, in vitro experiments have been reported in
order to validate a bi-component model with an oscillation term for short-T ∗

2 component
due to the resonance frequency of collagen at 7T and 3T; these studies showed a correct
quantification short-T ∗

2 on aqueous solutions with concentration of collagen above 10%.
This thesis documents the methodological building blocks for a quantitative imaging

of collagen components towards clinical application in myocardial fibrosis assessment. In
vitro experiments on aqueous solutions have been performed to understand the required
conditions for measuring collagen short-T ∗

2 . When the concentration of collagen is below
10%, the UTE gradient echo sequence is not able to correctly capture the short-T ∗

2 from
collagen components which leads to wrong estimation of parameters by the numerical
methods for model fitting. The results of these in vitro experiments confirm that a reliable
measurement of collagen on a clinical scanner (3T) by detecting the short-T ∗

2 is restricted
to a set of constraints such as collagen concentration and Signal-to-Noise Ratio (SNR) that
can hardly be achieved on in vivo scans.

Nevertheless, T ∗

2 is not the only quantitative MR measure for differentiating collagen
deposition and healthy tissue in the myocardium. Imaging experiments were conducted
to evaluate the feasibility of MRI parameters such as magnetic susceptibility, diffusion
and T1ρ relaxation, to provide a specific contrast to different collagen concentrations. The
results provide convincing evidence that apparent diffusion coefficient (ADC) is the param-
eter that guarantees the most precise differentiation of collagen concentrations in aqueous
solutions. A multi-parametric approach allows to define an MRI signature based on mag-
netic susceptibility, diffusion and T1ρ parameters which might be useful to identify differ-
ent clusters related to different types of fibrosis (diffuse, reactive, infiltrative, focal). A
multi-parametric approach would enable a better understanding of MRI biomarkers in the
assessment of myocardial fibrosis, specially the quantification of collagen in the cardiac
tissue.



Résumé

Une augmentation de collagène a pu être observée dans la plupart des maladies cardiovascu-
laires, à travers l’apparition d’une cicatrice d’infarctus sur le myocarde ou le développement
d’une fibrose avant ou après le remodelage cardiaque (un changement structurel du tissu
cardiaque). Par conséquent, le collagène semble être un biomarqueur très utile pour obtenir
des informations sur le développement des maladies cardiaques.

La technique standard d’IRM (Imagerie par Résonance Magnétique) pour évaluer la
présence de fibrose myocardique est actuellement le T1 mapping. Néanmoins, même si
l’imagerie T1 est une technique non-invasive, il est souvent nécessaire d’avoir recourt à un
agent de contraste pour pouvoir rendre davantage visible le tissus fibrotique afin d’effectuer
un diagnostique clinique, ce qui entrâıne des effets secondaires bien documentés. Par
ailleurs, le T1 mapping génère une mesure de volume extracellulaire (ECV), ce qui ne
permet pas de quantifier précisément le collagène. Des études précédentes ont montré qu’il
était possible d’obtenir (sur des petits animaux) une imagerie quantitative du collagène
dans le myocarde sans utiliser d’agent de contraste, en ayant recourt à des séquences
d’imagerie TE ultra court (Ultra-short echo time) pour des composants avec un T ∗

2 court
comme le collagène. De plus, des expériences in vitro ont été effectuées pour valider un
modèle à deux composantes avec un terme d’oscillation pour des composants à T ∗

2 court,
en raison de la fréquence de résonance du collagène à 7T et 3T. Ces études révèlent une
quantification de T ∗

2 court juste sur des solutions hydrolysées avec des concentrations de
collagène supérieures à 10%.

Cette thèse présente les fondements méthodologiques pour une imagerie quantitative
de composants du collagène en vue d’une application clinique pour évaluer la fibrose du
myocarde. Des expériences in vitro ont été réalisées sur des solutions hydrolysées pour
identifier les conditions requises pour mesurer le T ∗

2 court du collagène. Lorsque la con-
centration de collagène est inférieure à 10%, la séquence UTE ne permet pas de saisir le
T ∗

2 court des composants de collagène, ce qui conduit à une interprétation erronée des
paramètres via les méthodes numériques d’ajustement de courbes. Les résultats de ces
expériences in vitro confirment qu’une mesure fiable du collagène sur un scanner clinique
(3T) en détectant le T ∗

2 court est limitée par un ensemble de contraintes telles que la con-
centration de collagène et le rapport signal sur bruit (SNR), ce qui peut difficilement être
obtenu par des scans in vivo.

Néanmoins, le T ∗

2 court n’est pas la seule mesure quantitative de résonance magnétique
pour différentier les dépôts de collagène des tissus sains dans le myocarde. Des expériences
d’imagerie ont été réalisées pour évaluer la faisabilité de paramètres IRM tels que la suscep-
tibilité magnétique, la diffusion et la relaxation de T1ρ pour pouvoir obtenir un contraste
spécifique à différentes concentrations de collagène. Les résultats prouvent que le coeffi-
cient de diffusion apparent (ADC) est le paramètre qui permet la différentiation la plus
précise des concentrations de collagène dans les solutions hydrolysées. Une approche multi-
paramétrique permet de définir une signature IRM fondée sur la susceptibilité magnétique,



la diffusion et les paramètres T1ρ qui pourraient être utiles pour identifier différents clus-
ters liés à différents types de fibrose (diffuse, réactive, infiltrative, focale). Une approche
multi-paramétrique offrirait donc une meilleure compréhension des biomarqueurs IRM dans
l’évaluation de la fibrose myocardique, et en particulier de la quantification du collagène
dans le tissu cardiaque.

iii
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Chapter 1

Introduction

Magnetic Resonance Imaging (MRI) has emerged as one of the fundamental clinical di-
agnosis tools for cardiovascular diseases. Cardiac MRI enables not only imaging cardiac
anatomy, it also enables to perform functional analysis such as left ventricular (LV) ejec-
tion fraction and myocardial wall thickening with cine imaging. In addition, quantitative
parameters estimation (mapping) allows to characterise specific components in the my-
ocardial tissue such as fibrosis.

Myocardial fibrosis is defined as a significant increase in the collagen volume fraction
(CVF) of myocardial tissue [1]. Deposition of collagen affects in particular the interstitial
and perivascular space, leading to a reduction of myocardial and arterial compliance and
ultimately impaired diastolic function. Abnormal collagen deposition is observed in most
of the cardiac diseases through the apparition of a myocardial infarct scar or the develop-
ment of fibrosis during and after a structural change of the tissue (cardiac remodelling).
Consequently, considerable research attention has been directed toward to fibrosis quan-
tification by measuring the extracellular volume fraction (ECV) to assess changes in the
extracellular matrix (extracellular space) between fibrotic and healthy tissue. The clinical
standard to assess myocardial fibrosis requires a contrast agent (gadolinium, Gd) to high-
light extracellular space on T1 pre-Gd/post-Gd images, and hematocrit measurement in
order to calculate ECV. However, it does not allow for a quantification of collagen which
is the main componet of the fibrotic tissue.

The direct collagen quantification on the myocardium without the use of a contrast
agent has been explored in few pre-clinical studies using ultra-short echo time (UTE) se-
quences for imaging components with short-T ∗

2 such as collagen [2], [3] . In addition, a
bi-component model with an oscillation term for short-T ∗

2 components due to the reso-
nance frequency of collagen has been validated on in vitro experiments at 7T and 3T [4],
[5]. To translate this technique into clinical practice (cardiovascular imaging), some ma-
jor challenges need to be addressed such as the sub-sampling strategies and compressed
sensing-based image reconstruction.

1.1 Motivation

Even if T1 imaging is a non-invasive technique, the use of a contrast agent is often necessary
to highlight the fibrotic tissue enough for clinical diagnosis, which entails secondary effects
that are widely documented in [6]–[8]. Therefore, there is a need for a non-invasive tech-
nique, which does not involve any contrast agent. Current studies suggest the potential of
MRI parameters such as magnetic susceptibility, diffusion and T1ρ resonance for assessing
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myocardial fibrosis by a direct quantification of collagen.
These ideas lead to the following question: which MRI protocol could be designed to

obtain a reliable quantitative imaging of the myocardium focused on the characterisation of
myocardial fibrosis in humans? And what are the best parameters for assessing myocardial
fibrosis?

1.2 Objectives

The objective of this thesis is to describe the required MRI parameters and their constraints
for assessing myocardial fibrosis. This includes:

1. develop an single-echo / multi-echo ultra-short TE radial 3D acquisition sequence
with sub-sampling parameters,

2. develop a compressed sensing-based image reconstruction workflow,

3. implement computational methods for multi-parametric quantitative analysis,

4. design an experimental framework for the assessment of imaging sequences focused
on collagen quantification, and

5. translate computational methods to reliable computer-based tools for clinical practice
and research.

1.3 Overview

The remainder of this document is structured as follows:

Chapter 2: Background. This introductory chapter provides important contextual in-
formation regarding the basics of MRI, clinical background and current research
directions in the assessment of myocardial fibrosis.

Chapter 3: Materials and methods for in vitro UTE MR collagen signal studies.
This chapter introduces the key components of the imaging experiments: 1 Colla-
gen/Gelatin fibrillar matrices. 2 A UTE 3D imaging sequence based on a Golden-
Angle k-Space sampling. 3 Compressed sensing-based reconstruction.

Chapter 4: Reliability and validity of MR collagen signal: an in vitro validation
study using collagen/gelatin matrices In this chapter, numerical experiment
are used to study the optimal sampling points of the UTE MR collagen signal for a
realiable quantification with a sub-sampled acquisition. Therefore, in vitro imaging
experiments were conducted in order to evaluate sub-samplig strategies, compressed
sensing-based reconstruction and parameter estimation methods.

Chapter 5: Multi-parametric quantitative MRI characterisation of collagen.
This chapter presents a comparative analysis of different parameters for the collagen
quantification: magnetic susceptibility, diffusion and T1ρ relaxation.

Chapter 6: Diffusion Tensor Imaging: post-processing workflow, imaging se-
quences benchmarking and clinical transfer. This chapter describes the de-
velopment and evaluation of computer software designed to enhance research and
clinical practice focused on DTI post-processing, visualisation and analysis.

2



Chapter 2

Background

This chapter provides an overview of the basic concepts in the assessment of myocardial
fibrosis by magnetic resonance imaging (MRI) techniques which are the theoretical frame-
work of this thesis. The first section introduces the basics of MRI including: Ultra-short
echo time (UTE) and short-T ∗

2 quantification, Compressed Sensing (CS), Quantitative
Susceptibility Mapping (QSM), T1ρ relaxation and Diffusion Tensor Imaging (DTI). The
second section provides the clinical context regarding myocardial fibrosis followed by a
description of the current clinical MRI standard for the assessment of myocardial fibrosis.

2.1 Magnetic Resonance Imaging

Magnetic resonance imaging is a non-invasive medical imaging technique that allows the
creation of images of tissues inside the human body. This technique is based on the spin
properties of the atoms and their behaviour under external external magnetic fields. This
section explains the physics behind MRI followed by the basics of image reconstruction
techniques.

2.1.1 Physics

Nuclear spins submitted to a magnetic field B0 produce a net magnetisation moment
parallel to B0 (alignment in the direction of B0 or z-direction) and spins precess at a
well-defined frequency. This frequency known as Larmor frequency is defined by

ω0 = γB0 (2.1)

where γ corresponds to the gyro-magnetic ratio, a unique constant for each atom.
By applying a radio frequency (RF) pulse in the transverse direction the spin alignment

(magnetisation vector) is rotated (excited) away from the equilibrium (z-direction) while
precessing about the Z-axis. After the RF excitation pulse the longitudinal component of
the magnetisation returns to its thermal equilibrium state while the transverse component
decays awway (Figure 2.1) [9].
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Figure 2.1: Magnetisation and relaxation. (a) Nuclear spins submitted to a magnetic
field B0 and RF pulse in the transverse direction; (b) Mz and Mxy magnetisation after
suppresing RF pulse; (c) T1 and T2 relaxation times.

The behaviour of the longitudinal and transverse components of the magnetisation is
described by

dMz

dt
= −Mz −M0

T1

(2.2)

dMxy

dt
= −Mxy

T2

(2.3)

The solutions to these differential equations, assuming Mz(0) = 0 and Mxy(0) = M0

(after a 90◦ RF exitation) are

Mz(t) = M0

(
1− e

−t
T1

)
(2.4)

Mxy(t) = e
−t
T2 (2.5)

where T1 is the longitudinal relaxation (spin-lattice relaxation) time and T2 is the
transverse relaxation (spin-spin relaxation) time.

2.1.2 Imaging

The signal S(t) ∈ C acquired at time t is described by

S(t) =

∫
r

Mxy(
−→r , t)e−i2πk(t)T rdr + w(t) (2.6)
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where Mxy(r, t) is the transverse component of the magnetisation; k(t) is the k-Space
(spatial encoding) and k(t)T denotes the transpose operation, and w(t) corresponds to
white Gaussian noise.

2.1.3 Radial 3D k-Space sampling

Introduced by Lauterbur in 1973 [10], a radial acquisition samples k-space following a
trajectory defined by radial spokes rather than a rectilinear grid. The term projection
refers to the radial spokes, views or rays. In the 3D space, a projection is defined by the
polar and azimuthal angles over the ranges 0 ≤ θ < π and 0 ≤ φ < 2π respectively as
presented in Figure 2.2.

Figure 2.2: Radial sampling scheme. (a) Polar and azimuthal angles. (b) Sampling area
on the sphere’s surface covered by the radial sampling pattern. Illustration adapted from
[11].

2.1.4 Compressed Sensing

One of the key tasks in signal and image processing is to recover a signal from an incomplete
set of measurements. In mathematical terms, this recovering task can be formulated as:

y = Ax (2.7)

where x ε C
N is the object (signal) to recover, y ε C

m is the vector of measured data
(signal samples) and A ε Cm×N models the linear measurement (information) process. To
recover the vector x ε CN , it is necessary to solve the above linear system. Classical linear
algebra states clearly that if the number of measurements m are less than the length of the
signal N , the linear system is undetermined and there is not a single solution (there is at
least one). Consequently, is not possible to recover the object x if m < N . To overcome
this limitation (m < N), compressing sensing relies on the assumption of the sparsity of
the vector x, which means that most of its components are zero. By reducing the matrix A

to the nonzero elements the system of linear equations becomes over-determined and can
be solved [12]. Now, the solution relies on a combinatorial optimisation problem in which
the objective is to minimise the norm (l0, l1 or l2) of the vector x, in mathematical terms
(i.e. l0-minimisation.)

5
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minimise ‖x‖0 subject to y = Ax (2.8)

In the field of MRI, the main assumption is that the image has a sparse representation in
some domain. Lustig et al. in [13] have shown that MR images have a sparse representation
by using the discrete cosine transform (DCT) and wavelet transform. Therefore, the image
reconstruction of MRI images involves the solution of the problem

minimise ‖R(m)‖1 subject to ‖Fum− y‖2 < ε (2.9)

where R is the sparsifying transform function, m is the image to recover, Fu the Fourier
transform and y the MR measured data. Minimisation of ‖R(m)‖1 (l1-norm) guarantee
sparsity and ‖Fum− y‖2 imposes data consistency, using ε as a fidelity control parameter
[13].

Overall, the compressed sensing-based reconstruction algorithm relies on the solution
to the following combinatorial optimisation problem:

x = argmax
x

‖Ax− y‖22 +
∑
k

λkRk(x) (2.10)

where x is the image and y the k-Space data. The sensing (or encoding) matrix A

includes the gridding operation, fourier transform and coil sensitivity. The sparsity trans-
forms are denoted by Rk and λk is the corresponding regularisation parameter.

2.1.5 Ultrashort echo time (UTE) imaging sequence and short-
T ∗
2 quantification

Ultra-short TE (UTE) sequences have been developed to address the difficulty of imaging
organs with short-T ∗

2 components. Collagen-related components in the tissue have a short
transversal relaxation (T2 and T ∗

2 ). Figure 2.3 illustrates the difference between the MR
signal from collagen (short-T ∗

2 ) and cardiac muscle (long-T ∗

2 ). Acquisitions over 6 ms will
only reflect the signal contribution from muscular structures. In contrast acquisitions under
0.15 ms will include the contribution of collagen components [2].

Figure 2.3: MR magnitude signal from short-T ∗

2 (collagen) vs signal from cardiac muscle
T ∗

2 . Collagen short-T ∗

2 = 1.6 ms at 3T [5] and cardiac muscle T ∗

2 = 25 ms at 3T [14].
Illustration adapted from [2].
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The MR signal of short-T ∗

2 components have a fast decay and consequently, little signal
(or nothing at all) is detectable by the readout time of conventional MRI sequences in a
clinical setting. UTE sequences were designed and implemented to overcome that issue
[15], [16]. Consequently, data is acquired starting from zero gradient, following the ramp
up to the plateau (Analogue-to-digital Converter, ADC) in order to reduce the echo time
(Figure 2.4).

Figure 2.4: Radial UTE 3D sequence diagram. Image adapted from [17].

The UTE MR signal from short-T ∗

2 components is quantified by estimating the pa-
rameters of a signal decay model. The MR signal decay in terms of short- and long-T ∗

2

components, is given by the equation

S(t) = S0,c e
−t
T∗

2,c + S0,l e
−t
T∗

2,l (2.11)

where S0,c, and T ∗

2,c describe the initial signal intensity and transversal decay of protons
in the collagen molecule respectively; and S0,l and T ∗

2,l the initial signal intensity and
transversal decay of the long components. Performing a non-localised spectroscopy at 7T
of a hydrolysed solution with 50% collagen concentration, Siu et al estimated the fc at
1.06 ± 0.02 kHz, which corresponds to a chemical shift of −3.56 ± 0.07 ppm relative to
water [4]. Including the resonance frequency fc which describes the collagen component,
the bi-component model with an oscillation term is

S(t) = S0,c e
i2πfct e

−t
T∗

2,c + S0,l e
−t
T∗

2,l (2.12)

the equation can be written as

S(t) = S0,ce
t

(
iωc−

1

T∗

2,c

)
+ S0,le

−t
T∗

2,l (2.13)

by developing the product of exponentials in the first term of the Equation 2.12

ei2πfct × e
−t
T∗

2,c = e
i2πfct−

t
T∗

2,c
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factorising t in the exponent as

i2π fct− t

T2s

= t

(
i2πfc − 1

T ∗

2,c

)

and using angular frequency

ωc

2π
= fc

Consequently, the magnitude of the signal is described by

|S(t)| =
∣∣∣∣∣S0,c e

t

(
i2πfc−

1

T∗

2,c

)
+ S0,l e

−t
T∗

2,l

∣∣∣∣∣ (2.14)

The difference between the MR signal decay models (with and without oscillation term)
is presented in Figure 2.5 as well as the contribution from short-T ∗

2 components to the
signal.

Figure 2.5: Comparison of bi-component models (top row) and MR UTE signal distribution
within the bi-component model with an oscillation term (bottom row). (a) Signal from
aqueous solution with 20% of collagen concentration (in mass percent); (b) Signal from
aqueous solution with 10% of collagen concentration. Parameters from [5].

2.1.6 Quantitative susceptibility mapping

The magnetic susceptibility χ is defined as a dimensionless tissue property which reflects
the magnetisation M gained inside an external magnetic field B0.

χ =
M

B0

(2.15)
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Magnetic susceptibility is categorised as paramagnetic (χ > 0) meaning that the com-
ponents in the tissue align with the magnetic field; or diamagnetic (χ < 0) in which
componets align in the opposite direction of the field (Figure 2.6). For instance, com-
monly paramagnetic component in the human body is Iron [18], [19] and a diamagnetic
component is calcium [20], [21].

Figure 2.6: Susceptibility spectrum. Illustration reproduced from [18].

The field variation ΔB (−→r ) induced by χ (−→r ) is defined by the convolution

ΔB (−→r ) = B0 · d (−→r ) ∗ χ (−→r ) (2.16)

where B0 corresponds to the main magnetic field and d (−→r ) is the point-dipole (field of
a unit magnetic dipole) defined by

d (−→r ) = 1

4π
· 3 cos 2(θ)− 1

|−→r |3 = F−1

⎧⎪⎨
⎪⎩
1

3
− k2

z∣∣∣−→k ∣∣∣2
⎫⎪⎬
⎪⎭ (2.17)

where −→r and
−→
k are vectors (spherical polar coordinates) in the image space and k-

Space respectively; r the radial distance and θ the polar angle, and F−1 denotes the
inverse Fourier transform [22]. From Equation 2.16 the B0 inhomogeneity map (magnetic
field variations) is derived as a function of the susceptibility distribution. To calculate the
susceptibility map from the magnetic field map, the inverse calculation must be performed.

9
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2.1.7 T1ρ relaxation

T1ρ describes the decay of magnetisation along the transverse direction, which means, T1ρ

is the relaxation along the RF field of the pulse (Figure 2.7).

Figure 2.7: T1ρ relaxation.

In this sequence, a first 90◦ RF pulse is applied to rotate M0 to the transverse plane,
then a spin-lock pulse (BSL) for a period of time (spin-lock length, TSL) is applied followed
by a final short pulse rotating the magnetisation back to the longitudinal direction. T1ρ is
measured as the decay time of the locked magnetisation during TSL to 0. T1ρ is dependant
on the T1 and T2 of the tissue, but changing the amplitude of the spin locking pulse can
also select for different properties within the tissue (e.g. slow motion in the lattice such
as proteins) [23]. The T1ρ map is calculated by a pixel-wise model fitting to a mono-
exponential decay model

S(t) = S0 e
−TSL
T1ρ (2.18)

2.1.8 Diffusion Tensor Imaging (DTI)

Diffusion MRI measures the Brownian motion of water molecules in biological tissues. The
diffusion coefficient D to describe the mean square displacement of the diffusing water
molecules per unit time in three dimensions is defined by

D =

〈
r2
〉

6t
(2.19)

where r is the particle or spin displacement over the time t in which diffusion is being
quantified [24], [25].

The diffusion of water in the human body is restricted by biological structures such as
cells, membranes, vessels, etc. Therefore, orientation of anisotropic structures (i.e fibres in
the cardiac tissue) can be inferred by measuring diffusion.

The Larmor frequency of spins submitted to a magnetic field B0 depends on the pro-
ton gyro-magnetic ratio (γ) and the pulsed field gradient (−→g ). Therefore, the transverse
magnetisation is described by the Bloch-Torrey equation

∂M(−→r , t)
∂t

= −iγ−→g · −→r − M(−→r , t)
T2

+D∇2M(−→r , t)− V · ∇M(−→r , t) (2.20)

where −→r are the nuclear spin coordinates, D is the diffusion coefficient, V is flow and
T2 corresponds to the relaxation time [25].

10
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The baseline pulse sequence to sensitise the MR signal to diffusion is presented in Figure
2.8 [26] including diffusion gradients G1 and G2. After the RF-pulse, spins are in phase;
therefore spins are dephased by G1, and then inverted by a second RF-pulse; finally spins
are rephased by G2. If diffusion occurs in the direction of the diffusion gradients G1 and
G2, the spins are incompletely rephased. The phase dispersion causes a signal loss which
is proportional to the degree of random motion [25].

Figure 2.8: Pulsed Gradient Spin Echo (PGSE). The duration of a single gradient is denoted
by δ, while Δ corresponds to the time between the onset of G1 and G2 gradients.

The signal decrease due to the PGSE sequence is described by

S(b) = S0 e−bD (2.21)

where D is the apparent diffusion coefficient (ADC) and b is given by

b = γ2G2δ2
(
Δ− δ

3

)
(2.22)

where γ is the gyro-magnetic ratio, G is the diffusion sensitising gradient magnitude,
δ is the gradient duration and Δ corresponds to the time between the onset of first and
second gradient.

Diffusion Tensor Imaging (DTI) would require the acquisition of diffusion weighted
images in at least 6 non-collinear directions. Diffusion is pixel-wise approximated with a
second order tensor enabling the calculation of different diffusion properties such as mean
diffusivity (MD) and fractional anisotropy (FA) as follows

MD(D) =
λ1 + λ2 + λ3

3
(2.23)

FA(D) =

√
(λ1 − λ2)2) + (λ1 − λ2)2) + (λ2 − λ3)2

2 (λ2
1 + λ2

2 + λ2
3)

(2.24)

where λk is the k-th eingenvector of tensor D [27], [28].

2.2 Myocardial Fibrosis

Myocardial fibrosis can be defined as a “significant increase in the collagen volume fraction”
(CVF) of myocardial tissue [1]. In the ageing heart, the thickening of the collagen-based
mesh (increase of collagen deposition in the extracellular matrix, ECM) is a normal process
[29], [30]. This progressive fibrosis can be observed as well in various organs. In the
myocardium, the deposition of collagen affects in particular the interstitial and perivascular
space, leading to a reduction of myocardial and arterial compliance and ultimately impaired

11



Clinical MRI standard for assessing myocardial fibrosis: T1-Mapping

diastolic function (Figure 2.9). However, a collagen deposition is observed in most of the
cardiac diseases, hence the interest for myocardial fibrosis detection for clinical diagnosis
and treatment of these diseases. It has also been detected in cases of hypertension, diabetes
and valvular disorders, offering an insight as to other potential factors leading to heart
failure. It has to be pointed out though that myocardial fibrosis is both a cause and a
consequence of heart failure [1], [29], [31], [32]. Collagen distribution varies depending on
the pathology, affecting localised areas of the tissue or being diffuse in the myocardium.

Figure 2.9: Etiophysiopathology of Myocardial Fibrosis. The development of myocardial
fibrosis involves each cellular component of the myocardial tissue. Myocardial fibrob-
lasts have a key role in the production of extracellular matrix, including collagen, under
the influence of various factors such as renin-angiotensin system, myocyte apoptosis, pro-
inflammatory cytokines, reactive oxygen species, etc. Figure reproduced from [1].

2.3 Clinical MRI standard for assessing myocardial

fibrosis: T1-Mapping

As defined in Section 2.1.1, T1 registers the course of recovery of longitudinal magnetisation
and represents the time when this recovery has reached 63% of its original state (Figure
2.4, Equation 2.4). Relaxation time depends on the molecular environment of the water
molecules present in each tissue, which makes it possible to characterise each tissue and
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variations in the same tissue depending on its state (fibrosis or inflammation for instance).
These variations can be enhanced using Gadolinium Contrast Agents (GCA). As there are
differences in wash-in and wash-out kinetics of fibrotic and normal tissues, the contrast
agents remain longer in fibrotic tissues than in healthy ones. These agents shorten the
relaxation time (T1), leading to a change in signal intensity between zones of high gadolin-
ium concentration and normal myocardial tissue, allowing the detection of abnormal ECM
concentration or a scar following recovery from a heart infarction, etc. [1], [33].

T1-mapping consist in a pixel-wise curve fitting based on images acquired at different
time points of the recovery curve (Figure 2.10). Consequently, the pixel-map of T1 is an
estimation of the relaxation time parameter based on a signal model [11]. T1-mapping can
be performed without GCA (native T1/pre-Gd) or with some (post-contrast T1/post-Gd).
In most cases of disease, native T1 values increase while post-contrast T1 values decrease.
Both provide measurement of intra and extracellular space but also allow for the calculation
of the Extra Cellular Volume (ECV) with post-contrast T1 by identifying the influence of
accumulated GCA in the ECM [33], [34].

Figure 2.10: T1-mapping in the heart based on Modified Look-Locker Inversion Recovery
(MOLLI). Illustration reproduced from [34].

The T1 relaxation rate is defined as R = 1
T1

; the change in relaxation rate between pre
and post contrast can be expressed as

ΔR =
1

T1post
− 1

T1pre
(2.25)

therefore, the ECV fraction is defined by

ECV =

1
T1myo post

− 1
T1myo pre

1
T1blood post

− 1
T1blood pre

× (1− hematocrit) (2.26)

In other words, the ECV fraction is defined as the relation of the contrast agent con-
centration in the extracellular space to the blood [35].

Late Gadolinium Enhancement relies on regional segregation of tissue characteristics
to generate the imaging contrast. As it is grounded on differential degrees of spatial
accumulation, regional differences within the myocardium need to be sharp for the GCAs
to provide meaningful and accurate information (Figure 2.11). It is thus not operable in
the case of a diffuse pathology affecting the myocardium in a uniform way, such as diffuse
myocardial inflammation, fibrosis or hypertrophy. Early stages of certain diseases such as
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Clinical MRI standard for assessing myocardial fibrosis: T1-Mapping

non-ischemic cardiomyopathies, which are characterised by a combination of various diffuse
interstitial processes, cannot be detected via LGE [33]. This might delay diagnosis and
prognosis, though LGE proves to be very reliable at advanced disease stages.

Figure 2.11: Different types of fibrosis and maps after contrast administration and post-
contrast T1 mapping (performed 25 min after agent administration). Depending on the
nature of fibrosis (interstitial or replacement), the gadolinium retained highlights different
patterns of collagen deposition. On the right, gadolinium molecules appear in blue, cellular
infiltrates in grey circles and arrows show an ischaemic myocardial scar. Figure reproduced
from [31].

As T1-Mapping allows the successful detection and assessment of significant depositions
in the ECM, it has become the regular procedure and has been reviewed extensively and
standardised for clinical use in [36].
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Chapter 3

Materials and methods for in vitro
UTE MR collagen signal studies

This chapter details the development made in order to define an experimental setup for
the assessment of the MR signal from short-T ∗

2 components. It focuses specifically on
the preparation of collagen/gelatin fibrillar matrices, the implementation of an accelerated
UTE radial 3D imaging sequence and the development of a workflow for image reconstruc-
tion based on compressed sensing.

The development of the collagen/gelatin fibrillar matrices draw on a one-year collabora-
tion with Dr. Alain Guignandon and Sylvie Peyroche from the research group SAINBIOSE:
SAnté INgéniérie BIOlogie St-Étienne (UMR INSERM 1059, St. Étienne, France).

3.1 Collagen/Gelatin fibrillar matrices

Published in vitro studies [4], [5], [37] have worked on aqueous solution (collagen type I
and III powder diluted in demineralised water). These solutions do not correspond to the
fibrillar structure of collagen in the human body [38]–[40]. Fibrillar collagen is the most
abundant protein of the cardiac ECM composed of 80% of collagen type I and 10% of
collagen type III [41].

Major fibrillar collagens are types I, II and III, and minor fibrillar collagens correspond
to types V and XI. The common structural motif across collagen proteins is the triple helix
structure, forming elongated fibril structures with a distinct 640–670 Å band periodicity (14
Å diameter and about 3000 Å lenght, Figure 3.1). The triple helix is formed by a repetitive
pattern of an amino acid sequence: glycine-Xaa-Yaa, where Xaa and Yaa are often proline
and hydroxyproline. Fibrillar collagen have a clear structural role of mechanical support
and dimensional stability in biological structures [42].

This section details the preparations for making collagen/gelatin fibrillar dense matri-
ces. The starting point for this study was to examine the MR spectra of aqueous solutions
(collagen type I and III, no fibrillar structure) following the methodology published by
Siu et al. [4]. Consequently, MR spectroscopy was used to validate the chemical shift of
collagen in the fibrillar samples (collagen type I). In addition, the fibrillar organisation
was assessed by cryosection of the dense phase of collagen, picosirus staining and polarised
light observation.



Collagen/Gelatin fibrillar matrices

Figure 3.1: Structural organisation of collagen. The triple helix is formed by a repetitive
pattern of an amino acid sequence: glycine-Xaa-Yaa, where Xaa and Yaa are often proline
and hydroxyproline. Figure reproduced from [43].
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Collagen/Gelatin fibrillar matrices

3.1.1 Materials and methods

Experiments were conducted using a 3T MRI scanner (MAGNETOM Prisma, Siemens,
Erlangen, Germany).

3.1.1.1 Aqueous solutions of collagen type I and III

Collagen solutions were prepared by dissolving collagen powder (NeoCell Super Collagen
Type I and III Powder, NeoCell, Irvine, California, USA) in demineralised water. A
second set of solutions were prepared including 2.5% of Agar. Collagen concentrations are
described in table 3.1.

Collagen solution
(percentage of mass)

Collagen powder/Water
(g/50 mL)

Agar
(g/50 mL)

40% 20 1.25
30% 15 1.25
20% 10 1.25
10% 5 1.25
5% 2.5 1.25

Table 3.1: Percentage of collagen concentration across tubes for the first set of solutions.

3.1.1.2 Collagen/Gelatin fibrillar matrices of collagen type I

Collagen/gelatin diluted solutions were obtained by mixing pure collagen (tail-rat Coll1
3 mg/mL, Institut Jacques Boy) and gelatin (Sigma-Aldrich, ref. G2625, 300 g bloom)
prepared separately. The gelatin concentration was fixed to 10% for collagen concentrations
ranging from 0.025 g/L to 2 g/L. 45ml of collagen/gelatin mix was prepared in cell culture
medium and neutralised with NaOH to initiate collagen fibrillogenesis and densification of
the matrices. Tubes were gently agitated to homogeneously distribute collagen solutions.
Fibrillogenesis is done at 37 ◦C, 5% CO2 in an incubator overnight.

3.1.1.3 Non-Localised spectroscopy

Non-localized spectroscopy (NSPECT) was performed on different collagen solutions (se-
quential acquisitions, 1 scan per solution) using a single element loop coil (RAPID Biomed,
Wursburg, Germany). Relevant acquisition parameters: vector size = 512, TE=0.15 ms,
TR=2000 ms, and Bandwidth=5000 Hz.

3.1.1.4 Polarised light microscopy

Fibrillary organisation of the dense phase of collagen was assessed by cryosection of the
gel, picosirus staining and polarized light observation.
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Collagen/Gelatin fibrillar matrices

3.1.2 Results

After fibrillogenesis was completed, two phases were observed. One containing pure gelatin
(no fibrillary organisation under polarised light) and one containing a dense fibrillary/porous
matrix composed of collagen and gelatin (fibrillary phase). The densification process by
adding gelatin solution was tested ([44], [45]) to increase fibrillar density without removing
water of the mixture. The gelatin concentration was fixed to 10% based on previous trials
(Figure 3.2) in which concentrations ranging from 1% to 20% were assessed. Figure 3.3
shows the final collagen/gelatin fibrillar matrices.

Representative microscopy photographs on the collagen/gelatin fibrillar dense phase
are presented in Figure 3.4.

The Figure 3.5 presents the MR spectra across the different collagen-based solutions.
The dominant peak of the collagen macromolecule was observed between -2.6 and -4.0 ppm
as reported by [4], [37], [46].

18



Collagen/Gelatin fibrillar matrices

Figure 3.2: Collagen/Gelatin fibrillar dense matrices prepared with a fixed concentration of
collagen. The collagen dense phase rises in the tube because of the higher gelatin density.
(a) Collagen gel (10 mL) diluted in a concentrated medium; collagen/gelatin solutions
prepared with: (b) 1%, (c) 5% and (d) 10% of gelatin.
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Collagen/Gelatin fibrillar matrices

Figure 3.3: Collagen/Gelatin fibrillar matrices. The collagen type I concentrations used in
the initial solution are ranging from 0.25 g/L to 2 g/L.
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Collagen/Gelatin fibrillar matrices

Figure 3.4: Microscopy photographs on the collagen/gelatin fibrillar dense phase from each
solution.
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3.1.3 Discussion

Previous imaging experiments were performed in order to assess and define the preparation
of collagen/gelatin fibrillar matrices. The process was challenging and that has limited the
number of successful trials, a limitation for a statistical analysis and validation (repeatabil-
ity of matrices with the same collagen density) . In addition, as fibrillogenesis is the result
of a random reaction generating a dense fibrillary/porous matrix (composed of collagen
and gelatin), the collagen concentration (in mass percent) is unknown. This study reports
the collagen concentration in terms of g/L of collagen type I used to induce fibrillogenesis.
Consequently, the preparation of samples with a well-known final collagen concentration
is a limitation of the presented technique.

The chemical shift of −3.8 ± 0.4 for the different collagen samples (aqueous solutions
and fibrillar matrices) was close to the values reported by Kaflak-Hachulska et al. (-3.2 ppm
[46]), Siu et al. (-3.56 ppm [4]). The spectra profile from aqueous solutions with Agar are
close with the 11 peaks model presented by Fischer et al. [37]. Accurate characterisation
of the MR spectra is out of the scope of this study. MR spectra was used as an assessment
measure in the preparation of collagen/gelatin fibrillar matrices. The difference between
the reported chemical shifts and the estimation in this study may be explained by the
nature of the baseline collagen used in the solutions: powdered type I collagen from bovine
Achilles tendon [46], powdered type I and III collagen from bovine hide [4].

3.1.4 Conclusion

In vitro MR spectroscopy experiments were conducted in order to define the preparation
of collagen/gelatin fibrillar dense solutions made of collagen type I which corresponds to a
0.25 of the collagen I / collagen III ratio in early post-myocardial infarction [47]. Fibrillar
organisation was assessed by cryosection of the dense phase of collagen, picosirus staining
and polarised light observation.

3.2 Accelerated multi-echo radial 3D imaging sequence

and compressed sensing reconstruction

The baseline for the sequence development is the Siemens BEAT module. This module
includes a ECG-triggered imaging sequence with a radial 3D sampling scheme enabling
UTE acquisitions. Image reconstruction is handled by Non-Cartesian ICE program on the
scanner [48]. The objective was to implement a UTE radial 3D acquisition sequence with
sub-sampling parameters including an image reconstruction workflow based on parallel
imaging and compressed sensing.

3.2.1 Materials and methods

3.2.1.1 Golden-Angle radial 3D k-Space sampling

The default 3D radial trajectory (DT) in the Siemens BEAT sequence follows a spiral path
on the surface of a sphere (uniformly distributed points) as described in [49].

The polar θ and azimuthal φ angles for the k-th projection are calculated by
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θk = arcos(hk), hk = −1 +
2(k − 1)

Np − 1
, 1 ≤ k ≤ Np (3.1)

φk =

(
φk−1 +

3.6√
Np

× 1√
1− h2

k

)
×mod(2π), 2 ≤ k ≤ Np − 1, φ1 = φNp

= 0

where Np is the total number of projections.
To introduce an incoherent sampling method, a 3D radial sampling scheme based on

the Golden Angle (GA) as described in [50] was implemented in the BEAT sequence. The
polar θ and azimuthal φ angles for the k-th projection are calculated by

θk = arcos (mod(k ψ2, 1)) (3.2)

φk = 2π ·mod(k ψ1, 1) (3.3)

where the multidimensional golden means are ψ1 = 0.4656 and ψ2 = 0.6823.
One of the key aspects in the optimisation of a compressed sensing strategy is the trans-

form sparsity along time dimension. Consequently, in addition to the GA-based trajectory,
a GA-based rotation in time, based on [51], has been included in order to increase the
sparsity acquired signal. The k-Space was sampled with the radial 3D GA trajectory. The
rotation angle for the j-th scan was calculated by the equation

αj =

(
(j − 1)× π

Np

×
√
5− 1

2

)
×mod(π,Np) (3.4)

where j is the rotation index and the number of projections is defined as

Np =
Projections per echo

Temporal resolution
(3.5)

The Np must inlcude a resolution factor in order to better exploit k-Space sampling
across different scans (temporal resolution). Therefore, polar and azimuthal angles for the
k-th projection are rotated by αj

θk,j = θk + αj (3.6)

φk,j = φk + αj (3.7)

24



Accelerated multi-echo radial 3D imaging sequence and compressed sensing
reconstruction

Figure 3.6: k-Space trajectory rotation. A single projection is rotated by αi (Equation 3.6)
across different temporal points j (scans).

To illustrate most clearly, for 6 consecutive scans (i.e. TE = {0.05, 0.6, 1.2, 2.2, 6.0,
10} ms) with 72 projections, temporal resolution 6, Np = 72

6
. The first scan is performed

with the baseline trajectory α1 = 0; for the second scan, the trajectory is rotated by the
angle α2.
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Figure 3.7: Distribution of the projection’s angles in k-Space. If Np in Equation 3.4 is
equal to the number of projections per scan, the trajectory does not rotate enough (across
scans) as if Np =

Projections per echo
Temporal resolution

. This translates to a better signal sampling. Trajectory
calculated for 72 projections. GA: Golden Angle.

Figure 3.8: Comparison of radial 3D k-Space trajectories. GA trajectory provides more het-
erogeneity (no overlaping points) than a trajectory based on uniformly distributed points.
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3.2.1.2 Imaging sequence implementation

The sampling strategy described in the previous section was implemented on the Siemens’
integrated development environment for applications software (IDEA) in C++ program-
ming language. The sequence diagrams of the default radial 3D trajectory and the GA
implementation are presented in figures 3.9 and 3.10 respectively.

Figure 3.9: Sequence diagram of the default radial 3D trajectory. Screenshot of the Siemens
IDEA simulation environment. Simulation performed with 126 projections.

Figure 3.10: Sequence diagram of the implemented Golden-Angle radial 3D trajectory.
Screenshot of the Siemens IDEA simulation environment. Simulation performed with 126
projections.
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The graphical user interface (imaging sequence special card) displays the configurable
parameters Rotation index (Equation 3.4) and Temporal Resolution (Equation 3.5) as
presented in Figure 3.11.

Figure 3.11: Special card on the graphical user interface for setting trajectory rotation
parameters: rotation index j (Equation 3.4) and temporal resolution (Equation 3.5).

3.2.1.3 Data acquisition

In vivo experiments were conducted using a 3T MRI scanner (MAGNETOM Prisma,
Siemens, Erlangen, Germany) with an 18 channels cardiac phased-array coil combined
with appropriate elements of the spin array coils, as used in clinical practice. Each scan
was ECG-triggered during a breath-hold of 24 s. Imaging parameters are summarised in
Table 3.2. The parameters for the trajectory rotation across scans are presented in Table
3.3.

Parameter Description

k-Space trajectory Golden-Angle

TR (ms) 456

TE (ms) 0.05, 1.2, 1.7, 2.2, 3.55, 4.5, 6.0, 8.0, 10

FOV (mm) 400

Image matrix 208x208

Pixel resolution (mm3) 1.9

Flip angle (deg) 15

Bandwidth (Hz/pixel) 728

Projections per scan 1040

Samples per projection 208

Acquisition time per scan (s) 24 (single breath-hold)

Table 3.2: Imaging parameters.
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Echo time

index

Echo time

(ms)

Scan

index

Projections

per scan
Trajectory

Rotation

index

Temporal

resolution

1 0.05

1 1040 GA 1 3

2 1040 GA 2 3

3 1040 GA 3 3

2 0.6

4 1040 GA 1 3

5 1040 GA 2 3

6 1040 GA 3 3

3 1.2

7 1040 GA 1 3

8 1040 GA 2 3

9 1040 GA 3 3

4 1.7

10 1040 GA 1 3

11 1040 GA 2 3

12 1040 GA 3 3

5 2.2

13 1040 GA 1 3

14 1040 GA 2 3

15 1040 GA 3 3

6 3.55

16 1040 GA 1 3

17 1040 GA 2 3

18 1040 GA 3 3

7 4.5

19 1040 GA 1 3

20 1040 GA 2 3

21 1040 GA 3 3

8 6.0

22 1040 GA 1 3

23 1040 GA 2 3

24 1040 GA 3 3

9 8.0

25 1040 GA 1 3

26 1040 GA 2 3

27 1040 GA 3 3

10 10

28 1040 GA 1 3

29 1040 GA 2 3

30 1040 GA 3 3

Table 3.3: Trajectory rotation parameters across scans. Rotation index j (Equation 3.4)
and temporal resolution (Equation 3.5). GA: Golden Angle.

3.2.1.4 Compressed sensing-based reconstruction

As presented in Section 2.1.4, the CS-Based reconstruction algorithm relies on the solution
to the following combinatorial optimisation problem

x = argmax
x

‖Ax− y‖22 +
∑
k

λkRk(x) (3.8)

where x is the image and y the k-Space data. The sensing (or encoding) matrix A

includes the gridding operation, Fourier transform and coil sensitivity. The sparsity trans-
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forms are denoted by Rk and λk is the corresponding regularisation parameter. In this
study, the models used for image reconstruction were defined as

x = argmax
x

‖Ax− y‖22 + λ1TVxyz(x) + λ2Ψxyz(x) (3.9)

x = argmax
x

‖Ax− y‖22 + λ1TVxyz(x) + λ2Ψxyz(x) + λ3Ψxyzt(x) + λ4TVt(x) (3.10)

where TVxyz and Ψxyz are the Total Variation (TV) and the L1-Wavelet sparsity trans-
forms in the spatial dimension respectively; Ψxyzt the joint L1-Wavelet and TVt, the sparsity
transform in the temporal dimension.

The image reconstruction workflow was implemented on BART [52]–[54] (Figure 3.12).
Coil compression was performed (from 30 to 15 receiver coils) using Singular Value De-
composition (SVD) with a block size of 16. Sensitivity maps were calculated with an
Adaptative Method with an eigenvalue cut-off of 0.54 over a calibration region of radius
24. Sensitivity maps calculation includes soft-SENSE [55] and intensity correction. Reg-
ularisation parameters were defined experimentally as λ1, λ2, λ3 and λ4 as presented in
Table 3.4.

Figure 3.12: Image reconstruction workflow. PICS: Parallel Imaging and Compressed
Sensing.
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Sparsity

transform

Regularisation

parameter

Model 1

value

Model 2

value

TVxyz λ1 0.057 0.057

Ψxyz λ2 0.033 0.033

Ψxyzt λ3 - 0.033

TVt λ4 - 0.027

Table 3.4: Regularisation parameters. Model 1 corresponds to Equation 3.9 and Model 2
corresponds to Equation 3.10.

For the purpose of this study, the k-Space data were assembled according to the schemes
defined in Table 3.5. In k-Space scheme A, the k-Space is composed of 3120 projections
per echo time (100% k-Space data), whereas scheme B and C have 2080 (∼ 66% k-Space
data) and 1040 (∼ 33% k-Space data) projections respectively. These schemes have the
same k-Space trajectory for each echo time. In k-Space scheme D, the k-Space trajectory
is not the same across echo times (rotation scheme presented in Table 3.3) and is composed
of ∼ 33% of the acquired k-Space data. Therefore, different number of projections and
different trajectories per echo time were used to assess the impact of the trajectory rotation
across echo times. In this direction, the image reconstruction was performed using spatio-
temporal sparsity (Model 2, Equation 3.9) and spatial sparsity (Model 1, Equation 3.9)
as defined in Table 3.6. Image reconstruction was performed on a computer cluster of 32
cores, Intel(R) Xeon(R) Gold 6226R, 2.90GHz; required RAM memory is specified in Table
3.6.
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k-Space scheme Echo time
k-Space data

(Scan indices)

Projections

per echo time

A

0.05 (1,2,3) 3120

0.6 (4,5,6) 3120

1.2 (7,8,9) 3120

1.7 (10,11,12) 3120

2.2 (13, 14, 15) 3120

3.55 (16, 17, 18) 3120

4.5 (19, 20, 21) 3120

6 (22, 23, 24) 3120

8 (25, 26, 27) 3120

10 (28, 29, 30) 3120

B

0.05 (1,2) 2080

0.6 (4,5) 2080

1.2 (7,8) 2080

1.7 (10,11) 2080

2.2 (13, 14) 2080

3.55 (16, 17) 2080

4.5 (19, 20) 2080

6 (22, 23) 2080

8 (25, 26) 2080

10 (28, 29) 2080

C

0.05 (1) 1040

0.6 (4) 1040

1.2 (7) 1040

1.7 (10) 1040

2.2 (13) 1040

3.55 (16) 1040

4.5 (19) 1040

6 (22) 1040

8 (25) 1040

10 (28) 1040

D

0.05 (1) 1040

0.6 (5) 1040

1.2 (9) 1040

1.7 (10) 1040

2.2 (14) 1040

3.55 (18) 1040

4.5 (19) 1040

6 (23) 1040

8 (27) 1040

10 (28) 1040

Table 3.5: k-Space data schemes. Data scheme A includes 3120 projections per echo
time acquired in 3 scans. The trajectory rotation across scans is specified in Table 3.3,
meaning that in k-Space scheme A the k-Space trajectory is the same for all echo times.
In comparison, scheme D includes 1040 projections per echo time in which the k-Space
trajectory was rotated across echo times according to Table 3.3.
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k-Space scheme Reconstruction model Cores Memory (GB) Threads

A 1 32 64 16

A 2 32 240 16

B 1 32 64 16

C 1 32 64 16

C 2 32 192 16

D 2 32 192 16

Table 3.6: Image reconstruction and computing requirements. GB: Gigabytes.

3.2.1.5 Data analysis

Image quality metrics (IQM) were calculated on reconstructed magnitude images in order
to quantify the impact of the trajectory rotation and image reconstruction models. The
mean-squared error (MSE) was calculated as

MSE =
1

mn

m∑
i=1

n∑
j=1

(xi,j − yi,j)
2 (3.11)

where m is the number of rows and n the number of columns in the images; xi,j and
yi,j the pixel values (signal intensity) of the images x and y.

As the mean-squared error depends strongly on the image intensity scaling, and there
can be signal differences on magnitude images due to k-Space sub-sampling, the peak
signal-to-noise ratio (PSNR) was calculated as

PSNR(x, y) = −10log10
MSE

S2
(3.12)

where S is the maximum pixel value. Finally, for measuring structural image quality,
the structural similarity (SSIM) index was calculated as

SSIM(x, y) =
(2μxμy + C1) + (2σxy + C2)

(μ2
x + μ2

y + C1)(σ2
x + σ2

y + C2)
(3.13)

where μx and μy are the pixel sample mean of x and y respectively; σ2
x the variance of

x; σ2
x the variance of y; σxy the covariance of x and y; c1 = (k1L)

2 and c2 = (k2L)
2 two

stabilisation variables with constants k1 and k2 [56].

3.2.2 Results

The magnitude images reconstructed with the k-Space scheme A and models 1 and 2 (A1
and A2 respectively) were used as the reference images for image quality assessment. A1
and A2 used 100% of the k-Space data. The magnitude images assessed were C2 and D2
which used ∼ 33% k-Space data, representing a sub-sampled k-Space. C2 had the same
k-Space trajectory for each echo time, reconstructed with Model 2 (including temporal
dimension) whereas D2 the trajectory was rotated as specified in Table 3.3. Results with k-
Space scheme B were excluded from figures as there is not a significant difference regarding
IQM.

Representative magnitude images reconstructed using k-Space schemes A, C, and D at
0.05 ms are presented in Figure 3.13. D2 (∼ 33% k-Space data, trajectory rotated across
echo times and spatio-temporal reconstruction model) reveal a high similitude to reference
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images. Structural similarity is 10% higher that C2 compared with A2. The peak signal-
to-noise ratio is almost the same as A2. The row and column profiles provides a quick
overview of the amount of detail across images (sharpness). The row profile exhibits a
similar signal intensity shape in all images. However, the column profile shows a difference
in C2 which explains the lower value in structural similarity compared to D2.

Figure 3.13: Assessment of magnitude images at 0.05 ms. D2 SSIM is 10% higher that
C2 compared with A2; and the PSNR ratio is almost the same as A2. The row and
column profiles provides a quick overview of the amount of detail across images (sharpness).
MSE: mean-squared error; PSNR: peak signal-to-noise; SSIM: structural similarity index
measure.

Representative magnitude images reconstructed using k-Space schemes A, C, and D at
2.2 ms are presented in Figure 3.14. In this case, there are no significant differences in IQM.
However, row and column profiles of C2 present a noticeable differences. For instance, in
the row profile at pixel 155, C2 is losing sharpness. There is a clear local minimum which
correspond to the external border of the heart with at least 25% of difference in signal
intensity from previous local maximum. This pattern is present in A1, A2, and D2.

Representative magnitude images reconstructed using k-Space schemes A, C, and D at
10 ms are presented in Figure 3.15. Similar to images at 2.2 ms, there are no significant
differences in IQM. Nevertheless, the magnitude image reconstructed with Model 1 (with-
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out considering temporal dimension) exhibits a noticeable difference regarding A2, C2 and
D2. The row and column profiles from A1 present different patterns, which explains the
lower value in structural similarity compared to A2, C2, D2 (almost 30%).

Figure 3.14: Assessment of magnitude images at 2.20 ms. There are no significant differ-
ences in IQM. There is a clear local minimum which corresponds to the external border
of the heart with at least 25% of difference in signal intensity from previous local maxi-
mum. This pattern is present in A1, A2, and D2. MSE: mean-squared error; PSNR: peak
signal-to-noise; SSIM: structural similarity index measure.
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Figure 3.15: Assessment of magnitude images at 10 ms. The magnitude image recon-
structed with A1 (without considering temporal dimension) exhibits a noticeable differ-
ence regarding A2, C2 and D2. This can be verified on the row and column profiles, which
explains the lower value in structural similarity compared to A2, C2 and D2. MSE: mean-
squared error; PSNR: peak signal-to-noise; SSIM: structural similarity index measure.

3.2.3 Discussion

Nowadays, the GA radial 3D sampling techniques are the backbone of cardiac imaging
sequences. A clear expample is the Golden Angle Radial Sparse Parallel MRI (GRASP)
and the self-gating extension XD-GRASP [57], [58], a multidimensional compressed sensing
technique which is able to exploit sparsity on cardiac and respiratory dimensions. Another
examples of cardiac MRI applications includes T1 and T2 mapping [59], myocardial per-
fusion imaging [60], and evaluation of left ventricular diastolic dysfunction [61], amongst
others.

In this work, a full 3D rotation of the k-Space trajectory was defined in order to exploit
temporal sparsity across different echo times acquired in multiple scans. The rotation is
based on the GA rotation angle used in 2D stack-of-stars [51] with a modification to define
the space discretisation according to the number of projections per echo time and the
numbers of scans (Equation 3.5).

The rotation strategy can be used to sample the k-Space of a single echo time with
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multiple breath-hold scans. In this study, a k-Space trajectory composed of 3120 projec-
tions was acquired in 3 breath-hold scans. Each scan acquired 1040 projections in which
the baseline trajectory of the first scan was rotated across the following two scans. Fol-
lowing this strategy, 10 echo times were acquired in 30 scans. The objective was to have a
reference k-Space (3120 projections, 100% k-Space data) to evaluate the image reconstruc-
tion of a sub-sampled k-Space (1040 projections ∼ 33%, k-Space data). Moreover, two
reconstruction models were used: the model 1 (Equation 3.9) considering spatial sparse
representations: TVxyz(x) and Ψxyz(x); and model 2 (Equation 3.10) spatio-temporal sparse
representations: Ψxyzt(x) and TVt(x).

To fulfil the Nyquist criterion for a radial 3D k-space (half-projection/radial out scheme)
[62] it would require 135918 projections (Np = 2082×π). In this imaging experiment, only
the 2.30% (3120 projections) and 0.77% (1040 projections) of the required k-Space data
were acquired. The selection criterion of these imaging parameters was defined by the
number of projections acquired in a breath-hold of ∼ 24 s.

Bearing in mind that images were reconstructed with only 0.77% of the optimal signal
sampling, the results provide evidence in favour of trajectory rotation during k-Space
acquisition and spatio-temporal sparse representations for the reconstruction model. In
the best scenario, in which the highest possible MR signal intensity is acquired (TE = 0.05
ms), the reconstructed image from sub-sampled k-Space (∼ 33%) and trajectory rotation,
has a 10% more structural similarity to the reference image (100% k-Space) than the
reconstructed image from sub-sampled k-Space with no rotation; as well as 3 dB more
in peak signal-to-noise ratio. The reconstruction based on spatio-temporal regularisation
(model 2) was more robust When the acquired MR signal was low (TE = 10 ms), the
sharpness of the image is not affected as noticed on the row and column profiles.

This work is not considered as a detailed analysis about radial 3D sub-sampling or CS-
based reconstruction. The objectives were to deploy a GA-based R3D imaging sequence
and calibrate the acquisition and reconstruction parameters: rotation scheme, sensitivity
maps estimation, CS model and regularisation parameters values.

3.2.4 Conclusion

An accelerated radial 3D imaging sequence was implemented on the Siemens integrated de-
velopment environment for applications software (IDEA). The custom sequence provides a
configurable parameters in order to exploit sparsity in temporal dimension (across different
sequential scans). In addition, an image reconstruction workflow based on parallel imag-
ing and compressed sensing was implemented using the Berkeley advanced reconstruction
toolbox [52]–[54].
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Chapter 4

Reliability and validity of MR
collagen signal: an in vitro validation
study using collagen/gelatin matrices

Previous ex vivo studies on small animals have shown that quantitative imaging of myocar-
dial fibrosis could be obtained without the use of a contrast agent by using Ultra-short TE
(UTE) imaging sequences for imaging components with short-T ∗

2 such as collagen (T ∗

2 < 2
ms) [2], [3]. In addition, published studies have reported experimental data (in vitro and
ex vivo) to validate a bi-component model with an oscillation term for short-T ∗

2 component
due to the resonance frequency of collagen [4], [5], [37], [46], [63]. Nevertheless, some major
challenges need to be addressed prior using this imaging technique [63] in clinical routine.

The first challenge is to define an in vitro experimental setup based on solutions that
better model MR properties of the fibrotic tissue. Published in vitro studies [4], [5], [37]
have worked on aqueous solutions (collagen type I and III powder diluted in demineralised
water) and this constraint has been discussed as a major limitation because these solutions
do not correspond to the fibril structure of collagen in the human body [38]–[40]. This leads
to the second challenge, which corresponds to the model used for the short-T ∗

2 estimation.
The correlation between a bi-component model with an oscillation term for the collagen
component and MR measurements has only been demonstrated on in vitro studies (aqueous
solutions, no fibrillar structure). Ex vivo studies have used a non-oscillatory term in the
model used for estimating the short-T ∗

2 from collagen components [3], [39], [40]. As the
quantification of collagen concentration relies on the parameter estimation related to the
fast signal decay, the model selection indeed impacts quantification accuracy.

Finally, current cardiac imaging sequences rely on compressed sensing (CS) techniques
in order to reconstruct reliable diagnostic images from selected data from the acquired sig-
nal during free-breathing scans or signal data below the Nyquist criterion in a breath-hold
scan [13], [64]–[67]. In the studies mentioned above, the reported scanning times are not
feasible in clinical practice, directing attention toward CS-based implementations. The
third challenge concerns the signal sub-sampling and reconstruction model. The charac-
teristic decay (oscillation) of the MR collagen signal must be clear in order to set the right
acceleration strategy [12], [68]. The MR collagen signal can be lost due to the sub-sampling
scheme or can be attenuated due to the regularisation in the CS-based reconstruction. Con-
sequently, the acceleration strategy must guarantee the integrity of the MR collagen signal
especially if the signal has a characteristic oscillation due to the resonance frequency of
collagen.

The starting point for this study was to examine the MR collagen signal on aqueous so-
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lutions (collagen type I and III, no fibrillar structure) following the methodology published
by Siu et al. [4]. In addition, scans were ECG-triggered simulating a 24s breath-hold, which
means reducing the number of 3D radial projections below the Nyquist criterion within
the k-space sampling scheme. The next stage included numerical simulations in order to
select the echo times that guarantees a reliable estimation of the short-T ∗

2 from collagen.
In this numerical analysis, a noise floor was identified such that the MR collagen signal is
preserved within the intrinsic noise of images, setting the boundaries of reliability in MR
measurements and quantifying the short-T ∗

2 at 3T. Finally, based on these results, the MR
collagen signal was examined on stabilised fibrillar collagen I [44], [45] to investigate the
validity of the model used on aqueous solutions.

This study sought to establish the conditions for a reliable quantification of the short-
T ∗

2 which must be considered in developing and fine-tuning of custom imaging sequences
developed by research groups in Cardiac MRI.

4.1 Materials and methods

Experiments were conducted using a 3T MRI scanner (MAGNETOM Prisma, Siemens,
Erlangen, Germany) with an 18 channels cardiac phased-array coil combined with appro-
priate elements of the spin array coils, as used routinely in patients.

4.1.1 Collagen Phantom

The phantom comprised 5 × 50 ml Falcon tubes filled with collagen/gelatin matrices and
one tube of Collagen gel (10 mL, diluted in a concentrated medium) as described in Section
3.1.1.2. To avoid air susceptibility artefacts and optimise magnetic field experimental MR
conditions, tubes were filled with paraffin wax preparation as presented in Figure 4.1. The
tubes were immersed in a water bath and scanned at 22◦ C.

As described in Section 3.1.1.2, the reported values of collagen concentration correspond
to those used in the initial solution for inducing fibrillogenesis. The final concentration of
collagen concentration (in mass percent) is unknown. There was no previous knowledge or
MR measurements to rely as a ground truth measurement for short-T ∗

2 components.
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Figure 4.1: Phantom design. (a) Photograph of phantom prior to filling with water; (b)
composition of the tubes and selected slices for measurements.

4.1.2 Noise propagation analysis by Monte Carlo simulations

The MR signal decay on magnitude images was calculated using the following equation

S(t) =

∣∣∣∣∣S0,c e
t

(
i2πfc−

1

T∗

2,c

)
+ S0,l e

−t
T∗

2,l

∣∣∣∣∣+ ε(0, σ(t)) (4.1)

where ε(0, σ) models Gaussian noise with 0 mean μ and standard deviation σ(t) that
varies according to the following time ranges
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σ(t) =

⎧⎪⎨
⎪⎩
σ = 1 0.05 ≤ t < 1.2

σ = 2 1.2 ≤ t < 6

σ = 3 Otherwise

(4.2)

in order to model the signal intensity loss observed on in vitro MR measurements.
Monte Carlo simulations were implemented in order to assess the parameter estimation
across different set of TE. In one iteration of the simulation:

1. 25 MR signals were calculated with 200 TE (0.05 ≤ TE ≤ 10ms; the first TE =
0.05 ms, ΔTE = 0.05 ms) with Equation 4.1, in order to emulate p signals (pixel
across TE) in a ROI.

2. The mean value and standard deviation of the signal (μp ± σp) are calculated, emu-
lating the mean ± standard deviation in a ROI of p pixels. This is the raw reference
signal.

3. The parameters S0,c, T ∗

2,c, S0,l and T ∗

2,l are estimated by model fitting (Equation
2.14) the raw reference signal using non-linear optimisation methods (Levenberg-
Marquardt and trust-region-reflective).

4. The raw reference signal is filtered by a wavelet PCA multivariate de-noising method
[69] using p signals. The outcome of this step is the de-noised reference signal.

5. The parameters S0,c, T
∗

2,c, S0,l and T ∗

2,l are estimated by model fitting (Equation 2.14)
the de-noised reference signal using non-linear optimisation methods (Levenberg-
Marquardt and trust-region-reflective).

6. A group of 10 TE are selected. At this step, the mean value and standard deviation
(μp ± σp) are known from step 2. This is the raw target signal.

7. The parameters S0,c, T
∗

2,c, S0,l and T ∗

2,l are estimated by model fitting the raw target
signal.

8. The raw target signal is filtered by a wavelet PCA multivariate de-noising method.
The outcome of this step is the de-noised target signal.

9. The parameters S0,c, T
∗

2,c, S0,l and T ∗

2,l are estimated by model fitting the de-noised
target signal.

10. The relative error of parameter estimation is calculated between the reference and
the target outcomes from steps 3, 5, 7 and 9.

11. Parameter values from steps 3, 5, 7 and 9 are stored as well as the relative error.

This process was repeated until the stabilisation of the probability density function
(PDF) calculated from the histograms of each parameter. The PDF stabilises when there
is no significant change of the estimated μ and σ in the following iteration. The signal
generation, model fitting and PDF estimation methods were implemented on MATLAB
R2020b (The MathWorks Inc.).
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4.1.3 Multivariate De-noising using Wavelets and PCA

The short-T ∗

2 MR signal decay S(t) on magnitude images acquired at t = {TE1, TE2, TE3, ..., TEn}
can be represented by

X(t) = f(t) + ε(t) (4.3)

where X(t) is the observed signal, f(t) the signal to be recovered and ε(t) is a centred
Gaussian white noise of unknown variance σ2. Inside a region of interest (ROI) of size p

(pixels), each signal is consider for 1 ≤ i ≤ p and it is represented as

X i(t) = f i(t) + εi(t) (4.4)

where f i ∈ L2. The covariance matrix Σε, supposed to be positive, captures the
stochastic link between the signals (components) of X(t).

The wavelet PCA multivariate de-noising method is as follows [69]:

1. Perform the wavelet transform at level J of each column of X, producing matrices
Dj and Aj which includes the detail coefficients at level 1 to J of the p signals and
the approximation coefficients respectively;

2. Define Σ̂ε estimator by the Minimum Covariance Determinant (MCD) method in
order to select details in Dj with a thresholding strategy;

3. Perform the PCA of the matrixAj and select the appropriate number pJ+1 of principal
components;

4. Reconstruct a de-noised matrix X̂, from the simplified detail and approximation
matrices, by inverting the wavelet transform;

In this study, the MATLAB implementation of the wavelet multivariate de-noising
method (wmulden function, MATLAB Wavelet Toolbox R2020b, The MathWorks Inc.)
was used. The relevant parameters were Wavelet coif4, level 4, selection of the number
of principal components by Kaiser’s rule. Moreover, the non-linear least squares methods
(Levenberg-Marquardt and trust region reflective) from MATLAB were used.

4.1.4 Data acquisition

Phantom scans were performed using single-echo UTE Radial 3D sequences. All acquisi-
tions were ECG-triggered with a simulated heart rate = 60 beats per minute (RR interval
1000 ms). Imaging parameters are summarised in Table 4.1.
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Parameter Single-Echo default R3D Single-Echo custom GA R3D

k-Space trajectory Uniform angle distribution, radial 3D Golden-Angle, radial 3D

TR (ms) 456 456

TE (ms)
1st TE = 0.05 / ΔTE = 0.05 / 0.05 ≤ TE ≤ 5.95

1st TE = 6 / ΔTE = 0.5 / 6 ≤ TE ≤ 10
10 TE (Table 4.2)

FOV (mm) 400 400

Image matrix 208x208 208x208

Pixel resolution (mm3) 1.9 1.9

Flip angle (deg) 15 15

Bandwidth (Hz/pixel) 728 728

Projections 6240 3120

Samples per projection 208 208

Acquisition time 2 min 40 s per scan 1 min 20 s per scan

Table 4.1: Imaging parameters. The echo times and rotation parameters for the custom
GA R3D are specified in Table 4.2

As presented in Section 4.2.4, the k-space sampling scheme in the product UTE R3D
imaging sequence was calculated using Equation 3.1. The k-space trajectory of the custom
GA R3D imaging sequence was calculated using Equation 3.2. This trajectory was rotated
across scans according to Equation 3.6.
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Echo time

(ms)

Scan

index

Projections

per scan
Trajectory

Rotation

index

Temporal

resolution

0.05
1 6240

GA 1 10
2 3120

0.6
3 6240

GA 2 10
4 3120

1.2
5 6240

GA 3 10
6 3120

1.7
7 6240

GA 4 10
8 3120

2.2
9 6240

GA 5 10
10 3120

3.55
11 6240

GA 6 10
12 3120

4.5
13 6240

GA 7 10
14 3120

6
15 6240

GA 8 10
16 3120

8
17 6240

GA 9 10
18 3120

10
19 6240

GA 10 10
20 3120

Table 4.2: Trajectory rotation parameters across scans. Rotation index j (Equation 3.4)
and temporal resolution (Equation 3.5). GA: Golden Angle.

4.1.5 Image reconstruction

Magnitude images from the UTE R3D imaging sequences were reconstructed using the
scanner reconstruction software. Magnitude images from custom UTE GA R3D were re-
constructed by a CS-Based workflow implemented on BART [52] using the model presented
in Equation 3.10. Coil compression was performed (from 30 to 15 receiver coils) using Sin-
gular Value Decomposition (SVD) with a block size of 16. Sensitivity maps were calculated
with an Adaptative Method with an eigenvalue cut-off of 0.54 over a calibration region of
radius 24. Sensitivity maps calculation includes soft-SENSE [55] and intensity correction.
Regularisation parameters were defined experimentally as λ1, λ2, λ3 and λ4 as presented in
Table 3.4. Image reconstruction was performed on a computer cluster of 32 cores, Intel(R)
Xeon(R) Gold 6226R, 2.90GHz; required RAM memory is specified in Table 3.6.

4.1.6 Data analysis

Regions of interest (ROI) were outlined on the magnitude images from UTE R3D scans
within the Horos DICOM viewer [70]. The ROIs mean value and standard deviation in
all tubes were reported. The parameters S0,c, T

∗

2,c, S0,l and T ∗

2,l are estimated by model
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fitting (Equation 2.14) the signal sampled with a high temporal resolution (128 TE) and
low temporal resolution (10 TE).

4.2 Results

According to the bi-component model with an oscillation term for short-T ∗

2 , the signal
contribution from collagen short-T ∗

2 ends at 6 ms (Figure 2.5). In order to have a good
sampling of the oscillation, TE selection included between 6 and 8 out of 10 TE below 6
ms minimising errors from numerical methods for model fitting (non-linear least squares).
The Figures 4.2 (reference signal) and 4.2 (target signal) illustrates the simulation results
from one iteration. The SI profile is well reproduced by the TE selection: local minimum
about 1.2 ms and local maximum about 2.2 ms. Local minimum and maximum variations
across different fc are illustrated in Figure 4.4. The raw reference signal and the de-noised
reference signal do not exhibit a significant difference which means that at this level of
resolution, the parameters estimation is similar.

Figure 4.2: Model fitting of simulated MR signal. Simulated MR signal on magnitude
images calculated using 200 TE (red dots); signal after wavelet PCA multivariate de-
noising (light green) and best model fit (dark green). The SI was calculated with fc = 438
Hz, S0,c = 18, T ∗

2,c = 1.5 ms, S0,l = 82 and T ∗

2,l = 30 ms.
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Figure 4.3: Model fitting of simulated SI. Signal from TE selection (red line), signal after
de-noising (light green) and best model fit (dark green). The SI was calculated with
fc = 438 Hz, S0,c = 18, T ∗

2,c = 1.5 ms, S0,l = 82 and T ∗

2,l = 30 ms.

Figure 4.4: Selection of echo times. Local minimum and maximum variations across dif-
ferent fc.

The outcomes of the parameter estimation from simulations can be observed in Figure
4.5, where the agreement between the ground truth and TE selection histograms improved
when the de-noising step was included before the model fitting step. In addition, the
relative error in parameter estimation is presented in Figure 4.6. This figure illustrates
the reduction of the probability of error estimating parameters with the TE selection.
For instance, in the case of T ∗

2,c estimation, the relative error in the parameter estimation
has a lower bound of 22% with a probability of incidence below 0.02. Under this crite-
ria the selected echo times for parameter estimation where TE = {0.05, 0.6, 1.2, 1.7, 2.2,
3.55, 4.5, 6.0, 8.0, 10} ms. The difference in the parameter estimation between random and
best TE is presented in Figure 4.7.
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Figure 4.5: Histograms of the parameter estimation after 3300 iterations. The ground
truth histograms (blue) were calculated for each parameter (S0,c, T

∗

2,c, S0,l, and T ∗

2,l) using
200 TE (reference signal). The target histograms (red) were calculated using the best TE
selection (10 TE). Monte Carlo simulations were performed without filtering the signal
from the TE selection (wavelet PCA multivariate de-noising) in order to assess the impact
of de-noising.
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Figure 4.6: Probability density histograms of the parameter estimation after 3300 itera-
tions. The ground truth histograms (green) show the relative error between the baseline
values used for generating 200 noisy samples (reference signal), and the estimated values
using the simulated signal. The assessment histogram (orange) is the relative error between
the parameter estimation using 200 (reference signal) and 10 TE (selection). Monte Carlo
simulations were performed without filtering the signal from the TE selection (wavelet
PCA multivariate de-noising) in order to assess the impact of de-noising.
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Figure 4.7: Histograms of the parameter estimation and probability density after 3300
iterations.
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4.2.1 Noise floor estimation

In vitro studies [4], [5], [63] have reported a linear correlation between the Collagen Signal
Fraction (CSF) and the collagen concentration of the imaged solution. Figure 4.8 illustrates
the significance of the collagen concentration to signal intensity (SI) evolution. Assuming
fc between 415 and 460 Hz, the magnitude of the signal is characterised by a local minimum
of SI between 1.13 and 1.28 ms; and a local maximum of SI between 1.89 and 2.03 ms.
Therefore, a negative signal difference above 1% could be measured for CSF superior of
8.14%. On magnitude images, within a region of interest (ROI) with a mean value μ and
standard deviation σ, the percentage of SI difference is given by

ΔS =

(
2(μTE1 − μTE2)

μTE2 + μTE1

)
× 100 (4.5)

where echo times (TE) are defined in the intervals TE1 ∈ [1.13, 1.28] ms and TE2 ∈
[1.89, 2.03] ms. The accuracy of the MR measurement will depend on the noise. Conse-
quently, the measured signal (μTE) should not be less than the noise floor (NF )

NF =

(√
2
√

σ2
TE1 − σ2

TE2

μTE2 + μTE1

)
× 100 (4.6)

Figure 4.8: Signal intensity variation as a function of the collagen signal fraction calcu-
lated with Equation 2.14. The surface shows a significant positive gradient (white surface
distribution) between 1.0 and 2.4 ms and the attenuation due the decrease of the collagen
signal fraction. The SI decay was calculated with fc = 438 Hz, S0,c = CSFi, T

∗

2,c = 1.0 ms,
S0,l = 100− CSFi and T ∗

2,l = 30 ms.
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4.2.2 De-noising parameters

The wavelet PCA multivariate de-noising parameters were selected based on an analysis
of MR signals from collagen/gelatin matrices. The Coiflet-4 (coif4) mother wavelet with 4
decomposition levels was selected as presented in Figure 4.9.

Figure 4.9: Wavelet decomposition of the MR signal from magnitude images on tube 1 (2
g/L). S = a4 + d4 + d3 + d2 + d1.

4.2.3 Compressed sensing reconstruction

Representative magnitude images reconstructed on the slices for MR signal measurement
and collagen quantification are presented in Figures 4.10 and 4.11. The optimal k-Space
sampling requires 135918 projections. In this experiment, the k-Space composed of 6240
projections corresponds to the 4.59% of the optimal sampling, and the k-Space composed
of 3120 projections corresponds to the 2.30%. Consequently the sub-sampling ratios are
0.0459 and 0.0230 respectively. The image reconstructed from the 6240 projections k-Space
was used as a reference to assess the images reconstructed from sub-sampled k-Space. Row
profiles show a good agreement.
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Figure 4.10: Image reconstruction assessment on slice A (defined in Figure 4.1). Image
reconstructed with a k-Space composed of 3120 projections (target image, 2.30% of the
optimal k-Space sampling) using as a reference an image reconstructed with the 4.59%
of the optimal k-Space sampling (6240 projections). The row profiles outline the signal
intensity of the pixels along an image’s row, as well as along echo times.
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Figure 4.11: Image reconstruction assessment on slice B (defined in Figure 4.1). Image
reconstructed with a k-Space composed of 3120 projections (target image, 2.30% of the
optimal k-Space sampling) using as a reference an image reconstructed with the 4.59%
of the optimal k-Space sampling (6240 projections). The row profiles outline the signal
intensity of the pixels along an image’s row, as well as along echo times.

4.2.4 Collagen quantification

MR signals from collagen/gelatin matrices are presented in Figure 4.12 for tubes 1 (2 g/L),
2 (1.5 g/L) and 3 (1 g/L). As shown in Table 4.3 a significant difference in ΔS: (Equation
4.5) was observed across tubes 1, 2, and 3. The opposite is true for tubes 4 (0.5 g/L) ,
5 (0.25 g/L) and 6 (No fibrillar matrix) as presented in Figure 4.13, the MR signal from
short-T ∗

2 is very low which limits quantification.
Estimated Short-T ∗

2 between 1.19 ms and 1.71 is in agreement with previous previous
studies [4], [5]. A summary of parameter estimation is presented in Table 4.3.
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Figure 4.12: MR signals and parameter estimation from collagen/gelatin matrices in tubes
1, 2 and 3. The model fitting algorithm (trust region reflective) was constrained to be in
the trust regions (closed interval) S0,l : [80, 95], Sc,l : [5, 18], T

∗

2,c : [0.5, 2] and T ∗

2,l : [5, 35].

CSF = S0,c

S0,c+S0,l
× 100, LSF = 100 − CSF . CSF: Collagen Signal Fraction; LSF: Long

Signal Fraction.
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Figure 4.13: MR signals from collagen/gelatin matrices in tubes 4, 5 and 6. The left column
presents the entire MR signal while the right column shows the signal up to 3 ms. Signals
from tubes 4 and 5 exhibit a very low amplitude oscillation (right column). The model
fitting algorithm (trust region reflective) was constrained to be in the trust regions (closed
interval) S0,l : [80, 95], Sc,l : [5, 18], T

∗

2,c : [0.5, 4] and T ∗

2,l : [5, 35]. CSF = S0,c

S0,c+S0,l
× 100,

LSF = 100− CSF . CSF: Collagen Signal Fraction; LSF: Long Signal Fraction.
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Figure 4.14: Parameter estimation with 10 TE. The left column presents the results us-
ing Levenberg-Marquardt algorithm and the right column the results using trust region
reflective algorithm, constrained to be in the trust regions (closed interval) S0,l : [80, 95],

Sc,l : [5, 18], T
∗

2,c : [0.5, 4] and T ∗

2,l : [5, 35]. CSF = S0,c

S0,c+S0,l
× 100, LSF = 100−CSF . The

relative error in the short-T ∗

2 estimation is about 3%. CSF: Collagen Signal Fraction; LSF:
Long Signal Fraction.

Tube

index

Temporal

resolution

Trajectory and

Sub-sampling ratio
Slice

CSF

(%)

T ∗

2,c

(ms)

LSF

(%)

T ∗

2,l

(ms)

ΔS

(%)

NF

(%)

1 128
Default

0.0459

A 16.22 1.54 83.78 34.30 -8.29 3.01

B 18.67 1.52 81.33 16.31 -5.98 6.2

2 128
Default

0.0459

A 9.40 1.71 90.60 20.30 -1.94 2.14

B 10.06 1.71 89.94 19.37 -2.19 1.4

3 128
Default

0.0459

A 9.50 1.19 9.50 8.80 8.66 2.73

B 8.06 1.33 91.94 11.37 3.97 5.66

Table 4.3: Summary of the parameter estimation across tubes 1, 2, and 3. These are the
ground truth values for assessing parameter estimation with 10 TE. CSF: Collagen Signal
Fraction; LSF: Long Signal Fraction. ΔS: Signal intensity difference (Equation 4.5) and
NF : Noise Floor (Equation 4.6)

The percentage error in parameter estimation on sub-sampled images, specifically the
images reconstructed from the k-Space acquired with a GA trajectory with temporal ro-
tation (sub-sampling ration 0.0230), is in the range of 5 to 10% (Tables 4.4 and 4.5). The
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short-T ∗

2 is about 0.14 ms below the ground truth. A possible reason for this is that reg-
ularisation parameters were tuned for in vivo imaging in Section (Table 3.4). A strong
regularisation reduces the amplitude (oscillation between [1, 2.4] ms) of the signal (which
explains low T ∗

2 ) even when the signal is stronger than the noise. However, these results
are close to the parameter estimation on images with higher sub-sampling ratio (0.0459).

Description
Tube

index
Slice

Temporal

resolution

Trajectory and

sub-sampling ratio

CSF

(%)

T ∗

2,c

(ms)

LSF

(%)

T ∗

2,l

(ms)

Reference

Signal
1 A 128

Default

0.0459
16.22 1.54 83.78 34.30

Target

Signal
1 A 10

Default

0.0459
17.00 1.50 83 51

Error (%) 4.80 2.59 0.93 48.68

Target

signal
1 A 10

GA(αj)

0.0230
14.37 1.46 85.62 25.05

Error (%) 11.40 5.19 2.19 26.96

Table 4.4: Absolute percentage error in parameter estimation with sub-sampled images
(Slice A). Temporal sub-sampling, from 128 to 10 TE; spatial sub-sampling from 6240
to 3120 projections per TE. CSF: Collagen Signal Fraction; LSF: Long Signal Fraction.
GA(αj): Golden Angle trajectory with temporal rotation αj

Description
Tube

index
Slice

Temporal

resolution

Trajectory and

sub-sampling ratio

CSF

(%)

T ∗

2,c

(ms)

LSF

(%)

T ∗

2,l

(ms)

Reference

Signal
1 B 128

Default

0.0459
18.67 1.52 81.33 16.31

Target

Signal
1 B 10

Default

0.0459
20 1.31 80 18

Error (%) 7.12 13.81 1.63 10.36

Target

signal
1 B 10

GA(αj)

0.0230
16.33 1.38 83.67 12.14

Error (%) 0.67 9.21 2.87 25.56

Table 4.5: Absolute percentage error in parameter estimation with sub-sampled images
(Slice B). Temporal sub-sampling, from 128 to 10 TE; spatial sub-sampling from 6240
to 3120 projections per TE. CSF: Collagen Signal Fraction; LSF: Long Signal Fraction.
GA(αj): Golden Angle trajectory with temporal rotation αj

4.3 Discussion

In this study, the short-T ∗

2 from collagen was quantified based on:

1. collagen/gelatin fibrillar matrices of collagen type I which corresponds to a 0.25 of
the collagen I / collagen III ratio in early post-myocardial infarction [47];
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2. an accelerated UTE GA R3D imaging sequence compatible with a clinical setting at
3T (sub-sampling ratios: 0.0459 and 0.0230, Section 4.2.3);

3. a set of specific TE, selected by Monte Carlo simulations;

4. a wavelet PCA multivariate de-noising method, and

5. model fitting with non-linear least squares methods.

As in previous studies [4], [5], the results of this analysis measured short-T ∗

2 < 2 ms.
Siu et al. [4] established the bi-component model with an oscillation term for short-T ∗

2

at 7T (UTE radial 3D), and this was reproduced by Araujo et al. [5] at 3T (UTE radial
2D). Both studies performed the measurements on aqueous solutions (diluted collagen
powder), which has been discussed as an experimental limitation because these solutions
lack the fibrillar structure (Figure 3.1) of collagen observed in fibrosis [38]–[40].

The model with an oscillation term for short-T ∗

2 has not been used on published exper-
iments such as in [3], [40]. One possible reason for the non-utilisation of this model might
be that the oscillation is lost within the intrinsic noise of images. Van Nierop et al. [3]
reported ROI-based signal intensity curves of ex vivo and in vivo MR measurements from
fibrotic tissue (mice hearts at 9.4 T) in which the ex vivo signals exhibit an oscillation that
is not visible within in vivo signals (Figure 4.15).

Figure 4.15: ROI-based signal intensity reported in [3] on fibrotic tissue. Green arrows
highlight the signal oscillation and blue arrows highlight the slope change due to the char-
acteristic first local minimum of the signal oscillation. Figure adapted from [3].

This difference can be explained by the higher temporal resolution of the ex vivo ex-
periments (34 vs 5 TE) and the selection of the 5 TEs for the in vivo scans (not reported
in the publication). In both cases (ex vivo and in vivo), the slope of the curve changes
significantly and the signal decay becomes slow around the local minimum of the oscillation
as highlighted in Figure 4.15. Moreover, the model used by Van Nierop et al. [3] was
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SI =

∣∣∣∣Ifast e −TE
T∗

fast + Islow e
−TE
T∗

slow + Ilipid e
−TE
T∗

lipid
+i(ωTE+φ)

∣∣∣∣ (4.7)

in which, according to the authors ”the T ∗

2 signal decay curves were adequately described
by two exponentially decreasing and one oscillating decaying lipid component” [3].

The fast slope change in the signal is also observed in other publications about short-T ∗

2

[71]. Using the echo times and parameters presented in [71], it is possible to calculate a
signal with Equation 2.13(bi-component and oscillation for short-T ∗

2 ) and make a curve
fitting based on a bi-component model without oscillation term with Equation 2.11 as
presented in Figure 4.16.

Figure 4.16: Model fitting by using a bi-component model with no oscillation term for short-
T ∗

2 . MR signal calculated using Equation 2.14 (red dots) and model fitting using Equation
2.11 (green curve). MV: model values reported in [71]; PE: parameter estimation.

These are a clear examples of amplitude loss due to the selection of TE for MR mea-
surements and SNR.

Published results [4], [5], [37] showed a strong association between the signal intensity
and collagen concentration (in mass percent) on aqueous solutions. This correlation was
used to derive the SI lower bound (Noise Floor, Equation 4.6) required to measure the
amplitude of the oscillation. The noise floor, defined as the SI difference between the local
minimum and maximum in the TE range (1, 2.4) ms, is a key feature of the bi-component
model with an oscillation term for short-T ∗

2 due to the resonance frequency of collagen at
3T. The results yield insights into the conditions to detect the UTE MR collagen signal
in which a 20% concentration of collagen (in mass percent) is required; below 10% SI
oscillation is lost in the intrinsic noise of images. A theoretical threshold can be defined in
a range between 8.14% to 9% when ΔS > 0.

Exemplar short-axis magnitude images (T ∗

2 -weighted) are presented in Figures 4.17 and
4.18 with corresponding statistics (mean ± SD) per segment. In general, the normalised
difference in SI is negative as predicted by the collagen oscillatory model (Equation 2.12);
however, this difference is below the noise floor required to use an oscillatory model for
short-T ∗

2 quantification.
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Figure 4.17: Noise floor on short-axis magnitude images (FLASH 2D with dark blood
pulse). The normalised difference in SI is negative as predicted by the collagen oscillatory
model (Equation 2.12). This difference is nevertheless below the noise floor required to
use an oscillatory model for short-T ∗

2 quantification. SD: Standard deviation; SI: Signal
intensity; NF: Noise floor.

Figure 4.18: Noise floor on short-axis magnitude images (FLASH 2D). The normalised
difference in SI is negative as predicted by the collagen oscillatory model (Equation 2.12).
This difference is nevertheless below the noise floor required to use an oscillatory model
for short-T ∗

2 quantification. SD: Standard deviation; SI: Signal intensity; NF: Noise floor.
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Most of the MRI de-noising methods are based on a kernel-based convolution assuming
statistical distribution for modelling noise in the image. These methods usually exploit the
spatial domain using oriented or non-local neighbourhoods [72], and by enhancing the image
quality, the accuracy in relaxometry measurements is improved [73]. As the quantification
of collagen concentration relies on the short-T ∗

2 estimation from an oscillatory signal, the
Wavelet PCA multivariate de-noising enables the identification of the underlying oscillation
in the temporal domain, improving the response of model fitting algorithms.

Approximately 2 - 6.5% of the myocardium is collagen in a healthy adult heart [74],
[75]. The volume fraction of fibrosis in diffuse myocardial fibrosis may range between 15%
to 31% [75], [76] within hypertrophic cardiomyopathy. This provides a reliable range for
the utilisation of a bi-component model with an oscillation term for short-T ∗

2 for parameter
estimation.

In addition, previous studies have overlooked the challenges associated with cardiac
imaging. Setting apart motion-induced issues, the clinical translation to cardiac applica-
tions is limited by the long scanning time required (Siu et al. about 11h 3D scan [4],
Araujo et al. about 17 min for a single slice [5]). Despite the fact that using a static
phantom prevents a true assessment of the heart conditions (impact of motion in the UTE
MR collagen signal), this is an important first step for assessing the implementation of
compressed sensing techniques enabling cardiac application in-vivo. Future studies will
have to continue to explore further develop a free-breathing ECG-triggered acquisitions.

4.4 Conclusion

In this study, numerical methods and experimental data (on aqueous solutions) were used
to: (1) assess and select a set of TE that guaranteed a reliable estimation of the short-T ∗

2

from collagen, and (2) derive the SI lower bound (noise floor) to maintain a correct param-
eter estimation. In vitro MRI experiments were conducted using fibrillary collagen/gelatin
dense solution and an accelerated UTE GA R3D sequence compatible with a clinical setting
at 3T. Experimental data provide convincing evidence demonstrating that MRI (3T) able
to capture the collagen (type I) oscillation from a fibrillary structure when the collagen
concentration (in mass percent) is above 10%.
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Chapter 5

Multi-parametric quantitative MRI
characterisation of collagen

T ∗

2 is not the only quantitative MR measure for differentiating collagen deposition and
healthy tissue in the myocardium. QSM has emerged as a useful technique for medical
assessment based on the paramagnetic and diamagnetic properties of biological tissues
[77]–[79]. In recent years, several studies have investigated tissue magnetic susceptibility
as a reliable biomarker in clinical applications specially in brain imaging and neurological
conditions [21], [80], [81]. However, few studies have investigated clinical applications of
QSM in Cardiac MRI [82], [83]. Moreover, an increased interest in T1ρ has emerged lately.
Several studies have investigated the feasibility of T1ρ imaging technique and quantification
methods to detect fibrosis [84]–[86]. With the same interest, Diffusion Tensor Imaging
(DTI) has been used to assess diffuse fibrosis in failing hearts with an histological validation
[87] as well as on patients with hypertrophic cardiomyopathy [88]. Consequently, DWI
parameters (apparent diffusion coefficient, fractional anisotropy, mean diffusivity, etc.) can
be used as reliable markers of fibrosis.

The purpose of this study is to assess the achievable level of contrast for different
collagen concentrations by different MRI parameters such as T1ρ, ADC, FA, B0, and χ.

5.1 Materials and methods

Experiments were conducted using a 3T MRI scanner (MAGNETOM Prisma, Siemens,
Erlangen, Germany) with an 18 channels cardiac phased-array coil combined with appro-
priate elements of the spin array coils, as used in clinical practice.

5.1.1 Collagen phantoms

The first phantom comprised five collagen solutions that were prepared by dissolving col-
lagen powder (Collagen Type I and III ) in demineralised water as described in Section
3.1.1.1. Collagen concentrations are described in Table 3.1 and tubes were arranged as
presented in Figure 5.1.

The second phantom comprised 5 × 50 ml Falcon tubes filled with collagen/gelatin
matrices and one tube of Collagen gel (10 mL, diluted in a concentrated medium) as
described in section 3.1.1.2. To avoid air susceptibility artefacts and optimise magnetic
field experimental MR conditions, tubes were filled with a paraffin wax preparation as
presented in Figure 4.1. The tubes were immersed in a water bath and scanned at 22◦.



Materials and methods

Figure 5.1: Tubes layout in the phantom according to collagen concentration (Table 3.1) in
aqueous solutions (left). Tubes layout in the phantom according to collagen concentration
collagen concentration used in the initial solution for inducing fibrillogenesis as described
in Section 3.1.1.2 (right). Colours correspond to photographs presented in igure 3.3.

5.1.2 Data acquisition

Clinical standard cardiac imaging sequences for T1-, T2-, T
∗

2 -mapping were used as well as
diffusion and T1ρ; imaging parameters are summarised in Table 5.1. All acquisitions were
ECG-triggered with a simulated heart rate = 60 beats per minute (RR interval 1000 ms).
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T1-Mapping T2-Maping QSM Diffusion T1ρ

Sequence
MOLLI

4(1)3(1)2 / 5(3)3
FLASH2D GAR3D SE-EPI GRE

TR (ms) 360.56 / 280.56 207.39 207.39 900 252.61

TE (ms) 1.12 1.32
1.2, 2.4, 3.6,

4.8, 6.0, 7.2
85 1.19

FOV mm2 306x360 288x360 400x400x400 240x300 306x360

Image

matrix
256x144 192x116 208x208x208 128x104 256x144

Pixel

resolution (mm2)
1.4 1.8 1.92 2.34 1.4

Slice

thickness (mm)
8 8 1.92 8 8

Flip

angle (deg)
35 12 15 90 41

Bandwidth (Hz/pixel) 1085 1185 728 2055 890

Number of projections 3120

Diffusion gradient

directions
6

b1 (Hz) 500

TSL

2, 10, 18,

26, 34, 42,

50

Table 5.1: Imaging parameters.

Magnitude images from FLASH 2D, custom DTI, T1ρ-weighted sequences were recon-
structed using the scanner reconstruction software as well as the corresponding T2, ADC,
FA and T1ρ maps. Magnitude and phase images from UTE GA R3D were reconstructed
by a custom Compressed Sensing-Based workflow implemented on BART [52]–[54]. Mag-
netic susceptibility maps (B0 and χ) were calculated on MATLAB R2020b. Regions of
interest (ROI) were outlined on T1ρ, ADC, FA, B0 and χ maps. The ROI mean value
across tubes was normalised to zero mean and unit standard deviation (Z score) in or-
der to easily compare in the same scale different parameter measurements across collagen
concentrations.

5.1.3 Data analysis

Regions of interest (ROI) were outlined on T1ρ, ADC, FA, B0 and χ maps. The ROI mean
value μi across tubes was normalised to zero mean and unit standard deviation

z =
μi − μALL

σALL

(5.1)

where μALL is the average of the mean values across tubes and σALL its standard
deviation. z-score enables the comparison of the different MR parameters measurements
in the same scale across collagen concentrations. Regions of interest (ROI) were outlined
on parametric maps within the Horos DICOM viewer [70].
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5.2 Results

Representative T1, T2, T1ρ parametric maps are presented in figures 5.2 and 5.4 for the
collagen powder (type I and III) / water and collagen (type I)/gelatin fibrillar matrices
phantoms respectively. Moreover, ADC, FA and magnetic susceptibility (χ) parametric
maps are presented in figures 5.3 and 5.5.

T1, T2, decrease with increasing collagen. This results are in agreement with Win-
kler et al. [89]. Similarly, T1ρ and ADC measurements decrease with increasing collagen
concentration. FA measurements increase with incrasing collagen concentration.

Comparative z−Score maps are shown in figure 5.6. The figure presents the best case
in which the z-score is equally dispersed across the entire range from −1.85σ to 2.4σ. The
ADC parameter is the closest one to the best decreasing case, generating specific contrast
for aqueous solutions as well as collagen/gelatin fibrillar matrices. Completely different
behaviour in the case of T1ρ, the difference is not significant to create high contrast across
collagen concentrations.
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Figure 5.2: Exemplar T1, T2 and T1ρ parametric maps calculated from collagen powder
(type I and III) / water solutions. Figures present the ROI mean values ± standard
deviation across tubes and respective z-score.
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Figure 5.3: Exemplar ADC, FA and magnetic susceptibility (χ) parametric maps calculated
from collagen powder (type I and III) / water solutions. Figures present the ROI mean
values ± standard deviation across tubes and respective z-score.
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Figure 5.4: Exemplar T1, T2 and T1ρ parametric maps calculated from collagen (type
I)/gelatin fibrillar matrices. Figures present the ROI mean values ± standard deviation
across tubes and respective z-score.
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Figure 5.5: Exemplar ADC, FA and magnetic susceptibility (χ) parametric maps calculated
from collagen (type I)/gelatin fibrillar matrices. Figures present the ROI mean values ±
standard deviation across tubes and respective z-score.
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Figure 5.6: MRI parametric z-score maps. The figure presents the best case in which the
z-score is equally dispersed across the entire range from −1.85σ to 2.4σ

5.3 Discussion

ADC behaviour is consistent with previous in vivo studies in which ADC decreases in
fibrotic tissue. Each row on the Z-score map provides the degree of precision in measuring
different concentrations of collagen. The results of this study suggest that diffusion imaging
is able to differentiate collagen concentrations generating specific contrast on the ADC map
for aqueous solutions as well as collagen/gelatin fibrillar matrices.

Negative susceptibility confirms the diamagnetic property of collagen. The z-score and
FA map do not present a clear difference between collagen concentrations. The phantom
lack of anisotropic microstructure can lead to this behaviour in aqueous solutions. However,
in fibrillar matrices, anisotropy increases with increasing collagen concentration because of
the anysotropy of fibrillar structure. The significant difference in ADC mean value for each
tube enables high contrast across collagen concentrations. In the case of T1ρ, the difference
is not significant to create high contrast across collagen concentrations.

5.4 Conclusion

The results provide convincing evidence that apparent diffusion coefficient (ADC) is the
parameter that guarantees the most precise differentiation of collagen concentrations in
aqueous solutions. A multi-parametric approach allows to define an MRI signature based
on magnetic susceptibility, diffusion and T1ρ parameters which might be useful to identify
different clusters related to different types of fibrosis (diffuse, reactive, infiltrative, focal).
A multi-parametric approach would enable a better understanding of MRI biomarkers in
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the assessment of myocardial fibrosis, specially for the quantification of collagen in the
cardiac tissue.
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Chapter 6

Diffusion Tensor Imaging:
post-processing workflow, imaging
sequences benchmarking and clinical
transfer

Diffusion tensor imaging (DTI) is an emerging contrast agent-free technique which has
been used to assess diffuse fibrosis in failing hearts with a histological validation [87] as
well as on patients with hypertrophic cardiomyopathy [88], [90]. The results presented
in Chapter 5 showed that ADC is sensitive to the collagen concentration and therefore,
this measurement provides the best characterisation across different concentrations. In
this chapter, two studies are presented: a multicentre phantom imaging experiment for
assessing the repeatability and reproducibility of diffusion parameters using state-of-the-
art pulse sequences for cardiac DTI; and a preliminary in vivo analysis of the variability
of ADC across age groups.

6.1 Imaging sequences benchmarking

The benchmarking of Cardiac DTI imaging sequences is the result of three-years collab-
oration with Dr. Irvin Teh and Dr. Jürgen E. Schneider from the Leeds Institute of
Cardiovascular and Metabolic Medicine (University of Leeds, United Kingdom) who led
this project within the Special Interest Group in Cardiac Diffusion (Society for Cardiovas-
cular Magnetic Resonance). The objective of the study was to investigate the inter- and
intra-site variation of DTI across 10 clinical scanners.

The work summarised in this section was published in the following articles and con-
ference abstracts:

• Teh, I., Romero R, W. A., et al., “Validation of cardiac diffusion tensor
imaging sequences: A multicentre test–retest phantom study”, NMR in
Biomedicine 35.6 (2022): e4685.

• Romero R, W. A. et al., “Exploring DTI Benchmark Databases Through
Visual Analytics”, Computational Diffusion MRI, Springer, Cham, 2021. 291-
301.
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• Teh I., Romero W., et al., “Reproducibility of diffusion tensor imaging (DTI)
on 12 clinical scanners: Towards validation of cardiac dti sequences”, in
ISMRM 2020.

• Teh I., Romero W., et al., “Multi-centre evaluation of diffusion tensor imag-
ing (dti) in anisotropic phantom: Towards validation of cardiac dti se-
quences”, in SCMR 23rd Annual Scientific Sessions, 2020.

6.1.1 Materials and methods

6.1.1.1 Phantom preparation

The phantom comprised 7 × 50 ml Falcon tubes filled with polyvinylpyrrolidone (Sigma
Aldrich, Dorset, UK) in distilled water in concentrations ranging from 0 - 20%. The
tubes were immersed in an ice water bath and given sufficient time to equilibrate to 0 ◦C
before scanning imaging (Figure 6.1). The reference diffusivity Dref was measured using an
independent non-MR technique; the self-diffusion of water was measured and extrapolated
to 0°C using a 2nd order polynomial fit [91].

Figure 6.1: Isotropic Phantom, ROI and DAI maps. Photograph of phantom before filling
with ice and water (top left); layout of tubes and Regions of Interest (green circles, bottom
left); MD and FA maps (top right and bottom right respectively). Background image
texture in the MD and FA maps is caused by the ice. Figure reproduced from [92]
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6.1.1.2 Data acquisition

The phantom was scanned by each site using product and custom DTI acquisition se-
quences (Gradient Spin Echo, PGSE; spin echo, SE; and Stimulated Echo Acquisition
Mode, STEAM) with parameters matching typical cardiac DTI protocols: TR = 3000 ms,
TE = 85 ms, in-plane resolution = 2.5 mm, slices = 3, thickness = gap = 8 mm, blow= 100

s
mm2 , bhigh= 450 s

mm2 , number of diffusion directions = 6, bandwidth ∼ 3000 Hz, parallel
imaging = 2x, and triggered with simulated ECG = 60 bpm. The phantoms are chilled in
ice water and imaged at 0 ◦C. Subsequent scans are performed under the same conditions
in a time lapse between 1 and 30 days.

6.1.1.3 Data management, post-processing and analysis

Data storage and management were performed using the Human Heart Project[93], an
online platform for heart imaging research. Figure 6.2 describes the main components and
data flow implemented for this study.

Figure 6.2: Data management and data processing. Main components and data flow.

CMRDiffTools [94] was used for image processing, including automatic tube segmenta-
tion, tensor fitting, and calculation of MD and FA (Figure 6.3).
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Figure 6.3: Post-Processing workflow.

A visual analytic tool was developed (CMRDiffMonitor [92]) in order to accelerate data
analysis and enhance collaborative work. This solution corresponds to the Online data an-
alytics process presented in Figure 6.2. CMRDiffMonitor enabled MRI researchers to track
and review the variability of diffusion anisotropy indices (ADC, MD, FA) from different im-
age acquisition sequences. The CMRDiffMonitor’s dashboard displays a temporal overview
of the data sets (monitoring of the system stability) and the statistical measurements in
ROIs on a DAI map (benchmarking of the different imaging sequences and systems) as
presented in Figure 6.4.
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Figure 6.4: Graphical User Interface (GUI) of CMRDiffMonitor. Components: 1 data
filters, 2 timeline view, 3 list of sites, and 4 measure view.

6.1.2 Results

MD measurements across tubes between 2 different scans (time delay within 30 days) are
shown in Figures 6.5. In tube 1 (0% PVP), the average MDs across all sites and scans 1
and 2 were 1.124×10−3mm2

s
(PGSE), 1.130×10−3mm2

s
(SE) and 1.113×103mm2

s
(STEAM).

Relative to the reference diffusivity Dref (H2O) = 1.113 × 10−3mm2

s
, the average MD of

tube 1, as measured by PGSE and SE, was overestimated by 1.0% (p = 0.01) and 1.5% (p
= 0.01), respectively, while STEAM provided a result that was accurate to within 0.04%
(p = 0.9). The SD across ROI in tubes 1-7 increased with PVP concentration, particularly
in the STEAM data.
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Figure 6.5: Average MD across ROI as a function of PVP concentration. Tensors were
reconstructed using b = (100, 450) s

mm2 data. Tubes 1-7 corresponded to 0%, 2.5%, 5%,
7.5%, 10%, 15% and 20% PVP, respectively. Mean ± SD across voxels in the ROI. The
horizontal black line indicates the reference diffusivity Dref (H2O) = 1.113 × 10−3mm2

s
.

PVP: polyvinylpyrrolidone, PGSE: Gradient Spin Echo, SE:spin echo, STEAM: Stimulated
Echo Acquisition Mode.Figure reproduced from [95]

.

Bland-Altman plots of MD and FA across 2 different scans (time delay within 30 days)
are presented in Figure 6.6. In tube 1, the mean differences of MD were 0.3±2.3×10−5mm2

s

PGSE, 0.24±0.95×10−5mm2

s
SE and 0.52±0.58×10−5mm2

s
in STEAM (mean±1.96 SD).

mean differences in FA were 0.0006±0.0099, 0.006±0.018 and −0.012±0.039 respectively.
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Figure 6.6: Bland-Altman plots of MD and FA across two scans. Data acquired using
PGSE (left), SE (middle) and STEAM (right) sequences in tubes 1 to 7 (0%–20% PVP)
are colour-coded by increasing PVP concentration. The black and red horizontal lines
indicate the mean and ±1.96 SD values for tube 1, respectively. The black vertical line
indicates the average values for tube 1 across sites. PVP: polyvinylpyrrolidone, PGSE:
Gradient Spin Echo, SE: spin echo, STEAM: Stimulated Echo Acquisition Mode. Figure
reproduced from [95]

.

6.1.3 Discussion

In this study, a benchmark of cardiac DTI suitable for in vivo imaging was performed.
Measurements at isocentre (Tube 1) are consistent with the reference diffusivity of water
at 0◦ C, within ±1.5% percentage of error across sites and sequences. This measurements
also consistent with previous results [33, 34, 35] (within ±1%) showing good conformance
with prescribed experimental conditions. In an isotropic phantom, the FA values should
be zero. Non-zero FA measurements are less surprising if eddy currents, imperfect gra-
dient calibration and vibration are considered. Using a static phantom prevents a truth
assessment of the heart conditions (impact of motion on the MR signal). Nevertheless,
this study demonstrated that cardiac DTI sequences from different centres have excellent
agreement as detailed in [95], Appendix 7.

Another interesting outcome from this work was the development and deployment of
a visual analytic tool. The multi-centre study provided an opportunity to address the
infrastructural developments needed to explore large amounts of data easily and quickly
by providing key information in a readily interpretable format. CMRDiffMonitor allows
MRI researchers to see, in a concise and accessible way, the current status of the experiment.
In a single eye glance, research scientists can:
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• Verify protocol compliance by checking time gaps on the timeline view.

• Identify anomalies by looking for unusual values on the measure view, using the
historical registry timeline view.

• Compare the outcomes with similar imaging systems from different sites by using
the filters panel to select: the type of sequence, the b values used to calculate DAI
maps (i.e. b0b450, b100b450, b300b450, etc.) and the field strength (1.5T, 3T or
7T).

• Verify and validate a hypothesis. The dashboard summarises the results for all sites.

• Export experiment-specific figures for reporting.

The plug-in integrates simple visualisation techniques to empower research scientists to
explore data, analyse and share results. Moreover, the GUI reduces the cognitive load of
information, all the image post-processing settings are managed by the back-end compo-
nents (Girder [96], CMRDiffTools [94], etc.) as well as data sets details, driving the user
attention to one task: analyse the outcomes from different imaging systems and cardiac
DTI sequences.

This type of application software has potential application in quality assurance protocols
such as the T1MES program [97], [98] enabling longitudinal monitoring the stability of
MR systems. Based on data acquired on a reference phantom, the application enables MR
scientists to verify protocol compliance, identify anomalies and compare imaging sequences
across different sites.

6.1.4 Conclusion

This study benchmarked the performance of product PGSE against custom SE and STEAM
sequences identifying baseline variation across scanners and sequences as presented in [95],
Appendix 7. In the context of this multi-centre study a VA tool was developed (CMRDiff-
Monitor) in order to track and review experimental imaging data as presented in [92],
Appendix 7.

6.2 Preliminary analysis of the correlation between

ADC and age in healthy volunteers

In the ageing heart, the thickening of the collagen-based mesh (increase of collagen de-
position in the extracellular matrix, ECM) is a normal process [29], [30]. Consequently,
physiological changes in the heart are due to the cardiac muscle stiffness reducing its con-
tractility and optimal deformation, leading to a decrease in the cardiac function. In this
direction, the aim of the MARVEL project is to investigate the association between changes
in cardiac function and the amount of fibrosis based on novel MRI techniques. In this con-
text, a preliminary analysis was performed in 2019 to determine the ADC variation by age.
To ensure the quality and accuracy of the results, a quality control protocol was developed
within an application software, deployed on the infrastructure of the main clinical research
centre of the study (CHU Saint Étienne).

The work summarised in this section was published in the following articles and con-
ference abstracts:
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• Moulin K., Viallon M., Romero W., et al., “MRI of reperfused acute myocar-
dial infarction edema: ADC quantification versus T1 and T2 mapping”,
Radiology 295.3 (2020): 542-549.

• Romero R, W. A., et al., “CMRDiffTools: A Processing and Analysis Tool
for Cardiac Diffusion MR images”, in ISMRM 2018.

6.2.1 Materials and methods

6.2.2 Patient population

This prospective study was undertaken in a single tertiary centre (Centre Hospitalier Uni-
versitaire de Saint-Étienne). All volunteers fullfilled the following inclusion criteria: More
than 18 years old, reduced physical activity (less than 3 sessions endurance sport per week,
i.e running), non-smoker and absence of cardiovascular risk factors. In this preliminary
study, images from 31 volunteers (19 women) were analysed.

6.2.2.1 Data acquisition

Image acquisition was performed on a SIEMENS Prisma MRI scanner (Siemens, Erlan-
gen, Germany) with an 18 channels cardiac phased-array coil. Imaging parameters are
summarised in Table 6.1.

Parameter Value

Sequence SE-EPI

TR (ms) 400

TE (ms) 63

FOV (mm) 164× 200

Image matrix 100× 82

Pixel resolution (mm2) 2

Flip angle (deg) 90

Bandwidth (Hz/pixel) 2175

Diffusion gradient directions 12

Averages 5

Table 6.1: DTI imaging parameters within the MARVEL protocol.

6.2.2.2 Data analysis

A post-processing workflow was developed within CMRDiffTools [94]. The workflow in-
cludes an affine multi-resolution registration scheme based on mutual information [99],
[100] with 3 levels (shrinking factors = 8, 4, 2). Images corresponding to the same diffu-
sion gradient direction were averaged (repetitions) to generate the final data set. Trace,
ADC, MD, FA and Helix Angle maps were calculated for each volunteer. Tensor calculation
was performed using a linear least-square algorithm [101]. The centre of the Left-Ventricle
(LV) required for the Helix Angle calculation was derived from a manual segmentation
performed using CMRSegTools [102], [103]

In addition, a quality control protocol was defined in order to avoid under/over es-
timation of diffusion coefficients caused by motion artefacts. The assessment of motion
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correction was based on a LV segmentation performed using CMRSegTools [102], [103].
Image quality measurements (IQM) were calculated before and after performing the maps
computation using the quality assessment module within CMRDiffTools [94].

In the assessment of motion correction, pixels are classified in a LV segmentation of two
images S1 and S2 as: true positive if the pixel is classified as LV myocardium in S1 and S2;
true negative if the pixel is classified as non LV myocardium in S1 and S2; false positive
if the pixel is classified as LV myocardium in S2 and non LV myocardium in S1; and false
negative if pixel is classified as non LV myocardium in S2 LV myocardium in S1. Therefore,
four IQM are calculated: the Dice coefficient [104], sensitivity, specificity and Over/Under
segmentation [105]. An overlap map was generated as a quantitative index in which it is
possible to visualise motion-induced misalignment based on the LV segmentation.

Noise assessment is based on three regions of interest: background noise (BN), signal of
reference (SR) and signal of interest (or target signal, ST ). The IQM for noise assessment
were Signal-to-Noise ratio (SNR), Contrast-to-Noise ratio (CNR) and Contrast are defined
by the following equations:

SNR =
μSR

σBN

(6.1)

CNR =
|μST − μSR|

σBN

(6.2)

Contrast =
|μST − μSR|

μSR

(6.3)

(6.4)

where μ is the mean value and σ the standard deviation of each of the ROI (BN ,SR
and ST ).

Manual segmentation of the LV was made by an expert radiologist using CMRSegTools
[103] within the Horos DICOM viewer [70]. Mean value and standard deviation in all 6 LV
segments reported.

6.2.3 Results

Exemplar results from the image quality assessment are presented in Figure 6.7 (single
slice mid short axis, 12 diffusion gradient directions and 5 repetitions).
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Figure 6.7: Image quality assessment. A qualitative evaluation was performed based on
the visualisation of a line profiling across images. (a) Initial quality assessment based on
a line profiling across diffusion gradient directions and repetitions (left column) and left
ventricle (LV) segmentation (central columns); overlap map (left column) visually outlines
the LV misalignment. (b) Quality assessment after motion correction and de-noising. (C)
Final data set reduction by using temporal MIP (left column). Signal intensity evaluation
between the original magnitude image and the final correction outcome (right column).

The Helix Angle is the best parameter to highlight the inner structure of the my-
ocardium and the impact of motion-induced misalignment. Figure 6.8 shows the difference
before and after post-processing on the Helix Angle map and Figure 6.9 on the ADC map.
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Figure 6.8: Image quality assessment impact on the Helix Angle map. Overlap map (left
column) visually outlines and quantifies the LV misalignment. The difference in the helix
angle definition is due the correction of the LV alignment as highlighted in the middle and
bottom row.

Figure 6.9: Image quality assessment impact on the ADC map. Overlap map (left column)
visually outlines and quantifies the LV misalignment. The squared difference between maps
is calculated as Δp(i, j) =

√
ADCpost(i, j)− ADCpre(i, j). Squared difference highlights

the adjustments made based on the overlap map.
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An overview of the ADC in the myocardium across age groups is presented in Figure
6.10. Approximately 50% of the population had ADC values ranging between 1.4 and
1.6 1 × 10−3mm2

s
. As shown in Figure 6.11, a significant difference in the mean ADC was

observed. The mean value in sectors 4 and 6 was slightly high for more than 60% of the
population in comparison to segments 1, 2 and 3 (between 1.6 and 1.8 1 × 10−3mm2

s
).

Correlations between ADC an age were negative and statistically insignificant in all cases.
Table 6.2 shows the correlation R-squared value (R2) between age and the mean ADC for
the whole myocardium, and per segment.

Figure 6.10: ADC values in the myocardium across age. The green and blue histogram
describes the age group and ADC values respectively within the population. The orange
line is the best-fit linear regression (R2 = 3.90× 10−5).
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Figure 6.11: ADC mean values across age by segment on the left ventricle. The green
and blue histogram describes the age group and ADC mean value respectively within
the population. More than 60% of the population (highlighted band) presented a slight
difference in segments 4 and 5 in which ADC reach values up to 1.8 1 × 10−3mm2

s
in

comparison to segments 1, 2 and 3.
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ROI R2 Correlation with age

Myocardium 3.90×10−5

Segment 1 0.007

Segment 2 0.058

Segment 3 0.102

Segment 4 0.083

Segment 5 0.012

Segment 6 0.005

Table 6.2: Correlation of ADC with age. Linear regression calculated on the entire popu-
lation.

6.2.4 Discussion

In this study, a DTI post-processing workflow was implemented in CMRDiffTools [94] en-
abling research scientist to process and assess large clinical data sets. After post-processing
and quality control, DTI data sets were ready for statistical analysis.

The MARVEL data set for the preliminary analysis was limited to 31 volunteers (August
2019). As shown in Table 6.2, there was no correlation found between age and mean ADC
values for the entire myocardium or segments. In other words, R2 provided preliminary
evidence against a significant correlation between ADC and age. There is an article in
preparation based on the entire population of the study to report The effect of aging on
relaxometry and diffusion parameters in healthy subjects at 3T CMR.

The post-processing workflow used on the MARVEL data set included to stages: image
registration and de-noising. The parameters used in each stage of the workflow were
experimentally calibrated. In general, there are two types of registration techniques, those
based on rigid transformations (rotations and/or translations) and those that require a
more complex transformation (non-rigid or elastic) based on splines interpolation or point
set registration [106], [107]. These methods are computationally heavy; consequently they
may require a segmentation or landmarks not only to accelerate but also to guide and
improve the precision of the correction.

The selection and tuning of the image registration scheme would depend on the quality
of the images in terms of alignment and deformation of the structure of interest [108]. Image
registration metrics usually rely on segmentation such as DICE similarity coefficient [104]
or the analysis of line profiles in the temporal or diffusion gradient dimensions. There is
no standard image registration scheme because there are several factors to analyse before
selecting the key components of the method (type of transformation, metric, optimiser,
landmarks, etc.). However, image registration must be performed before any pixel-wise
filter or model fitting. Figure 6.7 illustrates a pre- and post-motion correction assessment
based on LV segmentation and line profiling in the diffusion gradient dimension.

Noise reduction strategies exploit the availability of multiple repetitions by using princi-
pal components analysis [109]–[111]. Information from spatial and repetition neighborhood
windows are included in the PCA analysis. Final results are usually obtained by maximum
intensity projection in time PCAtMIP [110]. These methods perform better after image
registration to improve accuracy. The most common metrics for noise reduction assessment
are SNR and CNR. Figure 6.7 illustrates a pre- and post-noise reduction assessment.
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The post-processing workflow implemented CMRDiffTools was used in the study re-
ported by Moulin et al. in [112] which demonstrated that ADC depicts myocardial edema
better than T1 and T2 maps.

6.2.5 Conclusion

A DTI post-processing workflow has been implemented within CMRDifftools in order to
provide on-the-job support to ease quality control tasks on large clinical cohorts. The
results provide preliminary evidence that ADC could not be useful to assess the increase
in collagen deposition across age groups.
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Chapter 7

Conclusions

This thesis has addressed important challenges towards a multi-parametric quantitative
MRI assessment of myocardial fibrosis. In this direction, the first contribution was to
propose collagen/gelatin fibrillar matrices for in vitro experimentation enabling the mea-
surement of the collagen MR signal on samples with fibrillar structure. The experiments
conducted in this work explored potential biomarkers such as T1ρ relaxation, diffusion and
magnetic susceptibility.

The second contribution was to analyse the reliability of short-T ∗

2 quantification with
an accelerated GA-Based R3D sequence compatible with a clinical setting at 3T. Cardiac
imaging sequences rely on compressed sensing techniques in order to reconstruct reliable
diagnostic images from data below the Nyquist criterion. Based on numerical experiments,
a noise floor was identified such that the MR collagen signal is preserved within the intrinsic
noise of images, setting the boundaries of reliability in MR measurements and quantifying
the short-T ∗

2 at 3T. In adition, a set of echo times were selected for a correct temporal
sampling. This is an important first step for assessing the implementation of compressed
sensing techniques enabling future application in-vivo. Consequently, future studies will
have to continue to explore the development of free-breathing ECG-triggered acquisitions.

The third contribution was a comparative multi-parametric analysis based on mag-
netic susceptibility, diffusion and T1ρ. These results enable a better understanding of
MRI biomarkers and their relationship. These experiments lead to the following question:
can MRI differentiate non-fibrillar from fibrillar structures? According to the experiments
and results from this work: the presence of collagen is confirmed by spectroscopy; diamag-
netic behaviour is observed with magnetic susceptibility, diffusion decreases and anisotropy
increases with increasing collagen concentration in both, non-fibrillar and fibrillar struc-
tures; this statement cannot be completely given for aqueous solutions because of the lack
of anisotropic microstructure. Consequently, to completely answer this question, an MR
paramter to extract geometrical properties must be included such as susceptibility tensor
imaging and tractography.

Nowadays, where multi-parametric studies combined with machine learning methods
are on the rise, the understanding of MRI biomarkers and their relationship plays a key
role in the assessment of new techniques such as physics-informed neural network in which
the outcome is the agreement of a multi-dimentional analysis including T1, T2, T

∗

2 , T1ρ,
magnetic susceptibility, diffusion and more to come.
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Abstract

In the last decade, a large number of clinical trials have been deployed using Cardiac Mag-

netic Resonance (CMR) to evaluate cardioprotective strategies aiming at reducing the irre-

versible myocardial damage at the time of reperfusion. In these studies, segmentation and

quantification of myocardial infarct lesion are often performed with a commercial software or

an in-house closed-source code development thus creating a barrier for reproducible

research. This paper introduces CMRSegTools: an open-source application software

designed for the segmentation and quantification of myocardial infarct lesion enabling full

access to state-of-the-art segmentation methods and parameters, easy integration of new

algorithms and standardised results sharing. This post-processing tool has been imple-

mented as a plug-in for the OsiriX/Horos DICOM viewer leveraging its database manage-

ment functionalities and user interaction features to provide a bespoke tool for the analysis

of cardiac MR images on large clinical cohorts. CMRSegTools includes, among others,

user-assisted segmentation of the left-ventricle, semi- and automatic lesion segmentation

methods, advanced statistical analysis and visualisation based on the American Heart

Association 17-segment model. New segmentation methods can be integrated into the

plug-in by developing components based on image processing and visualisation libraries

such as ITK and VTK in C++ programming language. CMRSegTools allows the creation of

training and testing data sets (labeled features such as lesion, microvascular obstruction

and remote ROI) for supervised Machine Learning methods, and enables the comparative

assessment of lesion segmentation methods via a single and integrated platform. The plug-

in has been successfully used by several CMR imaging studies.

PLOS ONE

PLOSONE | https://doi.org/10.1371/journal.pone.0274491 September 13, 2022 1 / 17

a1111111111
a1111111111
a1111111111
a1111111111
a1111111111

Citation: Romero R. WA, Viallon M, Spaltenstein J,
Petrusca L, Bernard O, Belle L, et al. (2022)
CMRSegTools: An open-source software enabling
reproducible research in segmentation of acute
myocardial infarct in CMR images. PLoS ONE
17(9): e0274491. https://doi.org/10.1371/journal.
pone.0274491

Editor: Kumaradevan Punithakumar, University of
Alberta, CANADA

Received:March 15, 2022

Accepted: August 29, 2022

Published: September 13, 2022

Peer Review History: PLOS recognizes the
benefits of transparency in the peer review
process; therefore, we enable the publication of
all of the content of peer review and author
responses alongside final, published articles. The
editorial history of this article is available here:
https://doi.org/10.1371/journal.pone.0274491

Copyright: 2022 Romero R. et al. This is an open
access article distributed under the terms of the
Creative Commons Attribution License, which
permits unrestricted use, distribution, and
reproduction in any medium, provided the original
author and source are credited.

Data Availability Statement: In vivo images were
obtained from the MIMI study (ClinicalTrials.gov
Identifier: NCT01360242,217) and are available on



Introduction
Myocardial infarct size is a crucial parameter serving as a surrogate endpoint in clinical studies

of new therapeutic interventions after Acute Myocardial Infarction (AMI). Therefore, consid-

erable research engagement has been directed toward the automatic quantification of the

infarct size as well as the size of the post-reperfusion no-reflow lesion based on CMR Late Gad-

olinium Enhanced (LGE) images [1–5]. These studies require reliable post-processing tools for

the segmentation and quantification of the myocardial infarct lesion; in general, these tools are

reported to be an in-house code development in a numeric computing environment (i.e.

MATLAB) or a commercial application software. Not only do these tools restrict reproducibil-

ity of the studies but they can also prevent a full understanding of the use of computational

methods. Because what is behind the mathematical model (constraints, parameters, etc.) is not

clear, it is difficult to provide an objective assessment of lesion segmentation methods. For

instance, a recent publication of Wu et al. [5] presents a general review of cardiac scar segmen-

tation methods (including methods for non-LGE images). This review reports quantitative

results across publications. The conclusion states the need of a public benchmarking of the

methods as a fairer review of their performances. This is a challenge that requires tools for

open collaboration in a growing culture focused on advancing methods by reproducible sci-

ence [6, 7]. The neuroimaging research community is a clear example of this research and

development methodology [8, 9].

In the field of Cardiac MRI, there is a gap between open-source software built within the

scientific community and commercial applications. The issue is not the availability of compu-

tational methods for image processing in open-source packages per se, but the fact that these

methods are not assembled in a suitable workflow for processing and carrying out statistical

analysis on large clinical cohorts. A suitable workflow requires to select the structure of interest

(myocardial segmentation), perform a computational method on the data from this structure,

and analyse the output based on the American Heart Association (AHA) 17-segment model

[10] (commonly named bullseye plot). Although it does not seem complex, it has been appar-

ently embraced only by commercial applications which offer a custom-made workflow for

myocardial segmentation and statistical analysis based on the AHAmodel. To provide an

example, Table 1 presents an overview of well-known image processing tools in terms of two

requirements for Cardiac MR image analysis: myocardial segmentation and statistical analysis

following the standardised AHA 17-segment model. In general, a commercial software is a

product designed to be marketed under a utilisation licence. The user must pay for a binary

Table 1. Overview of available post-processing tools. Requirement 1 (R1): myocardial segmentation, requirement 2 (R2): statistical analysis and visualisation follow-
ing the AHA 17-segment model.

Application Software Description R1 R2 Target Platform Licence

3D Slicer [13] Subject-specific biomedical image processing and
visualisation

No No Linux, Windows, macOS Open-Source, BSD-style

ImageJ [14] Multi-purpose scientific image processing and
visualisation

No No Linux, Windows, macOS Public Domain, BSD-2

MeVisLab [15] Workflow-based fast-prototyping No No Linux, Windows, macOS Proprietary, freeware

Medis Suite MR [16] Cardiac MR image analysis Yes Yes Windows Commercial

Circle CVI42 [17] Cardiac MR image analysis Yes Yes Windows, macOS Commercial

Segment CMR [18] Cardiac MR image analysis Yes Yes MATLAB on Linux, Windows,
macOS

Segment open licence
agreement

Caas MR Solutions
[19]

Cardiac MR image analysis Yes Yes Windows Commercial

CMRSegTools Cardiac MR image analysis Yes Yes macOS CeCILL

https://doi.org/10.1371/journal.pone.0274491.t001
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version which must be used as in accordance with the licence directives. There is no access to

the source code of the commercial product (closed-source). Freeware software is free of charge

but closed-source. In open-source software, the user has access to the source code and the dif-

ferent licences (i.e. BSD, GNU GPL, etc.) provide the rights to copy, modify, redistribute the

code, as well as build and release binary versions for commercial purposes [11]. Open-source

software promotes open collaboration and research communities have been attracted to this

innovation methodology [12]. Overall, open-source image processing software is not closely

linked to the CMR concepts and practice. Therefore, a customised computer-based tool such

as the one presented in this paper, could provide on-the-job support to ease analysis task per-

formance on large clinical cohorts.

Moreover, a new demand has arisen with the advent of computational methods based on

Machine Learning (ML). Using ML, the scientific community is now developing new solutions

to solve the long-standing problem of a reliable quantification of infarct lesions. These

approaches require annotated data sets which are generated and assessed by standard methods

(i.e. signal threshold versus reference mean, full-width at half-maximum, etc.) [4, 5, 20, 21].

Consequently, there is a clear need for a unified reference of computational methods for lesion

segmentation. This could be met with a common assessment platform that could easily be

used by clinicians, radiologists and MRI researchers.

This paper presents CMRSegTools, a novel application software that allows users to bench-

mark new lesion segmentation methods as compared to state-of the-art methods in the field.

CMRSegTools, includes customised tools for user-assisted myocardial segmentation; manual,

semi- and automatic lesion segmentation which can be used in the generation of training data

sets for Machine Learning (ML) strategies. This computer-based tool can be easily deployed

on clinical infrastructures, closing the gap between analysis methods and their direct utilisa-

tion in clinical trials, as demonstrated in the studies [22–25].

CMRSegTools plug-in
CMRSegTools is an application software specifically designed to ease myocardial segmenta-

tion, quantification and tissue characterisation on CMR images. CMRSegTools has been

implemented as a plug-in for the widely available commercial OsiriX and open-source Horos

DICOM viewers [26, 27] in order to take advantage of usability features and advanced visuali-

sation tools (ROI outline tools, colour look-up tables, pixel interpolation algorithms for dis-

play, etc.) as well as the effortless deployment on a clinical or research infrastructure. Fig 1

shows the main components of the plug-in and its integration within the OsiriX/Horos

environment.

The user-friendly Graphical User Interface (GUI) empowers the user to: segment the

Left-Ventricle (LV); calculate infarct size, Microvascular Obstruction (MVO) lesion size,

Endocardial Surface Length (ESL), and Endocardial Surface Area (ESA) amongst others. The

real-time feedback updates the GUI with statistical information (number of pixels, minimum

and maximum pixel value, mean value, standard deviation, etc.) of the pixels selected by the

segmentation along with an interactive histogram. The image of interest is also dynamically

updated (Epicardium and Endocardium contours, LV/RV junction landmark, region seg-

ments statistics in the 17-segment model, AHA [10]) according to the user interaction

(Fig 2). Furthermore, CMRSegTools saves the workspace state, which means that it restores

the GUI and image viewer to the state they were in when the plug-in was last used. The source

code of the plug-in is available at https://github.com/OpenCardiacMRISoftware/

CMRSegTools.
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Interoperability and extension

The CMRSegTools plug-in is independent of scanner vendor, sequence type and protocol. The

OsiriX/Horos framework [26, 27] eliminates common requirements for data access (access to

PACS), database management, transformation from the DICOM standard to final post-

processing format, and data provenance; requirements which are critical in the development

of clinical trials. In addition, the plug-in includes a functionality to import ROI from cvi42

(Circle Cardiovascular Imaging Inc., Calgary, Canada) file format.

This application software has been designed with the CMR lexicon in mind. All graphical

elements generated by the plug-in (i.e. segmentation contours, set of pixels corresponding to

the lesion, etc.) are tagged with keywords for identification within the OsiriX/Horos runtime

environment. This enables the interaction with other plug-ins. For example, a specialised plug-

in for myocardial segmentation (i.e. ML-based segmentation [21]) can export the segmenta-

tion output with the keywords “CMRSegTools: Epicardium” and “CMRSegTools: Endocardium”

(ROI names can be set by the user in the OsiriX/Horos ROI manager). Therefore, this

Fig 1. CMRSegTools architecture diagram. The plug-in has access to the DICOM viewer functionalities through the Application Program Interface
(API) exposed by OsririX/Horos. The DICOM viewer runs on MacOS operating system. List of the frameworks and toolkits in each layer: ITK, Insight
Toolkit; VTK, Visualisation Toolkit; DCMTK, DICOMToolkit; Cocoa, Mac OSX Native AP; OpenGL, Computer Graphics API.

https://doi.org/10.1371/journal.pone.0274491.g001

PLOS ONE CMRSegTools

PLOSONE | https://doi.org/10.1371/journal.pone.0274491 September 13, 2022 4 / 17



segmentation can be identified by CMRSegTools. Inversely, another plug-in can start working

with the CMRSegTools ROIs (“CMRSegTools: Epicardium”, “CMRSegTools: Endocardium”,

“CMRSegTools:Remote_stddev”, etc.) by searching for these keywords in the OsiriX/Horos

ROI manager.

Statistical results include the number of pixels, minimum and maximum pixel values, mean

value, and standard deviation, among others of each ROI (lesion, MVO and remote) per seg-

ment, slice and for the entire myocardium. This information can be exported to an Excel file

or as a delimited text file (comma-separated values) for a more comprehensive examination

over different studies or cohorts of interest using application software for statistical analysis

(e.g. pandas [28], R scripts [29] or any statistical package).

The main computational methods are written in C++ using the Insight Segmentation and

Registration ToolKit (ITK) [30] and the Visualisation ToolKit (VTK) [31], which grant exten-

sibility and interoperability in terms of new functionalities required, that is new image process-

ing methods.

Fig 2. CMRSegTools workspace. The CMRSegTools GUI (left) shows the histogram highlighting the bins matching the lesion segmentation. The user
can select the algorithms for the segmentation of the myocardium or some of its regions. The image viewer (right) displays the segmented area in
magenta as well as the Epicardium (green) and Endocardium (red) contours, LV/RV junction landmark (yellow segment) and AHA region segments.
The LGE image presented was obtained with a 3D IR GRE sequence.

https://doi.org/10.1371/journal.pone.0274491.g002
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Myocardial segmentation

The initialisation of the endocardial and epicardial contours is performed in 2 mouse clicks,

and then automatically adjusted to the myocardium using the Boundary Enhanced Automated

Surface (BEAS) algorithm [32, 33].

BEAS was originally developed for automatic segmentation of 3D cine-loop echocardio-

graphic images to provide an efficient, fast and accurate solution for quantification of the main

left ventricular volumetric indices used in clinical routine. In addition, the method was

adapted for 3D+time CMR data sets (acquired by a cine steady state free precession sequence,

SSFP) and benchmarked against the data sets available from the MICCAI 2009 Cardiac MR

Left Ventricle Segmentation Challenge [34]. The benchmark demonstrated the technique to

be robust, efficient and fast in terms of accuracy and computational load, which makes the

BEAS algorithm suitable for a clinical practice [33].

The contours automatically determined by BEAS can be interactively corrected using

OsiriX/Horos ROI edition functionalities such as the repulsor tool. Endocardial and epicardial

contours can also be manually outlined. Moreover, the contours can be delineated on the

basal, mid-cavity and apical slices and automatically propagated to the intermediate slices.

In order to remove pixels from the segmented myocardium close to the endocardial and

epicardial contours, and avoid contamination from partial volume effect between myocardial

tissue and blood (in the cavity) or air (at the myocardium to lung interface), an inner (epicar-

dial) and outer (endocardial) offset in millimetres can be optionally set as a parameter of the seg-

mentation method. These parameters can be configured by the user in the plug-in preferences.

Lesion segmentation

Methods for measuring infarct size can be divided into visual assessment, manual planimetry,

and voxel-based approaches. Visual assessment scores hyperenhancement on a 5-point grad-

ing scale on the AHA 17-segment model [10]. Manual planimetry involves a manual definition

of the hyperenhanced regions of interest (ROI) across contiguous short-axis slices in order to

calculate the lesion size [10, 35]. Both methods are inherently operator dependent, which

makes them time consuming as they rely on a manual process. Consequently, they are unsuit-

able for clinical routine or the analysis of large cohorts. Voxel-based thresholding techniques

start with a comparative measurement of hyperenhanced regions with a remote healthy region

set as a reference (Signal Threshold versus Reference Mean, STRM) [36]. Threshold calcula-

tion can be based on a statistical measure such as the Full-Width at Half-Maximum (FWHM)

[37, 38] or on histogram information as in the case of the Gaussian mixture model (GMM)

approaches [39]. Depending on whether the methods require an initialisation parameter to

calculate the threshold or not they are classified as semi-automatic or fully automatic. These

methods are more time efficient and suitable for large scale processing.

The methods for the segmentation of the hyperenhanced region in CMRSegTools include:

• manual cut-off: the threshold is calculated as T = μ+ cσ where μ is the mean of signal inten-

sity in the remote and healthy myocardium and σ its the standard deviation, c is the parame-

ter to set by the user (a positive integer usually between 2 and 10);

• manual histogram-based segmentation: the pixel intensity range is defined by two interactive

cursors on the histogram;

• automatic cut-off: the threshold is calculated as T ¼ Imax

2
where Imax is the maximum intensity

within the myocardium in the infarct zone (method known in the literature as Full-Width at

Half-Maximum, FWHM);
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• Gaussian mixture model: the threshold is defined as the intersection of a Rician-Gaussian

mixture model fitted on the histogram [39];

• Hsu modified: this method is based on the feature analysis and combined thresholding

(FACT) algorithm where an iterative refining process eliminates false-positives based on

regional analysis [37];

• hidden Markov random field model with expectation-maximisation (HMRF-EM): this algo-

rithm is founded on the method proposed in [40]. It labels pixels within the myocardium by

calculating the set of parameters (mean and standard deviation) of the Probability Density

Function (PDF) that defines each label (lesion and remote) [41].

These methods are described in detail in S1 Appendix.

Manual definition of the MVO region

Only Hsu and HMRF-EMmethods provide a segmentation of the MVO (or no-reflow)

regions. The MVO region can be selected (or edited) manually after segmentation of the

infarct by using a pixel selection tool (brush) or region growing functionality. If there is a

MVO region, this new class of tissue is automatically added to the infarct size, with corre-

sponding pixels being automatically displayed in yellow (default color on the GUI for

highlighting the MVO region). Similarly, if MVO pixels are categorised as false positive and

highlighted in yellow by Hsu or HMRF-EMmethods, they can be manually removed. MVO

size and statistics (number of pixels, minimum and maximum pixel value, mean value, stan-

dard deviation, etc.) are calculated (Fig 3).

Transmural extent, endocardial surface length and endocardial surface
area

An interactive 2D/3D wiper tool (white segments in Fig 2) allows the user to manually identify

the lateral edges of myocardial infarct in order to determine the Endocardial Surface Length

Fig 3. CMRSegTools segmentation output. (a) Image viewer before executing CMRSegTools; (b) Epicardium and endocardium contours from the
myocardial segmentation, lesion segmentation (pixels in magenta colour), histogram and quantification statistics without MVO region; (c) Segmented
regions, histogram and quantification statistics after defining the MVO region (contour and pixels in yellow colour).

https://doi.org/10.1371/journal.pone.0274491.g003
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(ESL) of the infarct (in percent of the endocardial contour perimeter) [42]. When multiple

slices are evaluated (wipers location is propagated across slices), the Endocardial Surface Area

(ESA) is automatically calculated. This functionality also intrinsically allows the user to clean

up the segmentation results a posteriori and provides a transmural extent estimation.

Testing data
A series of synthetic images emulating myocardial infarct lesions were generated with arbitrary

size, transmural extent, percent Signal Enhancement (%SE) and CNR. In order to test the

influence of the noise level on the results, several synthetic levels of noise were computed to

reproduce what was previously measured in vivo using various CMR sequences in patients

[43]. To achieve a realistic model of the cavity, myocardium, infarct size and shape, and signal

intensity in each compartment, the numeric images were built using multi-slice 3D data sets

acquired on patients. Synthetic images were generated with a resolution similar to the one

used in clinical acquisitions [41].

In vivo images from the MIMI study (ClinicalTrials.gov Identifier: NCT01360242, [44])

were used in this study to validate the plug-in functionalities on real clinical data. The MIMI

(Minimalist Immediate Mechanical Intervention) study was a multicentric randomised trial

aiming at comparing immediate stenting and 24–48h delayed stenting in patients treated with

primary percutaneous coronary intervention (PCI); the MR protocol included T1, T2, T2�,

Cine and 3D/2D Late Gadolinium Enhancement (LGE) scans. The data set is available through

the Human Heart Project [45] under research collaboration agreement.

Results
The validation of the implemented methods within CMRSegTools includes a functional vali-

dation of the myocardial segmentation method; verification of the lesion segmentation output

on synthetic data, and an assessment of the automated segmentation functionalities based on a

reference made by a radiology expert.

Myocardial contour segmentation with BEAS

An example of the CMRSegTools LV segmentation output is presented in Fig 4. These results

show the variation of the segmented contours across different image types (LGE, EGE and

cine images) as a consequence of the image contrast difference and myocardial mass.

Although the BEAS algorithm was originally developed for segmentation of echocardio-

graphic images, the method has shown very good performance on images with homogeneous

myocardium wall (well-defined ring structure) such as cardiac cine MRI based on balanced

SSFP contrast. As this method is based on active contours principle [46, 47], the segmentation

is affected by the heterogeneity of the myocardium wall with multiple tissue classes (lesion,

MVO and remote healthy pixels). These tissue classes have an impact on the energy function

that penalises the deviation to the initial model (LV template presented in Fig 4a and 4d),

which means that the user may have to manually correct the LV segmentation contours.

Validation on synthetic data

The numerical phantom generation from real clinical data (2D and 3D) is illustrated in Fig 5

and a performance benchmark across segmentation methods is presented in Fig 6. Fig 6 shows

the relative and absolute error in the calculation of the lesion size as a function of the CNR.

Absolute relative error is plotted on logarithmic scale to highlight the results of 2-SD, 3-SD

and 5-SD for CNR> 5. Overall, the accuracy improves as the CNR increases. The
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segmentation by STRM (n-SD) methods is strongly determined by the remote region and

CNR. Lower CNR (CNR< 6) leads to an under-estimation (less pixels categorised as MI) by

2-SD, 3-SD,5-SD and FWHMRegion methods, and to an over-estimation (more pixels catego-

rised as MI) by FWHMMax, GMM, Hsu and HMRF-EMmethods. This is due to the incorrect

categorisation of the infarct edges or some noisy pixels. On a real image coil sensitivity varia-

tion, cardiac motion and partial-volume effects may generate this kind of intermediate SI pix-

els that may be included within the n-SD constraint or statistical model. However, at lower

CNR scenarios, a lower cut-off provides a more accurate infarct segmentation with an error

less than 3.8%. Lower CNR impacts the performance of the GMMmethod reaching about 60%

of mean relative error. The best performance corresponds to STRM with 5-SD, FWHM, Hsu

and HMRF-EM providing a very low margin of error starting at CNR> 3.

Radiology expert segmentation vs automated segmentation methods

An example of the manual segmentation made by an expert radiologist (P.C. with 20 years of

experience in cardiovascular imaging) against each one of the methods within CMRSegTools

on a patient with MVO is presented in Figs 7 and 8. The relative error between methods output

and expert segmentation of a ROI was calculated as ErrorROI ¼
AreaROIðmethodÞ�AreaROIðexpertÞ

AreaROIðexpertÞ

Fig 4. Performance of BEAS segmentation on images with different contrast type. (a) User initialisation on the LGE image; (b) first and (c) second
iteration of the automatic segmentation based on (a). (d) User initialisation on the EGE image and (e) segmentation output. (f) Segmentation output on
cine bSSFP. All images were taken at the same slice location and from the same patient at different breath-hold scans.

https://doi.org/10.1371/journal.pone.0274491.g004
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Discussion
Although a considerable research has been conducted to develop and assess computational

methods for the quantification of lesion size in CMR, to date and to the best of our knowledge,

there has been no initiative to provide a unified reference for lesion segmentation methods

within a common assessment platform. The baseline of existing publications reporting infarct

lesion sizing is usually an offline analysis based on in-house (closed-source) implementations

of conventional or, less often, innovative segmentation algorithms. Following this approach it

is difficult to make an objective evaluation of existing methods. The assessment would only be

performed when a medical device vendor releases the methods in a commercial software prod-

uct. In this scenario, the benchmarking of computational methods implemented by research

groups and commercial solutions is biased by the vendor constraints for the algorithms. Since

manufacturers are under regulatory restrictions, the integration of the latest hardware and

software on their platforms typically requires long production time, often resulting in regretta-

ble delays in early testing of new, advanced and potentially valuable algorithms. CMRSegTools

is therefore a contribution to enable reproducible research by assembling the most used meth-

ods for infarct segmentation in a suitable workflow executed in a single and widely available

environment: Osirix/Horos DICOM viewers. This platform was chosen because it provides an

Application Programming Interface (API) that grants access to the data management, user

interaction and visualisation functionalities. It was also chosen because it has an open-source

Fig 5. Example of numerical phantom generation (c), (d), (e) and (f) from a real clinical data set (a) and (b). Images were acquired with a 3D-IR-GRE
sequence on a patient with a myocardial infarct. (a) Traced endocardial and epicardial contours on one slice (2D), (b) manual lesion segmentation, (c)
output synthetic image (2D). The figures (d), (e) and (f) illustrate transmural extent and ESL calculation on a numerically generated infarct with known
size and variable transmural extent around a user-defined mean value. (d) Red, green and yellow contours are respectively the endocardial and
epicardial borders, and the mean simulated transmural extent; (e) final synthetic image. (f) CMRSegTools segmentation output (HMRF-EM); magenta
pixels on the synthetic image correspond to those classified as myocardial infarct on the numerical phantom. The orange wipers delineate the ESL.

https://doi.org/10.1371/journal.pone.0274491.g005
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licence. However, OsiriX/Horos is a macOS-only software, which limits its deployment on

platforms based on a different operating system.

One of the contributions to the infarct segmentation workflow is the implementation of a

semi-automatic method for the LV segmentation based on active contours [32, 33]. The BEAS

algorithm utilises a LV template provided by the user in order to automatically fit the template

to the epicardium and endocardium boundaries. Although the outcome of the BEAS segmen-

tation may be affected by the different tissue classes in the myocardial wall, this functionality

enhances automation capabilities for clinical routine or the analysis of large cohorts as demon-

strated in [33]. A reliable segmentation of the myocardium is important as the edge of the

endocardiummay constitute up to 50% of the infarct perimeter; this means that a wrong deter-

mination of the endocardial infarct border is a large source of variability in final infarct size

measurements. At present, there are no automated algorithms that can reliably distinguish the

bright LV cavity from the bright endocardial border of the infarct. This challenge is being

addressed by new segmentation methods (including non-LGE images) based on ML [5, 21,

48, 49].

To validate the correspondence between the mathematical model (S1 Appendix) and the

code implementation, the correctness of the computational methods has been verified with

synthetic data. This also allowed the benchmarking of infarct segmentation methods (Fig 6)

on synthetic data. The main lesson emerging from the analysis is that STRM (n-SD) methods

with n< 5 and GMM are easily influenced by CNR. At lower CNR conditions the outcomes

from these methods are unreliable, making them unsuitable for real clinical conditions. When

CNR> 5, 2-SD and 3-SD are insensible to CNR. The HMRF-EM has shown a good

Fig 6. Performance of the lesion segmentation methods across different Contrast-to-Noise Ratio (CNR) scenarios. The curves show the relative
error (RE) and bars the absolute relative error (ARE, logarithmic scale) for each segmentation method. The CNR was calculated as the ratio between the
SI difference of the infarct and healthy myocardium over the standard deviation of the SI in the myocardium.

https://doi.org/10.1371/journal.pone.0274491.g006
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performance in most of the different scenarios (CNR> 3). A comparison between expert and

automated segmentation methods is presented in Figs 7 and 8 as an example of the output of

the current version. CMRSegTools has been tested and used successfully in several studies

[22–25].

An extended assessment or benchmarking of infarct segmentation methods is beyond the

scope of this paper. The goal is to provide a computer-based tool which includes well-known

lesion segmentation methods (S1 Appendix) in order to empower research scientists to repro-

duce results and assess comparatively new methods. In this direction, CMRSegTools source

code has been released under the CeCILL licence (a French free software license compatible

with GPL) that grants users the right to copy, modify, and distribute new versions of the

plug-in.

Machine learning approaches for SI classification would require reference data that can be

applied to a learning process [50]. With CMRSegTools, it is possible to generate labeled fea-

tures (infarct, MVO and remote ROIs) extracted from the data and the expected quantification

based on reference segmentation methods. These specific features are the main input of super-

vised learning approaches. As shown in Figs 7 and 8, outcomes fromMLmethods can be easily

Fig 7. Comparison between the manual segmentation made by an expert (without the definition of the MVO region), and the segmentation made
by each of the methods within CMRSegTools. For each segmentation, the figure shows: epicardium (green) and endocardium (red) contours from the
myocardial segmentation, lesion segmentation (magenta), remote healthy myocardium (turquoise), no-reflow region by HMRF (yellow), histogram,
quantification statistics and relative error.

https://doi.org/10.1371/journal.pone.0274491.g007
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compared to manual, semi- or full-automated state-of-the-art methods. Additionally, errors

performed by ML methods may be labeled as well in order to improve the accuracy, specially

in strategies involving active learning.

The analysis scenario presented in this paper (methods benchmarking and expert vs

computational methods assessment) can be replicated by research scientists working in CMR

on their own data or by downloading the testing data used for this work from the Human

Heart Project [45]. This is particularly interesting as it allows reproducible research in this

field.

Conclusions
CMRSegTools is an application software for the comparative assessment of infarct segmenta-

tion methods applied to CMR images via a single and integrated platform (widely available

Osirix and Horos DICOM viewers). This helps to improve the reproducibility of post-process-

ing methods in clinical studies. This application software works on native DICOM images; the

OsiriX/Horos functionalities enable direct connection to PACS making the plug-in indepen-

dent of scanner vendor, imaging sequence and protocol. Interoperability functionalities allow

Fig 8. Comparison between the manual segmentation made by an expert (including a manual definition of the MVO region), and the
segmentation made by each of the methods within CMRSegTools. For each segmentation, the figure shows: epicardium (green) and endocardium
(red) contours from the myocardial segmentation, lesion segmentation (magenta), remote healthy myocardium (turquoise), no-reflow region (yellow),
histogram, quantification statistics and relative error.

https://doi.org/10.1371/journal.pone.0274491.g008
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importing data from external software such as ROI created in other application software (e.g.

cvi42). New segmentation methods can be easily integrated into the plug-in by developing

components based on well-known image processing and visualisation libraries such as ITK

and VTK in C++ programming language. By using CMRSegTools, it is possible to create train-

ing and testing data sets that can be used in Machine Learning approaches. In addition, statisti-

cal measurements can be exported for further examination in specialised data analysis tools.

Supporting information
S1 Appendix. Lesion segmentation methods in CMRSegTools.

(PDF)
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man, editors. Proceedings of the 9th Python in Science Conference; 2010. p. 56 – 61.

29. RCore Team. R: A Language and Environment for Statistical Computing; 2018. Available from: https://
www.R-project.org/.

30. McCormick MM, Liu X, Ibanez L, Jomier J, Marion C. ITK: enabling reproducible research and open sci-
ence. Frontiers in neuroinformatics. 2014; 8:13. https://doi.org/10.3389/fninf.2014.00013 PMID:
24600387

31. SchroederW, Martin KM, LorensenWE. The visualization toolkit an object-oriented approach to 3D
graphics. Prentice-Hall, Inc.; 1998.

32. Barbosa D, Pedrosa J, Heyde B, Dietenbeck T, Friboulet D, Bernard O, et al. heartBEATS: A hybrid
energy approach for real-time B-spline explicit active tracking of surfaces. Computerized Medical Imag-
ing and Graphics. 2017; 62:26–33. https://doi.org/10.1016/j.compmedimag.2017.07.004 PMID:
28784271

33. Queirós S, Barbosa D, Heyde B, Morais P, Vilaça JL, Friboulet D, et al. Fast automatic myocardial seg-
mentation in 4D cine CMR datasets. Medical image analysis. 2014; 18(7):1115–1131. https://doi.org/
10.1016/j.media.2014.06.001 PMID: 25042098

34. Radau P, Lu Y, Connelly K, Paul G, Dick A, Wright G. Evaluation framework for algorithms segmenting
short axis cardiac MRI. The MIDAS Journal-Cardiac MR Left Ventricle Segmentation Challenge. 2009;
49.

35. Mewton N, Revel D, Bonnefoy E, Ovize M, Croisille P. Comparison of visual scoring and quantitative
planimetry methods for estimation of global infarct size on delayed enhanced cardiacMRI and validation
with myocardial enzymes. European journal of radiology. 2011; 78(1):87–92. https://doi.org/10.1016/j.
ejrad.2009.09.027 PMID: 19962260
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10 centres internationally. Phantoms comprising 0%–20% polyvinylpyrrolidone (PVP)

were scanned with DTI using a product pulsed gradient spin echo (PGSE; N = 10

sites) sequence, and a custom motion-compensated spin echo (SE; N = 5) or stimu-

lated echo acquisition mode (STEAM; N = 5) sequence suitable for cardiac DTI

in vivo. A second identical scan was performed 1–9 days later, and the data were

analysed centrally. The average mean diffusivities (MDs) in 0% PVP were (1.124,

1.130, 1.113) x 10�3 mm2/s for PGSE, SE and STEAM, respectively, and accurate to

within 1.5% of reference data from the literature. The coefficients of variation in

MDs across sites were 2.6%, 3.1% and 2.1% for PGSE, SE and STEAM, respectively,

and were similar to previous studies using only PGSE. Reproducibility in MD was

excellent, with mean differences in PGSE, SE and STEAM of (0.3 ± 2.3, 0.24 ± 0.95,

0.52 ± 0.58) x 10�5 mm2/s (mean ± 1.96 SD). We show that custom sequences for

cardiac DTI provide accurate, precise, repeatable and reproducible measurements.

Further work in anisotropic and/or deforming phantoms is warranted.

K E YWORD S

cardiac DTI, isotropic phantom, multicentre, polyvinylpyrrolidone, pulse sequence validation,

reproducibility

1 | INTRODUCTION

Diffusion tensor imaging (DTI) is an emerging noninvasive and contrast agent-free method for the characterisation of cardiac microstructure. It

provides measurements, such as mean diffusivity (MD) and fractional anisotropy (FA), that are sensitive to the diffusion of water molecules, and

therefore local tissue structure. Increased MD, for example, corresponded well to late gadolinium-enhanced segments in myocardial infarction,1,2

while decreased FA can reflect cardiomyocyte disarray and increased extracellular volume in hypertrophic cardiomyopathy (HCM).3 Changes in

MD and FA have also been associated with a range of conditions including myocardial infarction,4,5 hypertrophy,6 athlete's heart,7 fibrosis,8 amy-

loidosis9 and dilated cardiomyopathy.10,11

Despite recent advances, several major challenges need to be addressed to facilitate integration of DTI in clinical routine. The first is the

uncertainty in choice of pulse sequence. As a result of cardiac motion, methods for motion compensation have had to be developed. These can be

classed into two broad approaches, both employing cardiac triggering for synchronising to the cardiac cycle, and a single-shot echo planar imaging

(EPI) readout for reduced motion sensitivity. The first method is based on stimulated echo acquisition mode (STEAM)12 with monopolar13 diffu-

sion gradient waveforms. The second method is based on spin echo (SE) with motion-compensated diffusion gradient waveforms.14 The most

widely used SE implementation involves up to second-order motion compensation, rendering the sequence insensitive to constant velocity and

acceleration. Second-order motion-compensated spin echo (M2SE) can be achieved with a range of methods, including asymmetric bipolar

waveforms,15 symmetric tripolar waveforms with improved robustness to B1 inhomogeneities (M2B1resist)16 and numerically optimised wave-

forms convex optimised diffusion encoding (CODE)17 and motion-compensated optimised diffusion encoding (MODE)18 with reduced echo times.

Two studies compared the performance of STEAM and M2SE. One reported more than twofold higher signal-to-noise ratio (SNR) efficiency in

M2SE compared with STEAM,19 while the other, performed on a system with standard clinical gradients, observed that STEAM was more robust

over a range of cardiac phases.20

The second challenge is the known sensitivity of diffusion MRI, not just to tissue properties, but also to acquisition parameters. Fitting of a ten-

sor to diffusion-weighted (DW) data ignores non-Gaussian diffusion effects21 stemming from the multiple compartments and barriers present within

the complex cell microenvironment, leading to measures of apparent diffusivity that are sensitive to parameters such as pulse sequences,19,20 diffu-

sion times22 and b-value.23 Furthermore, DTI relies on low SNR DW images, leading to errors in measured parameters,24,25 and sensitivity to image

resolution and SNR.26 The low SNR necessitates larger voxel sizes that enhance partial volume and residual motion artefacts,27 while the rapid

switching of diffusion gradient waveforms may enhance eddy current effects.27 Additionally, early STEAM studies erroneously ascribed b-values of

0 s/mm2 to the non-DW data during the reconstruction, leading to bias in MD, even within one sequence type.28,29 Consequently, studies in the

myocardium of healthy volunteers have reported a wide range of MD (0.87 x 10�3 to 1.72 x 10�3 mm2/s) and FA (0.29 to 0.61).19,20,30,31 This

hampers comparison of data between sites and studies, and a standardised protocol is needed for comparison of absolute values.
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The third challenge is the need to establish reproducibility of DTI parameters within and across sites. One intrasite study in healthy volunteers

using a STEAM-EPI sequence showed no significant differences in myocardial MD and FA acquired at two time points.28 Another single-site study

in patients with HCM32 reported coefficients of variation (CVs) of myocardial MD and FA across two time points of 19% and 7.2%, respectively.

Intersite reproducibility is typically measured by scanning standardised subjects and substrates, such as travelling volunteers and phantoms,

respectively, at multiple sites. Such studies have been performed most widely in the context of brain imaging, and have reported good reproduc-

ibility in MD and FA across up to 11 sites, with intersite CVMD in brain ranging from 1.6% to 5.4% and CVFA ranging from 2.0% to 4.5%.33–35 One

cardiac DTI study involving healthy volunteers at two sites reported myocardial CVMD and CVFA of up to 7% and 6%, respectively.29

While volunteers are key to assessing the real-world performance of DTI, phantoms are more cost-effective for larger scale studies, offer lon-

ger term stability and allow for customisation of features for isolation of sources of variation in the data. Isotropic phantoms, for example, ice

water33 or aqueous solutions of polyvinylpyrrolidone (PVP)34,36,37 or nickel chloride and sodium chloride,35 provide a homogeneous substrate

with known MD, while biomimetic phantoms simulating cardiac microstructure38 additionally permit reproducible measurements of FA. While

such anisotropic phantoms could facilitate more realistic evaluation of anisotropy, these remain generally unavailable. Moreover, isotropic phan-

toms have a unique advantage, in that there exist gold standard reference measurements of diffusivity in the case of water, and corroborating

MD values in the literature in the case of PVP.

In this multicentre study, we sought to establish the accuracy, precision, repeatability and reproducibility of state-of-the-art pulse sequences

for cardiac DTI among 10 centres internationally. We employed a standardized, custom-built, temperature-controlled PVP phantom to permit

baseline evaluation of MD and FA, as well as intrasite and intersite reproducibility in a homogeneous, isotropic substrate with known diffusivity,

and acquired data using a product noncardiac DTI pulse sequence to serve as a reference.

2 | MATERIALS AND METHODS

Ten sites participated in the study (one Philips 1.5-T scanner, nine Siemens 3-T scanners). Phantoms were produced at a single site and shipped to par-

ticipating sites. Data were acquired using a standardised protocol prescribing both product and custom DTI sequences. A second scan was performed

from 1–9 days following the first scan. Data were uploaded to a central server, and analysed by a single site using a standardised processing pipeline.

2.1 | Phantom preparation

The phantom comprised 7 x 50-ml Falcon tubes filled with PVP (Sigma Aldrich, Dorset, UK) in distilled water in concentrations ranging from 0%

to 20%. The tubes were positioned vertically in an outer container using a laser-cut plastic holder. Prior to imaging, the tubes were immersed in

an ice-water bath and given sufficient time to equilibrate to 0�C (Figure 1). The phantoms were placed at the isocentre in identical orientation.

2.2 | Data acquisition

To verify consistent temperature, a fast diffusion-weighted imaging (DWI) scout scan was performed using the product sequence (i.e. pulsed gra-

dient spin echo [PGSE] with single-shot EPI readout). The mean apparent diffusion coefficient (ADC) was measured in a region of interest (ROI) in

F IGURE 1 Phantom design. (A) Photograph of phantom prior to filling with ice-water bath. (B) Key for identifying tubes with different

concentrations of polyvinylpyrrolidone (PVP)
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the central tube. The scout scan was repeated at 10-min intervals, until the mean ADCs across two consecutive scans were within 3% agreement.

Sites performed experiments using the product PGSE sequence13 and a custom DTI sequence of their choice optimised for cardiac-specific appli-

cations. The scan parameters for the product sequence were TR/TE = 3000/85 ms, coronal view, field of view (FOV) = 300 � 230 mm, in-plane

resolution = 2.5 mm, slice thickness = 8 mm, gap = 8 mm, slices = 3, bandwidth � 3000 Hz, parallel imaging acceleration = 2x, ECG-triggered

with simulated heart rate = 60 beats per min. Specified parameters such as TE and resolution were fairly conservative, to ensure that all sites

could meet the sequence specifications in the presence of different hardware capabilities. To ensure consistency in diffusion schemes across dif-

ferent scanners, the following diffusion schemes were specified: (i) DWI scout scan: non-DW images = 1, diffusion vectors (3) = [1 0 0; 0 1 0; 0 0

1], b = 450 s/mm2, repetitions = 3, acquisition time �36 s; (ii) DTI scan: non-DW images = 1, diffusion vectors39 (6) = [0.5257 0.8507 0;

0.5257–0.8507 0; 0 0.5257 0.8507; 0 0.5257–0.8507; 0.8507 0 0.5257; �0.8507 0 0.5257], b = 100, 300, 450 s/mm2, repetitions = 30, acquisi-

tion time �29 min. Each site performed imaging with one custom sequence of their preference, including spin echo-based sequences with up to

second-order motion compensation (M2SE, CODE, MODE, M2B1resist) and STEAM (Figure 2). The relevant acquisition parameters can be found

in Table 1 and the supporting information.

2.3 | Data analysis

Image reconstruction was performed on the scanners using standard vendor reconstruction software. Data storage and management were per-

formed using the Human Heart Project, an online platform for heart imaging research.40,41 Data were analysed centrally using open source Matlab

F IGURE 2 Schematic pulse sequence diagrams describing the diffusion waveforms used. These include the pulsed gradient spin echo (PGSE)

product sequence and custom sequences as follows: motion-compensated spin echo (M2SE), convex optimised diffusion encoding (CODE),

motion-compensated optimised diffusion encoding (MODE), motion-compensated symmetric spin echo (M2B1resist) and stimulated echo

acquisition mode (STEAM). All custom spin echo sequences were motion-compensated up to the second order, and all sequences used a single-

shot echo planar imaging readout. For clarity, preparation pulses, navigators, crushers and spoilers are not shown. Gradient waveform parameters,

including diffusion gradient duration (δn) for each unique gradient lobe, time (b –a), slew time (ζ) and diffusion time (Δ) where applicable, are given

in Table 1. δn was measured from the start of each unique gradient lobe (Gn) to the end of its plateau. Pulse sequences are not shown to scale
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code (https://github.com/vigente/gerardus). The first step was semiautomatic tube segmentation, where tube centres were defined manually,

and ROIs generated up to a fixed radius from the tube centres. Tensors were fit directly to the data using linear least squares, using all image repe-

titions without prior averaging. MD and FA were calculated as follows (Equations 1 and 2, respectively).

MD¼
λ1þλ2þλ3

3
ð1Þ

FA¼
1
ffiffiffi
2

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ1�λ2ð Þ2þ λ1�λ3ð Þ2þ λ2�λ3ð Þ2

λ1
2þλ2

2þλ3
2

s

, ð2Þ

where λ1, λ2 and λ3 are the principal eigenvalues of the diffusion tensor. To obtain the reference diffusivity of water (Dref), the self-diffusion of

water, as measured using an independent non-MR technique, was extrapolated to 0�C using a second-order polynomial fit.42 To assess the effect

of b-values and rationalise an appropriate choice of b-values, average values of MD and FA across an ROI in tube 1 using data acquired with dif-

ferent b-value combinations are reported. Root mean squared differences (RMSDs) between scans 1 and 2 were assessed. MD and FA across

ROIs in all tubes were reported using data from all repetitions, and also expressed as a time course reconstructed from subsampled single repeti-

tions. The reference diffusivity for water was defined as Dref (H2O) = 1.113 x 10�3 mm2/s at 0�C extrapolated from Mills.42

To calculate drift, the MD and FA across repetitions were first smoothed with a sliding window of five repetitions. Drift was determined by

the difference between final and initial values. The stability of MD and FA measurements across repetitions were expressed in terms of the stan-

dard deviation (SD) across repetitions. As the non-DW data had variable b-values, image SNR was calculated based on the b = 100 s/mm2 images

averaged across six DW directions: SNR = mean/SD over repetitions.43

Accuracy in MD in each tube and site was expressed as44:

Accuracy, ∂ j,k ¼
MDj,k�MDref,j

MDref,j

�100%, ð3Þ

where MD is averaged across each ROI and both scans. The reference MDref is the MD measured by PGSE averaged across each ROI, and all sites

and both scans. j and k are the tube and site indexes.

Precision in MD in each tube and site was expressed in terms of45:

Coefficient of variation, CV ROIð Þj,k ¼
σ MDið Þ½ �j,k
μ MDið Þ½ �j,k

�100%, ð4Þ

where y σ is the SD of MD and μ is the mean MD across each ROI in scan 1. i, j and k are the voxel, tube and site indexes, respectively.

Intrasite repeatability was assessed by Bland–Altman plots, with mean differences and 95% limits of agreement reported.

Intersite reproducibility was assessed in terms of:

Coefficient of variation, CVk,l,m ¼
σ MDk,l,m

� �

μ MDk,l,m

� ��100%, ð5Þ

where σ is the SD of MD and μ is the mean MD across each variable separately, MD is averaged across each ROI and both scans. k is the site index

(1, 2, … 10), l is the sequence index (1:PGSE, 2:SE, 3:STEAM), m is the scan index (1, 2). We report the interscan, intersite (PGSE, SE, STEAM),

intersequence (PGSE vs. SE, PGSE vs. STEAM) and intersite/sequence CV (SE vs. STEAM).

2.4 | Statistical analysis

Differences in MD with respect to Dref were assessed by one-sample t-tests. Shapiro–Wilk tests were performed to test for normality in the accu-

racy of MD. Wilcoxon rank-sum tests were performed in each tube to determine the significance of differences between the medians of each

sequence with respect to other sequences. The Bland–Altman results were analysed by pairwise comparisons of mean differences between PGSE,

SE and STEAM, using two-sample t-tests with unequal variances. A significance level of p = 0.05 was used. To compare statistical distributions of

the reproducibility of MD and FA, bootstrapped histograms were calculated by sampling the differences in MD and FA between scans 1000 times

with replacement. Medians and 95% confidence intervals are reported. Histograms with nonoverlapping 95% CIs were deemed to be significantly

different from one another.
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3 | RESULTS

3.1 | Data quality

All sites acquired DTI data at two time points. The custom sequence acquisitions were split evenly into two groups, SE (N = 5) and STEAM

(N = 5). While the product sequence acquisitions were standardised apart from small scanner variations in diffusion gradient duration

(25.6 ± 2.9 ms) and diffusion time (39.9 ± 3.5 ms; mean ± SD across sites), there was greater variation across the custom sequence acquisitions.

The main difference was that of all those sites that acquired STEAM data, only one site (site H) was able to acquire three slices of data as stipu-

lated in the protocol, by slice interleaving and using TR = 6000 ms. To maintain consistent scan time, 15 repetitions were used in the analysis.

The other four sites were unable to acquire multislice data in an interleaved fashion because of implementation limitations, and therefore only

acquired single-slice data. As TR = 2000 ms was used, 45 repetitions were acquired to match scan times (sites F, G and I), although one site

acquired 30 repetitions (site J). In the custom SE data, 30 repetitions were acquired with TR = 3000 ms, matching the product sequence. There

were, however, instances in the custom SE data where not all 30 repetitions were available for all DW directions: 27 (site A, scan 1), 29 (site A,

scan 2) and 28 (site E, scan 2) repetitions. Where a given repetition did not include all required DW directions, that repetition was excluded from

analysis. In one site (site H), the data were exported at a reconstructed in-plane resolution of 0.94 x 0.94 mm, and had to be resampled to the

nominal 2.5 x 2.5 mm resolution. Variations in parameters such as TR, TE and diffusion gradient timings are given in Table 1.

Figure 3 shows representative MD and FA maps in a single slice acquired at scan 1, using both product and custom sequences. Qualitatively,

the maps were of good quality within the tubes. By contrast, the data in the surrounding ice-water bath were highly variable, and some voxels

were masked out by the scanner reconstruction (site F). Gibb's ringing (all sites), geometric distortions (site G) and SENSE unfolding artefacts (site

H) were observed.

3.2 | Mean diffusivity

The dependence of MD on b-values in the DTI reconstruction is illustrated in Figure 4. The results show that MD calculated from the product

sequence data was relatively stable at (1.120 ± 0.022) x 10�3 mm2/s across all b-value combinations. By contrast, greater sensitivity to b-value

combinations was observed in MODE and STEAM custom sequences with MD = (1.61 ± 0.73, 1.06 ± 0.13) x 10�3 mm2/s across b-value combi-

nations, respectively. The RMSDs of MD between scans 1 and 2 in the custom sequence data were (0.214, 0.078, 0.048, 0.010, 0.005, 0.010,

0.012) x 10�3 mm2/s across the b-value combinations blow, 100; blow, 300; blow, 450; 100, 300; 100, 450; 300, 450; and blow,100, 300, 450,

respectively. The lowest RMSD for MD was found using the combination of b = 100 and 450 s/mm2, and this was therefore used for subsequent

analysis. As phantom was isotropic, we focus on MD; corresponding FA measurements can be found in the supporting information.

Figure 5 depicts the MD averaged over ROIs within each tube. In tube 1 (0% PVP), the average MDs across all sites and scans 1 and 2 were

(1.124, 1.130, 1.113) x 10�3 mm2/s for PGSE, SE and STEAM, respectively. Relative to the reference diffusivity of H2O at 0�C of

F IGURE 3 Mosaic of mean diffusivity (MD; top) and fractional anisotropy (FA; bottom) maps. Single-slice data are shown and were acquired

using product (top) and custom sequences (bottom) at scan 1
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1.113 x 10�3 mm2/s, the average MD of tube 1, as measured by PGSE and SE, was overestimated by 1.0% (p = 0.01) and 1.5% (p = 0.01), respec-

tively, while STEAM provided a result that was accurate to within 0.04% (p = 0.9). The SD across ROIs in tubes 1–7 increased with PVP concen-

tration, particularly in the STEAM data. Summary values of MD and FA grouped by pulse sequence are presented in Table 2, alongside literature

values where available.

3.3 | Accuracy

The accuracy of MD relative to the average MD measured across sites is presented in Figure 6. The null hypothesis that samples were normally

distributed was rejected in three cases (STEAM tube 1, SE tube 3 and PGSE tube 7). Median accuracies between sequences were not significantly

different, except for PGSE tube 2 versus STEAM tube 2 (p < 0.05). Within pulse sequences and between tubes, there were no significant differ-

ences in median accuracies.

3.4 | Precision

The precision of MD across pairs of sequences and tubes show that SE has significantly higher median CV than PGSE in three tubes, whereas

STEAM has significantly higher median CV than PGSE in six tubes (Figure 7). There were clear differences as well when comparing medians

between pairs of tubes, with precision worsening with increasing tube number (i.e. PVP concentration).

3.5 | Intrascan stability

Figure 8 shows the SNR of the b = 100 s/mm2 data in a single repetition. In tube 1, the average SNRs across scans 1 and 2 were 23.3, 19.9 and

20.8 in PGSE, SE and STEAM, respectively, whereas in tube 7, the corresponding average SNRs were 44.1, 41.8 and 31.2. The stability of mea-

surements across repetitions is reported in the supporting information.

F IGURE 4 Sensitivity of mean diffusivity (MD) to b-values used in the diffusion tensor imaging (DTI) reconstruction. Average MD in tube

1 (0% polyvinylpyrrolidone) across sites, two time points, product (left) and custom sequence data (right) and b-value combinations. Mean ± SD

across voxels in the region of interest. Average values for pulsed gradient spin echo (PGSE), spin echo (SE) and stimulated echo acquisition mode

(STEAM) are given by grey, white and black bars, respectively. The b-values of nondiffusion-weighted data are denoted by blow, and ranged from

0 to 76 s/mm2 across sites (Table 1). MD and FA reconstructed using pairs of b-values that include blow are generally further from expected

values and less reproducible across scans. The combination of b = (100, 450) s/mm2 was considered in subsequent analysis
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3.6 | Intrasite repeatability

Bland–Altman plots of MD and FA across two scans are presented in Figure 9. In tube 1, the mean differences of MD in PGSE, SE and STEAM

were (0.3 ± 2.3, 0.24 ± 0.95, 0.52 ± 0.58) x 10�5 mm2/s, respectively (mean ± 1.96 SD). The corresponding mean differences in FA were 0.0006

± 0.0099, 0.006 ± 0.018 and �0.012 ± 0.039. The differences between pulse sequences, as observed in the mean differences of MD and FA,

were not significant at p = 0.05. Linear regression of difference by average values of MD and FA showed low proportional bias, with R2 of 0.16

or less in all cases. Figure 10 summarises the bootstrapped scan-wise mean differences in MD and FA, grouped by pulse sequence. On average

and across tubes, the greatest median scan-wise difference in MD of 0.96 x 10�5 mm2/s was seen in the SE data, whereas STEAM exhibited the

greatest median scan-wise difference in FA of �0.012. Table S1 compares the mean difference averaged across all tubes across sites. The lowest

absolute mean differences in MD and FA in the custom sequence data were seen in sites A and D, respectively.

Overall, STEAM yielded more accurate MD than SE at the isocentre (p = 0.02), while MD and FA across repetitions were more stable in SE

compared with STEAM (p < 0.001). Although SE tended to higher reproducibility in MD and FA than STEAM, these were not significant at

p = 0.05.

3.7 | Intersite reproducibility

The average CVMD was evaluated across scans, sites (PGSE, SE and STEAM separately) and sequence pairs (PGSE vs. SE, PGSE vs. STEAM and SE

vs. STEAM). The results were: CVMD(scans) = 1.0%, CVMD(sites, PGSE) = 2.6%, CVMD(sites, SE) = 3.1%, CVMD(sites, STEAM) = 2.1%, CVMD(sequences, PGSE vs SE)

= 1.2%, CVMD(sequences, PGSE vs. STEAM) = 1.6% and CVMD(sequences, SE vs. STEAM) = 2.6% (Figure 11). Within the intersite grouping, there were no

significant differences in median CV between different sequences. Within the intersequence grouping, median CV in SE versus STEAM was signifi-

cantly higher than both PGSE versus SE and PGSE versus STEAM.

4 | DISCUSSION

In this study, we compared several state-of-the-art methods suitable for in vivo cardiac DTI alongside conventional PGSE data. The results at the

isocentre (i.e. tube 1) showed that, averaged across sites, PGSE, SE and STEAM yielded accurate MD, agreeing with the reference diffusivity of

F IGURE 5 Average mean diffusivity (MD) across regions of interest (ROIs) as a function of polyvinylpyrrolidone (PVP) concentration. Tensors

were reconstructed using b = (100, 450) s/mm2 data. Tubes 1–7 corresponded to 0%, 2.5%, 5%, 7.5%, 10%, 15% and 20% PVP, respectively.

Mean ± SD across voxels in the ROI. The horizontal black line indicates the reference diffusivity (H2O at 0�C) = 1.113 x 10�3 mm2/s
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water at 0�C to within 1.5% or less. Moreover, the MDs in the PGSE, SE and STEAM data were within ±1% of averaged literature values,33,34,37

suggesting good conformance with prescribed experimental conditions. The diffusivity of PVP depends on the concentration, temperature and

length of polymer chains, and an independently measured ground truth is unavailable. We therefore used the MD acquired using PGSE averaged

across sites and scans as a reference for assessing accuracy in PVP with different concentrations: these values were in good agreement with the

literature (Table 2).

The expected value of FA in an isotropic phantom is zero. However, factors including noise, imperfect gradient calibration, eddy currents, and

convection and vibration within the phantom could in principle contribute to nonzero FA. Both SE and STEAM had lower SNRs than PGSE, which

could have resulted in the higher FA in the custom sequences. We chose not to report CVFA because the expected FA in isotropic media is zero,

which leads to unstable CVFA that is biased by the measured FA. For instance, poor gradient calibration would lead to a higher FA, and therefore

artificially lower CVFA. Vibration and convection were not deemed to be major issues due to the good accuracy of MD.

CV (ROI) in MD and FA across sites was lowest in PGSE and highest in STEAM. In an isotropic liquid phantom, the underlying substrate is

expected to be homogeneous. Reasons that could increase CV (ROI) include noise and image artefacts. From Figure 3, Gibb's ringing can be seen

in all datasets due to the hard edges of the phantom. Additional artefacts are visible in the STEAM data (sites G and H), potentially increasing the

CV (ROI). Furthermore, as the tube number and PVP concentration increased, we observed that the mean FA and CV (ROI) in MD and FA were

increasingly elevated, particularly in STEAM. This may be associated with (i) effects of concomitant fields away from the isocentre (site E),

(ii) localised image artefacts in tubes 5, 6 and 7 possibly caused by vibration (site G), and (iii) the increased effect of Gibb's ringing in the tubes with

higher PVP concentrations due to the increased differential in DW image intensities relative to the surrounding ice-water bath.

In cardiac DTI, DW data with finite, low b-values are often used instead of non-DW data to suppress the effects of microvascular perfusion.23

There was no perfusion in the phantom, and therefore MD and FA would be expected to be relatively insensitive to the b-value combinations

used, insofar as perfusion is concerned. This was generally the case for PGSE data. Greater deviations were seen when custom DTI data were

reconstructed from b-value pairs that included non-DW data. See blow in Table 1 for corresponding b-values. Deviations from the expected values

of MD and FA were particularly striking in MODE and STEAM data. With MODE, high MD was seen whenever the blow data were used. This was

due to a shading artefact seen in the DW data, but not in the non-DW data, therefore resulting in a positive bias in MD when the non-DW data

were included in the reconstruction. The shading artefact was potentially due to residual concomitant gradient field effects, and this was reflected

in higher regional heterogeneity compared with other SE data. In STEAM, the value of blow can be substantial due to the effect of crushers and

long diffusion times. The diffusion contrast between blow and bhigh = 100 s/mm2 can therefore be insufficient for reliable estimation of MD and

FA. This is a general result of the increased effects of noise as the range of b-values used for reconstruction are reduced, for instance, resulting in

a positive bias in FA. As bhigh increased to 450 s/mm2, the errors were reduced. Where combinations of b = (100, 300), (100, 450) and (300, 450)

TABLE 2 Mean diffusivity (MD) and fractional anisotropy (FA) across regions of interest in tubes 1–7 by sequence

Tube

[PVP]

(%)

MD (x 10�3 mm2/s) FA

PGSE SE STEAM Literature PGSE SE STEAM Literature

1 0 1.124 ± 0.017 1.13 ± 0.017† 1.113 ± 0.011* 1.115 ± 0.033,29

1.123 ± 0.023,30

1.12 ± 0.0134

0.028 ± 0.016 0.052 ± 0.016* 0.059

± 0.030*

0.037

± 0.01029

2 2.5 1.046 ± 0.018 1.048 ± 0.030 1.027 ± 0.014* 1.05 ± 0.0234 0.036 ± 0.023 0.059 ± 0.023* 0.064

± 0.031*

3 5 0.953 ± 0.023 0.964 ± 0.028† 0.939 ± 0.015 0.98 ± 0.0234 0.049 ± 0.034 0.065 ± 0.032 0.069

± 0.038

4 7.5 0.899 ± 0.020 0.907 ± 0.014† 0.890 ± 0.016 0.042 ± 0.024 0.060 ± 0.021* 0.066

± 0.023*

5 10 0.839 ± 0.026 0.854 ± 0.022 0.842 ± 0.032 0.850 ± 0.024,30

0.85 ± 0.0134
0.049 ± 0.036 0.062 ± 0.034 0.090

± 0.047*

6 15 0.713 ± 0.025 0.729 ± 0.031† 0.697 ± 0.015 0.71 ± 0.0134 0.052 ± 0.032 0.078 ± 0.042 0.113

± 0.066*

7 20 0.607 ± 0.021 0.619 ± 0.035† 0.592 ± 0.010* 0.607 ± 0.019,30

0.59 ± 0.0234
0.048 ± 0.028 0.078 ± 0.032* 0.123

± 0.067*

Note: MD and FA given as mean ± SD across sites and time points. Values from the literature using PGSE at a single time point are given for matching PVP

concentrations and temperature. Significant differences at p < 0.05 (i) in SE and STEAM with respect to PGSE are denoted by *, and (ii) in SE with respect to STEAM

by †.

Abbreviations: PGSE, pulsed gradient spin echo; PVP, polyvinylpyrrolidone; SE, spin echo; STEAM, stimulated echo acquisition mode.
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s/mm2 were used, the MD and FA were qualitatively indistinguishable. However, we found that the combination of b = (100, 450) s/mm2 yielded

the best reproducibility in MD between scans 1 and 2, and this was consistent with typical b-values used in the literature.19,22

The SNRs in the b = 100 s/mm2 images at the isocentre were comparable between SE and STEAM. The SNR generally increased with

PVP concentration as the mean signal intensity was less attenuated by diffusion-weighting. Away from the isocentre in tube 7, the image

SNRs in PGSE and SE were 41% and 34% higher than that in STEAM, which may have arisen from image artefacts as described (sites G and

H). Furthermore, in four instances of STEAM, only a single slice was acquired due to limitations in implementation. In these cases, reduced

FOV was used, which involved excitation slice-selection gradients that were orthogonal to subsequent slice-selection gradients. As a result,

acquisition of multiple slices while maintaining constant acquisition time would necessitate a reduction in the number of repetitions propor-

tional to the number of slices (site H). By implementing a slab-tilted reduced FOV imaging method that is compatible with multislice imaging,

this enabled site H to extend the TR to 6 s, rather than the 2 s used by the other STEAM sites, which recovers some of the SNR efficiency

lost by using the STEAM technique. This motivates a shift from standard slab-perpendicular methods towards better methods of reduced

FOV imaging, such as slab-tilted methods. We note that image SNR does not fully reflect the stability of measurements, as it does not take

into account higher b-value data and associated potential issues. For instance, among the STEAM acquisitions, lower SNR was found along-

side lower CV in MD and FA (site H).

The mean differences in MD in tube 1 across scans were relatively small at 0.22%, 0.21% and 0.47% in PGSE, SE and STEAM, respectively,

expressed as a percentage of the respective average MD. The 95% limits of agreement were higher at ±0.84% in SE compared with ±0.52% in the

F IGURE 6 Accuracy in mean diffusivity (MD) measurements. Accuracy of MD relative to the reference MD was reported across pulse

sequences and tubes (T). The reference MD in each tube was determined by the mean MD across sites and scans. Data from scans 1 and 2 were

first averaged. Wilcoxon rank-sum tests were performed between pairs of sequences (pulsed gradient spin echo [PGSE] vs. spin echo [SE]; SE

vs. stimulated echo acquisition mode [STEAM]; PGSE vs. STEAM) for each separate tube, and between pairs of tubes for each separate sequence;

*p < 0.05). Differences in median accuracy between tubes within the same sequence were not significant at p < 0.05. Data were sorted by

sequences-tubes (top) and tubes-sequences (bottom) for clarity
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STEAM data. For FA, both the absolute mean difference and 95% limits of agreement were lower in SE (0.006 ± 0.018) compared with STEAM

(�0.012 ± 0.039). The MD data suggest that there was good reproducibility across the different classes of sequences. That the reproducibility

with respect to FA was poorer could be due to the intrinsically low FA and lack of underlying microstructure.

Intrasite repeatability was superior to intersite and intersequence reproducibility, as measured in terms of CVMD. This is consistent with the

literature. Intersite reproducibility ranging from 2.1% (STEAM) to 3.1% (SE) was similar to other studies using PGSE alone,33,34 where values

ranged from 2.1% to 3%. We also observed that intersite reproducibility was marginally poorer than intersequence reproducibility. The CV in all

cases was low compared with CV in vivo,29 as the phantoms were static, isotropic and consistently fabricated. We would anticipate greater vari-

ation between sites and sequences, with added phantom complexity simulating anisotropy and/or motion.

While we consider the various SE sequences collectively, it is worth noting that each of the four SE sequences used have their specific char-

acteristics. Despite having the longest TE, the M2B1resist sequence had the lowest FA, regional heterogeneity in MD and FA, and SDMD and

SDFA across repetitions, and highest SNR among custom sequences. Owing to the symmetric design of the diffusion gradients, the sequence,

along with M2SE, is inherently more robust to concomitant fields. Furthermore, as the zeroth and first gradient moments are nulled prior to the

refocusing pulse, its insensitivity to motion with constant velocity is less dependent on the refocusing pulse being close to 180� compared with

other custom SE sequences.46 However, the additional gradient lobes relative to M2SE, and the need for crushers due to the nulling of zeroth gra-

dient moments before the refocusing pulse, extend the minimum TE. M2SE and MODE yielded the best interscan reproducibility in MD and FA,

respectively. While shorter TE are feasible with CODE and MODE compared with M2SE and M2B1resist, the former two sequences are sensitive

to spatially varying concomitant fields due to the asymmetry of diffusion gradient waveforms about the refocusing pulse, and corrections are

F IGURE 7 Precision in mean diffusivity (MD) measurements. Precision of MD was reported across pulse sequences and tubes (T). Wilcoxon

rank-sum tests were performed between pairs of sequences and tubes; *p < 0.05, **p < 0.01, ***p < 0.001. In several tubes, precision was poorer

in spin echo (SE) and stimulated echo acquisition mode (STEAM) compared with pulsed gradient spin echo (PGSE). There was a clear dependence

of precision on tube number. Data were sorted by sequences-tubes (top) and tubes-sequences (bottom) for clarity
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employed to mitigate image artefacts arising from concomitant fields. As the custom SE group data include data acquired with four different SE

sequences, the within-group variation would be expected to decrease were a single sequence used.

The current work provides a promising basis for future clinical studies. While other quantitative CMR techniques have arguably been ham-

pered by methods that differ even in phantoms and are very sensitive to readout parameters,47 here we demonstrate that a wide range of

sequences from different centres have excellent agreement in a simple phantom. Clinically, the availability of multiple sequences for cardiac DTI

offers sites the flexibility to choose the sequence to suit the pathology of interest and hardware configuration available. SE, for instance, yields

higher SNR efficiency but requires higher performance gradient systems. STEAM, on the other hand, is able to acquire data over a wider range of

cardiac phases, but requires breath-holding, which may be difficult in some patient cohorts. While the comparison of cardiac DTI sequences

remains an active area of research, there may be a clinical case for both classes of sequences.

There are several limitations of using a static isotropic phantom for quantifying the performance of cardiac DTI sequences. First, the phantom

lacks motion. This prevents the assessment of the quality of motion compensation in the custom sequences, where inadequate motion compensa-

tion is a primary reason for rejected images, elevated MD and failed scans. Incorrect triggering could be difficult to identify from the static phan-

tom images. Second, the phantom lacks anisotropic microstructure, leading to an expected FA of zero. This results in non-Gaussian distribution of

errors in FA, and enhancement in the errors when expressed as a percentage. Third, the phantom substrate is liquid and therefore could be prone

to scanner vibration and thermal convection, which in turn could increase MD, although this was not observed to be a major issue. This effect

may be more pronounced in STEAM, where diffusion times are an order of magnitude longer. Fourth, the T1 and T2 relaxation times of the liquid

substrate are different compared with that found in the heart,37,48 with T1,H2O@0�C = 1525 ms, T2,H2O@0�C = 1472 ms, T1,20%PVP@0�C = 753 ms,

T2,20%PVP@0�C = 623 ms, T1,Heart in vivo = 1184 ms and T2,Heart in vivo = 52 ms, as measured at 3 T. This translates to higher SNR in the phantom

relative to heart, and sequences with longer TE such as custom SE, would suffer greater SNR penalties in vivo. Adjusting for T1 and T2 in the

in vivo setting relative to iced water, the signal in SE would be expected to decrease by 73% to 82%, while the signal in the STEAM data would

decrease by 29% to 49% based on TR and TE in the custom sequences. This would lead to a theoretical 2.7x increase in signal in STEAM relative

to SE in tube 1. In 20% PVP, the relative theoretical improvement in signal in STEAM over SE would be 2.4x.

Despite its shortcomings, the use of a static, isotropic phantom is an important first step for assessing custom sequence performance in

a multicentre study, as it allows a baseline assessment of parameters in the absence of additional variables associated with tissue microstruc-

ture and motion. The phantom was robust and consistent, having been manufactured centrally, and stable over time, permitting repeated

scanning with negligible change in substrate. The use of the ice-water bath permitted accurate temperature control, which is important, as

F IGURE 8 Signal-to-noise ratio (SNR) of b = 100 s/mm2 images. SNR was highest in the pulsed gradient spin echo (PGSE) data: 23.3 and

44.1 in tubes 1 and 7, respectively. Relative to PGSE, SNRs (spin echo [SE]) in tubes 1 and 7 were 85.1% and 94.8%, respectively, while SNRs

(stimulated echo acquisition mode [STEAM]) were 89.4% and 70.8%, respectively. Mean ± SD across voxels in the region of interest
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F IGURE 9 Bland–Altman plots of mean diffusivity (MD) and fractional anisotropy (FA) across two scans (scan 2 – scan 1). Data acquired

using pulsed gradient spin echo (PGSE; left), spin echo (SE; middle) and stimulated echo acquisition mode (STEAM; right) sequences in tubes 1 to

7 (0%–20% polyvinylpyrrolidone [PVP]) are colour-coded by increasing PVP concentration. The black and red horizontal lines indicate the mean

and ±1.96 SD values for tube 1, respectively. The black vertical line indicates the average values for tube 1 across sites

F IGURE 10 Bootstrapped normalised histograms of mean differences in mean diffusivity (MD) and fractional anisotropy (FA) between scans.

Median and 95% confidence intervals (CIs) are given by vertical solid and dashed lines. The MD difference in stimulated echo acquisition mode

(STEAM) was significantly lower than that of pulsed gradient spin echo (PGSE) and spin echo (SE) in tube 5. All other differences in reproducibility

between sequences were not significant
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every 1�C increase in temperature at 0�C leads to an �5% increase in diffusivity. More elaborate systems for monitoring and maintaining

accurate temperature are feasible, but would be costly to implement. In this ice-water phantom, the maximum MD achievable was

�1.1 x 10�3 mm2/s in water. This was in the middle of the range of MDs measured in the heart in vivo with SE and STEAM (0.87 x 10�3

to 1.72 x 10�3 mm2/s), and attributable to the low temperature. To simulate higher MD, a higher temperature would be needed. At 35�C,

water would have too high an MD (3.0 x 10�3 mm2/s). Instead, PVP solutions with concentrations (20% to 40%) would cover an appropriate

MD range (0.9 x 10�3 to 1.8 x 10�3 mm2/s), based on a previous study.49 Crucially, there exist gold standard, independent reference mea-

surements of MD in water over a range of temperatures, and corroborating values of MD in temperature-controlled PVP phantoms in the

literature.

5 | CONCLUSIONS

In summary, we have validated the accuracy, precision, repeatability and reproducibility of state-of-the-art custom sequences for in vivo cardiac

DTI. This study benchmarks the performance of custom SE and STEAM against product PGSE sequences, and identifies baseline variation across

sites, scanners and sequences. Some areas of inconsistency in the measurements have been highlighted, which warrant further methodological

refinement. Future work includes the development of more sophisticated phantoms with more physiological relaxation times, diffusion anisotropy

and motion characteristics. This would add further insight into the robustness and behaviour of cardiac DTI sequences, and the availability of

appropriate phantoms will be key to facilitating quality assurance protocols. Quantitative validation of pulse sequences in phantoms represents an

important step towards rationalising pulse sequences, and will contribute to protocol harmonisation and the establishment of cardiac DTI in the

clinical setting.
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Abstract. Diffusion MRI studies include tests on standardised phan-
toms and measurements on the output images to assess and benchmark
the imaging system. These tests are an essential methodological step to
guarantee the reproducibility of measurement outcomes. However, in lon-
gitudinal and multi-centre studies, analysis tasks become more complex
with the increase in the sources and volume of data, as well as the pa-
rameters of interest. To manage this complexity, Visual Analytics (VA)
allows researchers to explore large amounts of data easily and quickly by
providing key information in a readily interpretable format and reducing
the cognitive load of information. This paper presents CMRDiffMonitor,
a VA tool for monitoring and benchmarking Diffusion Tensor Imaging
(DTI) databases developed in the context of a multi-centre MRI project.
Through an interactive dashboard, CMRDiffMonitor enables users to
capture a snapshot of the study which includes: a temporal overview of
the data sets (monitoring of the system stability across sites) and statisti-
cal measurements in Regions of Interest on Diffusion Anisotropy Indices
(benchmarking of the different imaging sequences and systems).

Keywords: Visual Analytics · MRI Benchmark Databases · Cardiac
Diffusion Tensor Imaging.

1 Introduction

Clinical research involves multi-centre studies with the objective to evaluate MRI
protocols on a large number of patients and imaging systems, and consequently
demonstrate the utility of the developed tools. Therefore, ensuring the stability
of the systems involved [14] enables the evaluation (intra- and inter-centre) of
reliable and reproducible results. Moreover, Quality Assurance (QA) protocols
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include tests on a standardised phantom and measurements on the output images
to identify the causes of failure and the potential corrective actions [22, 7].

The scenario of a multi-centre study relies on the capacity to manage and
process data. As it is well-discussed by Burmeister et al., data collection and pro-
cessing are the first stages of the workflow [6]. Research scientists need to extract
meaningful information, find interesting insights and make correlations; in this
direction, data analysis tools must not only extract parameters, but also ease
the way to explore, report and share results. In this scenario, Visual Analytics
(VA) techniques have the potential to enhance data exploration based on inter-
active visualisation. Consequently, research scientists may benefit from having a
graphical representation to verify protocol compliance, identify anomalies, and
validate imaging sequence outcomes across different systems and time-points in
a concise and accessible way.

This paper describes CMRDiffMonitor, a VA tool for monitoring and bench-
marking in vitro Diffusion MRI databases in order to enhance the ability to
track, review and assess image acquisition sequences in longitudinal and multi-
centre studies. CMRDiffMonitor is the result of an incremental development
cycle in the context of a multi-centre study of cardiac diffusion MR sequences in
an isotropic phantom. The tool has enabled participant researchers to streamline
the analysis task as well as to report partial results of the research project as
presented in [26, 27]

The next section gives an overview of the technological context and similar
approaches. The subsequent sections describe in detail the problem domain and
the system architecture in which the tool has been deployed. The paper con-
cludes with a description of how the tool supports analysis tasks on in vitro DTI
databases.

2 Related Work

The advent of data management solutions, workflow engines, and online inter-
active visualisation applications has led to the implementation of specialised
databases and platforms such as the Cardiac Atlas Project [12], OpenNeuro
[21], and Brainlife.io [5], to mention but a few. Bearing in mind the idea of
reproducible computational research [11], research communities in Biomedical
Sciences and Engineering have been contributing with exemplar infrastructures
and technologies [10, 8, 4] in order to:

– collect, standardise and share data,
– execute complex computational methods (workflows) on different computing

resources (grid, supercomputer, GPU-based cluster, etc.),
– manage workflows outputs or data formating (new utilisable data), and
– provide online data visualisation.

Following these ideas, the Human Heart Project [1] has been implemented
to provide access to medical databases and computer-based tools in order to
share data easily, test computational methods and enhance collaboration in the



Exploring DTI Benchmark Databases Through Visual Analytics 3

research community of cardiovascular imaging. The back-end infrastructure of
this solution is based on Girder [18], a web-based data management platform,
and the Virtual Imaging Platform (VIP) [13, 3], a scientific gateway for medical
simulation and image data analysis.

DTI benchmark databases are used in the context of the harmonisation of
imaging sequences [25–27]; a standard reference object (phantom) is used to
assess and benchmark the performance of an MRI scanner. Understanding how
images are produced by a set of parameters and conditions enables MRI and
medical researchers to calibrate the imaging system as well as identify sources of
variability and corrective actions. In the case of a multi-centre evaluation [25–27],
the benchmark database allows the assessment of imaging sequences (product
and custom-made) and scanner’s stability (acquisitions over time, intra-scanner
analysis), and highlight the factors that may influence reliable and predictable
results across the different imaging systems (inter-scanner analysis).

Several approaches to automatic data processing and visualisation are pre-
sented by every single platform publication [10, 8, 4]. The work presented by
Davids et al. [9] provides insights into automatic processing of phantom measure-
ments, based on the quality parameters recommended by the American College
of Radiology accreditation [22]. However, there is no discussion about interac-
tive visualisation tools for the interpretation of the results or traceability of data.
One such solution, outlined by Burmeister et al. [6], describes in detail the de-
sign guidelines in the development of a platform for data preprocessing, cohort
exploration and result reporting. In spite of the cohort-driven nature of the so-
lution, there are valuable and practical lessons about the implementation of VA
tools for data stratification, hypothesis testing and data analysis.

In addition, a Quality Control (QC) system of neuroimaging data can be
found in [17]. This solution has been implemented to calculate QC metrics for
various modality images (sMRI, fMRI, DTI or CT), report image QC rating and
visual assessment performed by users. A general overview of the user interac-
tion follows: data selection (project, modality, data set, image, status, etc), QC
Settings (i.e. metric threshold) and visual inspection. To this extent, the system
provides an evaluation of data sets to users. Therefore, users know the quality
of the data they are using for analysing or as input in image processing work-
flows. In contrast to this work, CMRDiffMonitor is a domain and data specific
tool focused on a multi-centre study of cardiac DTI sequences in an isotropic
phantom. There is no data quality ranking or visual assessment by users.

3 Use Case

The main motivation to implement CMRDiffMonitor comes from a multi-centre
study (11 geographically dispersed research sites) to investigate intra- and inter-
site variation in DTI parameters in an isotropic phantom [2].

The experimental protocol is set up to scan a standardised phantom (7 tubes
filled with 0 - 20% polyvinylpyrrolidone [20], figure 1) using product and custom
DTI acquisition sequences with parameters matching typical cardiac DTI pro-
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tocols: TR = 3000 ms, TE = 85 ms, in-plane resolution = 2.5 mm, slices = 3,
thickness = gap = 8 mm, blow= 100 s

mm2 , bhigh= 450 s
mm2 , number of diffusion

directions = 6, bandwidth ∼ 3000 Hz, parallel imaging = 2x, and triggered with
simulated ECG = 60 bpm. The phantoms are chilled in ice water and imaged at
0◦C. Subsequent scans are performed under the same conditions in a time lapse
between 1 and 30 days.

Fig. 1. Isotropic Phantom, ROI and DAI maps. Photograph of phantom before filling
with ice and water (top left); layout of tubes and Regions of Interest (green circles,
bottom left); MD and FA maps (top right and bottom right respectively). Background
image texture in the MD and FA maps is caused by the ice.

MRI researchers have become increasingly interested in the utilisation of in-
teractive visualisation tools to accelerate data analysis and enhance collaborative
work. This research project brought attention to Visual Analytics as a tool to
track and review the variability of Diffusion Anisotropy Indices (DAI) from dif-
ferent image acquisition sequences across participant sites in time. The goal was
to explore simple VA techniques to provide the full picture of the multi-centre
study. Therefore, the project established the following requirements:

R1. Collect and organise DICOM data sets from each site.
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R2. Process data sets to calculate DAI maps: Mean Diffusivity (MD)
and Fractional anisotropy (FA).

R3. Segment DAI maps and calculate statistics (minimum, maximum,
mean, standard deviation, etc.) in the Regions of Interest (ROI).

R4. Export DAI/ROI statistics in CSV format.
R5. Display a timeline of the data set uploads of each site.
R6. Display statistical results by filtering sites, DAI, ROI, acquisition

sequence and parameters.

The baseline of the solution is the Human Heart Project infrastructure. Re-
quirement R1 is managed by the Girder platform [18] which provides user au-
thentication and data management functionalities. Requirements R2, R3 and
R4 are managed by CMRDiffTools [23]. Figure 2 outlines the main components,
workload process and data flow. Figure 3 presents the image processing workflow
performed by CMRDiffTools.

Dynamic graphics (requirements R5 and R6) were requested in order to ba-
sically provide two points of view of the original data (series of 2D MR images):
first, the temporal dimension of data sets; and second, the statistical measure-
ments on the DAI maps. The temporal dimension would give researchers the
capacity to evaluate the imaging system stability (monitor), while statistical
measurements would quantitatively assess the reproducibility across the differ-
ent scanners (benchmarking). The next section presents the VA tool developed
to address requirements R5 and R6.

4 Implementation

To fulfil requirements R5 and R6, a plug-in for the Girder platform [18] has
been developed using Plotly [15], and open-source graphing library. The plug-in
is fed with the statistical reports (CSV files, R4) in order to display a dashboard
composed of 4 interactive areas (Figure 4):

1. The filters panel is a dynamic interface where the user can select filter
conditions: DAI measure, ROI, acquisition sequence, acquisition parameters
and field strength.

2. Timeline view shows the performed acquisitions (per acquisition sequence)
over the course of time.

3. Sites panel lists all the sites in the study. The user can select the sites of
interest.

4. Measure view displays the DAI value across the different sites for a selected
ROI.

The Measure view is interactively updated according to the user selection
on the filters panel, timeline view and sites panel. The user interaction follows
the “Visual Information Seeking Mantra: overview first, zoom and filter, then
details-on-demand” [24] in order to provide an effortless pathway to extract
information. As an example of details-on-demand features, the mouse over action
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Fig. 2. Sequence diagram: main components and data flow.

Fig. 3. Image processing workflow.
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displays details of the data according to the view. For instance, the mouse pointer
over a bar on the measure view will display: centre, sequence name, sequence
parameters, acquisition date, mean value, and standard deviation.

Fig. 4. Graphical User Interface (GUI) of the Girder plug-in. Components: 1 data
filters, 2 timeline view, 3 list of sites, and 4 measure view.

5 Discussion

According to Keim et al. [16], ”Visual analytics combines automated analysis
techniques with interactive visualisations for an effective understanding, reason-
ing and decision making on the basis of very large and complex data sets”. The
developed VA tool, CMRDiffMonitor, allows MRI researchers to see, in a concise
and accessible way, the current status of the experiment. In a single eye glance,
research scientists can:

– Verify protocol compliance by checking time gaps on the timeline view.
– Identify anomalies by looking for unusual values on the measure view,

using the historical registry timeline view.
– Compare the outcomes with similar imaging systems from different sites by

using the filters panel to select: the type of sequence, the b values used
to calculate DAI maps (i.e. b0b450, b100b450, b300b450, etc.) and the field
strength (1.5T, 3T or 7T).

– Verify and validate a hypothesis. The dashboard summarises the results for
all sites.

– Export experiment-specific figures for reporting.
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The plug-in integrates simple visualisation techniques to empower research
scientists to explore data, analyse and share results. Moreover, the GUI reduces
the cognitive load of information, all the image post-processing settings are man-
aged by the back-end components (Girder, CMRDiffTools, etc.) as well as data
sets details, driving the user attention to one task: analyse the outcomes from
different imaging systems and cardiac DTI sequences.

As an example of reporting, representative MD across tubes between 2 dif-
ferent scans (time delay within 30 days) are shown in figure 5. At 0% PVP, the
average MD (mean ± standard deviation across scanners) between scans were

(1.149±0.032)×10−3mm2

s
and (1.159±0.049)×10−3mm2

s
respectively, while the

coefficient of variation at Scan 1 was 1.9 ± 1.4%. Ground truth diffusivity Dref

(H2O), corresponding to 0% PVP, extrapolated from [19] was 1.113×10−3mm2

s
.

Partial results of the analysis of product DTI sequences have been reported
in [26, 27].

Fig. 5. MD across sites and tubes between two different scans (mean ± standard
deviation across ROI). Figure reproduced from [27]

.

The current plug-in version is the result of a first development cycle. Indeed,
improvements and new functionalities will be implemented according to the de-
velopment of the project. Nonetheless, lessons learnt may help towards future
projects supported by the Human Heart Project.

6 Conclusions and Future Work

DTI benchmark databases are used in the context of the imaging sequence har-
monisation as well as QA protocols. A standard reference object (phantom) is
used to assess and benchmark the performance of an MRI scanner. Understand-
ing how images are produced by a set of parameters and conditions enables
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MRI and medical researchers to calibrate the imaging system as well as identify
sources of variability. VA tools can streamline the analysis of extensive data sets
of in vitro MR images through interactive data exploration in order to filter and
display parameters of interest in an easily interpretable format.

In the context of a multi-centre study to investigate the inter- and intra-site
variation of cardiac DTI sequences, CMRDiffMonitor, VA tool has been devel-
oped. This solution enables MRI researchers to track and review the variability
of DAI from different image acquisition sequences. The CMRDiffMonitor’s dash-
board displays a temporal overview of the data sets (monitoring of the system
stability) and the statistical measurements in ROIs on a DAI map (benchmark-
ing of the different imaging sequences and systems). Future work will focus on
the visualisation of the source image (DAI map) based on the user selection over
a statistical measurement.
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