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Abstract

In a world of data, pervasively-displayed interfaces (also referred to as
"displays everywhere") will be essential to provide access to data anytime
and anywhere. The vision of displays everywhere could benefit from data
visualisations that could adapt to the freeform surfaces of the surroundings,
leading to the concept of pervasive freeform interfaces. Such freeform
interfaces could be of interest in multiple domains, such as smart buildings,
university classrooms, museums, showrooms, shop fronts and maintenance
support.

This PhD focuses on developing the interaction paradigm of pervasive
freeform interfaces, i.e. interfaces presented in non-rectangular display
areas of the user’s environment. We are mostly interested in two forms of
pervasive freeform interfaces: projection-based and immersive augmented
reality. Due to their characteristics, these interfaces bring new challenges to
content organisation and interaction. These challenges encompass several
aspects, such as interface adaptation to a freeform display area, dynamic
change of display area due to the presence of physical objects, addressing
the limitation of user control over layout optimisation and enabling spatial
interaction to control interface layout in immersive environments.

To tackle the challenges of interface adaptation to a freeform display
area and its dynamic change, we propose a novel solution based on two
core contributions: the decomposition of the interface into deformable
graphical units, called Dynamic Decals and the control of their position
and behaviour by a constraint-based approach. Our approach dynamically
deforms the interface when needed while minimising the impact on its visi-
bility and layout properties. To do so, we extend previous work on implicit
deformations to propose and experimentally validate functions defining
different decal shapes and new deformers modelling decal deformations
when they collide. Then, we interactively optimise the decal placements ac-
cording to the interface geometry and their interrelations. This optimisation
is often based on modelling the intended content placement as constraints,
defined as cost functions. Applying a cost minimisation algorithm leads
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to a desirable placement. Relations are modelled as constraints, and the
interface evolution results from an easy and efficient to solve minimisation
problem.

To address the limitations of user control over layout optimisation
and controlling it in immersive environments, we explore the concept of
user-driven constraints for augmented reality layout optimisation. Our
approach lets users define and set up their own constraints directly within
the real-world environment. We first present a design space composed of
three dimensions: the constraints, the regions of interest and the constraint
parameters. Then we explore which input gestures can be employed to
define the user-driven constraints of our design space through a user
elicitation study. Using the study results, we propose a holistic system
design and implementation demonstrating our user-driven constraints,
which we evaluate in a final user study where participants had to create
several constraints simultaneously to arrange a set of virtual contents.



Abstract (français)

Dans un monde de données, les interfaces pervasives ("displays every-
where") seront essentielles pour permettre l’accès aux données à tout mo-
ment et en tout lieu. La vision des displays everywhere pourrait permettre
de visualiser des données qui s’adapteraient aux surfaces de forme libre de
l’environnement, ce qui a conduit au concept d’interfaces de forme libre
pervasive. Ces interfaces présentent un intérêt dans de nombreux domaines,
tels que les bâtiments intelligents, les salles de classe, les musées, les salles
d’exposition, les devantures de magasins et l’assistance à la maintenance.

Ce doctorat se concentre sur le développement du paradigme d’interaction
des interfaces pervasives de forme libre, présentées dans des zones d’affichage
non rectangulaires de l’environnement de l’utilisateur. Nous nous intéres-
sons principalement à deux formes d’interfaces pervasives de forme libre
: les interfaces basées sur la projection et la réalité augmentée immersive.
En raison de leurs caractéristiques, ces interfaces posent de nouveaux défis
en matière d’organisation du contenu et d’interaction. Ces défis englobent
plusieurs aspects, tels que l’adaptation de l’interface à une zone d’affichage
de forme libre, le changement dynamique de la zone d’affichage en raison
de la présence d’objets physiques, la prise en compte de la limitation du
contrôle de l’utilisateur sur l’optimisation de la mise en page et l’activation
de l’interaction spatiale pour contrôler la mise en page de l’interface dans
les environnements immersifs.

Pour relever les défis de l’adaptation de l’interface à une zone d’affichage
de forme libre et à son changement dynamique, nous proposons une nou-
velle solution basée sur deux contributions essentielles : la décomposition
de l’interface en unités graphiques déformables, appelées "Dynamic De-
cals", et le contrôle de leur position et de leur comportement par une
approche basée sur les contraintes. Notre approche déforme dynamique-
ment l’interface lorsque cela est nécessaire tout en minimisant l’impact sur
sa visibilité et ses propriétés de mise en page. Pour ce faire, nous étendons
les travaux antérieurs sur les déformations implicites en proposant et en
validant expérimentalement des fonctions définissant différentes formes
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de decals et de nouveaux déformateurs modélisant les déformations des
decals lorsqu’ils entrent en collision. Ensuite, nous optimisons de manière
interactive le placement des decals en fonction de la géométrie de l’interface
et de leurs interrelations. Cette optimisation est souvent basée sur la mod-
élisation de l’emplacement prévu du contenu sous forme de contraintes,
définies comme des fonctions de coût. L’application d’un algorithme de
minimisation des coûts conduit à un placement souhaitable. Les relations
sont modélisées comme des contraintes et l’évolution de l’interface résulte
d’un problème de minimisation facile et efficace à résoudre.

Pour répondre aux limites du contrôle de l’utilisateur sur l’optimisation
de l’agencement et le contrôler dans des environnements immersifs, nous
explorons le concept de contraintes pilotées par l’utilisateur pour l’optimisation
de l’agencement en réalité augmentée. Notre approche permet aux util-
isateurs de définir et d’établir leurs propres contraintes directement dans
l’environnement réel. Nous présentons d’abord un espace de conception
composé de trois dimensions : les contraintes, les régions d’intérêt et les
paramètres de contrainte. Ensuite, nous explorons les gestes d’entrée qui
peuvent être employés pour définir les contraintes de notre espace de con-
ception en fonction de l’utilisateur par le biais d’une étude d’élicitation.
En utilisant les résultats de l’étude, nous proposons une conception et une
mise en œuvre holistiques du système démontrant nos contraintes pilotées
par l’utilisateur, que nous évaluons dans une étude utilisateur finale où
les participants devaient créer plusieurs contraintes simultanément pour
arranger un ensemble de contenus virtuels.
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1
Introduction

Human-Computer Interaction (HCI) is a multidisciplinary field focusing on
how humans interact with computers. This PhD work lies within the HCI
research field and applies Computer Graphics (CG) methods for ubiquitous
interfaces, i.e. the interfaces that can be displayed anytime and everywhere.
With the guidance and expertise of my supervisors in these research areas,
this thesis work was completed through a collaborative effort between the
Elipse and Storm research groups at IRIT lab, University of Toulouse 3.
Some of my work was conducted in collaboration with the DVIA lab at
Monash University in Melbourne, Australia.

1.1 Context and General Challenges

Ubiquitous computing corresponds to the notion of accessing information
anywhere and anytime. Ubiquitous computing or Ubicomp is a term
originated by Mark Weiser. In his paper "The computer for the 21st cen-
tury" [Weiser, 1999], he envisioned a future where everyday objects are
augmented with computational capabilities allowing for seamless interac-
tion via natural gestures, senses and speech.
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1.1.1 Pre-ubiquity Era

The history of ubicomp started with the concept of "smart desktops" in-
troduced by Vannevar Bush in 1945 [Bush, 1996]. According to his vision,
smart desktops should allow individuals to instantly and intuitively access
and process data. However, interactive input/output devices were not yet
available in the early years of computing; thus, computers frequently used
program switches and lights to communicate with their users (Figure 1.1).
This was adequate for batch systems that ran one program at a time, often
with the programmer acting as the operator. As lights and switches could
be tested and set with just one machine command, this offered the benefit
of reduced operating costs. However, later a text input window called the
system console was added to enable communication between the operator
and the system. From the 1960s onwards, user interaction with computers
was mainly performed with the help of text-based Command Line Inter-
faces (CLI), with the primary input device being a keyboard. Learning the
commands and how they work was a barrier to some people and, generally,
not very intuitive for novice users [Chen and Zhang, 2007]. Nevertheless,
some CLIs are still commonly used today, mainly by developers and system
administrators, where speed and precision are crucial factors.

Figure 1.1: The evolution towards ubiq-
uitous computing: 1) 1960s: Mainframe
Era - one computer per many users; 2)
1980s: Personal Computer Era - one com-
puter per user; 3) 2000s: Mobility Era -
several computers per user; 4)2020 and
beyond: Ubiquity Era - thousands of
computers per user [Harper et al., 2008]

With further technological advancements, new WIMP GUIs (Graphical
User Interfaces based on Windows, Icons, Menus and Pointers) changed
how people perceive information and interact with desktop computers [Nor-
man and Draper, 1988]. For example, WIMP GUIs allow more input ca-
pabilities due to various interaction devices, primarily a mouse, trackpad,
touchscreen or graphics tablet. Compared to CLIs, WIMP GUIs were con-
sidered more user-friendly interfaces. Shneiderman et al. [2016] consider
the term "user-friendly" as vague and misleading, suggesting establishing
measurable criteria, such as time to learn, speed of task performance or
subjective user satisfaction. Nonetheless, van Dam [1997] defines user-
friendliness as easy to use. Moreover, van Dam [1997] describes the other
advantages of WIMP GUIs, such as being easy to learn and the ability
to easily transfer knowledge between applications due to the consistency
of the interface. Being a more intuitive and easy-to-use interface [Scragg,
1982], WIMP GUIs make it easier for people to use computers and digital
devices for everyday tasks [Chin et al., 1988]. Another advantage of WIMP
GUIs is they are more efficient for non-technical users, as they provide
high-level interface representation, such as icons or menus [Chen and
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Zhang, 2007]. Yet, developing well-designed GUIs requires proper infor-
mation appearance [Shneiderman et al., 2016] as a large amount of data is
presented visually. Not to mention, well-designed interfaces can improve
productivity, reduce errors, and enhance user satisfaction [Chin et al., 1988,
Camargo et al., 2018], as well as provide more simple and quick access to
information. This becomes especially important with the consistent use of
multiple interfaces on a daily basis.

1.1.2 Ubiquity Era

Compared to desktop environments, ubiquitous computing refers to using
any device in any location. Ubiquitous computing explores multimodal
and multiuser interactions not limited to laptop computers, mobile phones,
tablets or wearable devices. For example, Brudy et al. [2020] introduced
SurfaceFleet to explore cross-device interactions not bounded to device,
application, user, and time. Moreover, Houben et al. [2014] explored an
activity-centric space of multifunctional devices to provide ubiquitous
access to information (Figure 1.2). Furthermore, ubiquitous computing
supports the creation of post-WIMP interfaces [Jetter, 2013] that enhance
user experiences and performance [Poor et al., 2016]. The term "post-
WIMP" was introduced by Andries van Dam and refers to alternative ways
of information presentation and user interaction: "A post-WIMP interface to
me is one containing at least one interaction technique not dependent on classical
2D widgets such as menus and icons" - van Dam [1997]. Instead, post-WIMP
UIs rely on natural language communication, such as gestures and speech
recognition and focus on design principles to reflect ubicomp objectives,
such as reducing cognitive effort during the interaction [Tinnell, 2016].

Figure 1.2: ActivitySpace: with a mas-
ter device (laptop), the information can
be moved between devices or stored in
the shared space. Moreover, the system
configuration may be preserved while
allowing for device mobility by pinning
devices in the environment. [Houben
et al., 2014]

Moreover, the ubiquitous computing paradigm allows interfaces to be
seamlessly integrated into everyday objects and environments, such as
public spaces, homes and offices. For example, in smart homes, TVs with
remote control, picture frames, mobile phones, touch screens, stereos and
PCs might be used in a complementary way [Blumendorf et al., 2010].
Following the seminal ubiquitous vision, Raskar et al. [1998] introduced
the concept of "the office of the future" (Figure 1.4), in which they proposed
to project interfaces everywhere within a workspace. According to such a
vision, anything can be a display surface within the real-world environment.
This concept aimed to create an adaptive and personalised environment
for individual users.

The terms ubiquitous and pervasive interfaces are often used inter-
changeably. This concept has recently gained popularity with an increased
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need for accessing data due to dynamic interactive content and the con-
sistent interaction vocabulary across multiple devices, for instance, using
touch gestures in public displays or car interfaces. The notion of pervasive
interfaces or displays everywhere [Pinhanez, 2001] covers many use cases,
such as smart buildings, university auditoriums, museums, showrooms,
and shop fronts. For example, to facilitate presentation meetings, brain-
storming or education and enhance the interactive experience, Cotting et al.
[2006], Jones et al. [2013] introduced projection-based environment-aware
interfaces. Moreover, projections could be used for movable interactive
devices [Lee et al., 2005, Ramakers et al., 2014] to design and explore novel
form factors [Brockmeyer et al., 2013]. In addition, pervasive interfaces
could be used in the context of maintenance to assist technicians [Saidi
et al., 2022, Platonov et al., 2006], including remote incident playback and
simulations for future buildings [Prouzeau et al., 2020]. The vision of per-
vasive interfaces may also impact millions of users as it can present various
data visualisations and information in many domains, such as education,
entertainment, healthcare or forensics [Pooryousef et al., 2023].

1.1.3 Pervasive Freeform Interfaces

Pervasive interfaces are not limited to traditional rectangular display areas.
They use unconventional freeform shapes, such as circular or triangular
and have been explored in various fields. Such freeform interfaces are
commonly used in commercial circular smartwatches and allow novel
input methods, such as bezel interaction [Neshati et al., 2021]. Another
commercial example of a freeform interface is an iPhone 14. In these
smartphones, Apple introduced a Dynamic Island - an area on the screen
that can change in shape and size to display alerts and notifications. In
addition, freeform interfaces are used in car dashboards as they have
functional advantages to fit a particular environment. Other scenarios may
involve interface integration in cooktops, mirrors, and bike handles [Serrano
et al., 2016] and present information in circular and triangular road signs
(Figure 1.3). These freeform interfaces can also be projected anywhere in
the environment, allowing great versatility in choosing the optimal location
for their projection. In pervasive contexts, the interfaces are subject to
dynamic changes with regard to the surroundings. For instance, when a
user adds a physical object, the interface adapts to the occlusion. Hence,
environment-aware adaptive interfaces provide efficient space coverage
and visibility of the virtual content [Riemann et al., 2018]. Besides, non-
rectangular interfaces provide more creative opportunities for designers
and an engaging user experience for users [Lu et al., 2020, Basballe and
Halskov, 2010]. Non-rectangular interfaces enable new types of applications
that were not possible before, such as interactive installations and museum
exhibitions [Lu et al., 2020, Lee et al., 2019].

Pervasive freeform interfaces can be used in more immersive environ-
ments and provide an infinite canvas for virtual content (Figure 1.4). These
interfaces can be fully immersed within a virtual reality or immersive
augmented reality (AR) using see-through head-mounted displays (HMDs)
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Figure 1.3: Some application scenarios
for freeform pervasive interfaces: us-
ing a pocket mirror for private informa-
tion (left), cooktop for displaying recipes
(middle), warning road signs to display
information for the public (right) [Ser-
rano et al., 2016]

with CG overlays [Milgram et al., 1994]. The interaction in such immersive
environments differs from traditional non-immersive 2D interfaces. To
spatially organise virtual content requires different input modalities. For
example, AR technologies using HMDs allow hand gestures to interact with
virtual content. Besides manual interaction, the virtual content placement
can be optimised and organised automatically. Such automatic optimisa-
tions of the virtual content no longer require any user input and can be
based on different constraints such as semantic association [Cheng et al.,
2021], user perspective [Fender et al., 2018], geometry of the environment
[Ens et al., 2015] or content persistence over time [Fender et al., 2017].

Figure 1.4: Example of Ubicomp. A con-
cept of The Office of the Future, where
interfaces are projected on the horizon-
tal and vertical surfaces [Raskar et al.,
1998]
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1.1.4 Emerging Challenges

This PhD work is part of the PERFIN (PERvasive Freeform INterfaces) ANR
JCJC project, which focuses on creating an interaction paradigm for user
interfaces not presented in rectangular display shapes. In this work, we are
mostly interested in two forms of pervasive freeform interfaces: projected
and immersive augmented reality interfaces (Figure 1.5). As illustrated
earlier, these interfaces are characterized by their freeform display area,
dynamic content, spatial interaction and complex content layout, which
has led to the use of layout optimization-based approaches. As such, these
interfaces bring new challenges in content organisation and interaction, as
described in Section 1.2. To address these challenges, there is a need to
reconsider the core HCI principles gathered over the years, presenting and
interacting with content on rectangular interfaces. Many of these principles
need to be redesigned to support non-rectangular interfaces. To reach the
PERFIN objectives, this PhD addresses the general challenge of how to
arrange the virtual content on pervasive freeform interfaces.

Figure 1.5: An interface projected on a
plate (left) and augmented reality inter-
face controlled by hands (right)-source.

1.2 Challenges and Research Questions

To tackle the main challenge of organizing virtual content in pervasive
freeform interfaces, we derive it into four concrete challenges, where each
challenge unfolds incrementally as the previous one is addressed.

Challenge 1 - Interface adaptation to a freeform display area. The
deployment of freeform interfaces is challenged by the non-rectangularity
of the display surface (e.g. a circular table), as well as the presence of objects
(e.g. a cup or book on a table) that can occlude the content depending on
the viewing perspective. Adapting current interfaces to fit better and take
profit from the available space is complex, as traditional GUIs windows
and widgets are primarily rectangular and designed for rectangular screens.
This challenge leads to the first research question (RQ1): How to adapt
the interface to freeform display areas (outer shape) and the presence of
physical objects that can occlude the interface (inner holes)?

Challenge 2 - Dynamic change of the display area. In such pervasive
contexts, the interface should be able to adapt dynamically to the available
display space. This poses an additional problem for the outer shape or
inner holes, for instance, when the user moves a cup over the interface.

https://augment-it.com/en/hololens-2-ar-applications-for-more-efficiency-in-companies/
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These challenges lead to the following research question (RQ2): How to
dynamically adapt the interface layout to a change in outer shape or
inner holes?

Challenge 3 - Lack of user control over optimisation. Allowing users
to control the content organisation is critical for efficient access to the data.
However, manually arranging virtual content in the surrounding real world
is complex and tedious. In contrast, automatically optimising the content
placement removes the need for any user input but lacks user control over
the resulting placement optimisation, even though adding interaction into
optimisation systems has been shown to be beneficial and appreciated by
users in other contexts [Liu et al., 2020b]. Hence, to ensure user agency,
the need for "human in the loop" [Williams et al., 2016, Roy et al., 2019]
raises the following research question (RQ3): How to bring interactivity
into layout optimisation systems?

Challenge 4 - Spatial interaction to control the interface layout. Immer-
sive environments require different modalities for spatial interaction. For
instance, AR head-mounted displays enable users to organise virtual con-
tent using hand gestures. However, such technologies rely on the ’legacy’ of
GUI components, such as contextual menus and UI widgets. Hence, there
is a need for holistic, fluid [Elmqvist et al., 2011] and intuitive [Jacob et al.,
2008] interaction that allows any user to guide the layout optimisation in
the real world quickly. This leads to a new research question (RQ4): How
to provide a set of spatial gestures to control layout optimisation while
not depending on the ’legacy’ of GUI?

1.3 Contribution

Our contributions incrementally address the previous four research ques-
tions in pairs in two complementary works. Our first work on 2D projected
interfaces, Dynamic Decals (Figure 1.6), addresses the research questions
RQ1 and RQ2. It serves as the foundational step in our research, simplify-
ing the problem and laying the groundwork for further exploration. Our
second work in augmented reality, User-driven Constraints (Figure 1.7),
answers the research questions RQ3 and RQ4 and focuses on the immersive
aspects, gradually progressing from simpler to more complex concepts.

To tackle research question 1 (RQ1 - How to adapt the interface to freeform
display areas (outer shape) and the presence of physical objects that can occlude
the interface (inner holes)?), we contribute to decomposing the GUI into
smaller graphical elements called decals. The decals can be automatically
deformed when colliding with each other, with physical objects or with
the boundaries of the display window. This shape deformation allows the
interface content to become freeform and maximises space occupation. The
deformation is done using field function deformers. We introduce four new
deformers for modelling UI objects when they collide based on two inside
behaviours (squash or overlap) and two boundary behaviours (union or
blending). We also implement three different initial shapes for the decals:
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Figure 1.6: Dynamic Decals: Pervasive
Freeform Interfaces using Constrained
Defofmable Graphical Elements

circular, rectangular and rectangular with rounded corners. Moreover, we
used three types of decal content (icons, images and text); however, the
general approach is valid for any other content.

To address research question 2 (RQ2 - How to dynamically adapt the inter-
face layout due to the presence of physical objects?), we propose a constraint-
based approach. We introduce a novel set of constraints to ensure that the
overall layout of decals complies with adequate layout properties. Con-
straints are defined as cost functions measuring specific interface properties,
e.g., decals must stay in the display area and not overlap with physical
objects, and decals should stay at a given minimum distance. When the
user interacts with the UI or when the display area is changed, we optimise
the placement of the decals by minimizing the cost introduced by this
change, as measured by the constraints.

To explore research question 3 (RQ3 - How to bring interactivity into
layout optimisation systems?), we propose a design space for user-driven
constraints, i.e. constraints that can be defined or parameterized by the
user, to refine augmented reality layout optimisation interactively. Our
design space considers the following factors: the user-driven constraint,
the constraint application region, and the constraint parameters.

To investigate research question 4 (RQ4 - How to provide a set of spatial
gestures to control layout optimisation while not depending on the ’legacy’ of
GUI?), we conducted a gesture elicitation study to find the gestures that
would allow the user to define, all at once, the constraint, its parameters,
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Figure 1.7: User-driven Constraints for
layout optimisation in Augmented Real-
ity

and its applied spatial region. Our approach is to move away from the
inherited GUI interfaces that tend to populate augmented reality platforms,
as they break the interaction flow and distract the user’s attention from the
surrounding real world [Jetter et al., 2014]. Our approach is also accessible
to users with limited expertise in constraint optimisation.

1.4 Methodology and Approach

We adopt the iterative research process which is widely employed in HCI
to design, evaluate and refine interactive systems. While we extensively
apply user-centred evaluation, we also employ other types of validation
approaches more common in Computer Graphics, such as controlled auto-
matic evaluation. The iterative approach emphasises continuous feedback
and improvement by iterating through multiple design iterations based
on user insights and preferences. It also allows for the identification and
resolution of usability issues, ensuring that the final system meets the needs
and expectations of the users.

Our first work, Dynamic Decals (Figure 1.6), lies at the intersection of
HCI and Computer Graphics and answers the research questions RQ1 and
RQ2. To design, develop and evaluate our Dynamic Decals, we adopted
the following approach:

1. We defined a novel type of deformable UI widget called Dynamic Decals.

2. We designed and implemented the graphical behaviour of Dynamic
Decals. We then validated the implementation through a user study
asking participants to rate the deformations that resulted from applying
the four deformers to the aforementioned decals’ shape and content
according to different visibility and aesthetics metrics.

3. We designed and implemented a constraint-based approach to control
the placement of decals. To validate these constraints through a con-
trolled automatic evaluation, we implemented various interfaces and
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emulated either a physical object occluding its content or a change in
the overall display shape.

4. We validated the Dynamic Decals approach through a user study com-
paring our approach with two baselines, when a physical object occludes
the content and when the interface fits a freeform display area.

Our second work on User-driven Constraints (Figure 1.7) uncovers
the answers to the research questions RQ3 and RQ4. In summary, our
development approach is the following:

1. We created a design space of interactive layout optimisation for aug-
mented reality environments. Our design space considers the following
factors: the user-driven constraint, the constraint application region, and
the constraint parameters.

2. We conducted a gesture elicitation study to explore this design space,
focusing on gestures users would perform for such interactive optimi-
sation. The participants proposed gestures for a set of combinations of
constraints, parameters and regions while wearing an HMD.

3. We designed a system involving a complementary set of gestures to
define the various constraints. We developed our design in a proof-of-
concept prototype that demonstrates the application of our design space
in a potential real-world scenario.

4. We validated our approach through a controlled summative study, where
participants had to create several constraints at the same time to arrange
a set of virtual contents.

1.5 Structure of Manuscript

This manuscript comprises five chapters, including this Introduction Chap-
ter 1. In Chapter 2, we provide a literature review on the layout organisation
and adaptation in static and dynamic interfaces, layout optimisation tech-
niques and interaction in immersive environments. In Chapter 3, we present
Dynamic Decals, a novel approach to overcoming the challenges of perva-
sive interfaces caused by freeform display area and object occlusion. In
Chapter 4, we present User-driven Constraints by addressing the challenges
of letting users define constraints to optimise virtual content placement
in immersive AR environments. Finally, in Chapter 5, we conclude this
manuscript by summarising presented contributions and discussing the
perspectives of future work.



2
Background and Related
Works

Deploying pervasive freeform interfaces represents a significant shift from
the conventional practice of displaying and interacting with content on rect-
angular screens and raises fundamental design questions. In the past few
decades, researchers in HCI have developed multiple techniques to address
the challenges of virtual content arrangement in such freeform interfaces.
The solutions cover a wide range of scopes, from a content organisation in
interfaces having any 2D shape to more advanced information presentation
techniques in immersive environments.

In this chapter, we first provide an overview of the background of
freeform interfaces (Section 2.1). These freeform interfaces raise questions
about content presentation due to their non-rectangularity. To address
these challenges, we revised techniques of layout organisation in static
interfaces (Section 2.2). Understanding content composition in traditional
rectangular interfaces helped to organise the layout in freeform interfaces.
The layout adaptation and organisation are essential to comprehend the
relations between virtual elements, especially in a dynamic context. For
instance, the presence of physical objects or the perspective from which
the content is viewed requires content repositioning. Previous works
presented dynamic layout organisation (Section 2.3) from flat interfaces to
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immersive environments, such as AR. In addition, other approaches were
proposed to organise virtual content dynamically using layout optimisation
techniques (Section 2.4). Such layout optimisations are beneficial but lack
user control in refining constraints. Human involvement is critical as it
brings interactivity in layout optimisation systems and ensures user agency,
especially in more immersive domains such as AR environments (Section
2.5).

2.1 Background on Freeform Interfaces

The term "Freeform interfaces" was proposed by Serrano et al. [2016] and
referred to interfaces with non-rectangular shapes. Freeform interfaces take
their roots in Organic User Interfaces (OUIs) and Shape-changing Interfaces
(SCIs). OUIs were introduced by Vertegaal and Poupyrev [2008] and refer to
adopting natural forms to create a more suitable environment for humans.
Holman and Vertegaal [2008] defined them by three main principles: "input
equals output" or Flexible UIs, "function equals form" or Shaped UIs, and
"form follows flow" or Actuated UIs (Figure 2.1). The first design principle,
"input equals output", means that displays should follow the shape of the
object, and the input method should correspond to such display shape.
This behaviour can be found in current smartphone technologies using
multitouch interaction (Figure2.1 - left). The second principle, "function
equals form", resonates with Gibson’s affordance [Gibson, 1979] and states
that the form of the object should determine its function. For instance, the
illuminated face of an icosahedron may represent a selected menu item
(Figure2.1 - centre). The third principle, "form follows flow", expresses
interface adaptation to follow user activities and better fit a particular
context fluidly. For example, a moldable mouse with jelly anatomy (Figure
2.1 - right).

The latter principle coincides with the notion of Shape-changing In-
terfaces, which has its roots in Sutherland’s Ultimate Display, where he
describes a computer that can "control the existence of matter" [Sutherland
et al., 1965]. Following this vision, Alexander et al. [2018] described the fun-
damental nature of Shape-changing Interfaces. The authors defined SCIs as
self-and/or user-actuated interfaces that convey information, meaning, or
effect. Such interfaces use a physical change of shape or materiality as input
and/or output whilst being interactive and computationally controlled.
While shape-changing and freeform interfaces may naturally integrate with
the human environment, they raise fundamental questions about how well
to organise rectangular content with regard to their shape features.

Summary of Background on Freeform Interfaces

The term "Freeform interfaces" refers to interfaces with non-
rectangular shapes. Such shape features allow interfaces to nat-
urally integrate with the human environment but raise fundamental
challenges regarding content organisation.
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Figure 2.1: Readius: First foldable cell
phone with e-paper display (left) [Verte-
gaal and Poupyrev, 2008], D20: Multi-
faceted handheld display device (mid-
dle) [Poupyrev et al., 2006], Moldable
mouse (right) [Vertegaal and Poupyrev,
2008, Holman and Vertegaal, 2008]

2.2 Layout Organisation in Static Interfaces

Layout organisation refers to the arrangement and organisation of elements
of an interface, such as text, images, and other visual elements. A well-
organised layout can enhance the user’s experience by making it easier
to perceive and interact with the content [Shneiderman et al., 2016, Ware,
2004]. However, to design and organise content for freeform interfaces,
it is first essential to understand how content is organised and perceived
in rectangular interfaces. Thus, we initially present layout guidelines for
traditional rectangular interfaces and subsequently demonstrate how they
are applied to freeform interfaces.

2.2.1 Rectangular Layouts

Layout organisation was first studied for standard rectangular displays,
such as desktop or mobile displays, to define one GUI that can adapt to
multiple target platforms [Stuerzlinger et al., 2006, Meskens et al., 2008].
To keep the relations between content and perceive it the same way while
migrating from one device to another requires preserving core design
principles, many of which heavily rely on Gestalt Psychology. Gestalt
Laws suggest how static visual elements should be presented to achieve
effective visual results. Helson [1933] extracted 114 laws of Gestalten, and
the majority of them apply to visual form [Woodworth, 1942].

The Gestalt Laws are applicable to layout organisation to enhance the
visual composition and aesthetics of the GUI [Dondis, 1974]. Moreover,
they could be complemented by the golden ratio to divide the layout into
pleasing proportions [Huntley, 1970]. In addition, the Gestalt principles
of perception include the Law of Prägnanz, which according to Lidwell
et al. [2010] implies to "when people are presented with a set of ambiguous
elements (elements that can be interpreted in different ways), they interpret the
elements in the simplest way". Such gestalt principles were widely used in
GUI design and layout perception [Flieder and Mödritscher, 2006, Fraher
and Boyd-Brent, 2010, Koch and Oulasvirta, 2016]. For example, Chang
et al. [2002] described 11 laws of Gestalt Theory that are heavily related
to the Law of Prägnanz and significantly impact the design of computer
screens: balance/symmetry, continuity, closure, figure-ground, focus, iso-
morphic correspondence, good form, proximity, similarity, simplicity and
unity/harmony. Yang and Klemmer [2009] used the elements of Gestalt
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Theory, such as balance/symmetry, simplicity, and proportion, in web page
design to improve user satisfaction. Applying Gestalt Laws, Koch and
Oulasvirta [2016] explored the perception of interactive layouts from a
computational perspective by identifying the grouping of visual elements.

Additionally, Galitz [2007] proposed 10 gestalt-based aesthetic qualities
to define layout properties (Figure 2.2): Balance, Symmetry, Regularity,
Predictability, Sequentiality, Economy, Unity, Proportion, Simplicity, and
Grouping. Such properties provide a visually pleasing layout composition
and affect usability, which defines how easy an interface is to use. Inspired
by these aesthetic properties, Ngo et al. [2003] developed a framework for
objective automatic evaluation of 14 metrics to model interface aesthetics:
balance, equilibrium, symmetry, sequence, cohesion, unity, proportion,
simplicity, density, regularity, economy, homogeneity, rhythm, and order
and complexity.

Previously mentioned aesthetic qualities of gestalt principles constitute
visually pleasing compositions that capture attention and convey a positive
message clearly and quickly. On the contrary, a lack of aesthetics can
cause confusion and disorientation, making it difficult to understand the
intended message. Although these metrics are useful for evaluating the
layout properties, most are limited only to rectangular interfaces.

Figure 2.2: Few examples of compar-
ing aesthetic qualities of the interface by
Galitz [2007]: Balance/Instability (left);
Symmetry/Asymmetry (middle); Sim-
plicity/Complexity (right)

2.2.2 Freeform Layouts

Freeform interfaces belong to a particular subcategory characterised by
their non-rectilinear structure. Based on Gestalt Laws, recent research on
these interfaces focused on designing content that adapts to their static
shape features. The guidelines for designing such freeform interfaces were
explored by Serrano et al. For example, Serrano et al. [2016] explored
geometrical static shapes such as circles and triangles as a first step. Then
the authors investigated the effects of text mappings on arbitrary non-
rectangular shapes on reading ability and perceived aesthetics. The results
of this study revealed novel practices for presenting text on non-rectangular
interfaces (Figure 2.3). For instance, in the case of implementing dynamic
scrolling, it is advised to adjust the text size so that each line has an equal
amount of text. A subsequent study [Serrano et al., 2017] focused on visual
layouts and compared them in terms of perceived symmetry, clarity, and
preference (Figure 2.4). The findings led to a set of design guidelines that
contradict some standard criteria of UI design. For instance, designers can
customize the shape of content to match the display area (such as circular
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content for a circular display or triangular content for a triangular display)
instead of using rectangular boxes for text or images.

Figure 2.3: Text mapping to non-
rectangular shapes with left, right and
tangential alignment [Serrano et al.,
2016]

Figure 2.4: Graphical design of static
freeform interfaces [Serrano et al., 2017]

Extending these works, Simon et al. [2019] have examined how indi-
viduals find information on non-rectangular interfaces. They analysed
eye-tracking data to determine which display areas were viewed first de-
pending on visual layout composition. For instance, the gaze pattern
follows a clockwise direction on non-rectangular interfaces (Figure 2.5).
Also, their results show a decreased time to find a specific item presented
on a rectangular grid, compared to a non-rectangular one, which helps
designers place important content on freeform interfaces. However, this
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previous research on simple geometrical shapes (circular, triangular) has
focused on visual content perception rather than addressing the content
adaptation challenges of freeform interfaces in dynamic contexts.

Figure 2.5: Gaze pattern on circular in-
terfaces. (Bigger circles correspond to
longer eye fixations) [Simon et al., 2019]

2.2.3 Immersive Layouts

Displaying information in immersive environments raises new challenges
for layout organisation. In this PhD work, we focus only on the arrangement
of 2D content; thus, we describe related works that mostly focus on 2D
widgets.

Ens et al. [2014a] introduced a design space for 2D information spaces
in augmented reality environments around a fundamental layout dimen-
sion: the reference frame (Figure 2.6). The reference frame includes the
perspective and the movability of the content. Regarding perspective, the
content can be arranged in either egocentric (i.e. body-based coordinates)
or exocentric (i.e. world-based coordinates) perspectives. Regarding mov-
ability, the content can either move with the user or be fixed in space. Most
often, the egocentric perspective is combined with movable content, such as
on-body interfaces [Chen et al., 2012, Harrison et al., 2010, 2011, Gustafson
et al., 2011] or hand-held palettes [Google, de Haan et al., 2002, Lindeman
et al., 1999]. Such body-centric UIs follow the user as they move. Thus
the organization of the contained widgets is independent of the external
environment. Conversely, exocentric UIs often contain world-fixed content,
as when interacting through a "peephole" that follows a spotlight metaphor
[Boring et al., 2010, Cauchard et al., 2012, Fitzmaurice et al., 1993], or
floating in mid-air windows [Andujar and Argelaguet, 2006, Hoang and
Thomas, 2010, Chan et al., 2010]. This later case, i.e. exocentric perspective
with fixed content, is relevant for information visualisation.
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Figure 2.6: Four general Reference
Frames [Ens et al., 2014a]: (a) fixed-
egocentric, (b) fixed-exocentric. The
(c) movable-egocentric and (d) movable-
exocentric will be discussed in the next
section

Summary of Layout Organisation in Static Interfaces

Layout organisation in conventional rectangular interfaces heavily
relies on Gestalt Laws. These laws are applicable to enhance the
visual composition and aesthetics of the interfaces. Previous works
focused on layouts in static freeform interfaces with predefined
shapes, leaving aside dynamic contexts (i.e. when the outer shape
changes, for instance). In immersive environments, virtual con-
tent can be fixed in the environment or movable. Also, it can be
presented with an egocentric or exocentric perspective. Our work
focuses on the exocentric perspective and movable content, as we
address the question of how to move content in accordance with
user-defined constraints.

2.3 Layout Adaptation in Dynamic Interfaces

Content adaptation is critical in any pervasive environment, whether a
tabletop, projected system or immersive environment. In this section, we
first describe how virtual content can adapt to the presence of virtual
and physical objects in rectangular layouts. Then, we present multiple ap-
proaches to adapting GUI elements to freeform layouts. Finally, we review
previous approaches for layout adaptation in immersive environments.

2.3.1 Rectangular Layouts

We review previous work on content adaptation in rectangular tabletops,
where the content is presented as rectangular windows, as this context is the
closest to our target environments. Layout adaptation in this context looks
to overcome virtual content occlusion by physical objects such as books,
cups or plants [Javed et al., 2011, Tabard et al., 2013]. For instance, Javed
et al. [2011] derived six techniques for managing occlusions: adding glow
to physical objects’ outlines (Figure 2.7), using miniature icons to represent
occluded objects, combining virtual and physical objects to create a hybrid
pile, providing an overview map, moving virtual objects to empty space and
replicating hidden areas in unoccluded space. Their study results show that
glowing performs significantly better than the other techniques. In addition,
Vogel and Balakrishnan [2010] defined the concept of Occlusion-aware
interfaces, i.e. interaction techniques which know what display area is
occluded to counteract potential problems or use the hidden area. The usual
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approach in these occlusion-aware interfaces presents the occluded content
or an icon-sized miniature around the physical objects [Khalilbeigi et al.,
2013, Furumi et al., 2012], which are used as anchors. For instance, ObjecTop
by Khalilbeigi et al. [2013] presents an icon-sized miniature representation
of the occluded content (which remains in its original location) around the
physical object. However, this approach does not preserve content visibility
and requires the user to perform an explicit action to access the content.
SnapRail by Furumi et al. [2012] preserves content visibility by creating
a circular widget rail around the physical objects where the interface
elements are attached. However, this technique has the disadvantage of
not preserving the original layout of the interface. Also, adopting a circular
layout can make it difficult to handle large virtual elements or too many
elements.

Figure 2.7: Glowing effect on virtual con-
tent occlusion [Javed et al., 2011]

Figure 2.8: Occlusion-aware interfaces:
SnapToRail (left) [Furumi et al., 2012],
ObjectTop (right) [Khalilbeigi et al.,
2013]

2.3.2 Freeform Layouts

Previous works presented various approaches to adapt GUIs to non-
rectangular display areas. For instance, Waldner et al. [2011] developed
display-adaptive window management for irregular surfaces. Their ap-
proach semi-automatically placed the rectangular windows in the available
display space. To best exploit the available freeform display space in per-
vasive environments, others have explored projected interfaces combined
with content mapping or deformation. For instance, Ramakers et al. [2014]
developed a foldable smartphone prototype by dynamically projecting the
virtual content on the device. At a larger scale, the Illumiroom and RoomA-
live concepts [Jones et al., 2013, 2014] are room-sized systems where the
virtual content is projected onto the walls. This content distortion can also
create perspective-aware interfaces [Nacenta et al., 2007].

The combination of the previous considerations, i.e. object occlusion
management and content deformation, has been scarcely explored. Cotting
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Figure 2.9: Illumiroom (left) and
RoomAlive (right) by Jones et al. [2013,
2014]

et al. [2006] developed the Display Bubbles system, a projected interface
that is deformed to adapt to the environment. However, in this work,
the whole window is warped, which impacts the visibility of the content,
particularly for UI elements that are close to the edges of the window
(and which are more severely deformed). Controlling the deformation
of the interface leads to a tradeoff between efficient space coverage and
visibility/manipulability of the content. FlowPut [Riemann et al., 2018]
is an environment-aware framework that projects output on and around
tangible objects: the projection is optimised by environmental constraints
to avoid interferences between the projection and real-world objects. The
authors of FlowPut proposed two presentation techniques: to place visual
elements based on environmental constraints or to project as much visual
content in the surrounding tangible object as possible.

Figure 2.10: Cotting et al. [2006] intro-
duced interactive, environment-aware
display bubbles as a novel display
metaphor that can be applied to a broad
range of use cases and applications.
These include joint development, design,
modelling, and visualisation(a); group
sessions for generating ideas (b); and
large workspaces(b).

Figure 2.11: An environment-aware pro-
jection is used to augment the space
around a tangible object, allowing for
the placement of free-floating UI ele-
ments such as images or information
widgets (left), or to expand the size of
a UI element based on the surround-
ing environment (right) [Riemann et al.,
2018].

In addition, previous research tried to define interfaces with particle
systems applying some physics [Wilson et al., 2008, Langner et al., 2010,
Jones et al., 2010, Agarawala and Balakrishnan, 2006]. For instance, [Wilson
et al., 2008] used an advanced game physics engine combined with a touch
surface to add real-world dynamics to interactive surfaces. This approach
uses physical simulation to handle collisions and frictions of virtual objects.
Brett R. Jones et al. [Jones et al., 2010] presented a projection-based inter-
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action of particles on irregular surfaces. These approaches do not handle
content overlapping nor adapt it to the layout. In BumpTop [Agarawala
and Balakrishnan, 2006], physics simulation is applied to a virtual desktop
to structure its objects. Although this approach handles content organisa-
tion, it does not consider overlapping conditions. Overall, physics-based
methods are well-adapted to develop playful interfaces and real-world
metaphors.

Figure 2.12: (a) Traditional virtual desk-
top layout with organised content. (b)
A physical desk where items are ar-
ranged in a casual manner. (c) The
BumpTop prototype uses piles to organ-
ise content and uses a physics simula-
tion to allow for more natural and au-
thentic interaction for a more realistic ex-
perience [Agarawala and Balakrishnan,
2006]

2.3.3 Immersive Layouts

As said earlier, displaying information in immersive environments raises
new challenges in the layout adaptation of multiple 2D widgets. In par-
ticular, it might be tedious to reposition a large number of content over a
considerable distance when the interface layout is changed.

Previous works demonstrated dynamic interface adaptation to facili-
tate the interaction with the virtual content. For instance, [Grubert et al.,
2015] introduced a system that uses HMD to augment mobile displays
(smart-watches, smartphones, tablets). Their prototype allows on-the-go
interaction and provides several dynamic body-centric interface adapta-
tion modes, such as body-aligned, device-aligned and side-by-side modes
(Figure 2.13).

Another example where the interface layout moves with the user is
Personal Cockpit [Ens et al., 2014b]. It allows on-the-go multitasking, such
as accessing multiple applications quickly and easily and linking virtual
content with related tasks. Moreover, Personal Cockpit allows switching
interface layout, for example, based on viewing perspective: from a body-
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Figure 2.13: In body-aligned mode (left),
gadgets are registered in a common in-
formation space with respect to a user.
In device-aligned mode (middle), the
display area of the smartphone is ex-
panded. In side-by-side mode (right),
devices are separated and don’t need a
spatial correlation [Grubert et al., 2015].

centred to a world-centred coordinate system (Figure 2.14).

Figure 2.14: Personal Cockpit [Ens
et al., 2014b] interaction scenarios in-
clude: transitioning from a body-fixed
to a world-fixed layout (a), opening a
new app window (b), virtual content
intercommunication (c), and minimiz-
ing the interface to a small, palm-sized
overview (d)

In addition, Liu et al. [2020a] explored the adaptation of 2D small-
multiples visualisations in immersive environments. In their study, the
authors explored the effect of layout curvature (Figure 2.16) on performance
(time and accuracy). Their research revealed that Flat layouts provide a
better overview of small multiples and are good for a small number of
visualisations; otherwise, the walking distance increases. The Full-Circle
layout requires less walking but disorients users and makes it hard to
locate information. Compared to Flat or Full-Circle layouts, Half-Circle
layouts provided a compromised solution and were preferred by partici-
pants. Another work by Luo et al. [2022] examined the layout strategies
and their transitions in collaborative sensemaking and brainstorming activ-
ities in immersive AR environments. In particular, the authors explored
the dependency of spatial exocentric layouts depending on the physical
environments (Figure 2.15). Their study results showed that participants
were actively using the furniture despite their personal preferences.

Previously mentioned approaches of spatial layout adaptation have been
shown to be relevant for information visualisation; however, they raise the
question of setting the content position by the user. Thus, in this PhD, we
focus on positioning virtual 2D widgets in the user’s spatial surroundings.
We detail previous approaches to human interaction in Section (2.5)
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Figure 2.15: Examples of virtual content
placement with regard to real-world en-
vironment [Luo et al., 2022]

Figure 2.16: Multiple possibilities for
layout curvature: Flat, Half-Circle, Full-
Circle (left). Small multiples presented
in VR using a “shelves” metaphor
(right) [Liu et al., 2020a]

Summary of Layout Adaptation in Dynamic Interfaces

Previous works explored content adaptation in a dynamic context
to preserve content visibility in rectangular layouts, which however,
does not maximize display space occupation. In freeform layouts,
previous work proposed to deform the content to fit the freeform
display area; however, this affects the visibility of the interface.
Layout adaptation in immersive layouts raises the challenges of
spatial content positioning, especially when there is a large number
of virtual objects.

2.4 Layout Optimisation

Layout optimisation is essential in pervasive dynamic contexts as it allows
users to arrange virtual content without the need for tedious manual in-
teractions. However, there are no previous works on content optimisation
in freeform interfaces. Thus, in this section, we first describe how virtual
content is automatically organised in rectangular interfaces while preserv-
ing some constraints of layout optimisation. More specifically, we first
focus on content positioning within the display area. Then, we expand the
layout optimisation to 3-dimensional spaces. We review previous works
presenting multiple constraints to arrange GUI elements in between multiple
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display areas in immersive layouts, such as AR.

2.4.1 Rectangular Layouts

Standard user interfaces are usually designed manually, which limits their
use in dynamic contexts. Several approaches have been proposed to opti-
mise the interface layout and speed up the creation process. For instance,
Scout [Swearngin et al., 2020] is a system helping designers to explore
alternatives through high-level constraints based on design concepts such
as semantic structure or emphasis. Dayama et al. [2020] propose an opti-
mization approach to generate grid-based layouts. These methods can also
integrate a modelization of the user’s performance. For instance, Duan et al.
[2020] presented an automatic method to optimize the layout of mobile UIs
using a predictive model of task performance. Constraints have also been
applied to generate web interfaces according to predefined requirements,
such as image placement depending on the page width [Borning et al.,
1997]. All these approaches are similar in generating static versions of the
interface, either during the design process or before rendering (as for web
interfaces).

Figure 2.17: The use of integer program-
ming allows for interactive grid layout
generation, enabling designers to (1) me-
thodically investigate various starting
points, (2) discover solutions for designs
that are only partially completed, and (3)
explore sub-spaces to identify local al-
ternatives and solutions [Dayama et al.,
2020].

Figure 2.18: Two different layouts were
optimized using different constraints.
The first "Layout 1", underwent optimi-
sation under strict constraints, and its
resulting output is referred to as "Lay-
out 1 Optimised". The second "Layout
2", was optimized under relaxed con-
straints, and its resulting output is re-
ferred to as "Layout 2 Optimised" [Duan
et al., 2020].

Automatic methods have been proposed to adapt interfaces to user
actions dynamically. In 1962 Sutherland [1964] already used atomic con-
straints in the seminal Sketchpad to control lines organization: vertical,
horizontal, parallel, or perpendicular. Constraints were then used to as-
sist direct manipulation techniques in interactive geometric modelling
[Sistare, 1991, Gleicher, 1992a, Hudson and Smith, 1996]. For instance,
Gleicher [1992a,b] used constraints to establish and preserve relationships
between geometric objects positioned with direct manipulation. Most of
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these approaches rely on linear constraints, which do not scale well to real-
world applications. Instead, Hosobe [2001] proposed a constraint solver
handling non-linear geometric constraints such as Euclidean geometric,
non-overlapping, and graph layout constraints. When applied to UIs, con-
straints help to define the state of an interface according to user input, as
in ConstraintJS [Oney et al., 2012], or to adjust layouts when the window
dimensions change dynamically. For instance, Cassowary [Badros et al.,
2001] is a constraint solver algorithm used in windows management in
some commercial systems, such as Apple’s AutoLayout.

While powerful, these constraints have limitations. They do not support
flow layouts and require explicit layout specifications, for instance, when
transitioning from portrait to landscape orientation. Jiang et al. [2020a] ad-
dressed these limitations and proposed the OR constraints (ORC) layout in
a soft/hard linear constraint system. An ORC is essentially a disjunction of
multiple constraints where only one must be true. The ORC layout system
supports various layout patterns, including combinations of flow and grid
layouts. It also allows layouts to adapt flexibly to different screen sizes and
orientations. Furthermore, Jiang et al. [2020b] introduced an ORCSolver,
specifically designed to handle complex and realistic layouts that involve
linear constraints, flows, and combinations thereof. This solver is more effi-
cient than modern constraint solvers like Branch&Bound [Markowitz and
Manne, 1957], Quadratic Programming Solver [Frank and Wolfe, 1956], and
Z3 [De Moura and Bjørner, 2008], providing nearly interactive performance.

However, most of these systems perform on rectangular content dis-
tributed on linear grids. Riemann et al. [2018] use environmental constraints
(projection quality, proximity to the desired location, orientation, scale)
to project content on and around tangible objects (Figure 2.19). However,
they did not apply such constraints to reorganise traditional UI layouts. To
our knowledge, no previous approach tackles the challenge of organising
non-rectangular UI elements in a freeform display space.

Figure 2.19: Layout for UI elements
based on environmental constraints (left)
and maximum space layout (right). The
projection is shown in red. [Riemann
et al., 2018]

2.4.2 Immersive Layouts

Many efforts have been made towards defining automatic layout optimisa-
tion approaches in immersive environments. The goal of these optimisation
approaches is to automatically place the virtual content in desirable loca-
tions of the environment to preserve predefined constraints. This optimisa-
tion should lead to a good quality layout, i.e. a layout that ensures a good
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user agency, which can be defined as the extent to which the user feels
in control of the final layout [Tapal et al., 2017, Lu and Xu, 2022]. We re-
view the constraints proposed to optimise content placement in augmented
reality environments.

• Environment geometry: Environment geometry refers to virtual content
placement with respect to the real-world environment and is one of the
core requirements in most AR scenarios. Gal et al. [2014] introduced a
constraint-based framework for AR applications to design environment-
adaptive layouts. Their algorithm, by extracting horizontal and vertical
surfaces, allows arranging virtual objects dynamically to find an optimal
layout. Nuernberger et al. [2016] extracted the edges of the environment
in real-time to align, rotate and scale virtual windows to real-world
dynamically. The authors’ approach, by visualising physical constraints,
allowed them to align the virtual objects faster and position them more
precisely using snapping (Figure 2.20). Moreover, snapping techniques
enabled novel ways of interaction when creating AR content. For in-
stance, door opening, chair displacement or adding objects into the
environment creates new alignment opportunities.

Figure 2.20: Example of environment
geometry constraint: SnapToReality pro-
vides users with a simple way to align
AR virtual content with real-world con-
straints by adjusting its position, orien-
tation, and scale. The prototype can (a)
identify and extract planar surfaces and
edges from the real world, which can
be used as constraints to snap virtual
content into place (b, c). SnapToReal-
ity allows for AR content to be seam-
lessly integrated into the real world (d).
[Nuernberger et al., 2016]

• Spatial consistency: Spatial consistency refers to the virtual content
distribution in the space while maintaining its position relative to the
users or other physical or virtual objects in the environment. Lu and
Xu [2022] addressed the challenges of UI transition when individuals
use AR interfaces on the go by designing three interfaces with different
levels of automation and control. Their study shows that maintaining
the spatial layout consistency can improve content memorisation across
multiple environments [Lu and Xu, 2022]. In addition, Ens et al. [2015]
explored the transition from egocentric to exocentric reference frames
while preserving spatial consistency. To do so, the authors introduced a
layout manager that maintains content position relative to a user and to
other virtual objects with the help of constraints. For instance, adherence
constraint minimises the angular distance of a virtual content location
with respect to a user.

• Cognitive load: Cognitive load refers to the capacity of working memory
or mental effort required to perform a particular task. Lindlbauer et al.
[2019] proposed a real-time approach to automate UIs when switching
tasks or environments. Such an approach allows moving from fully
manual content creation or arrangement to a computationally supported
one. Depending on the expected cognitive load of the ongoing task, the
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Figure 2.21: Example of spatial consis-
tency constraint: The transition of the
virtual content from a body-centric lay-
out to world-fixed coordinates (a). The
spatial relationships between the ele-
ments are preserved while moving from
one environment to another (b,c). [Ens
et al., 2015]

system increased or decreased the number of UI elements and their level
of detail (LoD). For instance, when reading a complex text that causes an
increase in cognitive load, the system may reduce the number of visual
augmentations and keep only text-related ones. According to study
results, this approach increases task performance and the predictability
of a system.

Figure 2.22: Example of cognitive load
constraint: the system shows more vir-
tual content and in more detail for tasks
with a low cognitive load (left), whereas
less virtual content is shown with a
lower level of detail for tasks with an
increased cognitive load (right) [Lindl-
bauer et al., 2019]

• User perspective: User perspective refers to the viewing angle and field
of view of the users, taking into consideration the occlusions of virtual
objects.Fender et al. [2017] recorded and analysed users’ behaviour
within an environment and automatically suggested the size and position
of virtual content. Depending on the users’ Field of View and orientation,
the system optimises content placement Fender et al. [2018]. This is
especially useful in a dynamic context, where the content appearance is
view-dependent. For instance, Lages and Bowman [2019] explored how
to adapt the content to the ongoing location and task while walking. The
authors proposed four basic behaviours of content adaptation (follow,
rotation, attraction, and auto-centring) and their combinations (Figure
2.23). The combination of "follow" with "auto-centring" was the most
preferred.

• Utility and usage frequency: Utility and usage frequency refer to the
extent the virtual content is used. Cheng et al. [2021] performed opti-
misation considering the utility of the virtual content with respect to a
specific task. Higher utility elements should be placed in more accessible
locations, such as "within reach" to easily access task-relevant content or
"within sight" to place important information. In addition, Lindlbauer
et al. [2019] optimised the virtual content according to its utility and
usage frequency to adapt how much information to show and where to
place it.
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Figure 2.23: Example of user perspec-
tive constraint: the circle represents the
user’s location in relation to a single win-
dow (orange), while the solid arrow in-
dicates the viewing direction, and the
dashed arrow represents the walking di-
rection. The user moves from the initial
starting point towards the corner of the
room (a). In the Follow mode (b), the
window moves alongside the user but
disregards any rotation. In the Rota-
tion and Follow mode (c), the windows
maintain their relative position and ori-
entation with respect to the viewing di-
rection. The Attraction mode (d) shifts
and aligns the window with the wall fac-
ing the user. With Auto-Centering mode,
the window adjusts to the user’s body
orientation and position (e and f) [Lages
and Bowman, 2019]

• Semantics: Semantic refers to the meaningful connection between vir-
tual elements and physical objects. Cheng et al. [2021] proposed an
optimisation based on semantic associations between virtual interface
elements and physical objects. The authors suggested three techniques
for semantic placement: anchor, avoid, and replicate (Figure 2.24). The
study results indicate that the SemanticAdapt decreased the number of
manual interactions in comparison to the baseline adaptation method
(fitting usable space of the environment) and was preferred in subjective
ratings. In addition, Qian et al. [2022] presented an authoring tool for
designers to create semantic associations between virtual objects and
the real environment, e.g. to place a pdf document next to a notebook.
Their study revealed the high performance and overall usability of the
prototype.

Figure 2.24: Example of semantic con-
straint: (1) two examples of anchoring.
The left image in (1) depicts the utili-
sation of a laptop computer as a gen-
eral anchor, while the right image in (1)
demonstrates the placement of a kitchen
utensil shopping application alongside
a physical coffee cup as a semantic an-
chor. (2) This is an example of avoidance
where the user intentionally distantiates
the virtual interface elements from their
colleague. (3) The replicate behaviour
is demonstrated by the user placing a
virtual time widget where they would
expect to see a physical clock [Cheng
et al., 2021]

However, these approaches are limited in two aspects. First, most
of these approaches lack user control over the resulting placement opti-
misation, even though adding interaction into optimisation systems (i.e.
human-in-the-loop) has been shown to be beneficial and appreciated by
users in other contexts [Liu et al., 2020b]. This control enables users to
refine the model to produce desired or acceptable organisations and can
be based on intimate, personal or subjective preferences which cannot be
inferred computationally. Second, for the most part, these constraints have
been designed and tested in isolation, leaving aside the question of how to
allow the user to define several constraints in a fluid and natural way. We
thus lack a holistic approach that considers and unifies both the various
constraints and the input interaction to bring interactivity into augmented
reality layout optimisation systems.
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Summary of Layout Optimisation

Previous works introduced multiple constraint-based approaches
to optimise content placement in pervasive interfaces automatically.
However, these approaches did not address the challenges of layout
optimisation in freeform interfaces. Moreover, the proposed solu-
tions have been tested in isolation from each other and lack any
form of user control over the resulting placement optimisation. To
sum up, there is a need for intermediate approaches in pervasive
context combining user input and automatic layout adaptation.

2.5 Interaction in AR/VR

In this section, we focus on interaction for immersive augmented reality
environments. We first present previous approaches to spatial manipulation
in immersive environments. We then focus on a particular interaction
modality, hand gestures, which offers a holistic, fluid [Elmqvist et al., 2011]
and intuitive [Jacob et al., 2008] interaction. We review previous works on
hand gestures allowing multiple degrees of freedom or conveying meaning
through different gestures.

2.5.1 Spatial Manipulation

The spatial manipulation of information spaces in augmented reality envi-
ronments can be classified according to three dimensions [Ens et al., 2014a]:
the proximity to the user, the input mode and the tangibility. Proximity
describes the distance between the information space and the user: the
content can be on the body surface [Xu et al., 2018, Lubos et al., 2016],
near the user [Lee et al., 2021b, Yanagihara et al., 2019], or far away [Liu
et al., 2020a, Satriadi et al., 2020]. The input mode can be direct (e.g. direct
touch) or indirect (e.g. cursors or ray-casting). Most of the time, direct input
[Yanagihara et al., 2019, Lubos et al., 2016] is used for near and on-body
content, whereas indirect input [Satriadi et al., 2020, Luo et al., 2022] is
used for far content. The third dimension, tangibility, describes whether
the information space is mapped to a surface that can be touched. The
content can then be either tangible, as when leveraging surfaces such as
walls, or intangible, as when displaying the content in mid-air. This work
focuses on a subpart of the spatial manipulation classification: near and far
proximity, indirect input mode and tangible content. Namely, we explore
interaction using ray-casting, where virtual content is placed near or far
from the user and is mapped on the environment.

2.5.2 Hand Gestures in AR/VR Applications

To propose a holistic, fluid [Elmqvist et al., 2011] and intuitive [Jacob
et al., 2008] interaction, we must consider an appropriate input method
allowing the user to author the optimisation constraints. Hand gestures are
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Figure 2.25: Example of spatial inter-
action: The user observes a layout of
a spherical cap with a large central
overview [Satriadi et al., 2020]

Figure 2.26: In Post-Post-it [Lee et al.,
2021b], the user generates ideas for
problem-solving: (a) writes on Post-
it notes using a motion-tracked smart-
phone and a stylus, (b) employs realistic
one- and two-hand gestures to arrange
individual notes and layers of notes at
desired positions and orientations in 3D
space, and (c) establishes relationships
between notes with links to express con-
nections

interesting candidates as they remove the need for any input device, offer
multiple degrees of freedom, and can provide semantic meaning through
different gestures. Following the use of gestures for surface computing
[Wobbrock et al., 2009, Morris et al., 2010], hand gestures have already been
successfully used for authoring AR and VR applications [Piumsomboon
et al., 2013]. For instance, Arora et al. [2019] explored using mid-air
gestures to author animations in virtual reality. They derive a set of design
guidelines for gestural animation using mid-air gestures, such as direct
manipulation, which enables complex motions in space and adopts a
coarse-to-fine workflow to specify rough scenes before focusing on details.
Moreover, the authors observed that there are enough distinguishable
gestures (Figure 2.27) that do not require expensive hardware for their
recognition. In addition, the authors suggest natural interaction with real-
world objects in immersive environments to obtain expressive simulation.

Wang et al. [2021] propose an authoring tool, GesturAR, supporting
users in creating in-situ freehand AR applications. Their tool is based on
embodied demonstration and visual programming to create both static and
dynamic gestures. Authors demonstrate the usefulness and usability of
these gestures for different scenarios, such as, for instance, the creation of
interactive objects. Yan et al. [2018] demonstrated that object-gesture map-
pings in virtual reality are highly intuitive, favouring gesture discoverability
and memorisation. In their research, the authors explored that the usage,
shape and size are important factors when mapping object to gesture. Such
object-gesture mapping could be useful in various applications, such as
cooking teaching apps or games, to retrieve objects while avoiding the use
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of menus.

Figure 2.27: Example of hand ges-
tures [Arora et al., 2019]

Summary of Interaction in AR/VR

Spatial interaction using hand gestures has been proven to be useful
in many AR application scenarios. Hence, in our work, we decide
to apply hand gestures to perform spatial layout adjustment using
constraints. However, it is unclear which gestures should be used to
define each constraint and how to come up with an entire gesture
set with minimal or no gesture delimiter to ensure fluid interaction.

2.6 Conclusion

This chapter provided an overview of related work on pervasive freeform
user interfaces and their fundamental challenges in terms of content or-
ganisation and adaptation. Reviewing the approaches and limitations
mentioned earlier helped us to identify the challenges in layout organisa-
tion in pervasive interfaces.

Previous approaches of layout adaptation had the limitation of not pre-
serving content visibility or layout properties when dynamically adapting
user interfaces to freeform display areas. To address these limitations,
we introduce our work Dynamic Decals [Niyazov et al., 2021] - a novel
approach to decomposing interfaces into freeform widgets and applying
dynamic content placement optimisation using constraints. We describe
our approach in detail in Section 3.

Moreover, previous approaches to layout optimisation in augmented
reality interfaces lacked user control over the automatic placement of the
content. Besides, the proposed constraints were tested in isolation from
each other. Our second work, User-driven Constraints [Niyazov et al., 2023],
brings interactivity into automatic layout optimisation in AR using hand
gestures. We detail our approach in Section 1.7.
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Dynamic Decals

Our first work answers the following research questions:

• RQ1 - How to adapt the interface to freeform display areas (outer shape) and
the presence of physical objects that can occlude the interface (inner holes)?

• RQ2- How to dynamically adapt the interface layout due to the presence of
physical objects?

In this chapter, we present Dynamic Decals, denoted decals subsequently,
a novel type of deformable UI widget that is an outcome of answering the
aforementioned research questions. This concept is inspired by previous
work in computer graphics introducing repetitive patterns composing 2D
textures [de Groot et al., 2014]. As illustrated in Figure 3.1, in our approach,
all the elements of the graphical interface are represented as decals. Decals
can be automatically deformed when colliding with other decals, with
physical objects or with the boundaries of the display window. This shape
deformation allows the interface content to become freeform and maximize
space occupation. Furthermore, our approach allows us to define the
position of the group of decals composing the interface to respect certain
layout properties, such as alignment. This content repositioning at the
decal level preserves content visibility and readability.
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In this work, we focus on the research challenges derived from our initial
research questions. Elaborating on RQ1 and RQ2 to dynamically adapt
the interface to the freeform display areas and the presence of physical
objects led us to the following challenges: (1) how to define the decal
deformation according to its initial shape and content, and (2) how to
define the placement constraints that rule the behaviour of an interface
made of several decals.

Our approach is validated by a succession of three user studies showing
that Dynamic Decals is an aesthetically pleasing interface that preserves
visibility, layout and aesthetic properties.

Figure 3.1: In this work, we model per-
vasive freeform interfaces as dynamic
arrangements of deformable U Iwidgets,
called Dynamic Decals. (a) Our ap-
proach is fully dynamic, and it automati-
cally adapts the placement and shape of
UI widgets w.r.t. (b) user interaction and
(c) changes in the screen shape. The rela-
tions between the decals are modelled as
constraints on their placement and are
modified and optimized interactively to
(d) enforce specific relations (e.g., align-
ment) or (e) to adapt the placement to a
complex display setup. We model decals
as deformable objects (f ) that are con-
strained by the screen boundaries and
surrounding decals.

3.1 Usage Scenario

Before detailing our contribution, we describe the problems we intend to
solve with a usage scenario. We illustrate them in Figure 3.2

Bob is a student at a smart campus, where classrooms have been aug-
mented by projecting interfaces on tables. As the HCI class starts, the
system projects the file navigation showing a grid of folders. The table is
circular, and the projected interface is square, hence not fully exploiting
the available display space (1-space coverage). The teacher starts providing
the session instructions, and Bob needs to take some notes and opens
his notebook, covering a part of the interface. Then Bob needs to open a
specific folder, which is hidden by his notebook (2-object occlusion). He
moves the book and selects the folder to open. The folder contains a set of
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images. Bob decides to rescale his window to avoid any object occlusion.
The window now covers only half of the table, which leaves large parts
of the table unused and makes image preview icons too small (3-content
visibility). Students need to carry out a 5 minutes brainstorming session
using the Post-it application. Bob starts adding and linking post-its. He
needs more space, so he decides to enlarge the projected window. Then he
needs to manually displace the post-its to the available spaces that are not
covered by physical objects, which is quite tedious (4-content positioning).

Figure 3.2: Pervasive access to contex-
tual data leads to challenges in (1) effi-
cient space coverage, (2) handling object
occlusion, (3) preserving content visibil-
ity and (4) content positioning

3.2 Approach Overview and Contributions

To solve these challenges and achieve dynamic layout optimisation, we
divide the interface into graphical elements (decals) and cast our problem
as an interactive dynamic placement problem. Our approach is composed
of three main contributions: (1) the definition of a novel type of deformable
GUI element, the Dynamic Decals (denoted decals); (2) a dynamic layout
optimisation model, which moves the decals according to predefined con-
straints and user interaction; and (3) a deformation model which changes
the shapes of colliding decals.

To validate our approach, we conducted three studies. In our first study
(Section 3.7), we evaluated the decal shapes and deformers. In our second
study (Section 3.8), we validated our constraints and deformation using
automatic testing. Finally, we conducted a third study (Section 3.9) to
collect user feedback regarding aesthetics, content visibility and usability
of our system.

The approach of decomposing the interface into multiple small graphical
elements is well adapted to pervasive scenarios applications, such as post-
its for brainstorming, gallery of images, or grids of files and folders (see
Illustrative Applications Section 3.10.2 in the Discussion). In our work, we
focus on such scenarios, although we further discuss how our approach
could be extended to consider more complex interface layouts in Future
Works (Chapter 5).
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3.3 Layout Constraint Properties

In this section, we introduce our formulation for the interactive layout
adaptation by decomposing the interface into multiple small graphical
elements. We propose to optimise the position of the decals according
to desired layout properties, e.g. spacing and alignment. Each time the
display property changes (e.g., the shape of the display changes, a physical
object is moved on top of the display area), our system updates the decal
positions.

Our contribution is to extend the use of a constraint-based interac-
tive palette exploration system that provides interactive colour adjust-
ments [Mellado et al., 2017b] (Figure 3.3). The authors analysed a graph-
based colour palette defining colours as nodes and the edges as arbitrary
constraints. The constraints are expressed as a cost function, which is mini-
mized in the least squares sense to find a compromise between them. This
enables the design of new constraints specific to GUI layout optimisation.
Also, this approach allows the definition of a gamut constraint to force
the decals to stay within the display area, similar to penalising colours for
remaining in the gamut.

Figure 3.3: Original image (middle), re-
duced colour contrast (left), increased
colour contrast(right). The first row rep-
resents a gamut with a graph emphasis-
ing colour constraints. [Mellado et al.,
2017b]

Following similar notations to Mellado et al. [2017b], we denote X =
{xi ∈ S , i = 1..kd} the set of decal positions, S the current display area,
and Π(X) the conformity, which measures how much the decal positions X
respect the desired properties. The optimized positions of the decals X∗

are computed as follows:

X∗ = argmin
X

Π(X), with ΠX = ΠX
S (X) + Πconstr(X). (3.1)

The goal of the first term is to penalize decals lying outside of the display
area, and the goal of the second term is to penalize decals that do not
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respect prescribed constraints. They are defined as follows:

ΠS (X) =
kd

∑
i=1

cgam(xi, ri)
2, with Πconstr(X) =

kc

∑
j=1

(
cj(Xj)

)2. (3.2)

We now present the new constraints we have defined to preserve the
desired GUI layout properties: GUI content visibility and layout simplic-
ity, which refers to the number of lines and columns on the layout grid
(i.e. if items are aligned, the layout is simpler), and content grouping.
We designed these constraints empirically, following the layout simplic-
ity guidelines introduced by Ngo et al. [2003], Galitz [2007]. In these
constraints, coordinates and distances are expressed in pixels.

Gamut constraint

The goal of this constraint is to force the decals to stay within the display
area (i.e. the gamut). A decal having a radius ri = n pixels is penalized if it
lays inside the display area but at less than n pixels from the boundary (see
Figure 3.4).

Figure 3.4: Cost function of a gamut con-
straint and value of the cost according
to decal position

In order to ensure fast evaluation with dynamic display area and decals
with different radii, we compute a signed distance field dS (x) to the display
area boundary (negative inside, positive outside) and define the gamut
constraint cgam(x, r) as follows:

cgam(x, r) =
{

estep + dS (x)− r if dS (x)− r > 0
0 otherwise, and

dS (x) =
{

|x − projS (x)|2 if x /∈ S
− |x − projS (x)|2 otherwise.

(3.3)

The operator projS (x) projects x on the boundary of the display area
S . estep is a constant error term added to out-of-gamut positions, we used
estep = 10 for all our experiments.
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Distance constraints

We propose two distance constraints to (1) prevent decals’ overlap to
preserve content visibility and (2) favour decals’ grouping. The minimum
distance (see Figure 3.5) constraint penalizes overlapping decals. In order
to ensure fast evaluation of this constraint, we assume, without loss of
generality, that the decal’s shape can be approximated by axis-aligned
square boxes of size ri. Thus, overlap detection and cost can be efficiently
computed using the L1 distance between the decal’s centre:

cmind(xa, xb) = min (0, |xa − xb|1 − (ra + rb)) (3.4)

Figure 3.5: Cost function of a minimum
distance constraint and value of the cost
according to decal position

The maximum distance constraint ensures that decals belonging to the
same group remain in close proximity to each other. In contrast to cmind,
we look for proximity and do not want to favour distances in x and y
directions (see Figure 3.6). Thus, we penalize decals when their L2 distance
goes higher than a given threshold dmax:

cmaxd(xa, xb) = max (0, |xa − xb|2 − dmax) (3.5)

Alignment

The anchor line constraint ensures that decals belonging to the same verti-
cal/horizontal line remain aligned even when one of the decals moves (see
Figure 3.7). The cost is computed w.r.t. the distance between the anchor
line l and each decal xk belonging to a group. Any group of decals can
be associated with multiple lines, either vertical, horizontal or both (e.g.
to form a grid). Depending on the context, the position of the line can be
either fixed (i.e. coordinates are defined when creating the interface) or
updated when the display properties change.

The cost is computed w.r.t. the distance between the anchor line l and
each decal xk belonging to a group denoted X, as:

canchor(X) = ∑
k

∣∣projl (Xk)− Xk
∣∣
2 (3.6)
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Figure 3.6: ost function of a maximum
distance constraint and value of the cost
according to decal position

Figure 3.7: Cost function of an align-
ment constraint and value of the cost
according to decal position

3.4 Collision detection and Contact Deformation Models

In the previous section, we described interactive layout adaptation when
the properties of the interface are changing. However, the placement of
graphical elements introduces new challenges of decal adaptation that
cannot be fully optimised using constraints. For instance, with the presence
of physical objects, the display area becomes smaller, and the decal position
cannot be further constrained to penalise overlapping conditions.

A preliminary step to address this challenge is to detect collisions
between interface elements. While not very challenging in the case of rect-
angular axis aligned elements, this detection becomes tedious on freeform
objects [Jiménez et al., 2001, Man et al., 2014]. A standard solution is to ac-
celerate the collision query using a bounding objects hierarchy [Gottschalk
et al., 1996, Ericson, 2004, He and van den Berg, 2014], eventually optimized
using probabilistic computations [Park et al., 2017]. Other solutions first
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query simple proxies approximating the complex shapes [Hoff et al., 2001]
or use polar diagrams in which the collision detection is based on angle
processing [Ortega and Feito, 2005].

When colliding, the shape of elements is deformed with physical be-
haviours, using either explicit force modeling [Brenner and Carstensen,
2017] or constraint-based approximations [Müller et al., 2007, Bender et al.,
2017]. These approaches remain computationally intensive, and physical
parameters are difficult to parameterize. Alternatively, handle-based geo-
metric approaches enable user-defined free-form deformations [Jacobson
et al., 2014]; however, the coupling with contact detection remains intricate.

Depending on the deformation models, deformation applies either on
the whole area of the element [Brenner and Carstensen, 2017, Müller et al.,
2007] or only on its boundaries [Brunel et al., 2020]. In the first case, the
element content is directly deformed by the model. In the second case, a
mapping between the original and the deformed shape areas is estimated to
maintain some geometric properties such as preserving angles (conformal
mapping), areas (equiareal mapping), or some mapping properties such as
null Laplacian (harmonic mapping) [Hormann et al., 2007]. In this work,
we target interfaces composed of elements of different natures (e.g., images,
icons, text boxes, post-its), which might all require a dedicated deforma-
tion, complex to design by acting on physical or mapping deformation
parameters. In addition, our elements may dynamically change topology
(i.e. genus), which is an important issue for such approaches.

Another solution comes from decal-based 3D object surface textur-
ing [Lefebvre et al., 2005, Schmidt et al., 2006]. These methods populate
a surface with large sets of small tiles, the same way icons and content
would populate a screen. Recently, de Groot et al. [2014] defined a new
model called Implicit Decals, which enables the automatic generation of
colliding deformations between decals without requiring any collision de-
tection procedure. By explicitly modelling the area of a decal as a 2D field
function [Bloomenthal and Wyvill, 1997], Implicit Decals deform both
the boundaries and the objects’ areas. While de Groot et al. [2014] only
introduces a single deformation operator, both the boundary and the inner
area deformation may be controlled using other state-of-the-art free-form
composition operators [Barthe et al., 2003, Gourmel et al., 2013, Angles
et al., 2017], by relying only on user-defined geometric parameters. This
approach also seamlessly handles freeform surfaces with varying topology,
which would allow our content to naturally adapt to freeform screens of
arbitrary genera.

3.5 Decal Properties

In this section, we first present a technical background of Dynamic Decals
by extending Implicit Decals [de Groot et al., 2014]. Furthermore, we
present our decals and introduce their dedicated shapes and a different
deformation model.
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Figure 3.8: The texture is mapped
to multiple forms using Implicit De-
cals [de Groot et al., 2014]

3.5.1 Technical Background on Decals

Decals (i.e. small tiles used to texture the surface of a freeform 3D object)
are introduced with an implicit formulation by de Groot et al. [2014] and
denoted as Implicit Decals. An Implicit Decal Di is defined by a field
function fi(p) : R2 → [0, 1] whose value is 1 at the decal centre, 0 at all
points p along its influence limit and 1

2 at points on the decal boundary.
As illustrated in Figure 3.9-a, in a decal, the content is mapped in the area
where the field value is in the range [ 1

2 , 1] while the outer decal values in
the range [0, 1

2 ] are required for implicit deformation formulations [Wyvill
et al., 1986, Bloomenthal and Wyvill, 1997, Wyvill et al., 1999, Barthe et al.,
2004].

Figure 3.9: Field function of a square
decal. (a) Content is mapped in the
decal-hatched area. (b) Distance field
di(p) over a decal. bi(p) computes the
Euclidean distance of the decal influence
limit in the direction of p. (c) Decal pa-
rameterization in the decal display area.

A decal position is set by its center pi, where fi(pi) = 1 and its orienta-
tion is given by a local frame (s⃗i, t⃗i) (this frame is illustrated in Figures 3.9-b
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and 3.9-c). In the implicit decal formulation, the field function fi is defined
by composing two components. A distance field di : R2 → [0, 1], providing
a distance, eventually anisotropic (i.e. varying differently in different direc-
tions), from any point p in space and the decal centre pi, and a compactly
supported fall off function g : [0, 1] → [0, 1] such that fi(p) = g(di(p)) ex-
hibits the aforementioned properties illustrated in Figure 3.9-a. In de Groot
et al. [2014] implicit decals, they are defined as follows:

di(p) =
||p − pi| |

bi(p)
, and g(d) =

{
(1 − d2)3 if d ≤ 1
0 otherwise,

(3.7)

where the function bi(p) defines the decal shape by computing the
Euclidean distance from pi and the decal influence limit in the radial
direction −→pi p as illustrated in Figure 3.9-b in the case of an anysotropic
function bi defining a square decal. For a circular decal of radius Ri, we
would just set bi(p) = Ri = Cte ∀p (see Figure 3.10-c).

A fundamental advantage of the field function formulation is to enable
the automatic generation of contact deformations between n decals by
combining their field functions fi with a composition operator l : [0, 1]n →
[0, 1] and defining a unique field function F : R2 → [0, 1] as F(p) =
l( f1(p), .., fn(p)), which includes all decals deformed. De Groot’s contact
formulation is defined as:

F(p) =
1
2
+
(

fk(p)− 1
2

)
∏
j ̸=k

h( f j(p), fk(p)) where k = argmax
i

( fi(p))

(3.8)
and

h(x, y) =

{
1 − ( x+y−1

2y−1 )
1

1−y if x + y ≥ 1

1 otherwise.
(3.9)

To summarize, a decal Di is controlled by its center position pi, its local
frame (s⃗i, t⃗i) and its shape function bi(p).

Finally, the key idea of the implicit decal representation is to define
its parameterization (ui(p), vi(p)) using the inverse function g−1(F(p)).
It returns the distance di(p) in an isolated decal Di and automatically
transfers the decal deformations on the parameterization when they collide.
De Groot et al. introduced the parameterization in polar coordinates. In our
case, the cartesian (u, v) coordinates defined in [0, 1]2 are more convenient
and we derive them as:
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ui(p) =
1
2

 b̃i(p).si

bi(pi + s⃗i).g−1
(

1
2

) + 1


vi(p) =

1
2

 b̃i(p).ti

bi(pi + t⃗i).g−1
(

1
2

) + 1

 with b̃i(p) = g−1(F(p)).bi(p).
p − pi

||p − pi| |
.

(3.10)

3.5.2 Our Decals

Following this definition of implicit decals, we first present functions bi pro-
ducing our decal shapes. We then introduce a new technical contribution:
the use of field function deformers with their formulation. In the literature,
almost all the field function interactions are modelled with composition
operators [Sabin, 1968, Ricci, 1973, Wyvill et al., 1986, Pasko et al., 1995,
Bernhardt et al., 2010, Gourmel et al., 2013] that combine the field functions
hierarchically in a tree in which each node is a field function representing
the composition of its children [Wyvill et al., 1999]. We propose to avoid
this tree structure (also used in implicit decals [de Groot et al., 2014]) in
which the root is a single field function F representing the result of all
the successive deformations of each leaf field function fi. Following the
seminal work of Cani [1993] on contact deformations modelling with field
functions, we rather deform each field function fi as a new field function f 1

i .
Each additional deformation applied on a field function thus transforms
f j
i in f j+1

i . When drawing decals, this avoids the need to evaluate the
whole root function F (including its tree structure) while determining from
which deformed function fi both texture and shape function bi are to be
used. With deformers, each decal is defined by its own field function, and
thus, it also includes its own deformed parameterization with which its
own content is mapped. This is both more efficient and not subject to any
indeterminacy when complex deformations are used.

This is implemented by replacing g−1(F(p)) by g−1( f k
i (p)) in Equa-

tion 3.10, which yields the following formulation for b̄i(p):

b̃i(p) = g−1( f k
i (p)).bi(p).

p − pi
||p − pi| |

, (3.11)

where k is the index of the last deformation applied on the decal on which
the parameterization is computed.

3.5.3 Decal Shape

We define three different decal shapes corresponding to the most common
element shapes in GUIs. We present below the shape functions bi of a
square decal, a square decal with rounded corners and a circular decal
(Figure 3.10)
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Figure 3.10: (a) Square, (b) rounded
square and (c) a circle decal shapes. In
red, iso-lines fi =

1
2 and fi = 0 define

the decal boundary and its limit of influ-
ence, respectively.

A square decal is defined as a square at the decal boundary and at
its influence limit (see Figure 3.9). Squares are interpolated with a circle
to smooth the in-between field (see Figure 3.10-a) and thus the contact
deformations. A square of size Ri (i.e. an edge length of 2Ri), is defined by
the shape function bs

i as follows:

bs
i (p) = t2b̄s

i (p) + (1 − t2)Ri , with t =


s
ri

if s ≤ ri
Ri−s
Ri−ri

if ri < s ≤ ri+Ri
2

ri−s
ri−Ri

if ri+Ri
2 < s ≤ Ri

(3.12)

where

ri = g−1
(

1
2

)
, s = max(|⃗si.(p − pi)|, |⃗ti.(p − pi)|) , and

b̄s
i (p) =

Ri ||p − pi| |
s

.
(3.13)

A square with rounded corners decal is represented by squares whose
corners are defined by a quarter of a circle. For a square of size Ri rounded
at an angle θi (see Figure 3.10-b), the shape function brs

i is defined as
follows. We first define:

sp = |⃗si.(p − pi)| and tp = |⃗ti.(p − pi)| . (3.14)

Then, if (tp ≤ sp tan θi) or (sp ≤ tp tan θi), the decal is a square and:

brs
i (p) =

Ri ||p − pi| |
max(sp, tp)

, (3.15)

Otherwise, we compute the intersection of a ray starting from pi in the
direction of p and the arc of the circle defining the rounded corner. To do
so, we first compute the:

r⃗ =
1

||p − pi| |

(
sp

tp

)
and o⃗

(
Ri tan θi

Ri tan θi

)
, (3.16)
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then:
a = r⃗2 , b = −2⃗o.⃗r , c = o⃗2 − (Ri(1 − tan θi))

2 , (3.17)

and finally:

brs
i (p) =

−b +
√

b2 − 4ac
2a

. (3.18)

A circular decal is easily defined with a constant shape function set
with its size: bc

i (p) = Ri ∀ p, as depicted in Figure 3.10-c.

3.5.4 Deformers

When modelling the contact interaction of decals, there are two aspects
to define: the way the content (i.e. the inside part) deforms and the way
the boundary deforms. We achieve such deformation with the help of
deformers. A deformer is a function z : [0, 1]n → [0, 1], which, composed
of all field functions in interaction, computes the deformation of a field
function fi as f 1

i (p) = z( fi, . . . , f j(p), . . .), (j = 1..n and j ̸= i). Concerning
the content, our goal is to preserve its visibility during deformation. For
the boundaries, the deformer could tend to preserve its shape to accentuate
the separation between decals or, on the contrary, fuse them to indicate that
decals belong to the same group of GUI elements (e.g. as toolbar icons).

Union Blending Rigid
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Sq
ua
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g

Figure 3.11: The different types of de-
formers modelling the different contact
behaviours for our study. By row, the
inside content behaviour (overlapping
or squashing) and by column, the decal
boundary behaviour (union, blending or
rigid).

In this work, we introduce four deformers (Figure 3.11) for modelling
UI objects interactions when they collide. They are based on two inside
behaviours - squashing or overlapping (Figure 3.11-rows) - and two decal
boundary behaviours - union or blending (Figure 3.11-left and middle
columns). The special case of the display boundary that remains rigid
when a decal collides - i.e. only the decal is deformed - is handled with
the same two inside decal behaviours (squashing or overlapping). These
two additional deformers, illustrated in Figure 3.11-right, are not part of
the study (Section 3.7) as the squashing or overlapping behaviours of the
decals are already evaluated.

Inspired by the design of composition operators, we create our deform-
ers following a result-guided procedure [Barthe et al., 2001, 2003, Angles
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et al., 2017]. This allows us to select a desired resulting deformation on the
field function and to use it to derive the shape of the corresponding de-
former directly. We then propose equations generating the corresponding
shape for the deformer z.

For all deformer equations, we set k as:

k = arg max
l

( fl) , l = 1..n . (3.19)

The Overlapping-Union deformer is built to keep unchanged the field
function fi outside all other decal boundaries, and where fi ≥ f j (j = 1..n
and j ̸= i). Where fi < f j, fi is set to a value in [0, 1

2 ] to define the outer
area of the deformed decal adequately. We thus propose the following
formulation:

zou( fi, . . . , f j, . . .), j ̸= i, =


fi if i = k or ( fi ≤ 1

2 and fk ≤ 1
2 )

otherwise:
fi − fk +

1
2 if fi − fk +

1
2 > 0

0 otherwise .
(3.20)

The Squashing-Union deformer is very similar to the overlapping-
union (Equation 3.20). The difference is in the inner decal part, where we
want to squash the decal content. This is done using an adaptation of de
Groot contact composition operator [de Groot et al., 2014] as follows:

zsu( fi, . . . , f j, . . .), j ̸= i, =



H( fi, fk) if i = k
fi if fi ≤ 1

2 and fk ≤ 1
2

otherwise:
fi − fk +

1
2 if fi − fk +

1
2 > 0

0 otherwise ,

(3.21)

where
H(x, y) = 1

2 + (x − 1
2 )h(x, y) , (3.22)

and h(x, y) is defined in Equation 3.9.

The Overlapping-Blending deformer has the same inner behaviour
as the overlapping-union (Equation 3.20) except for a small inner band
of width e close to the decal boundary that is mapped on the blending
boundary. This enables the generation of the black contouring of the
blended decals, as can be seen in Figure 3.11-right. Blending is a well know
composition operator for combining field functions, and we propose to
model it using its simplest formulation, i.e. by summing the combined
field functions [Blinn, 1982, Wyvill et al., 1986]. In our case, the blending is
only located in the small inner band of width e and in the outside decal
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areas. We thus end up with the following formulation of our deformer:

zob( fi, . . . , f j, . . .), j ̸= i, =



fi if i = k and fi >
1
2 + e

otherwise:
∑n

l=1 fl if ∑n
l=1 fl ≤ 1

2 + e and i = k
otherwise:
fi − fk +

1
2 if 0 < fi − fk +

1
2 < 1

2
0 if fi − fk +

1
2 ≤ 0

1
2 + e otherwise .

(3.23)

The Squashing-Blending deformer, follows the formulation of the
overlapping-blending deformer (Equation 3.23). We have to add the squash-
ing deformation inside the decal. It is thus defined as follows:

zsb( fi, . . . , f j, . . .), j ̸= i, =



H( fi, fk) if i = k and fi >
1
2 + e

otherwise:
∑n

l=1 fl if ∑n
l=1 fl ≤ 1

2 + e and i = k
otherwise:
fi − fk +

1
2 if 0 < fi − fk +

1
2 < 1

2
0 if fi − fk +

1
2 ≤ 0

1
2 + e otherwise .

(3.24)
where H(x, y) is defined in Equation 3.22.

The Squashing-Rigid deformer is used to squash a decal field f1 against
a rigid display field f2 boundary. It is thus a binary deformer zsr( f1, f2).
It is built such that where the decal and the display interpenetrate and
outside the display boundary, the outer display is removed from the decal.
Inside, an inside squashed field is built along the display boundary. This is
implemented as follows:

zsr( f1, f2) =



f1 if f1 ≤ 1
2 and f2 ≤ 1

2
1 − f2 if f1 ≥ 1

2 and f2 ≥ 1
2

max

(
0, 1

2 −
√(

1
2 − f1

)2
+
(

1
2 − f2

)2
)

if f1 < 1
2 and f2 > 1

2

(1 − t( f2)) f1 +
t( f2)

2 otherwise ,
(3.25)

where

t(x) = (2x)4 (3.26)

The Overlapping-Rigid deformer is very similar to the Squashing-
Rigid deformer (Equation 3.25). The only difference is that the inner decal
content is hidden by the gamut rather than being squashed. Its equation is
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thus:

zor( f1, f2) =



f1 if f1 ≤ 1
2 and f2 ≤ 1

2
1 − f2 if f1 ≥ 1

2 and f2 ≥ 1
2

max

(
0, 1

2 −
√(

1
2 − f1

)2
+
(

1
2 − f2

)2
)

if f1 < 1
2 and f2 > 1

2

f1 otherwise .
(3.27)

To this end, we defined our decals by expanding Implicit Decals and
proposing to deform each decal separately. We presented three different de-
cal shapes that can be deformed upon collision with other decals or display
boundaries. The deformation is achieved with the help of four deformers
that are composed of field functions and applied to the boundaries and
internal content of the decals.

3.6 Implementation

To achieve real-time performances, we use the versatile solver proposed
by Mellado et al. [2017b], which allows for defining arbitrary constraints
between optimized elements. After each layout optimization step, we
deform the colliding GUI elements with other elements or with display
boundaries.

Decals Each decal content is stored as a 2D texture. Then, each decal field
function is precomputed in another 2D texture of the same size. At run time,
a parameterization decal texture is used. Before being displayed, deformers
of each decal, followed by the parameterization computation, are applied on
the precomputed field function texture and stored in the parameterization
decal texture. A decal Di is then rendered, for a given pixel p, by reading the
parameterization (ui(p), vi(p)) in the parameterization texture and fetching
the corresponding colour in the content texture. A standard axis aligned 2D
bounding box hierarchy [Gottschalk et al., 1996] enables optimized decal
collision detection for computing deformations only between potentially
colliding decals.

Interactive processing pipeline Our approach is designed to dynamically up-
date a GUI when the display area or its content change: we call such event
an update event. Our prototype takes as input an augmented GUI, where
GUI elements are modelled as decals, and their relations are described
as constraints. Each time an update event is triggered, the system starts
by updating the gamut: a 2D binary texture (black inside, white outside)
caches the gamut of the current frame. Similarly, we compute and store
in a 2D texture the associated signed distance field. For the studies, we
combine a static binary image representing the display area, modified by
adding the footprint of the object at a given location. With this approach,
the system can easily handle multiple physical objects since no additional
computation is needed to integrate each object. Then the solver is run,
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taking as input the decals, their relations, and the gamut distance field. The
decals are deformed, and the GUI is rendered using the Qt library. Our
prototype achieves an interactive framerate on a standard laptop with a
CPU Intel(R) Core(TM) i7-8850H 2.60GHz and 32GB RAM.

Optimization As Mellado et al. [2017b], we minimize the constraint costs
with the single thread implementation of the Levenberg-Marquardt (LM)
algorithm provided by Eigen [Guennebaud et al., 2010]. As LM is a
non-linear algorithm, it takes as input starting decal positions modified
to minimize the energy. In order to get stable optimization results, we set
the starting positions as the initial decal positions. When a user grabs and
moves a decal in the GUI, the position of all the other decals is optimized
but not the selected one.

3.7 Study 1: Decal Shape and Deformation

To evaluate the previously presented decal shapes and deformers, we
chose to conduct an online pairwise experiment in which participants
had to rate pairs of conditions (in our case, pairs of animations showing
two decals colliding). Such experiments are typical to gather Quality of
Experience (QoE) feedback and have been previously used to compare
freeform interface layouts [Serrano et al., 2017].

3.7.1 Study Description

We adopted an approach similar to [Serrano et al., 2017] by conducting an
online survey and using the Bradley-Terry-Luce [Bradley and Terry, 1952]
mathematical model to analyse the results, as detailed below.

Task

We conducted an online survey, which was divided into two parts. For
the first part, the task consisted of comparing pairs of deformers. Each de-
former was illustrated using an animated gif showing two decals colliding
(see them here). For each pair of deformers, participants had to answer
three questions to say which deformer was nicer (i.e. visually pleasing),
clearer (i.e. with more visible/readable content), and which one better rep-
resented a group of items (association). The first two questions correspond
to aesthetic terms proposed in the literature [Lavie and Tractinsky, 2004].
We focused on aesthetics because previous work has shown a strong corre-
lation between aesthetics and usability [Kurosu and Kashimura, 1995]. The
last question focused on whether, when two decals collide, the deformation
makes it clear that the two decals are grouped since GUI items are usually
grouped (such as toolbar items). For each question, the participant could
provide three answers: pair A, pair B or both (i.e. equality). For the second
part of the survey, the participants were asked to rank the decal shapes
in order of preference for each type of content (icon, image and text) and
motivate their choice.

https://aziz-niyazov.github.io/WebPageInteractiveDecals/pages/gifsDemoByContent.html


48 aziz niyazov

Evaluated conditions

We tested the three decal shapes (rectangular, rectangular with rounded bor-
ders and circular) and the four deformers (Overlapping-Union, Overlapping-
Blending, Squashing-Union and Squashing-Blending, see Figure 3.12). Con-
cerning the decals content, we decided to study three common types of
UI content: icons, images or text. Notice that we decided to only study
collisions between decals having the same shape and content. As for the
text, we used dummy Lorem Ipsum text. There were eleven words in
both square and rounded square decal shapes, whereas only nine words
fit in circular shape decals having the same font size. Regarding images
and icons, we chose them so that the contact behaviour was noticeable
enough on decals collision. All deformers were shown using the same
collision trajectory; the speed was empirically set to 54 pixels per second,
so the deformation was visible but not too fast. The speed of decals in the
final application depends on the solver, and we do not apply any speed
constraint (e.g. decals can move slower or faster, according to the user’s
actions). The maximum overlapping area of the decals was around 40%,
which is the maximum overlap that would occur in our final system. In
total, we generated 36 animations corresponding to 4 deformers x 3 shapes
x 3 content types.

Figure 3.12: In this survey, we evaluated
three decal shapes and four deformers
(Left, illustrated with the Icon content).
We also investigated these conditions
with Text and Image content (Right, il-
lustrated with Squashing-Union on a
rectangular decal).

Participants

We had 31 complete answers to our study, but we removed results from
4 participants due to their low consistency (Section 3.7.2 ). The final 27

participants (13 female) were aged 28.1 on average (SD=6.9). 14 of them
were university students, while the rest were professional workers from
various areas: 3 researchers, three office workers, a teacher, a photograph,
an illustrator, a computer scientist, a flight attendant, a surgeon and an
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architect.

Study Design

This study followed a 4x3x3 within-subject design, with Deformation oper-
ators (Overlapping-Union, Overlapping-Blending, Squashing-Union and
Squashing-Blending), Shape (Square, Square with rounded borders or Cir-
cular) and Content type (Icon, Image or Text) as factors. For the first part of
the study, participants evaluated 54 pairs of animations (6 pairs combining
the 4 deformers x 3 content types x 3 shapes). We used a 3x3 Latin square
to counterbalance the order of the Shape factor. For the second part of the
study, we asked participants to rank the three shapes for each content type.

3.7.2 Results

We first report on the consistency of the collected data before describing
the results of the pairwise comparisons of the deformers and the shape
preference.

Data consistency

Our analysis of the results is based on the three steps described in [Chen
et al., 2009], which validate the consistency of the collected data. The
first step consists in computing the Transitivity Satisfaction Rate (TSR) to
analyse the individual consistency judgement over multiple questions. For
instance, if the participant rates A greater than B, and B greater than C,
then we expect A to be greater than C. If this inequality is not preserved,
the TSR is decreasing. Based on [Chen et al., 2009], we calculated the TSR
in Python. After measuring the TSR for each participant, we removed
4 of them due to a low value (between 0.7 and 0.8). For the resting 27

participants, the TSR was above 0.8, meaning that they paid full attention to
the study [Chen et al., 2009]. Second, we calculated the group consistency
judgement using Kendall’s tau coefficient [Chen et al., 2009]. The Kendall
tau coefficient was greater than 0.5 for all answers to the ’nicer/clearer’
questions, meaning the overall judgement was consistent enough [Chen
et al., 2009]. The answers to the ’grouping’ question provided a Kendall
tau coefficient above 0.5 only for some conditions (shapes having the text
as content, as well as circular icons). Therefore, we provide the ’grouping’
results only for these conditions.

Figure 3.13: (a) Color encoding of the
p-values in the estimate tables for the
three metrics: nice, clear and grouping.
(b) Numerical ranges of p-values

Finally, we used the Bradley-Terry-Luce model [Bradley and Terry, 1952]
to get an "ability" metric for each condition as well as statistical differences
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between conditions with p-values. For clarity, we colour code these p-
values (Figure 3.13) and illustrate them in detail for Square decal shape,
Square decal with rounded borders and decal with Circular shape in Figure
3.14.

Figure 3.14: Each row illustrates ta-
bles with the estimate values for the
Square decal shape, square decals with
Rounded corners and decals with Cir-
cular shape. Significance is colour en-
coded.

Visibility and aesthetics

Figure 3.15 shows the results representing the Nice and Clear estimate
values as computed via the Bradley-Terry-Luce model. For all figures, the
Squashing-Union operator was used as a reference. Hence, the estimates
for the other deformation operators are provided with respect to Squashing-
Union.

Results on the Nice and Clear metrics are consistent across decal shapes
and contents. Overall, the Overlapping-Union operator was rated nicer and
clearer than the other deformation operators (see Figure 3.15). Squashing-
Union and Overlapping-Blending were perceived to be the most clear and
nice after Overlapping-Union: we found no statistical difference between
Squashing-Union and Overlapping-Blending except for rectangular icons
and images, where Squashing-Union was deemed nicer. There were only
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two conditions where Overlapping-Union values were not significantly
different than Squashing-Union and Overlapping-Blending: for icons pre-
sented on rectangular or rounded decals. The Squashing-Blending operator
was always rated the least nicer and clearer.

Figure 3.15: Results for the pair compar-
isons between deformers for each decal
shape (the y-axis represents the mean
rating with respect to Squashing-Union,
whose value is always equal to 0). Or-
ange bars show the results for the Nice
metric and green bars for the Clear met-
ric.

Grouping

As said earlier, we only found significant results for the grouping value for
Text content and Circular Shapes. Results reveal that Overlapping-Blending
and Squashing-Blending are the deformers that better represent a grouping
of multiple decals, except for text content on rectangular decals. Results
reveal no significant difference between these two operators. While the
fact that these two operators better represent a grouping behaviour was
predictable, given that they apply a blending deformation, we discovered
that this blending effect was stronger on textual decals.

Shape Preference and subjective feedback

When asked which decal shape they preferred, participants’ answers varied
according to the content type. Rectangular shapes with rounded borders
were preferred for icons (ranked first by 16 participants) and images (13). It
is interesting to note that the rectangular shape was the least preferred for
icons and images (ranked last 16 and 15 times, respectively), even though
we are used to displaying images on rectangular windows. Instead, the
rectangular shape is preferred for text (12).

Participants commented on their shape preference choice. Concerning
the overall preference for Rectangular shapes with Rounded borders (for
icons and images), participants stated that the shape was more "pleasant"
(P3, P22) and that "the rounded rectangle seems to allow the morphing in
a more smooth fashion" (P6). Concerning the preference for rectangular
shapes for textual content, participants referred to their habits and read-
ing performance: "Text in rectangles is more familiar and natural" (p7).
Participants commented on circular shapes. Those that did not like the
shape mostly referred to it being space inefficient: "Circular is the least
optimized" (P9). Instead, those that liked it referred to the fact that the
circular shape seems to be better for deformation: "Changing the shape of
a circle seems more natural than warping the rectangles" (P2).
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3.7.3 Summary

To summarize, our study reveals that Overlapping-Union is the deformation
operator perceived to be clearer and nicer. This result holds true for all
decal shapes and content. To represent a group of decals, both deformer
operators using blending seem to show better results but only for textual
and circular content. Concerning the shapes, participants preferred the
rectangular rounded shape for icons and images and the rectangular shape
for text. These results complement previous work on the perception of
non-rectangular interfaces [Serrano et al., 2017, 2016, Simon et al., 2019],
which mostly focused on static content.

3.8 Study 2: Decal Constraints

To validate our constraints, we conduct a simulation-based study on dif-
ferent application interfaces. For each application, we test the adaptation
of the layout to content occlusion or a change in the overall display shape.
For each of them, we compare the effects of the use of our constraints with
simple warping or no deformation at all in terms of content preservation
and layout simplicity. We detail below the design of the study and the
collected results.

3.8.1 Study Description

Choice of experiment

Our study consists of simulating, for each interface, multiple object occlu-
sions at predefined positions or changes in the overall display shape, then
adapting the interface using different conditions and automatically com-
puting relevant metrics on the final interface layout. We chose to conduct
such automatic testing to obtain a more systematic approach to compare
the different optimization approaches (e.g. control the exact position of the
physical object), thereby removing all possible biases introduced by object
tracking flaws or user behaviour in a real setup.

Interfaces, constraints and conditions

We implement four different interfaces to test the effects of our constraints:
an Image Viewer, a Mind Map, a 3x3 Grid of Images and a 5x5 Grid of
folders (see Figure 3.16). We implement our decals with different constraint
conditions. Either with only the Minimum distance constraint (namely
Decals_Min) or with an additional constraint varying according to the
application (namely Decals_Combined): we apply the alignment constraint
on the toolbar icons of the Image Viewer and the grids of images and
folders (both on the lines and columns); we apply the maximum distance
constraint on groups of post-its of the Mind Map. For each interface,
we also implement two baselines: No_Deformation and Warping. The
No_Deformation condition corresponds to an interface that would simply
be occluded without any kind of deformation or positioning behaviour. The
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Warping condition is similar to those proposed in the literature [Cotting
et al., 2006] and consists of deforming the whole interface.

Concerning the disruption conditions, we either emulate a physical
object covering the interface or change the overall display shape. Both are
implemented as part of the gamut, i.e. through a gamut constraint. We
simulate two different physical objects: a circular cup and a rectangular
book (slightly rotated). We define 9 predefined positions of the object on
the interface, corresponding to different levels of occlusion on the right
and top sides of the interface. For the change in display shape, we test 10

different shapes: four geometrical shapes (e.g. circle, octagon, hexagon and
pentagon), four freeform shapes and two particular shapes: a doughnut
(i.e. with an inner hole) and a ’separated’ shape (i.e. composed of two
separate parts).

Metrics and collected data

We automatically compute two metrics: content preservation and layout
simplicity. The content preservation is calculated as the average ratio
between the GUI elements’ size after deformation and their initial size.
For layout simplicity, we use the formula provided by [Ngo et al., 2003]:
simplicity is a function of the number of vertical and horizontal alignment
points. We compute the difference between the initial simplicity and the
value after deformation. Note that the Simplicity metric is not directly
optimized by the solver. Hence our constraints and metrics are independent.
We do not compute the simplicity for the Mind Maps application, given
that the post-its are not aligned, nor for the No_Deformation condition,
as it does not change the layout of the interface. In total, we generated
448 interfaces: we computed the content preservation metric for all 448

interfaces and the layout simplicity for 252 interfaces. For each one of
the generated conditions, we also captured a screenshot of the interface
illustrating our results.

Data analysis

We analyze the results with a Shapiro-Wilk test to determine the normality
of the collected data. For all the reported data, the Shapiro-Wilk test
reveals that data did not follow a normal distribution: we performed a Box-
Cox transformation, but the data could not always be transformed to be
normally distributed. Hence we conducted a Kruskall-Wallis test to verify
if there is a significant difference in the layout adaptation technique and
a pairwise Wilcoxon test with Bonferroni correction to calculate pairwise
comparisons between adaptation techniques.
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3.8.2 Results

Content preservation

The Kruskall-Wallis test reveals a significant effect of the Layout adapta-
tion technique (p<.001) on content preservation. The pairwise Wilcoxon
test shows that Warping and No_Deformation are significantly different
than both the Decals_Min (p<.001 for both) and Decals_Combined (p<.001
for both) conditions. These results hold true for conditions involving a
layout adaptation to object occlusion and a non-rectangular display area.
They indicate that the use of constraints significantly improves content
preservation, as illustrated in Figure 3.16.

When adapting the layout to an object occlusion, content preservation
is, on average, 96% for the Decal conditions, 89% for Warping, and 89% for
No_Deformation. When adapting the interface to a non-rectangular area,
this difference is even more pronounced in favour of decals: overall decals
provide content preservation of 95%, while Warping and No_deformation
only 76%. This is partly due to the tested physical objects that only occlude
a small part of the interface, which shows that the advantages of our
approach are more evident as more content is occluded.

Figure 3.16: Study results reveal that,
compared to regular warping (top inter-
faces), our decals approach (bottom in-
terfaces) improves content preservation
when adapting the layout to an object
occlusion or a non-rectangular display
shape.

Layout simplicity

Concerning the simplicity metric, the Kruskall Wallis test reveals a sig-
nificant effect of the Layout adaptation technique (p<.001). The pairwise
Wilcoxon test shows that Decals_Combined is significantly different than
both Decals_Min (p<.001) and Warping (p<.001) conditions in terms of
layout simplicity. The results did not reveal any difference between De-
cals_Min and Warping (p>.05). Again, these results hold true for conditions
involving a layout adaptation to a physical object occlusion and to a non-
rectangular display area. Overall the use of the Alignment constraint on
Decals_Combined improves layout simplicity, as illustrated in Figure 3.17.

When occluding the interface with a physical object, the layout sim-
plicity average is 93% for Decals_Combined (i.e. with Alignment), 84%
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for Decals_Min (i.e. without Alignment), and 85% for Warping. When
adapting the layout to a non-rectangular display, the simplicity with De-
cals_Combined is 93%, with Decals_Min 75% and with Warping 81%.

Figure 3.17: The use of an Alignment
constraint (bottom interfaces) improves
layout simplicity compared to using a
Minimum distance constraint only (top
interfaces).

3.8.3 Summary

Our results reveal that, overall, the use of decals preserves the interface
content and the layout simplicity compared to not deforming the interface
or warping the entire interface. These results hold true when the interface
is occluded by an object or when the interface adapts to a non-rectangular
display area. Our results also allow us to compare the performance of
our solution when using different constraints and validate that using the
Alignment constraint improves layout simplicity compared to using only
the Minimum distance constraint.

3.9 Study 3: User Evaluation

We conducted a final study with the goal of collecting feedback from users
regarding aesthetics, content visibility and usability of our system in a real
physical setup.

3.9.1 Study Description

Study task and instructions

The user study consisted of two parts corresponding to the two disruption
conditions: object occlusion and change in the overall display shape. In the
first part (Figure 3.18-a and -b), we asked participants to grasp a physical
object (a mug in our study), displace it over two predefined positions
on the interface to occlude it and rate the interface on three different
metrics: interface aesthetics, content visibility, and content alignment or
grouping (depending on the interface). In the second part (Figure 3.18-c),
the participants had to evaluate, using the same metrics, the interfaces
presented in three non-rectangular display areas: a freeform shape, a
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doughnut (with inner hole) and a ’separated’ shape (composed of two
parts).

Conditions

For the first part, we tested the same four interfaces as in our previous study,
namely the Image Viewer, the 3x3 Grid of Images, the 5x5 Grid of Folders
and the Mind Map. We compared two baselines (No_Deformation and
Warping) against two Decals conditions (Decals_Min and Decals_Combined).
As in the previous study, the Decals_Combined consisted of applying the
Alignment constraint for all interfaces except the Mind Map, for which we
applied a Maximum Distance constraint (which had the effect of grouping
post-its of the same colour). For the second part of the experiment, we
evaluated three interfaces (Image Viewer, 3x3 Grid of Images and 5x5 Grid
of Folders). We did not include the Mind Maps as we posited that changing
the display shape would have minimal impact on the Maximum distance
constraint. We presented each interface on three freeform display areas
positioned next to each other (Figure 3.18-c).

Figure 3.18: Two parts of the study with
the effect of Alignment on 3x3 Grid of
Images. (a) and (b) Physical Object Oc-
clusion. (c) Static Freeform Display Ar-
eas

(a) User Evaluation (b) User Evaluation (c) User Evaluation
Part 1 Part 1 - top view Part 2 - top view

Setup

We chose to experiment using a tabletop instead of a projection-based
system to remove any bias due to inefficient tracking of the physical object.
We used a 65 inches multitouch tabletop (1920x1080px) at a height of 80 cm,
allowing a comfortable grasp of the physical object when standing in front
of it. The mug (5cm radius, 6cm height) had three soft pads (1.5cm height)
attached to its bottom to be detected as a touch pattern on the touchscreen.
To make participants more immersed in the environment, we imitated the
presence of other physical objects around our interfaces. Moreover, the
experiment was in a dark room to eliminate outside reflected lights that
may interfere with object detection. Our system was running on a desktop
PC (i7-4790K CPU @ 4.00GHz; 32GB; GeForce GTX 980).

Participants

Twelve participants (2 females, 10 males) took part in this study (average
age of 27.75, SD = 3.2). Ten of them were local university students (1
Master’s Degree and 9 PhD students), and 2 were researchers (in physics
and computer science). All the participants had very low or zero experience
with tabletop systems.
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Study Design

The study followed a 4x4x2 within-subjects design with Interface (Mind
Map, Image Viewer, 3x3 Grid of Images and 5x5 Grid of Folders), Display
Condition (No_Deformation, Warping, Decals_Min and Decals_Combined)
and Type of disruption (Physical object occlusion, Freeform display area)
as factors. As said earlier, we did not evaluate the Mind Map interface
on the freeform display shape. We counterbalanced the Interfaces and
Display Conditions across participants. In total, we had 12 trials per Type
of disruption.

Data collection and analysis

After each condition, participants used a 5-point Likert scale to rank their
preferences on the metrics mentioned above (nice, visible content, alignment
and grouping). At the end of the study, we measured the usability of each
display condition with a System Usability Scale (SUS). To analyze the Likert
scale results, we treated data as nominal non-parametric variables. We
used a Kruskal-Wallis test to obtain the degree to which one group has
higher ranks than the others. After that, we made a posthoc analysis using
a pairwise Mann-Whitney-Wilcoxon test [de Winter and Dodou, 2010].

3.9.2 Results

For both parts of the study, the Kruskal-Wallis test showed a significant
difference between display conditions (p<.001). In this section, for each
metric and condition, we will report the percentage of participants that
gave a positive score on the 5-point Likert scale, i.e. that answered Agree or
Strongly agree.

Physical Object Occlusion

Figure 3.19-left illustrates the results of the Likert scale for the first part of
the study, where participants moved a physical object over the interfaces.
For the Nice and Visible metrics, the Wilcoxon pairwise comparison shows
that there is a significant difference between the Decals conditions and the
baseline conditions (p < .001 for all). Decals_Min and Decals_Combined
were evaluated as nicer and more visible compared to No_Deformation
and Warping techniques. The percentage of positive scores for the Nice
metric was respectively 71% for Decals_Min, 85% for Decals_Combined,
25% for No_Deformation and 25% for Warping. The percentage of positive
scores for the Visible metric was respectively 79% for Decals_Min, 88% for
Decals_Combined, 6% for No_Deformation and 10% for Warping.

Concerning the content Alignment, results only revealed a significant
difference between Decals_Min and the other conditions (p < .001 for
all). All conditions were perceived to offer a better content alignment
(Decals_Combined: 89%, No_Deformation: 83%, and Warping: 89%) than
Decals_Min (30%).
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Results were similar regarding the Grouping metric for the MindMaps
application, where we only found a significant difference between De-
cals_Min and the other conditions (p < .001 for all). All conditions were
perceived to offer a better content grouping (Decals_Combined: 100%,
No_Deformation: 92%, and Warping: 84%) than Decals_Min (25%).

Figure 3.19: Likert scale results for the
two parts of the study: Physical object
occlusion (left) and Static freeform dis-
play area (right).

Static Freeform Display Areas

Figure 3.19-right illustrates the results of the Likert scale for the second
part of the study, where interfaces were presented in freeform display areas.
For the Nice metric, the Wilcoxon pairwise comparison reveals a significant
difference between all conditions (p=0.015 between Decals_Combined and
Decals_Min, p < .001 for all others) except between No_Deformation and
Decals_Min. Overall, Decals_Combined was the nicer condition (83%),
followed by Decals_Min and No_Deformation (59% and 31% respectively),
with Warping being considered the less nice (11%).

For the Visible metric, the Wilcoxon pairwise comparison reveals a sig-
nificant difference between all conditions (p=0.048 between Decals_Combined
and Decals_Min, p < .001 for all others) except between No_Deformation
and Warping. Decals_Combined and Decals_Min were considered to offer
better content visibility (92% and 87% respectively) than No_Deformation
and Warping (6% each).

Finally, regarding the content alignment, the Wilcoxon pairwise compar-
ison reveals a significant difference between all conditions (p < .05 for all)
except between No_Deformation and Decals_Combined. Overall, the con-
tent alignment was thought to be better when applying No_Deformation
and Decals_Combined (80% and 84% respectively) than with Decals_Min
(19%) or Warping (58%).



perfin: 59

System Usability Scale

Regarding the SUS results, No_Deformation had an average score of 78.1,
which corresponds to a system between "Good" and "Excellent", Warping
had a score of 60.0, which equals "OK" and Decals_Min had a score of 71.9,
which is "Good". Participants evaluated the Decals_Combined separately
using the Alignment constraint and the one using the Maximum distance
constraint (only on the Mind Maps interface): the Decals_Combined with
alignment scored 80.2, whereas Decals_Combined with maximum distance
constraint had a score of 84.2, which are both "Excellent".

Qualitative Feedback

The qualitative feedback for each technique helps us to understand the
previous results better. Regarding the two baseline conditions, participants
preferred No_Deformation over Warping because they felt the interface
was more natural with no additional features, even though the content was
occluded by the cup. Warping was considered as cool but not useful or
usable. Regarding Decals_Min, participants mentioned that it was hard
to track the distribution of the UI elements, especially for the 5x5 Grid of
Folders. Considering the Decals_Combined, they noted that it was easy to
predict the behaviour of the UI elements.

3.9.3 Summary

To sum up, our user study confirms that displaying interfaces using our
approach offers several benefits compared to the two baselines. With
our approach, the interface content is nicer and more visible than the
baselines, and Decals_Combined preserves content alignment and grouping
of elements. Overall, Decals_Combined is the only technique with very
positive scores across all the metrics at the same time. This is valid both
when occluding the interface with a physical object, as well as when
adapting the interface to a freeform display area.

3.10 Discussion

In this section, we first recall the results of our three studies. Then we
show an illustrative application of how our decals may be used in various
scenarios.

3.10.1 Summary of study results

Our first study explored the user’s perception of the decals deformations
according to the decal shape, deformer and content. Our study revealed
that Overlapping-Union is the deformation operator perceived to be clearer
and nicer, which is an interesting result as it contrasts with the warping ap-
proach employed in previous systems. Our results reveal that the dynamic
shape deformation has an impact on shape preference, leading the square
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with rounded borders shape to be preferred for icons and images. These
results complement previous work on the perception of non-rectangular
interfaces [Serrano et al., 2017, 2016, Simon et al., 2019], which mostly
focused on static content.

Our second study validated the effects of applying constraints on con-
tent visibility and layout simplicity. We showed that not only is our solution
effective when a physical object covers the interface, but it allows us to
adapt the overall layout to multiple display shapes. Some of these shapes
are particularly challenging from a layout perspective, such as the ’dough-
nut’ and the ’separated’ shapes, and show that our solution can be easily
generalized to any freeform display shape.

In our third study, we evaluated content adaptation to the change
in interface shape and the presence of physical objects. According to
the participants, interface content is nicer and more visible when using
our approach than baselines. Moreover, preserving content alignment
and grouping graphical elements were appreciated and ranked as highly
positive.

Overall, our studies validated that adopting an optimization approach
to place GUI elements, combined with graphical deformation, helps solve
the issues of content occlusion and the non-rectilinearity of the display
on pervasive interfaces. Our approach improves content preservation and
layout simplicity compared to warping the whole interface, which is the
approach proposed in previous works [Cotting et al., 2006].

Figure 3.20: Six illustrative applications
for the Dynamic Decals.

3.10.2 Illustrative applications

Our approach can have many applications beyond our initial augmented
classroom user scenario. We showcase in Figure 3.20 different scenarios
where we applied Dynamic Decals: from left to right and top to bottom,
casual image gallery on a freeform coffee table, magic desk application
[Bi et al., 2011], wall projection combining virtual post-its with physical
documents, floor projection of images around users in a museum exhibit,
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personal augmented workspace and augmented restaurant dishware.

In addition, we created an interactive prototype to present our Dynamic
Decals to the public at the event "Nuit Europeenne des chercheur.e.s 2023"
(Figure 3.21). To facilitate the understanding of our research, we presented
our decals as characters from Marvel Comics. We presented the constraints
as "Infinity stones", where users could enable one each separately.

Figure 3.21: Gamification of Dynamic
Decals. Three constraints are enabled:
gamut, maximum distance and align-
ment.

3.10.3 Performances of the layout solver

We designed our prototype using a general-purpose constraint-based solver
[Mellado et al., 2017b]. Regarding computation times, the optimization is
fast enough to enable interactive framerates; however, we believe it can be
improved in several ways, for instance, by using analytical derivative com-
putations and parallel constraint evaluations. Regarding accuracy, the LM
algorithm finds local minima of the energy function, which in some cases
might lead to sub-optimal results, e.g. when no valid solution can be found
(over-constrained problem: display area too small, conflicting constraints),
or several optimal solutions when they exist (under-constrained problem:
very large screen, missing constraints). These situations might be detected
when designing the interface (to adapt the constraints) and at runtime by
analyzing the shape of the display area. Visual hints could also be shown
to the user to highlight parts of the GUI where the solver struggles to find
a solution by analysing the optimization residuals.
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3.10.4 Limitations

This research is the first step in combining graphical deformations with
layout constraints to produce freeform interfaces dynamically adapting
to content occlusion and non-rectangular display shapes. As such, we
implemented a set of fundamental constraints for freeform GUIs with layout
simplicity in mind. For the layout simplicity metric, we used the formula
provided by [Ngo et al., 2003], where simplicity is a function of the number
of vertical and horizontal alignment points. A first limitation of our work
is that this formula, which was originally designed for rectangular layouts,
may less well correlate with the simplicity of a freeform interface. The
question of how well layout aesthetic metrics adapt to freeform interfaces
should be specifically addressed in the future.

While the SUS results are very positive, given the task of the study (with
limited interaction), the evaluated usability results need to be interpreted
with caution. Other constraints can be added to address other layout
properties, such as balance or symmetry [Ngo et al., 2003, Galitz, 2007],
or anchors to the initial item’s location (e.g. minimizing displacement of
decals from their original positions). Besides layout properties, constraints
could address other relevant considerations, such as higher-level semantic
or task requirements. With more constraints will come the question of the
scalability of the optimization. We considered a maximum combination
of three constraints at the same time. Finding an optimal solution to the
minimization problem becomes more difficult as we add constraints, and
further studies should validate this scalability question. In our studies, we
focus on adapting the decal positions. The integration of decal scale and
orientation, as well as the scale of parts or even the whole interface in the
solver constraints, is an interesting line of research. This would increase
the space of solutions and constraints for the solver. This also requires
new studies and considerations that should be the topic of new dedicated
investigations.

3.11 Extensions of Dynamic Decals

During my PhD, I supervised two internships within the scope of the
PERFIN ANR JCJC project. Both internships used Dynamic Decals as the
base for their work and extended it either to add new features or to explore
new usage scenarios.

The first internship focused on developing a module for Dynamic Decals
to define the display area (gamut) dynamically. Using a depth camera, we
implemented three different modes to determine the boundary of a gamut:

1. Drawing mode is used when the user defines a gamut by manually
outlining the perimeter of a desired display area.

2. Flooding mode is activated by clicking anywhere in the projected area. The
selected pixel defines the centre of the gamut, which will then expand
outward based on the differences in depth compared to the surrounding
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pixels. This can be useful if the user wants to select all the available area
within a particular surface, e.g. table.

3. Depth mode allows adjusting a desired depth relative to the maximum
and minimum depths measured in the depth field of the camera. For
example, a user may select a large area (table surface) as a gamut or
change it to a smaller area (a book on the table) by adjusting the target
depth.

The second internship explored usage scenarios to augment reading
activity in interactive tabletop systems using a tablet (Figure 3.22): the
tablet would display the paper, and the surrounding tabletop could be
used to display additional information (e.g. related videos or references) or
excerpts from the paper. Analysing how users read scientific articles and
what content is extracted from them, we proposed three models to arrange
the content in a working area. These models are based on constraints and
allow semi-automatic content organisation:

Figure 3.22: Example of using rectangle
model. The abstract and Conclusion are
important widgets; they are constrained
within the green area that represents the
most frequent access.

1. Clock model follows a path resembling the movement of a clock (Figure
3.23). New virtual objects representing extracted information appear
next to the tablet and push older objects away along the path until they
are removed. Users can freely move objects along the path or reposition
them elsewhere on the screen, while an empty space on the right side
allows for the fixed positioning of important information.

2. Rectangle model is based on the observation that users tend to position
important widgets closer to them and less important ones further away
(Figure 3.24). Widgets are constrained to the visible surface of the
rectangles, and if they leave, they are repositioned at the closest edge.
This model allows users to organize their workspace based on the
importance of the content.
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Figure 3.23: In the clock model, when
new widgets appear, the older ones are
gradually displaced from the tablet, fol-
lowing a clockwise direction along the
designated path, until they are eventu-
ally removed.

Figure 3.24: The rectangular model de-
fines three areas: an interaction area
(green) for the most frequently accessed
content, a mid-area (blue) for less pri-
oritized but still interacted content, and
a storage area (red) for less important
content awaiting reuse.

3. Custom model offers maximum user control by allowing them to create
and customize their own rectangular boundaries on the screen to asso-
ciate widgets with (Figure 3.25). This enables personalized workspace
layouts and avoids content overflow in multi-user contexts.

Figure 3.25: Custom model allows users
to create custom layouts to allocate a
place for the extracted information from
the article

3.12 Conclusion

In this chapter, we answered the two first research questions (Table 3.1) by
presenting a novel approach to tackle the challenges resulting from content
occlusion and non-rectangular display areas on pervasive interfaces. Our
approach is composed of two main components: (1) a dynamic layout
optimisation model moving the GUI elements according to predefined
constraints and user interactions and (2) a deformation model changing
the shape of colliding GUI elements. We implemented the deformation
model with an extension of Implicit Decals [de Groot et al., 2014], defining
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different decal shapes and new reformers. An online pairwise study reveals
that overall the Overlapping-Union deformer is perceived to be nicer and
clearer than the others. Our optimisation model is built upon the solver by
Mellado et al. [2017b] combining and minimizing constraints to update the
decal positions. We validated the constraints through a study where we
implemented different interfaces on which we apply content occlusion and
display area changes. The results show that compared to the baselines (i.e.
warping the entire interface or covering the content), our solution ensures
content preservation and layout simplicity. We confirmed these results
with a user study showing that, compared to the baselines, users found
our system aesthetically pleasing while preserving content visibility, layout
properties (alignment and grouping) and usability.

Table 3.1: Our contribution to address-
ing initial research questions RQ1 and
RQ2

The content of this chapter was published at a top-tier international
conference in HCI, ACM ISS Conference on Interactive Surfaces and Spaces.
I presented it at the conference, in Poland, in November 2021.





4

User Driven Constraints for
Layout Optimisation in AR

In the previous chapter, we presented our contributions addressing the
research questions RQ1 and RQ2 to optimise virtual content dynamically
in projected 2D interfaces.

In this chapter, we present our efforts in addressing the two following
research questions of the PhD:

• RQ3 - How to bring interactivity into layout optimisation systems?

• RQ4- How to provide a set of spatial gestures to control layout optimisation
while not depending on the ’legacy’ of GUI?

In this chapter, we explore the concept of user-driven constraints for
immersive augmented reality layout optimisation. Our approach lets users
define and set up their own constraints directly within the real-world
environment. We address the previously mentioned research questions
(RQ3 and RQ4) for immersive augmented reality environments by allowing
users to guide layout management behaviour while avoiding the need
for manual content arrangement. We move away from the inherited UI
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interfaces that tend to populate augmented reality platforms (e.g. contextual
menus or UI widgets), as they break the interaction flow and distract
the user’s attention from the surrounding real world [Jetter et al., 2014].
Instead, our goal is to propose a holistic, fluid [Elmqvist et al., 2011] and
intuitive [Jacob et al., 2008] interaction approach allowing any user to guide
the layout optimisation in the real world easily. Our approach should also
be accessible to users with limited expertise in constraint optimisation.
This leads us to address the challenging problem of providing a set of rich
spatial gestures that define, all at once, the constraint, its parameters, and
its applied spatial region.

4.1 Usage scenario

Before detailing our contribution, we illustrate several usage scenarios
of the proposed user-driven constraints system. We envisage a use case
scenario of the daily life at work of a researcher, John. John’s workspace
consists of a combination of physical and virtual objects. Physical objects
include a desk, laptop, and mouse, as well as decorative elements and
surrounding walls. Virtual objects exist in augmented reality and consist of
virtual notes, virtual documents, as well as virtual tools and widgets.

After a busy week, John’s workspace has become severely unorganised,
with virtual content scattered on his desk and walls. Tidying up these
virtual objects manually would be tedious. He would like the ability
to arrange virtual objects easily but within a certain level of constraints
and flexibility. John decides to use the user-driven constraints layout
optimisation approach.

Figure 4.1: An illustration of a sim-
ple usage scenario involving attractive
edge, exclusion surface, in-view surface,
and semantic attractive edge. The mini
figure on the bottom right illustrates
the behaviour of the in-view surface
when the laptop occludes the virtual
content. Virtual content is illustrated
in blue throughout the paper.

attractive
edge

in-view

������������

semantic
edge

exclusion

exclusion

First, he wants the notes scattered on the wall to be aligned near the
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corner. However, he does not want these notes to cover his best paper
award certificate. To achieve this layout, he first created an exclusion surface
covering the certificate, followed by an attractive edge along the corner of
the wall. The edge causes the notes to move toward the corner, while the
exclusion surface prevents notes from covering the certificate.

Next, he would prefer to see his non-work-related to-do list on the
surface in front of him, but only after closing the laptop lid to prevent
being disturbed by work-unrelated activities during working hours. To
achieve this occlusion-aware layout, he created an in-view surface right
behind the laptop. When John next opens his laptop lid, hiding this surface
region from view, any notes placed there will be automatically moved
elsewhere.

Now, there is only one more thing to do. John likes listening to music
and wanted easy access to a music player. He then created another attractive
edge on the edge of the desk. This time, he defined a semantic attractive
edge that only attracts a specific type of content, which he assigns to the
music player. Figure 4.1 illustrates the final state of John’s workspace.

There are cases when it may be useful for John to define a preference for
multiple containment surfaces. A containment surface is a user-defined 2D
region that attracts virtual content. For example, John knows he will need
quick access to an email list and notes. For this, he creates a high-priority
containment surface near his mouse pad. John also wants to have an addi-
tional surface on which he can situate virtual research papers downloaded
from the internet. For this, he creates a low-priority containment surface on
the left side of the table. The two containment surfaces now have different
priorities assigned (Figure 4.2-a). After several new virtual objects are
instantiated, i.e. new research papers that John downloaded, the first few
papers are attracted by the high-priority surface on the right. Only the
last virtual paper downloaded is attracted by the low-priority surface on
the left after the high-priority surface has reached its full capacity (Figure
4.2-b-c).

closer, 
but full!

a b c

X

Low
priority

High
priority

Figure 4.2: The expected behaviour of
preference surfaces according to differ-
ent surface priorities.

We also envisage how our user-driven constraint approach helps in
collaborative scenarios, in particular, preparing a shared workspace before
collaborative activities take place. John has scheduled a quick meeting with
his colleague, Sarah. He knows from experience that he will be sitting in



70 aziz niyazov

his chair while Sarah will be standing next to him. In this case, John and
Sarah will have different user perspectives of their environment, and defining
surfaces on which they can place virtual content beforehand can help avoid
confusion caused by occlusions. Before the meeting, John creates a camera
frustum for his expected perspective and a second one for Sarah’s expected
perspective (Figure 4.3-a-b). The intersection between the two surfaces
created by these frustums becomes the shared containment surface used
later (Figure 4.3-c). Items will only be placed in areas visible to both John
and Sarah and avoid areas hidden from anyone’s view, for instance, the
space behind John’s desktop monitor.

Figure 4.3: Multiple user perspectives
can be authored before collaborative ac-
tivities to define common containment
visible to every user.

a b c

4.2 Approach Overview and Contributions

To answer research questions RQ3 and RQ, we first reviewed previous
optimisation constraints for immersive environments in Chapter2; we
selected those that can benefit from user control. Then we propose a design
space for interactive immersive augmented reality layout optimisation,
based on an object-action approach [Shneiderman et al., 2016] to favour
fluid and intuitive immersive augmented reality interaction [Elmqvist
et al., 2011, Jacob et al., 2008]. Our design space considers the following
factors: the user-driven constraint, the constraint application region, and
the constraint parameters. To explore this design space, we conducted a
gesture elicitation study with 12 participants who proposed gestures for a
set of combinations of constraints, parameters and regions while wearing
an HMD. Using the results from the study, we designed a system involving
a complementary set of gestures to define the various constraints. We
developed our design in a proof-of-concept prototype that demonstrates
the application of our design space in a potential real-world scenario.
Finally, we conducted a user study with 12 participants to validate our
approach and gestures, where participants had to create several constraints
at the same time to arrange a set of virtual contents.

In summary, we highlight our contributions as follows: 1) A design
space of interactive layout optimisation for augmented reality environments;
2) A user elicitation study exploring which gestures users would perform
to conduct such interactive optimisation; 3) The design and implementation
of an interactive prototype demonstrating our approach; 4) The validation
of our approach through a controlled summative study.
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4.3 Design Space

In this section, we describe how we derive the presented constraints in
Chapter 2 into a design framework for user-driven interaction. Our design
space considers three dimensions: the regions of interest, the user-driven
constraints and the constraint parameters. This design space was defined
through an iterative design thinking process conducted by three senior
and one junior researchers in immersive visualisation, human-computer
interaction and mixed reality. We sketched each constraint and used the
sketches to drive our discussions. Those sketches were later refined through
low-fidelity prototypes in Unity and HoloLens.

4.3.1 Design objectives

We drive our approach using a set of design objectives based on recommen-
dations from previous works:

• Human in the loop: the driving motivation for our approach is to allow
users to refine the virtual content placement optimisation and go beyond
the "black box" approach that does not support user interaction. To
overcome this, Liu et al. [2020b] proposed a set of design recommen-
dations for interactive optimisation based on personal preferences or
unforeseen situations. For example, users should be able to manipulate
solutions directly to obtain immediate feedback. Moreover, feedback
should be understandable at each optimisation stage. Following such
recommendations, users can bring new knowledge into the placement
approach, which brings trust and confidence in the final solution [Liu
et al., 2020b].

• Holistic design: our goal is to unify the interaction experience by consid-
ering all the interactions of the system and the constraints at once [Ser-
rano et al., 2015]. This leads to a seamless and intuitive user engagement
with data through direct manipulation and embodied interaction - fluid
interactions [Elmqvist et al., 2011]. Also, the goal is to minimize the
presence of gesture delimiters, which separate the beginning and the
end of different interactive commands.

• Natural hand gestures: our goal is to adopt a device-less approach
based on hand gestures, which are always available. As underlined in
Chapter 2, hand gestures are highly intuitive and can favour gesture
discoverability and memorization [Yan et al., 2018].

• Direct item manipulation: our approach requires delimiting spatial
surfaces or edges in 3D. It should thus support direct manipulation to
promote a sense of control in dynamic virtual environments. Controlling
spatial and temporal properties of virtual objects has already proven
to be useful in AR in the context of authoring animations [Arora et al.,
2019].

• Avoid GUIs: As a result of previous objectives, our design should avoid
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the use of traditional GUIs, which tend to break the interaction flow and
have been shown to perform worse than gestures to active commands in
augmented reality [Saidi et al., 2021].

CONSTRAINT REGION PARAMETER
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Figure 4.4: Left: Our user-driven con-
straints, illustrated on either an edge or
a surface region. The blue window rep-
resents the virtual content whose place-
ment is optimised. Right: Our design
space for the user-driven specification of
dynamic constraints.

4.3.2 Regions of interest

We consider four major regions of interest: a point, a 1D line, a 2D surface
or a 3D volume. Each of these regions represents common parts of the
spatial environment to which the virtual content may be associated: a
position in mid-air (point), the edge along a piece of furniture (1D Line),
the surface of a wall or table (2D surface), or a 3D area around a physical
object (3D volume). In this work, we only explore regions defined by 1D
lines and 2D surfaces.

4.3.3 User-driven constraints

We revisited the constraints presented in Chapter 2 from a user perspective,
leading to a set of user-driven constraints. One important consideration
when deciding which constraints should be user-driven was to avoid user
burden by having the user define constraints that could be easily and
efficiently performed automatically. For instance, asking the user to tag or
classify the environment geometry manually would be tedious. However,
letting the user define a specific preferred surface or edge on the environ-
ment as a container for virtual content can allow him to personalize the
environment.

Our set of constraints focuses on those related to the real-world environ-
ment, leaving aside the constraints dealing with the inner arrangement of
the content (e.g. window alignment or layout grids). We defined 8 different
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user-driven constraints, illustrated in Figure 4.4 - Left. We also described
the effect of optimisation for each constraint. Our constraints are defined
as cost functions and optimised by minimizing the cost. The cost function
can consider different dynamic parameters, such as a region’s weight or
the distance between the content and the region.

Attractive Edge

This constraint allows the user to define an edge near which the content
should be displayed. The effect of this constraint on content follows a
spring metaphor: if the content moves away from the region of interest,
it will be pulled back. From a systems perspective, when the distance
between the content and the region of interest increases, the associated cost
increases.

Repulsive Edge

This constraint defines the opposite behaviour to the attractive edge. If
the content is moved towards the region of interest, the metaphorical
spring will push it back. From a systems perspective, when the distance
between the content and the region of interest decreases, the associated
cost increases.

Containment

This constraint allows the user to define a region that will contain the
virtual content. For instance, the user may want to define the surface of
a wall or part of a wall as a container. From a systems perspective, when
the content position is outside the containment region, the associated cost
increases.

Exclusion

This constraint defines the opposite behaviour to containment, i.e. the user
defines a region where the content should not be displayed. For instance,
the user may want a physical whiteboard not to be occluded by the virtual
content. From a systems perspective, when content enters the exclusion
region, the associated cost increases.

In-view

This constraint allows the definition of dynamic optimisation over certain
regions, which are enabled only when they are in the field of view of the
user. For instance, the user may want to assign an in-view constraint to a
large surface so that the content of smaller nearby surfaces is arranged on
the large surface when the user is in front of it. From a systems perspective,
when the user looks at in-view regions, the associated cost decreases.
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Preference

The preference constraint allows the user to define the priority order in
which containers will be used: when one region is filled with content, the
next preferred region will be used to place the content. From a systems
perspective, the cost correlates to the priority of the preference regions (e.g.
high priority regions will have a low cost).

User Perspective

This constraint allows planning for commonly used viewpoints or col-
laborative activities by anticipating the intended user perspectives from
the participants. The user can define one or more static perspectives be-
forehand, each from a specific position and facing direction. The surface
regions in the environment that are visible from all views will automatically
be selected as containers. From a system perspective, the surface areas
where the frustums from these pre-defined views overlap are used to define
a set of containment regions.

Semantics

This constraint allows the user to associate semantics with regions of
interest. While some semantic information can be extracted automati-
cally by using computer vision approaches [Cheng et al., 2021], having a
user-driven constraint allows the user to define personal semantics. The
automatic semantic association has already been demonstrated in previous
works, and we thus focus on user-defined semantics only. For instance,
the user may want to associate a virtual calendar with a position on a
wall where they previously hung a physical calendar. From a systems
perspective, when a region has the same label as the content label, the
associated cost decreases.

4.3.4 Constraint parameters

Some of the constraints we discussed previously depend on particular
parameters. For instance, the edge constraint can be parameterized by
defining a positive or negative weight to increase the attraction or repulsion
of its spring. The edge constraint can also include a minimum distance
parameter, which defines the minimum distance from the edge at which
content may be placed, leaving a buffer region in between. The list of
possible parameters is detailed in Figure 4.4 - Right.

Our final design space results from the most frequent or relevant com-
binations of user-driven constraints, regions of interest and constraint
parameters and is illustrated in Figure 4.4 - Right.
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4.4 Gesture Elicitation Study

We conducted an elicitation study to explore the design space of the ges-
tures that could be used to define our user-driven constraints and inform
our following system development. In elicitation studies [Austin et al.,
2020, Tsandilas, 2018, Vatavu and Wobbrock, 2015, Findlater et al., 2012],
participants are presented with a referent, which is imagined to be the effect
of the action caused by a gestural sign, which the user is asked to generate.
The aim is to identify gestures that are intuitive and easily discoverable
by users. We asked participants to suggest hand gestures (the signs) for
fourteen different referents (constraints).

4.4.1 Overview and rationale

As discussed in the introduction, we wanted to move away from the
inherited UI interfaces that populate current augmented reality platforms
that rely on ‘legacy’ GUI components such as contextual menus and UI
widgets, as these break the interaction flow and distract the user’s attention
from the surrounding world. Instead, our goal was to explore the use of
spatial gestures to define the user-driven constraints. Such gestures can
ensure a fluid interaction [Elmqvist et al., 2011].

Our study focuses only on hand gestures, i.e. participants could use one
or two hands or a combination of hands and any of their fingers, as well as
pinch and tap gestures. The main reason for this was that we wanted our
approach to be feasible with current state-of-the-art HMDs, which offer
effective hand and finger tracking.

4.4.2 Referents

In our study, we consider a referent as a combination of a user-driven
constraint, a region of interest, and (optionally) a specific parameter. For
instance, the containment constraint can only apply to a surface, whereas
the semantics constraint could be applied to an edge, surface and volume.

We asked participants to create signs for the eight constraints of our
design space: attractive and repulsive edge, containment, exclusion, in-
view, preference, user perspective and semantics. Each constraint was
coupled with between one to three regions and zero to two parameters
(see Figure 4.4). We chose a total of 14 referents, including a command
to remove the created constraints. While many more interesting referents
are possible, we limited the study to 14 referents to keep the study length
under one hour.

We asked participants to propose up to three gestural signs for each ref-
erent and choose their preferred one. Requiring users to produce multiple
interaction proposals for each referent, a technique known as Production,
can reduce legacy bias in user elicitation studies [Morris et al., 2014]. Other
techniques to reduce legacy bias, such as Priming and Partners [Morris
et al., 2014] were less well suited to our study: users were already in a novel



76 aziz niyazov

environment, hence priming users to think with new forms of interaction
could be confusing, and working in groups was difficult while wearing
the headset. Priming also presents a risk of unintentionally influencing or
constraining the participant’s suggestions.

4.4.3 Participants

Fourteen students (7 females, 7 males) volunteered for our study. Their av-
erage age was 28.07 (SD = 3.02). All participants were right-handed. Twelve
participants were PhD students, one was a Master’s Degree student, and
one was a Postdoctoral researcher. Six participants had prior knowledge of
AR/VR systems.

4.4.4 Apparatus

The study was conducted on a Hololens2 wirelessly connected to a laptop
using "Holographic Remoting" in Unity. This allowed holographic content
to be streamed to the Hololens in real-time from play mode in Unity and
allowed us to control the study on the laptop and reduce the computational
load on the Hololens. When participants wore the HMD, their hands were
augmented by virtual hand joints detected and displayed by the Hololens to
provide them with feedback. For instance, while performing a raycast, the
system highlighted the spherical index finger joint. We wrote a C# script
for Unity to log participants’ gestures on button-press from the keyboard.
The Unity application did not recognize user gestures; it only tracked and
recorded the participants’ hands while performing a gesture. Once the
gesture was finished, the system saved the recording of the position and
orientation of the head and all hand joints from both hands to a CSV file.
The timestamp of each object was also recorded to allow to synchronise of
hands and head during results analysis.

4.4.5 Design

Our study followed a within-subject design with one factor, the Referent
(14 possible values). We used a Latin Square to counterbalance the order of
the referents.

4.4.6 Procedure and setup

The participants were seated at a desk in front of a wall. Such setup
allows for gesture creation on horizontal and vertical surfaces, as well as in
mid-air. For participants without prior knowledge of AR/VR systems, we
familiarised them with the default gesture recognition provided by MRTK
and let them see how hands are tracked.

Once the participants were familiar with their task and comfortable
wearing the Hololens2, we orally described the example of each constraint
behaviour and its effect on the content without hinting at any possible user
interactions to avoid biases [Rädle et al., 2015]. We used the illustrations of
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Figure 4.4 to help participants understand the constraints, as these images
do not afford any interaction. We gave participants time to think and
describe the gesture they were to make. Then, we took notes based on our
observations and their feedback and recorded their gestures. Participants
were given $20 gift cards for their participation.

4.4.7 Methodology

To analyse the results of the elicitation study, we used the CSV data to
replay the gestures in Unity after the study and code them (Figure 4.5).
A first coder proceeded to create an initial gesture classification that was
refined by another coder.

Figure 4.5: Replaying reconstructed ges-
ture from CSV file: 2-handed pinch ges-
ture that was proposed during gesture
elicitation study to create an edge con-
strain

Once all gestures were coded, we measured the agreement rate (ARi) for
each referent. It was calculated using Equation 4.1 proposed by Tsandilas
[2018]. Having a closer look at Tsandilas [2018] notation, q is the total
number of unique signs (i.e. gestures) produced, nik is the number of
occurrences of a sign for referent Ri, and ni is the total number of signs
suggested for referent Ri. The overall agreement rate AR is the average of
all ARi.

ARi =
q

∑
k=1

nik(nik − 1)
ni(ni − 1)

(4.1)

Since gesture elicitation involves subjective judgement, participants
are uncertain of which gesture is the best and may respond randomly.
Following Tsandilas [2018] notation, we calculate chance agreement (κ) using
Equation 4.2.
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κ =
ρa − ρe

1 − ρe
, where ρe =

q

∑
k=1

π2
k and πk =

1
m ∑

i=1
m

nik
ni

(4.2)

The output of this equation is in the range [-1;1], where values closer to
1 indicate higher chance agreement, values closer to 0 indicate low chance
agreement, and values closer to -1 indicate high negative chance agreement.

4.4.8 Results

We collected for each participant one preferred gesture for each of the
fourteen referents, leading to a total of 196 collected gestural signs for the
study.

Gesture Categorisation

When analysing the results, we discovered that similar gestures had been
suggested for different referents: these gestures differed in details such as
the hand used (dominant or non-dominant), the number of fingers, or the
combination of simple gestures (tap or pinch). To categorize the collected
gestures, we decided to consider two gestures identical if they only differed
in the finger used. For example, some participants started their gestures
with a pinch using the thumb and index fingers, whereas others did it with
the thumb and middle fingers.

Gesture agreement and preferred gestures per referent

Figure 4.6: Agreement Rates for each
referent. Results are colour coded ac-
cording to the classification of Vatavu
and Wobbrock [2015] for agreement rate
values.
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We computed the agreement score following the procedure of Tsandilas
[2018]. The average agreement rate for all referents was 0.26. We illustrate
the agreement rate for each referent in Figure 4.6. The figure is colour coded
according to the classification of Vatavu and Wobbrock [2015] for agreement
rate values: low (yellow, < 0.1), medium (blue, 0.1 - 0.3), high (light green,
0.3 - 0.5) and very high (dark green, >0.5). None of the agreement rates
we observed fell into the ‘low’ category. We hereafter describe the most
common gestures for each constraint (Figure 4.7).

Gesture 1

Gesture 2

Edge
Repulsive 

Edge
Containment Exclusion In-View Remove

x2

Preference Semantic User 
Perspective

A�ractive

Figure 4.7: Gesture 1 and Gesture 2 are
the most frequently proposed gestures
for each constraint.

Attractive Edge: The most common gesture to create an attractive edge
was to do a pinch with the right hand and drag it along where the edge
should be positioned. The second most common gesture was to do a pinch
with both hands and drag inwards. The attractive edge constraint could
be defined with one of two parameters: the minimum distance and the
weight.

To define a minimum distance between a virtual object and an attractive
edge, the most preferred gesture was to indicate the distance perpendicular
to the edge by adding a drag or pinch gesture. The second most common
gesture was to use the distance between the thumb and index finger after
releasing a pinch.

To define an edge with a strong weight the most common technique
was weight accumulation after edge creation. Before releasing a pinch,
participants suggested holding and waiting, bumping pinches multiple
times and doing multiple pinches. The second most used approach was
to add another gesture after creating an edge. For instance, participants
added a pinch or tap gesture, as well as the knock on the created edge.
To emphasise the weight of the edge, some other gestures involved the
movement of two hands in the same direction, palm or fist moves, and
pinch with the thumb and middle finger.

Repulsive Edge: To create a repulsive edge, participants tended to use
the opposite gesture from the attractive edge. The most preferred gesture
was to do a two-handed pinch and drag outwards, and the second one was
the same gesture with a single hand.

Containment: The most common gesture to define a container region
was to perform a freeform raycast with the hand around the region. Oth-
ers imagined a gesture similar to the menu invocation on HoloLens, i.e.
opening all fingers at the same time.
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Exclusion: To create an exclusion region, most participants performed
the same gesture as for containment but extended it with an additional
gesture, such as a double tap. The second most preferred gesture was
scribbling in front of the real surface. This result is interesting, as one
could expect that participants would propose the opposite gesture from
containment.

In-view: To create an In-View region, most participants performed a
freeform raycast region outline using both hands. The second most common
gesture was representing the user’s view: for instance, pinching with two
hands while moving them down or towards the user.

Preference: To tag the preferred regions, participants adopted the same
gesture as for Containment, but using the non-dominant hand. The second
most preferred gesture was to create anchor points defining the outline of
the preference region.

User Perspective: Participants proposed to define the user’s field of
view (FoV) by pinching at the origin of the FoV and dragging towards the
direction of the frustum. The second preferred gesture was to simulate an
eye blinking by extending the index and thumb fingers, orienting the hand
in the direction of the frustum.

Semantics: Participants proposed to double tap or pinch at a created
region to attach the semantics label.

Removing constraints: Finally, when asked which gesture to use to re-
move the created constraints, participants proposed doing either a crossing
gesture or a cross mark on the constrained region.

4.4.9 Summary of findings

Regarding the gestures themselves, we were surprised to see that the
collected gesture set was made of variations of simple gestures rather than
more complex, semantic-oriented or mnemonic gestures (e.g. drawing a
letter in mid-air). It is also interesting to note that the selection of the
regions was almost always performed using raycasting. Many gestures
started with the raycasting gesture and were followed by a specific simple
but meaningful gesture to define the appropriate constraint.

This highlights that most participants adopted an Object-Action inter-
action model [Shneiderman et al., 2016]: in this model, the user selects
the object first (the region of interests in our case) and then selects the
action which will be performed on the model (the user-driven constraint
in our case). As this model became prevalent in Graphical User Interfaces
(replacing the prior Action-Object model used with command prompts),
it has since been adopted in recent implementations of augmented reality
interfaces, for instance, with the appearance of a mid-air context menu
following an object selection. Hence the results of our study are in line with
these recent demonstrations of the Object-Action approach for immersive
environments.
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4.5 System Design and Implementation

According to the results, all of the participants tried to produce consistent
gestures between regions and constraints. Keeping this in mind and being
inspired by the proposed gestures and metaphors for constraints behaviour,
we designed and implemented a set of gestures and their underlying
optimisation for user-driven constraints. To follow our design objectives,
we propose a uniform set of gestures that limits the need for delimiters
and favours interaction fluidity.

4.5.1 Overview of the user operations

The user-driven optimization mode can be started through a system menu
or shortcut. Then the user can perform the different gestures without the
need for any delimiter, following the operations defined in Figure 4.10: all
gestures begin from one of the four initial states (pinching with two hands
to create an edge, pinching with one hand to create a surface, pinching
while moving the hand or clicking on a region). Each constraint creation
results from following a unique path of actions from one of these four
states. The user can also delete a constraint by using a specific gesture.

Regarding the optimization of the content layout, there are two possible
options: either separating the constraints creation from the content layout
optimization or doing both at the same time. Our informal tests revealed
that the first option was not adequate, as participants were not sure where
the content would go after creating several constraints. Instead, we adopt
the second approach, i.e. the surrounding content position is dynamically
optimized as the user creates the constraints. The constraint surfaces
and edges are visible during the entire operation. Finally, once the user is
satisfied with the virtual content arrangement, the user-driven-optimization
mode can be stopped again using the same initial shortcut or system menu.

4.5.2 Final set of gestures

Edge-based constraints

While in our study participants used one or two hands to create edges
with constraints, in our final gesture set, we decided to use two hands for
both constraints to be consistent. The Attractive edge is created by pinching
and moving both hands inwards, whereas the Repulsive edge is defined by
moving them outwards, as illustrated in Figure 4.8top. The length of the
edge on which the attraction/repulsion applies is constant and defined by
the distance between the two pinches. Once the edge is created, the user
can add weight and minimum distance parameters to it without releasing
the edge. To add a weight parameter, the user can stretch the edge. The
thickness of the edge changes according to the weight to provide visual
feedback. To add a minimum distance parameter, the user can move the
right hand tangentially to the edge.
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Figure 4.8: Complete diagram describ-
ing the final set of gestures of our sys-
tem. All gestures begin from one of the
four states shown at the top, each fol-
lowing a unique path to the constraints
at the bottom.

Surface-based constraints

In our study, for some of the constraints (containment, exclusion, in-view,
preference and semantics), participants often started by performing a
common gesture to define the surface region, followed by an additional
gesture. In our design, we decided to group these constraints into the same
gesture state machine (see Figure 4.8).

We illustrate the proposed gestures for the case of a simple container.
First, the user creates the surface region through a raycast. If no other
gesture follows the surface creation within a time threshold, this surface is
considered to be a Containment surface. To define the other constraints, the
user can perform different gestures within the given time threshold after
creating the surface. A scribble gesture inside the surface will define an
Exclusion Surface. A pinch gesture in front of the surface while looking at it
will define an In-View Surface. A drag-down gesture will define a Preference
Surface.

To create a Semantic Surface, we decided to use voice input to define
the semantic label. We adopted this voice-based input to avoid the use of
any virtual keyboard widget and follow our initial design objectives. To
activate voice input, the user gathers the fingers of the right hand together
while holding the pinch, as if holding a microphone.

User perspective

To create the fixed viewing perspective, the user performs a pinch gesture
to define the view direction, then drag it at the planned centre of the view
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frustum.

Region removal

The last gesture is to remove any of the created constraints. First, the user
can select a constrained region by pinching and holding it. Then he can
throw it away or drag it outside of the field of view to remove it.

4.5.3 Implementation

We implemented a prototype integrating our gesture set and the optimisa-
tion approach using MRTK for Hololens 2 and Unity.

Gesture

We implemented the gestures with the MRTK core services input system to
detect hands and get data from pointers. Once the MRTK spatial awareness
system registers the environment (Figure 4.9), we used the integrated
raycast pointer to perform the interaction. For example, a surface container
is created by pinching and dragging the raycast pointer on the environment
mesh. When the system detects a drag gesture, the system saves the pointer
position into a list. The system provides the user with visual feedback of
the trace of the raycast, viewed through the AR display. When releasing
the pinch, the system iterates over the list of previously created points and
generates a container mesh. Once the container is created, we empirically
defined a threshold value of 2 seconds to allow the user to perform an
additional gesture to change the container type. These following gestures
(see Figure 4.8) were implemented using the MRTK built-in capabilities.

Figure 4.9: Environment mesh that
is registered by Hololens 2 and con-
structed by MRTK

To create an attractive or repulsive edge, once both pinches are detected,
the system waits for inwards or outwards movement. We empirically
defined a distance threshold of 0.03 m. If the distance between the initial
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Figure 4.10: Illustration of the imple-
mentation of some of the user-defined
constraints. For each constraint, we il-
lustrate the gesture (on the left) and the
resulting placement optimisation (on the
right).

(a) attractive edge (b) repulsive edge

(c) containment (d) exclusion

(e) user perspective (f) semantic

and final pinch positions exceeds the threshold in the direction of the
inward, the edge type is considered attractive. Conversely, if the threshold
is exceeded in the outwards direction, the edge type is repulsive. We also
empirically introduce another threshold of 0.04m. If the distance from the
initial pinch position exceeds it (always in the outward direction), then the
weight of the edge is changed in proportion to the distance moved. The
cylinder width is enlarged accordingly for visual feedback.

Optimisation

Once the region with a specific parameter is created, we optimise our
virtual content placement using the MRTK SolverHandler. Every virtual
object has a Solver script attached to it. To attach the virtual content to a
given region, we adapted the MRTK solver SurfaceMagnetism to our needs.
By default, the SurfaceMagnetism allows virtual objects to be attached to
surfaces when looking or pointing at them, as well as to custom surfaces.
Since we wanted to specify the region where to attach our virtual objects,
we added weights to each type of region and changed them dynamically
depending on the type of constraint applied to the region. The system then
searches for the highest region weight and uses it to attach virtual objects.
Another default behaviour of SurfaceMagnetism we wanted to change is
virtual object attachment to the centre of the custom Transform. In case
of multiple virtual objects, they all will be attached to the centre of the
container. Thus, we constrain the virtual object’s movement towards the
centre of the container once it is inside. In order to keep the virtual content
visible and not overlapping, we used collision detection handled by Unity
Physics Engine.

To optimise the virtual content position for an attractive edge, we first
create an edge object and attach virtual content to it. To apply proper
orientation of the virtual content, we use Unity Physics Engine to create a
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hinge connecting the content to the edge. Once this is done, we apply and
tweak the MRTK Follow Solver to the edge. To implement the behaviour
of the repulsive edge, we also use the MRTK Follow Solver and use the
Minimum Distance parameter as a repulsion distance. We apply repulsion
only in a direction parallel to the edge forward vector.

Optimisation when combining constraints

When combining different constraints, we have to address the question of
how to associate the virtual content already present in the environment
with each constraint. We adopt a distance-based approach (Figure 4.11),
where each constraint (except semantics) has an area of effect defined by a
distance threshold. The semantic regions attract virtual content wherever
it is located. The other virtual objects within this threshold are affected
by constrained optimization. This provides the user with the flexibility of
associating virtual content to a given constraint by simply approaching
the window to the constraint surface/edge or redirecting content between
constraints if desired.

Figure 4.11: Applying a distance-based
approach when combining constraints
affects virtual objects only within a pre-
defined radius. Four post-its are within
the constrained distance to an Attractive
Edge; pink lines illustrate the connec-
tion. The other virtual objects are too far
from the constrained regions; thus, they
are not under the effect of constraints.
Microphone in hand implies adding se-
mantics to the grey surface using voice
input.

Constraint capacity

Each constraint, either surface or edge, has a limited capacity: a small
containment area (i.e. smaller than a widget) can contain only one single
widget, and the widget spans out of the area. Other widgets that overpass
the capacity of the containment area are not optimized (i.e. do not move
from their location). If the user defines a preference surface, those widgets
that cannot fit move to the preference surface.
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4.6 Summative Study

The goal of this study was to validate the use of our gestures for creating a
user-driven layout optimisation. Another goal of the study was to see how
much of the usage scenario mentioned earlier could be achieved with the
current gestures and implementation. In particular, we wanted to know
how useful the semi-automated layout approach is for content arrangement
tasks compared to the manual adjustment approach.

4.6.1 Study design

Containment/Attraction Exclusion/Repulsion User PerspectiveInView Preference Semantics

Figure 4.12: Our user study started with
the virtual content manually distributed
in the space during the warm-up activ-
ity (left). Then users had to arrange the
content in two steps, either using a man-
ual approach or with our user-drive con-
straints. With our approach, the first
step (centre) involved Exclusion, Attrac-
tive Edge, Semantic Edge, Semantic Sur-
face and User Perspective constraints;
the second step (right) involved Repul-
sive edge, Preference, Containment and
In-View constraints.

Tasks and Instructions

In this study, we asked participants to create an augmented reality layout
using two different methods, i.e. manual placement and user-driven con-
straints. The participants were provided with 9 virtual contents in front of
them: four post-it notes, one calendar, one graph, one music player, one
playlist and one weather widget. First, we asked participants to manually
place the content in an initial position as a warm-up activity, to get them
used to the environment (see Figure 4.12-left).

Then they were asked to adjust the position of these widgets in two
steps, either using a manual approach or with our user-driven constraints.
The content was initially placed nearby the area where it should be moved,
so as not to hinder the manual condition. When using the user-driven
constraints, each step involved a different set of constraints (see Figure 4.12

- centre and right). The first step consisted in creating an attractive edge on
the table, a semantic edge on the top of the side wall, an exclusion surface
over a poster hanging on the front wall, a user-perspective surface on the
front wall and a semantic surface on the table. Then participants removed
all constraints before moving to the next step. The second step consisted in
creating a repulsive edge on the same position as the previous attractive
edge, an in-view surface on the front wall, a preference surface on the
side wall and a container surface on the table. We decided to decompose
the study into two steps to make each step meaningful to the participants
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(i.e. we explained the reasons to readjust the content before each step) and
because the use of all the constraints at once would have required a larger
environment.

Techniques

We considered two conditions: our user-driven constraints, and a baseline
consisting of manual content placement. Our comparison does not provide
a complete comparison of all possible configurations, however, provides
initial qualitative feedback about the feasibility of our gesture-based ap-
proach versus a naive approach. We decided to leave aside the comparison
with a fully automatic approach, for two reasons: first, such an approach
would not have the same capabilities as our system (i.e. let the user define
his layout); second, there is no system integrating all existing layout op-
timisation approaches, hence developing such a system poses important
design and development challenges.

Setup and apparatus

Our setup replicates the initial scenario of our paper: we conducted the
experiment around a table located in the corner of the room. This setup
allows us to create surfaces and edges on three different planes. Participants
were wearing a Hololens 2 while standing in front of the table.

Participants

Twelve students (6 females, 6 males) from our local university volunteered
for our study. Their average age was 25.3 (SD = 2.9). 10 participants were
PhD students and 2 were Master’s Degree students. 3 participants had prior
knowledge of AR/VR systems, and none of them had prior knowledge of
constraint-based optimisation.

Study Design and procedure

The study followed a within-subject design with the Technique as the only
factor (Manual, User-Driven Constraints). The study was divided into
two blocks, each corresponding to one Technique. We counterbalanced
the order of the Technique among participants. Each block was divided
into two steps, where participants had to arrange the content as instructed.
Before each step, there was a training phase, where we showed participants
the gestures to create each constraint and let them try them until they
felt confident. We used a tablet to show participants the images of the
final virtual content arrangement that they should try to reach using
each Technique. They had to arrange the content until they felt it was
similar to the illustration. For participants with no prior knowledge of
AR/VR systems, we familiarised them with the default gesture recognition
provided by MRTK before starting the study. We told participants that they
could take a break when wanted. Each session lasted 1h 45 minutes on
average.
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Data Collection and Analysis

After each Technique, we asked participants to fill out a NASA-TLX to
measure their perceived workload (mental demand, physical demand,
temporal demand, performance, effort, frustration level) on a 100-point
scale (lower is better except for Performance), as well as to rank the level
of agency (i.e. to what extent the virtual content was placed where they
intended [Tapal et al., 2017, Lu and Xu, 2022]). To analyze the NASA-TLX
and the Agency results, we performed t-tests.

For the user-driven constraints, we asked participants to provide feed-
back after each constraint creation (i.e. gesture) by filling several 7-point
Likert scales (intuitiveness, preference, easy to learn, easy to remember,
easy to perform, socially acceptable and easy to use). We also asked them
to comment on what they liked and disliked about each gesture. At the
end of the study, we asked open questions about what could be improved
in our system and what other features they would like to use. We also
asked participants to rank the two Techniques in order of preference. Since
our instructions put the stress on satisfaction rather than on time, we did
not record the completion time. We did not measure any error rate either,
because all participants had to successfully complete the tasks.

4.6.2 Results

We first report the results on the gestures, and then on the general approach.

Gestures

Figure 4.13 illustrates the results of the 7-point Likert scales evaluating
the gestures for each constraint. Overall, all the gestures had a majority
of positive scores for all the evaluated metrics. Interestingly, some of the
gestures did not collect any negative score (containment, repulsive edge
and exclusion).

All the participants commented that creating the containment surface
was very intuitive and simple, confirming the choice for this gesture which
is fundamental in our gesture set. P1 commented that "it’s the most intuitive
gesture and the most used gesture in the environment.". P2 liked it because
of the ability to “create arbitrary surfaces, not only squares”.

The gestures to create the attractive and repulsive edges were com-
mented to be “straightforward” and “easy to learn” for P6, P7, P11. To create
a repulsive edge, P2 noted that “the outward movement is intuitive”, and P10

liked that “the gesture is the opposite of the attractive one”. On the contrary, P1

found it “confusing to remember the difference between attractive and repulsive
edge”. A couple of participants mentioned that they would like to move an
edge or change its length after creation (P2, P6), which is not yet available in
our current prototype. Some participants (P2, P6, p9, P11) mentioned that
the gesture to create an InView surface requires speed and more precision
when clicking in front of the surfaces.
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Regarding the exclusion gesture, while some participants commented
that “scribbling is fun” (P4, P9), P2 noted that “it is not clear for how long to
scribble” and P6 that “the transition between the two gestures requires thinking
at the beginning”.

The semantics gesture was appreciated in general: P1 liked to use
different modalities (voice and gestures), and P6 commented that “the
microphone gesture was easy to remember”. However, P3 and P5 did not like
the voice input because they did not want to speak in front of others, as
commented by P3: “"I don’t like talking out loud to a computer, seems weird
to an outside observer."”. While the gesture to create a user perspective was
one of the most intuitive, some participants commented that they wished
to see a preview of the surface before releasing the pinch.
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Figure 4.13: Likert scale results for the
gesture ranking

Manual vs User-Driven Constraints

When asked at the end of the study which approach they preferred, all
participants indicated a preference for the user-driven constraints over the
manual condition. When asked to motivate their preference, participants
said that the user-driven constraints are “faster” (P3, P5, P6, P8, P12), “easier”
(P1, P9, P11, P12), “give more control” (P4), “require less precision” (P7), allow
to “create a specific container for specific things (music, diagram, ...)” (P1) and
“allow to move many things at the same time” (P7, P8). P10 commented that
although it “takes time to get used to it, I believe once you do, you can efficiently
organize everything”. So the main motivation for preferring the user-driven
constraints seems to be the efficiency rather than the quality of the resulting
layout. This can be explained by the fact that our task was relatively simple,
and users could reach the intended layout with both approaches. This was
confirmed by the results on the Agency showing there was no significant
difference in the perceived level of control over the content placement using
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Figure 4.14: NASA TLX and Agency
rankings for each technique.
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both the manual approach (M = 74.58, SD = 15.29) and the user-driven
constraints (M = 65.83, SD = 18.80, t = 1.25, p = .11).

The results of the Nasa-TLX (Figure 4.14) confirm this, as there was a
significant increase in Temporal demand for the manual approach (M =
77.08, SD = 18.02) compared to the user-driven constraints (M = 45.83, SD
= 19.04, t= 4.13, p = .0002). There was also a significant increase in Physical
demand for the manual approach (M = 57.92, SD = 15.44) compared to
the user-driven constraints (M = 42.5, SD = 15.22, t = 2.26, p =.01). There
was no significant effect of the Technique on the other Nasa-TLX metrics
(Mental demand: t = 0.62, p = .27; Performance: t = -0.81, p = .21; Effort: t
= 1.39, p = .08; and Frustration: t = 1.59, p = .06).

Participants also commented on the utility of some constraints. Many
participants liked the idea of having an exclusion area. P1 noted that: “The
behaviour of the constraint is obvious, we know exactly what we are doing”. The
alignment resulting from the attractive edge was appreciated, as underlined
by P2’s comment: “The idea of straight lines to which objects attach is good”.
P11 commented on the user perspective constraint that, “It’s really useful to
create an area for a precise perspective I would like to have in the future”.

Improving our system

We also gathered participants’ feedback about what could be improved
and what other features they would like to use. Regarding the system
improvement, participants would like to have better gesture recognition.
We noticed that for participants with limited or no experience in AR/VR,
it was hard to understand the limitations of the Hololens in terms of
gesture detection, such as reduced FoV and hand recognition inaccuracy.
Some participants mentioned that if they performed the 2-step gestures
too slowly, a containment surface was created instead of the intended
one. Another suggestion was to smooth the shape of the surfaces after
creating them. In terms of new features, participants would like to be able
to define the capacity of the surfaces and the size of the region of effect,
whose boundaries should be made visible. They would also like to move
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surfaces and edges after their creation. P8 suggested letting the users define
the direction of attraction or repulsion instead of using the surrounding
surfaces.

Summary

This summative study allowed us to collect first feedback on our gestures
and the interest in our approach. Overall, the gestures were appreciated
and found easy to perform. Our user-driven approach was preferred to a
manual arrangement and required a lower workload on the temporal and
physical demands. Besides, this study allowed us to test the use of several
constraints at the same time. These are promising results, even though they
were collected on a controlled use case with a limited number of virtual
content. We also gathered valuable feedback that will allow us to improve
the system in the future, in particular towards providing users with even
more control over the system.

4.7 Discussion

4.7.1 Complexity, legacy and consistency of user-defined gestures

Our first study revealed some criteria that people tend to apply when
defining hand gestures for user-driven constraints. First, participants tried
to reduce the complexity of the interaction by using simple gestures, often
derived from or combined with other gestures. For example, if the edge
with an attractive spring was created by dragging from left to right, the
edge with a repulsive spring was created from right to left. The same
is for containment and exclusion region; one is created clockwise, the
other counterclockwise. Second, participants wanted the interaction to be
consistent for creating regions and constraints. For instance, the semantic
label was added with the same gesture for all types of regions. Despite
our push to move away from inherited UI approaches, participants used
an Action-Object approach common in desktop and mobile GUIs in the
vast majority of cases. This is coherent with previous works that recom-
mend gestural manipulations enabling users to manipulate virtual objects
rather than commands using symbolic gestures [Ardito et al., 2014]. Our
elicitation study allowed us to avoid the use of menus or GUI widgets,
letting users maintain their focus on the physical surroundings. Third,
another interesting observation is that some users unconsciously defined
weight by mapping their fingers to prioritise the regions: index finger -
high priority, pinkie finger - low priority. For example, to create a contain-
ment surface, they used pinch with thumb and index finger, whereas for
exclusion surface, thumb and pinkie finger.

4.7.2 Validation of the user-driven optimisation

One of the goals of the summative user study is to validate if the gestures for
creating a user-driven layout optimisation are usable and allow us to fulfil
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our initial design objectives. The results show that participants felt a similar
level of control with our approach than with a manual interaction, with a
higher feeling of efficiency, confirming the interest in bringing interactivity
into optimisation approaches (Human in the loop objective). Overall,
people could use various hand gestures to configure their layout without
any explicit gesture delimited (Holistic design objective) or interactive
device (Natural hand gestures objective). Creating a containment surface
with a direct hand ray, a fundamental gesture in our design, was clearly
appreciated and found intuitive, as well as the bimanual gesture to create
an edge (Direct manipulation objective). Overall, participants were able to
define a complex spatial layout without the need for any GUI menu (Avoid
GUIs objective). Our study also provides a number of improvements that
we will investigate in the future, such as providing clear feedback and
instructions for the gestures, particularly for novice users. For instance,
highlighting the area where the gesture is applied before the pinch is
released. One of the future challenges will be to integrate some of the
mentioned improvements, such as defining the direction of attraction while
preserving our initial design objectives (i.e. limited gesture delimiters, no
UIs). One solution could be to perform touch gestures on the surrounding
surfaces [Parilusyan et al., 2022].

4.7.3 Virtual content beyond small 2D widgets

In this work, we demonstrate our approach using virtual 2D widgets such
as post-it notes, weather, music or calendar widgets. Our rationale is that
these virtual widgets are numerous; hence their placement is more tedious
than if the system is only composed of a single larger view. However,
the defined constraints are relatively independent of the content. Our
approach could be extended to other types of virtual UIs, such as 3D
virtual objects, larger windows (e.g. website, large visualisation, small
multiple visualisations), freeform widgets [Simon et al., 2019], or even to
the combination with content displayed on surrounding screens [Perelman
et al., 2022]. Obviously, these contents would bring new challenges that
need to be addressed in future works. For instance, the placement of
3D content should consider the third dimension and maybe require the
definition of volumetric constraints (instead of only surfaces). Very large
windows may be difficult to fit within user-defined surfaces or conflict with
others.

4.7.4 Gaps between gesture design and technical capabilities

Implementing the gestures to create a region with a particular constraint
was not an easy task. Some participants wanted to use gestures not
recognised by the system. For example, scribbling using the palm or
removing by swiping with the whole hand. Some of them used gestures
very close to the headset, and the hands were not tracked in such proximity.
Our final set of gestures only considers gestures that can be performed
with a Hololens2, but our summative study revealed that some participants
would like to perform gestures beyond the recognition range of the device.
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4.7.5 Future needs for robust and flexible layout optimisation

The goal of our current system implementation is to demonstrate the gen-
eral approach of user-defined constraints from the perspective of gestural
interaction. To this end, we used a built-in solver, the MRTK Solver. This
solver has some limitations, though, particularly when dealing with in-
consistencies across various constraints, e.g. when a specific content can
be attached to two surfaces, which can provoke unwanted jittering of the
content. Adopting a distance-based approach, where the constraints only
have a limited area of influence, reduces this problem to very particular
cases. Still, developing a more robust optimization system will probably
require to use of an external solver, such as the one developed by Mellado
et al. [2017a], which has already been successfully used for optimizing
the placement of 2D widgets on projected interfaces [Niyazov et al., 2021].
Future works may address the non-trivial challenge of extending this 2D
optimization to 3D or predicting the impact on user performance [Cabric
et al., 2021a]. With this future implementation would come the question of
the system ceiling, i.e. how many virtual widgets and constraints can be
effectively used, both from a user and a systems perspective.

4.8 Conclusion

In this chapter, we answered our research questions RQ3 and RQ4 (Figure
4.15). We proposed a contribution to let users define the constraints to
optimize content placement in augmented reality environments. To address
RQ3, we presented a design space for user-driven constraints, defining three
dimensions: the region of interest, the user-driven constraints themselves,
and the constraint parameters. To address RQ4, we explored this design
space by conducting a user elicitation study where we asked participants
to propose gestures for each user-driven constraint. Using the gesture
elicitation study results, we designed and implemented a complete set
of gestures and the corresponding content optimisation to demonstrate
our approach. A final controlled user study validated the interest in our
user-driven approach and the gestures.

Figure 4.15: Our contribution to address-
ing initial research questions RQ3 and
RQ4

The content of this chapter was published at the top-tier international
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conference in HCI, ACM CHI Conference on Human Factors in Computing
Systems. I presented it at the conference, in Germany, in April 2023.



5

Conclusion and Future Work

5.1 Thesis Summary

This thesis on ubiquitous interaction is at the intersection of Human-
Computer Interaction and Computer Graphics. In this work, we adopted
a user-centred approach to address the challenges of pervasive freeform
interfaces: interface adaptation to a freeform display area, dynamic change
of display boundaries, lack of user control over placement optimisation
and providing spatial interaction using hand gestures. These challenges
lead to the four research questions.

The first two research questions (RQ1: How to adapt the interface to freeform
display areas and the presence of physical objects that can occlude the interface?
RQ2: How to dynamically adapt the interface layout due to the movement of
physical objects?) were addressed in our first work, Dynamic Decals. We pre-
sented a novel approach to decompose the interface into multiple freeform
UI elements and optimise their positions dynamically using constraints.
Our approach consists of two main components: a dynamic layout opti-
misation model that moves GUI elements based on predefined constraints
and user interactions, as well as a deformation model that alters the shape
of colliding GUI elements. With an expansion of de Groot et al. [2014],
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we implemented the deformation model defining decal shapes and new
deformers. Our online pairwise study showed that the Overlapping-Union
deformer was perceived to be the best option in terms of being nice and
clear. Our optimisation model was built upon the solver by Mellado et al.
[2017a], which combines and minimizes constraints to update the decal
positions. We validated the constraints through a study that applies differ-
ent interfaces with content occlusion and display area changes. Our study
results showed that our solution ensures both content preservation and
layout simplicity compared to the baselines. Our user study also confirmed
that users found our system aesthetically pleasing while preserving content
visibility, layout properties, and usability. Overall, our approach represents
a significant advancement in addressing the challenges of content occlusion
and non-rectangular display areas on pervasive interfaces.

To address the other research questions (RQ3: How to bring interactivity
into layout optimisation systems? RQ4: How to provide a set of spatial gestures
to control layout optimisation while not depending on the ’legacy’ of GUI?), our
second work, User-driven Constraints, explored the concept of enabling
users to define spatial constraints for optimizing content placement in
augmented reality (AR) environments. In this work, we introduced a
design space for user-driven constraints, which includes the user-driven
constraints themselves, the region of interest, and the constraint parameters.
To explore our design space and potential gestures for implementing it, we
conducted a gesture elicitation user study. The results of the study were
used to design and implement a set of gestures for content optimisation
based on user-driven constraints. Finally, a controlled summative user
study was conducted to verify the feasibility of our user-driven approach
and the associated gestures.

5.2 Future Work

Our works open new promising directions for enriching HCI research with
Computer Graphics methods and optimisation models for the design and
implementation of new pervasive freeform user interfaces. In this section,
we describe future research opportunities that can be pursued in the short
term for each of our works, medium-term perspectives and new ideas for
future long-term projects.

5.2.1 Short Term

Dynamic Decals

Our work on Dynamic Decals offers promising possibilities for creat-
ing freeform interfaces that dynamically adapt to content occlusion and
freeform display shapes. We envision further improvements such as defin-
ing aesthetic metrics for freeform interfaces, implementing new constraints,
further investigating the impact of distorted content and facilitating the
integration of Dynamic Decals into pervasive interfaces.



perfin: 97

Aesthetic metrics for freeform interfaces. Aesthetics or visually pleasing
compositions of graphical user interfaces play a crucial role in content
perception and interaction. The aesthetic metrics are well-defined for
rectangular screens [Ngo et al., 2003]. However, changing the overall
display shape and consequently adapting the content has been shown
to have an impact on perceived layout aesthetics. There is still a lack of
knowledge on how existing interface metrics can be adapted to freeform
interfaces or if there will be a need to introduce new metrics. While some
metrics, such as density, can directly apply to freeform displays, others,
such as balance, symmetry, or simplicity, might be perceived differently on
non-rectangular interfaces. Thus, we envision future research direction to
define interface aesthetics by developing computational approaches that
preserve aesthetic properties when changing the geometry of a display
shape.

Implementation of new constraints. Another important aspect of GUI
interfaces, beyond layout properties, is that GUI elements can be a part of
a hierarchy. Implementing constraints on a hierarchy of objects poses a
series of challenges. Still, it can also allow for a more efficient optimization
by clustering the problem resolution to a subset of the decals, as already
demonstrated for position-based dynamics [Müller, 2008].

Moreover, we plan to investigate other approaches to define constraints:
in Dynamic Decals, we implemented position-based constraints, but we
could also consider using other types of external constraints, such as user
preference or virtual content placements with respect to each other.

Impact of content distortion. We also plan to investigate further the impact
of presenting distorted content on Decals: while distortion has been used
in HCI for a long time [Leung and Apperley, 1994], it may be better suited
for certain types of content. For instance, presenting distorted text will
most certainly affect its readability: the question of how to best present
text on freeform surfaces has already been explored before [Serrano et al.,
2016], underlining the need for proper scrolling techniques.

Integration of Dynamic Decals. Finally, a future research question would
address the challenges to ease the integration of our approach into pervasive
interfaces. The first step is the creation of an API to program decals and
their constraints. Such a toolkit could be coupled with a projection-based
approach [Raskar et al., 1999, Johnson and Fuchs, 2007, Wimmer et al.,
2010] and a depth camera tracking, as implemented in an internship in the
context of this PhD project.

User-driven Constraints

Our research on user-driven constraints reveals new opportunities for
introducing user interaction into optimization-based approaches for spatial
UI arrangement in immersive augmented reality environments, which can
inspire HCI researchers interested in computational approaches.
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In our work, we created a design space along three dimensions: user-
driven constraints, regions of interest and constraint parameters. We only
explored a part of our design space through a gesture elicitation study.
According to the results of this study, participants tried to reduce the
complexity of interaction by using simple gestures, often derived from or
combined with other gestures. Moreover, they wanted the interaction to
be consistent for creating regions and constraints. However, exploring the
design space in depth and introducing more gestures to cover all constraint
possibilities (combinations of regions and constraint parameters) will lead
to more complex interactions. Therefore, there is a need to explore the
tradeoff between the complexity of the gesture set and the level of control
of constraint parameters.

Additionally, our prototype only allows users to create regions with user-
driven constraints. However, it may be desirable for individuals to modify
the constraints of existing regions. For example, a containment surface
could be changed to an in-view surface, or an attractive edge could be
transformed into a repulsive one using a simple interaction. Furthermore,
it may be necessary to alter a constrained region when arranging the
surrounding space. Users may want to adjust the shape or size of an
existing region, modify the length of an edge, or relocate the region entirely.
Thus, future research could explore hand gestures not only for creating
constrained regions but also for modifying them.

Next, we envisage future research to study the balance between hard
and soft constraints. In our system, we implemented only hard constraints
and adopted a distance-based approach. Only virtual objects within the
distance threshold are affected by constrained optimization. However, we
did not investigate the combination of multiple constraints with a soft
constraint approach, e.g. when the solver does not lead to an optimal
solution but to a compromise between multiple constraints [Niyazov et al.,
2021]. An unanswered research question is what the user expectations
of such optimization are and how to allow users to change from hard
constraints to soft ones if needed.

Moreover, future work may address the question of switching between
optimisation modes. There are two possible options to optimise the con-
tent layout: iterative or sequential. The iterative approach separates the
constraints creation from the content layout optimisation, whereas the
sequential does both at the same time. In our system, we adopt the second
approach, i.e. the surrounding content position is dynamically optimised
as the user creates the constraints. However, it may be interesting to explore
an iterative approach, which would allow the user to clearly distinguish the
environment setup phase from the phase of interaction with the content.
This iterative approach would need to address the challenge of how to let
participants know where the content would be placed after creating several
constraints.

Last, there is a future need for robust and flexible layout optimisa-
tion. Our current system implementation aims to demonstrate the general
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approach of user-defined constraints from the perspective of gestural in-
teraction. In User-driven constraints, we used a built-in MRTK solver that
has some limitations, mainly when dealing with inconsistencies across
various constraints, e.g. when a specific content can be attached to two
surfaces, which can provoke unwanted jittering of the content. Adopting a
distance-based approach, where the constraints only have a limited area of
influence, reduces this problem to very particular cases. Given the complex-
ity and level of details of real-world geometry, developing a more robust
optimisation system will require to use of an external solver, for instance,
that utilises multi-objective optimisation techniques [Todi et al., 2016, Lee
et al., 2021a]. Such techniques can be based on optimization algorithms like
NSGA-III [Blank et al., 2019] to find a range of Pareto [Marler and Arora,
2004] optimal solutions and be integrated with MR adaptation tools, such
as AUIT [Evangelista Belo et al., 2022]. The set of optimal solutions helps to
minimise stress on the user’s body caused by ergonomics [Evangelista Belo
et al., 2021] and maximize the relevance of context-dependent informa-
tion [Lindlbauer et al., 2019]. Applying such multi-objective optimisation
lets users choose the preferred solution; however, it opens a new question of
how many solutions to present and how it is correlated with the cognitive
load.

5.2.2 Medium Term

From a medium-term perspective, our two previous contributions to per-
vasive freeform user interfaces could be combined. In Dynamic Decals,
we focused on content organisation within one display area, whereas in
User-driven Constraints, we focused on the content arrangement between
multiple display areas.

This combination could lead to the question of how to arrange content
within one display and between multiple display areas all at once. Such a
blend would benefit from a holistic and natural interaction allowing users
to easily guide the layout optimisation in the real world while preserving
aesthetics and keeping the content within every region well-organised.
However, creating such a complex system by introducing additional fea-
tures requires a device with robust hand gesture recognition. Implementing
new gestures to control various parameters in our current prototype would
be challenging, as we relied on the native Hololens 2 gestures. We believe
further technological advancements, such as Apple Vision Pro, can over-
come this limitation. By recognising a wide range of hand gestures and
also detecting them outside the field of view, individuals could control
multiple parameters more intrinsically to arrange the virtual content in im-
mersive environments. For instance, when considering content alignment
and grouping within regions (edges or surfaces), there is a question of how
to naturally apply content organisation without relying on explicit gesture
delimiters. Also, further research must address the challenges of applying
content organisation to multiple regions. This entails exploring when and
how to simultaneously apply such content organisation to multiple surfaces
and edges. In addition, users might want to duplicate a content organi-
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sation from one region to another, enabling efficient content arrangement
across the interface. Addressing these challenges and research questions
will contribute to the creation of well-organised immersive environments,
which could be a crucial step in making such environments productive for
real-world applications and scenarios.

5.2.3 Long Term

Research on pervasive freeform user interfaces has begun to receive at-
tention in recent years, unlike traditional rectangular interface layouts,
which have been designed and studied for decades. Therefore, developing
freeform user interfaces is still complex; it often requires multi-disciplinary
knowledge. As such, this field represents a very interesting opportunity
for conducting interdisciplinary research and bringing together different
communities beyond HCI.

Combination of user-driven optimisation and predictive models

A combination of user-driven optimisation and HCI predictive modelling
approaches could facilitate the interaction in such pervasive environments.
HCI predictive methods are based on the users’ cognitive models to an-
ticipate how users interact with computers. For example, GOMS (Goal,
Operation, Method, Selection) describes cognitive processes to achieve a
specific goal [Card, 2018]. Several variations of the GOMS model exist and
can be applied depending on the task. For instance, KLM (Keystroke-Level
Model) estimates the time to perform a particular task [Card et al., 1980].
TLM (Touch Level Model) is an updated KLM version that predicts users’
task performance on touchscreens [Rice and Lartigue, 2014]. Further exten-
sion of KLM [Cabric et al., 2021b] predicts the time of pointing and mid-air
interactions in immersive environments. Another predictive model is Fitts’
Law, which focuses on the speed-accuracy trade-off when accessing UI
elements [Fitts, 1954]. Derived from Fitts Law, Steering Law describes the
time required to navigate a specified trajectory while keeping the pointer
within the boundaries of UI elements [Yamanaka et al., 2017]. The main
goal of these models is to minimize the time required to finish tasks by
removing unnecessary or time-consuming interaction steps and ensuring
that UI elements are simple to navigate.

Applying these predictive models could allow designers to predict
and evaluate the efficiency and usability of different content placement
strategies within immersive environments. Moreover, by analysing users’
behavioural patterns, this approach can help designers arrange virtual
content with user expectations and facilitate intuitive interactions within
the immersive environment. However, combining these predictive models
with user-driven optimisation introduces additional challenges in optimal
content placement since user preference must be considered. For example,
a user creates a constraint to position a virtual object on the wall at a certain
height. In this case, the predictive model may suggest adjusting it a bit
higher based on the analysis of user behaviour or on the cost of pointing
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at certain items. This raises several challenges, such as how to allow the
user to understand and visualize the outcome of the predictive models,
how to combine user-defined constraints with predicted parameters, or
how and when to limit the number of iterations between prediction and
optimization.

Explainable Optimisation for Layout Management

Computational Approaches such as Machine Learning (ML) or constraint-
based optimisation are needed to generate and adapt pervasive freeform
UIs. However, ML introduces challenges in interpreting and explaining its
learning process, prediction rationale, and internal workings, leading to its
characterization as a "black box" [Castelvecchi, 2016]. Given the necessity
of explaining the decisions made by these learning models to end-users,
Explainable Artificial Intelligence (XAI) plays a crucial role. XAI utilizes
tools, techniques, and algorithms to provide explanations for black-box
models, unveiling their behaviour and underlying decision-making mecha-
nisms [Alicioglu and Sun, 2022]. By employing visualization techniques,
model and prediction explanations can be presented in a more under-
standable and explainable manner. However, revealing too many of these
processes can become overwhelming, making it difficult to understand
them. Therefore, it is important only to uncover a few of the underlying
processes.

Similarly to XAI, content placement optimisation can also be under-
standable to end-users. Such Explainable Optimisation helps to reveal the
internal functioning of optimisation, including the relationship between
constraints and constrained regions. Therefore, Explainable optimisation
may address the challenge of how to provide users with the appropriate
visualisation of the constraint parameters, such as the weights, without
visually overloading the user’s environment.

In addition, when a user wishes to interact with the constrained region,
the system may highlight or outline such regions and give more details
about them (capacity, minimum distance). On the contrary, when the
constrained region is not in use, a future improvement could reduce the
brightness or opacity of the region.

Enhancing the explainability of optimization makes it more transparent
and accessible. This enables users to explore the underlying processes,
understand the rationale behind optimisation outcomes, and develop trust
in the reliability of optimisation results.

Virtual content management in Collaborative Optimisation

Computer-supported Cooperative Work (CSCW) is the research field that
helps to use technology collaboratively while having a shared goal. For
instance, shared workspaces in immersive environments allow collabo-
ratively arranging text, pictures and other virtual content to accelerate
decision-making and problem-solving. In many cases, the virtual content
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is constantly updated or modified simultaneously by multiple users, de-
pending on their personal preferences. To ensure the appropriate content
placement and consider multiple user perspectives, future research must
address the challenges of allowing users to create collaborative spatial
layouts. The simultaneous creation of spatial layouts involves various
alterations in constraints creation and content organisation.

Therefore, a version control system similar to [Zhang et al., 2023] could
be added to facilitate collaboration since it is important in keeping track of
the shared history of users’ actions, allowing them to restore the previous
state of spatial layout organisation.

Furthermore, in collaborative tasks, individuals might not want to share
all the virtual content with their collaborators or share their space only with
particular users. Therefore, depending on a user perspective, the layout
might be organised to preserve content privacy or move it to a shared area.
Also, individuals might want to add notes and elaborate on their ideas in
their private space before sharing them with others. Future perspectives
need to explore not only when users transition between private and shared
regions but also how they do it.

Moreover, users might want to collaborate between different environ-
ments, which requires the seamless interface transition between multi-
ple interaction spaces [Billinghurst et al., 2001]. Such Transitional Inter-
faces [Grasset et al., 2006] require awareness of other people involved in
the collaboration. It is important to have a shared knowledge of other users’
identities, their location, intentions and feedback on their actions. Future
research needs to address the challenges of how to maintain virtual content
organisation [Ens et al., 2015] and awareness of other collaborators when
transitioning between environments.
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Introduction (français)

L’interaction humain-machine (IHM) est un domaine multidisciplinaire
qui se concentre sur la manière dont les humains interagissent avec les
ordinateurs. Ce travail de doctorat s’inscrit dans le domaine de recherche de
l’IHM et applique les méthodes de l’Infographie aux interfaces ubiquitaires,
c’est-à-dire les interfaces qui peuvent être affichées à tout moment et
partout. Grâce aux conseils et à l’expertise de mes superviseurs dans ces
domaines de recherche, ce travail de thèse a été réalisé dans le cadre d’une
collaboration entre les groupes de recherche Elipse et Storm au laboratoire
IRIT, Université de Toulouse 3. Une partie de mon travail a été réalisée en
collaboration avec le laboratoire DVIA de l’Université Monash à Melbourne,
en Australie.

7.1 Contexte et défis généraux

L’informatique ubiquitaire correspond à la notion d’accès à l’information
en tout lieu et à tout moment. L’informatique ubiquitaire ou Ubicomp est
un terme créé par Mark Weiser. Dans son article intitulé "The computer
for the 21st century" [Weiser, 1999], il a imaginé un avenir où les objets
du quotidien seraient dotés de capacités informatiques permettant une
interaction transparente par le biais de gestes naturels, des sens et de la
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parole.

7.1.1 L’ère pré-ubiquité

L’histoire de l’Ubicomp a commencé avec le concept de "bureau intelligent"
introduit par Vannevar Bush en 1945. Selon sa vision, les ordinateurs
de bureau intelligents devraient permettre aux individus d’accéder in-
stantanément et intuitivement aux données et de les traiter. Toutefois,
les dispositifs d’entrée/sortie interactifs n’étaient pas encore disponibles
dans les premières années de l’informatique ; les ordinateurs utilisaient
donc fréquemment des interrupteurs et des voyants de programme pour
communiquer avec leurs utilisateurs (Figure 7.1). Cela convenait aux sys-
tèmes de traitement par lots qui exécutaient un programme à la fois, le
programmeur jouant souvent le rôle d’opérateur. Comme les lumières et les
interrupteurs pouvaient être testés et réglés à l’aide d’une seule commande
machine, les coûts d’exploitation s’en trouvaient réduits. Cependant, plus
tard, une fenêtre de saisie de texte appelée console système a été ajoutée
pour permettre la communication entre l’opérateur et le système. À partir
des années 1960, l’interaction de l’utilisateur avec les ordinateurs s’est faite
principalement à l’aide d’interfaces de ligne de commande (ILC) basées
sur du texte, le principal dispositif d’entrée étant le clavier. L’apprentissage
des commandes et de leur fonctionnement constituait un obstacle pour
certaines personnes et n’était généralement pas très intuitif pour les utilisa-
teurs novices. Néanmoins, certaines ILC sont encore couramment utilisées
aujourd’hui, principalement par les développeurs et les administrateurs
systèmes, pour lesquels la rapidité et la précision sont des facteurs cruciaux.

Figure 7.1: L’évolution vers
l’informatique ubiquitaire : 1)
1960s : L’ère des ordinateurs centraux
- un ordinateur pour de nombreux
utilisateurs ; 2) Les années 1980 :
L’ère de l’ordinateur personnel - un
ordinateur par utilisateur ; 3) Les
années 2000 : L’ère de la mobilité
- plusieurs ordinateurs par utilisa-
teur ; 4) 2020 et au-delà : L’ère de
l’ubiquité - des milliers d’ordinateurs
par utilisateur [Harper et al., 2008]

Avec les progrès technologiques, les nouvelles interfaces graphiques
WIMP (Interfaces utilisateur graphiques basées sur Windows, Icons, Menus
and Pointers) ont changé la façon dont les gens perçoivent les informations
et interagissent avec les ordinateurs de bureau. Par exemple, les inter-
faces graphiques WIMP offrent davantage de possibilités de saisie grâce
à divers dispositifs d’interaction, principalement une souris, un trackpad,
un écran tactile ou une tablette graphique. Par rapport aux ILC, les in-
terfaces graphiques WIMP sont considérées comme des interfaces plus
conviviales. Shneiderman et al. [2016] considèrent que le terme "convivial"
est vague et trompeur, et suggèrent d’établir des critères mesurables, tels
que le temps d’apprentissage, la vitesse d’exécution des tâches ou la sat-
isfaction subjective de l’utilisateur. Néanmoins, van Dam [1997] définit la
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convivialité comme une facilité d’utilisation. En outre, van Dam [1997]
décrit les autres avantages des interfaces graphiques WIMP, tels que la
facilité d’apprentissage et la capacité à transférer facilement les connais-
sances entre les applications grâce à la cohérence de l’interface. En tant
qu’interface plus intuitive et plus facile à utiliser, les interfaces graphiques
WIMP facilitent l’utilisation des ordinateurs et des appareils numériques
pour les tâches quotidiennes. Un autre avantage des interfaces graphiques
WIMP est qu’elles sont plus efficaces pour les utilisateurs non techniques,
car elles fournissent une représentation de haut niveau de l’interface, telle
que des icônes ou des menus. Cependant, le développement d’interfaces
graphiques bien conçues nécessite une bonne présentation de l’information,
car une grande quantité de données est présentée visuellement. Sans ou-
blier que des interfaces bien conçues peuvent améliorer la productivité,
réduire les erreurs et accroître la satisfaction des utilisateurs [Chin et al.,
1988, Camargo et al., 2018], tout en offrant un accès plus simple et plus
rapide à l’information. Cela est d’autant plus important que l’on utilise
quotidiennement de multiples interfaces.

7.1.2 L’ère de l’ubiquité

Par rapport aux environnements de bureau, l’informatique ubiquitaire
fait référence à l’utilisation de n’importe quel appareil en n’importe quel
lieu. L’informatique ubiquitaire explore les interactions multimodales et
multiutilisateurs qui ne se limitent pas aux ordinateurs portables, aux
téléphones mobiles, aux tablettes ou aux dispositifs portables. Par exemple,
Brudy et al. [2020] a introduit SurfaceFleet pour explorer les interactions
inter-appareils qui ne sont pas limitées à l’appareil, à l’application, à
l’utilisateur et au temps. De plus, Houben et al. [2014] a exploré un
espace centré sur l’activité des appareils multifonctionnels pour fournir
un accès ubiquitaire à l’information (Figure 7.2). En outre, l’informatique
ubiquitaire favorise la création d’interfaces post-WIMP [Jetter, 2013] qui
améliorent les expériences et les performances des utilisateurs [Poor et al.,
2016]. Le terme "post-WIMP" a été introduit par Andries van Dam et fait
référence à d’autres modes de présentation de l’information et d’interaction
avec l’utilisateur : "A post-WIMP interface to me is one containing at least
one interaction technique not dependent on classical 2D widgets such as menus
and icons" - van Dam [1997]. Au lieu de cela, les interfaces post-WIMP
s’appuient sur la communication en langage naturel, comme les gestes et
la reconnaissance vocale, et se concentrent sur des principes de conception
qui reflètent les objectifs de l’Ubicomp, comme la réduction de l’effort
cognitif au cours de l’interaction.

Figure 7.2: ActivitySpace : avec un
dispositif maître (ordinateur portable),
les informations peuvent être déplacées
entre les dispositifs ou stockées dans
l’espace partagé. En outre, la configura-
tion du système peut être préservée tout
en permettant la mobilité des appareils
en les épinglant dans l’environnement.
[Houben et al., 2014]
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De plus, le paradigme de l’informatique ubiquitaire permet d’intégrer
de manière transparente les interfaces dans les objets et les environnements
de la vie quotidienne, tels que les espaces publics, les habitations et les
bureaux. Par exemple, dans les maisons intelligentes, les téléviseurs avec
télécommande, les cadres photos, les téléphones portables, les écrans
tactiles, les chaînes stéréo et les PC peuvent être utilisés de manière com-
plémentaire. Dans le sillage de la vision ubiquitaire, Raskar et al. [1998]
a introduit le concept de "bureau du futur" (Figure 7.4), dans lequel il
propose de projeter des interfaces partout dans l’espace de travail. Selon
cette vision, tout peut être une surface d’affichage dans l’environnement
réel. Ce concept vise à créer un environnement adaptatif et personnalisé
pour chaque utilisateur.

Les termes "ubiquitaire" et "interfaces pervasives" sont souvent utilisés
de manière interchangeable. Ce concept a récemment gagné en popularité
avec un besoin accru d’accès aux données en raison d’un contenu interac-
tif dynamique et d’un vocabulaire d’interaction cohérent entre plusieurs
dispositifs, par exemple en utilisant des gestes tactiles dans les affichages
publics ou les interfaces des voitures. La notion d’interfaces ou d’affichages
ubiquitaire couvre de nombreux cas d’utilisation, tels que les bâtiments
intelligents, les auditoriums d’université, les musées, les salles d’exposition
et les devantures de magasins. Par exemple, pour faciliter les présenta-
tions pendant les réunions, le brainstorming ou l’éducation et améliorer
l’expérience interactive, Cotting et al. [2006], Jones et al. [2013] a introduit
des interfaces sensibles à l’environnement basées sur la projection. En
outre, les projections pourraient être utilisées pour des dispositifs interact-
ifs mobiles afin de concevoir et d’explorer de nouveaux facteurs de forme
[Brockmeyer et al., 2013]. De plus, les interfaces pervasives pourraient
être utilisées dans le contexte de la maintenance pour aider les techniciens
(maintenance, entretien-réparation), y compris la lecture d’incidents à dis-
tance et les simulations pour les futurs bâtiments. Le concept des interfaces
pervasives peut également avoir un impact sur des millions d’utilisateurs,
car elles peuvent présenter diverses visualisations de données et informa-
tions dans de nombreux domaines, tels que l’éducation, le divertissement,
la santé ou la criminalistique.

7.1.3 Interfaces pervasives à forme libre

Les interfaces pervasives ne se limitent pas aux zones d’affichage rectangu-
laires traditionnelles. Elles utilisent des formes libres non conventionnelles,
telles que circulaires ou triangulaires, et ont été explorées dans divers
domaines. Ces interfaces de forme libre sont couramment utilisées dans les
smartwatches circulaires commerciales et permettent de nouvelles méth-
odes de saisie, telles que l’interaction avec la lunette de la montre. L’iPhone
14 est un autre exemple commercial d’interface à forme libre. Dans ces
smartphones, Apple a introduit un îlot dynamique, une zone de l’écran
dont la forme et la taille peuvent changer pour afficher des alertes et des
notifications. En outre, les interfaces de forme libre sont utilisées dans les
tableaux de bord des voitures, car elles présentent des avantages fonction-
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nels pour s’adapter à un environnement particulier. D’autres scénarios
peuvent impliquer l’intégration d’interfaces dans des plaques de cuisson,
des miroirs et des poignées de vélo et présenter des informations dans
des panneaux routiers circulaires et triangulaires (Figure 7.3). Ces inter-
faces de forme libre peuvent également être projetées n’importe où dans
l’environnement, ce qui permet une grande polyvalence dans le choix de
l’emplacement optimal pour leur projection. Dans les contextes ubiqui-
taires, les interfaces sont sujettes à des changements dynamiques en fonc-
tion de l’environnement. Par exemple, lorsqu’un utilisateur ajoute un objet
physique, l’interface s’adapte à l’occlusion. Par conséquent, les interfaces
adaptatives tenant compte de l’environnement fournissent une couverture
efficace de l’espace et une visibilité du contenu virtuel [Riemann et al.,
2018]. En outre, les interfaces non rectangulaires offrent davantage de pos-
sibilités créatives aux concepteurs et une expérience utilisateur attrayante
pour les utilisateurs [Lu et al., 2020, Basballe and Halskov, 2010]. Les
interfaces non rectangulaires permettent de nouveaux types d’applications
qui n’étaient pas possibles auparavant, comme les installations interactives
et les expositions dans les musées [Lu et al., 2020, Lee et al., 2019].

Figure 7.3: Quelques scénarios
d’application pour les interfaces perva-
sives de forme libre : utilisation d’un
miroir de poche pour des informations
privées (à gauche), d’une plaque de
cuisson pour afficher des recettes
(au milieu), de panneaux routiers
d’avertissement pour afficher des
informations destinées au public (à
droite) [Serrano et al., 2016]

Les interfaces ubiquitaires de forme libre peuvent être utilisées dans des
environnements plus immersifs et offrent une toile infinie pour le contenu
virtuel (Figure 7.4). Ces interfaces peuvent être totalement immergées dans
une réalité virtuelle (RV) ou une réalité augmentée (RA) immersive à l’aide
d’un casque (head-mounted displays ou HMD) avec une superposition
d’images numériques. L’interaction dans de tels environnements immersifs
diffère des interfaces 2D traditionnelles non immersives. L’organisation
spatiale d’un contenu virtuel nécessite différentes modalités d’entrée. Par
exemple, les technologies de RA utilisant des HMD permettent d’interagir
avec le contenu virtuel par des gestes de la main. Outre l’interaction
manuelle, l’emplacement du contenu virtuel peut être optimisé et organisé
automatiquement. Ces optimisations automatiques du contenu virtuel
ne nécessitent plus d’intervention de la part de l’utilisateur et peuvent
être basées sur différentes contraintes telles que l’association sémantique,
le point de vue de l’utilisateur, la géométrie de l’environnement ou la
persistance du contenu dans le temps.
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Figure 7.4: Exemple d’Ubicomp. Con-
cept de bureau du futur, où les interfaces
sont projetées sur les surfaces horizon-
tales et verticales.

7.1.4 Nouveaux défis

Ce travail de thèse fait partie du projet ANR JCJC PERFIN (PERvasive
Freeform INterfaces), qui se concentre sur la création d’un paradigme
d’interaction pour les interfaces utilisateur qui ne sont pas présentées
dans des formes d’affichage rectangulaires. Dans ce travail, nous nous
intéressons principalement à deux formes d’interfaces pervasives de forme
libre : les interfaces projetées et les interfaces immersives de réalité aug-
mentée (Figure 7.5). Comme illustré précédemment, ces interfaces sont
caractérisées par leur zone d’affichage libre, leur contenu dynamique, leur
interaction spatiale et leur mise en page complexe du contenu, ce qui a
conduit à l’utilisation d’approches basées sur l’optimisation de la mise
en page. En tant que telles, ces interfaces posent de nouveaux défis en
matière d’organisation du contenu et d’interaction, comme le décrit la Sec-
tion 7.2. Pour relever ces défis, il est nécessaire de réexaminer les principes
fondamentaux de l’IHM recueillis au fil des années, en ce qui concerne la
présentation et l’interaction avec le contenu sur les interfaces rectangulaires.
Nombre de ces principes doivent être repensés pour prendre en charge les
interfaces non rectangulaires. Pour atteindre les objectifs de PERFIN, cette
thèse aborde le défi général de la disposition du contenu virtuel sur des
interfaces pervasives de forme libre.
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Figure 7.5: Une interface projetée sur
une assiette (à gauche) et une interface
de réalité augmentée contrôlée par les
mains (à droite) - source.

7.2 Défis et questions de recherche

Pour relever le principal défi de l’organisation du contenu virtuel dans
les interfaces pervasives de forme libre, nous le déclinons en quatre défis
concrets.

Défi 1 - Adaptation de l’interface à une surface d’affichage de forme
libre. Le déploiement d’interfaces de forme libre est rendu difficile par
la non-rectangularité de la surface d’affichage (par exemple, une table
circulaire), ainsi que par la présence d’objets (par exemple, une tasse ou
un livre sur une table) qui peuvent occulter le contenu en fonction de la
perspective d’observation. Il est complexe d’adapter les interfaces actuelles
pour qu’elles s’adaptent mieux à l’espace disponible et en tirent profit, car
les fenêtres et les widgets des interfaces graphiques traditionnelles sont
principalement rectangulaires et conçus pour des écrans rectangulaires. Ce
défi conduit à la première question de recherche (QR1) : Comment adapter
l’interface aux zones d’affichage de forme libre (forme extérieure) et à
la présence d’objets physiques qui peuvent occulter l’interface (trous
intérieurs) ?

Défi 2 - Modification dynamique de la zone d’affichage. Dans ces
contextes ubiquitaires, l’interface doit pouvoir s’adapter dynamiquement
à l’espace d’affichage disponible. Cela pose un problème supplémentaire
pour la forme extérieure ou les trous intérieurs, par exemple lorsque
l’utilisateur déplace une tasse sur l’interface. Ces défis conduisent à la
question de recherche suivante (QR2) : Comment adapter dynamiquement
la présentation de l’interface à un changement de la forme extérieure ou
des trous intérieurs ?

Défi 3 - Manque de contrôle de l’utilisateur sur l’optimisation. Per-
mettre aux utilisateurs de contrôler l’organisation du contenu est essentiel
pour un accès efficace aux données. Cependant, la disposition manuelle du
contenu virtuel dans le monde réel environnant est complexe et fastidieuse.
En revanche, l’optimisation automatique de l’emplacement du contenu ne
nécessite aucune entrée de la part de l’utilisateur mais ne lui permet pas de
contrôler l’optimisation de l’emplacement qui en résulte, même s’il a été
démontré que l’ajout d’une interaction dans les systèmes d’optimisation
était bénéfique et apprécié par les utilisateurs dans d’autres contextes. Par
conséquent, pour garantir le contrôle de l’utilisateur, la nécessité d’un

https://augment-it.com/en/hololens-2-ar-applications-for-more-efficiency-in-companies/
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"humain dans la boucle" [Williams et al., 2016, Roy et al., 2019] soulève la
question de recherche suivante (QR3) : Comment introduire l’interactivité
dans les systèmes d’optimisation de la mise en page ?

Défi 4 - Interaction spatiale pour contrôler la disposition de l’interface.
Les environnements immersifs requièrent différentes modalités d’interaction
spatiale. Par exemple, les casques de réalité augmentée permettent aux util-
isateurs d’organiser le contenu virtuel à l’aide de gestes de la main. Toute-
fois, ces technologies reposent sur l’héritage des composants de l’interface
graphique, tels que les menus contextuels et les widgets de l’interface
utilisateur. D’où la nécessité d’une interaction holistique, fluide et intu-
itive [Elmqvist et al., 2011] qui permette à n’importe quel utilisateur de
guider rapidement l’optimisation de la disposition dans le monde réel.
Cela conduit à une nouvelle question de recherche (QR4) : Comment
fournir un ensemble de gestes spatiaux pour contrôler l’optimisation de
l’agencement sans dépendre de l’héritage de l’interface graphique ?

7.3 Contribution

Nos contributions abordent les quatre questions de recherche précédentes
séparément dans deux travaux complémentaires. Notre premier travail sur
les interfaces projetées, Dynamic Decals (Figure 7.6), répond aux questions
de recherche QR1 et QR2. Notre deuxième travail sur la réalité augmentée,
User-driven Constraints (Figure 7.7), répond aux questions de recherche
QR3 et QR4.

Figure 7.6: Dynamic Decals: Pervasive
Freeform Interfaces using Constrained
Defofmable Graphical Elements
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Pour répondre à la question de recherche 1 (QR1 - Comment adapter
l’interface aux zones d’affichage de forme libre (forme extérieure) et à la présence
d’objets physiques susceptibles d’occulter l’interface (trous intérieurs)?), nous
contribuons à la décomposition de l’interface graphique en éléments
graphiques plus petits appelés "decals". Les decals peuvent être automa-
tiquement déformés lorsqu’ills entrent en collision les un avec les autres,
avec des objets physiques ou avec les limites de la fenêtre d’affichage.
Cette déformation permet au contenu de l’interface de prendre une forme
libre et de maximiser l’occupation de l’espace. La déformation est effec-
tuée à l’aide de déformateurs de fonctions de champ. Nous introduisons
quatre nouveaux déformateurs pour modéliser les objets de l’interface
utilisateur lorsqu’ils entrent en collision, en fonction de deux comporte-
ments intérieurs (écrasement ou chevauchement) et de deux comportements
frontaliers (union ou mélange). Nous implémentons également trois formes
initiales différentes pour les decals : circulaire, rectangulaire et rectangu-
laire avec des coins arrondis. En outre, nous avons utilisé trois types de
contenu pour les decals (icônes, images et texte) ; cependant, l’approche
générale est valable pour n’importe quel autre contenu.

Pour répondre à la question de recherche 2 (QR2 - Comment adapter
dynamiquement la disposition de l’interface en raison de la présence d’objets
physiques?), nous proposons une approche basée sur les contraintes. Nous
introduisons un nouvel ensemble de contraintes pour garantir que la dispo-
sition générale des decals respecte les propriétés de disposition adéquates.
Les contraintes sont définies comme des fonctions de coût mesurant des pro-
priétés d’interface spécifiques, par exemple, les decals doivent rester dans
la zone d’affichage et ne pas se superposer à des objets physiques, et les
decals doivent rester à une distance minimale donnée. Lorsque l’utilisateur
interagit avec l’interface utilisateur ou lorsque la zone d’affichage est mod-
ifiée, nous optimisons l’emplacement des decals en minimisant le coût
introduit par ce changement, tel que mesuré par les contraintes.

Figure 7.7: User-driven Constraints for
layout optimisation in Augmented Real-
ity

Pour explorer la question de recherche 3 (QR3 - Comment introduire
l’interactivité dans les systèmes d’optimisation de l’agencement), nous proposons
un espace de conception pour les contraintes pilotées par l’utilisateur,
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c’est-à-dire des contraintes qui peuvent être définies ou paramétrées par
l’utilisateur, pour affiner l’optimisation de l’agencement de la réalité aug-
mentée de manière interactive. Notre espace de conception prend en
compte les facteurs suivants : la contrainte pilotée par l’utilisateur, la
région d’application de la contrainte et les paramètres de la contrainte.

Pour répondre à la question de recherche 4 (QR4 - Comment fournir
un ensemble de gestes spatiaux pour contrôler l’optimisation de la mise en page
sans dépendre de l’héritage de l’interface graphique ?), nous avons mené une
étude d’élicitation des gestes pour trouver les gestes qui permettraient à
l’utilisateur de définir, en une seule fois, la contrainte, ses paramètres et
la région spatiale qu’elle applique. Notre approche s’éloigne des inter-
faces graphiques héritées qui tendent à peupler les plateformes de réalité
augmentée, car elles brisent le flux d’interaction et détournent l’attention
de l’utilisateur du monde réel qui l’entoure. Notre approche est égale-
ment accessible aux utilisateurs ayant une expertise limitée en matière
d’optimisation des contraintes.

7.4 Méthodologie et approche

Nous adoptons le processus de recherche itératif qui est largement util-
isé en IHM pour concevoir, évaluer et affiner les systèmes interactifs.
Bien que nous appliquions largement l’évaluation centrée sur l’utilisateur,
nous utilisons également d’autres types d’approches de validation plus
courantes dans l’infographie, telles que l’évaluation automatique con-
trôlée. L’approche itérative met l’accent sur le retour d’information et
l’amélioration continus en procédant à de multiples itérations de concep-
tion basées sur les idées et les préférences de l’utilisateur. Elle permet
également d’identifier et de résoudre les problèmes d’utilisabilité, en veil-
lant à ce que le système final réponde aux besoins et aux attentes des
utilisateurs.

Notre premier travail, Dynamic Decals (Figure 7.6), se situe à l’intersection
de l’IHM et de l’infographie et répond aux questions de recherche QR1 et
QR2. Pour concevoir, développer et évaluer nos decals dynamiques, nous
avons adopté l’approche suivante :

1. Nous avons défini un nouveau type de widget déformable appelé Dy-
namic Decals.

2. Nous avons conçu et mis en œuvre le comportement graphique des
decals dynamiques. Nous avons ensuite validé l’implémentation par
le biais d’une étude utilisateur demandant aux participants d’évaluer
les déformations résultant de l’application des quatre déformateurs
à la forme et au contenu des decals susmentionnées en fonction de
différentes mesures de visibilité et d’esthétique.

3. Nous avons conçu et mis en œuvre une approche basée sur les con-
traintes pour contrôler le placement des decals. Pour valider ces con-
traintes par le biais d’une évaluation automatique contrôlée, nous avons
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mis en œuvre diverses interfaces et émulé soit un objet physique occul-
tant son contenu, soit un changement de la forme globale de l’affichage.

4. Nous avons validé l’approche des decals dynamiques par le biais d’une
étude utilisateur comparant notre approche à deux lignes de base,
lorsqu’un objet physique occulte le contenu et lorsque l’interface s’adapte
à une zone d’affichage de forme libre.

Notre deuxième travail sur les contraintes imposées par l’utilisateur
(Figure 7.7) permet de répondre aux questions de recherche QR3 et QR4.
En résumé, notre approche de développement est la suivante :

1. Nous avons créé un espace de conception pour l’optimisation interactive
de l’agencement dans les environnements de réalité augmentée. Notre
espace de conception prend en compte les facteurs suivants : la con-
trainte imposée par l’utilisateur, la région d’application de la contrainte
et les paramètres de la contrainte.

2. Nous avons mené une étude d’élicitation des gestes pour explorer cet es-
pace de conception, en nous concentrant sur les gestes que les utilisateurs
effectueraient pour une telle optimisation interactive. Les participants
ont proposé des gestes pour un ensemble de combinaisons de contraintes,
de paramètres et de régions tout en portant un HMD.

3. Nous avons conçu un système impliquant un ensemble complémen-
taire de gestes pour définir les différentes contraintes. Nous avons
développé notre conception dans un prototype de validation qui dé-
montre l’application de notre espace de conception dans un scénario
potentiel du monde réel.

4. Nous avons validé notre approche par le biais d’une étude somma-
tive contrôlée, dans laquelle les participants devaient créer plusieurs
contraintes en même temps pour organiser un ensemble de contenus
virtuels.

7.5 Structure du manuscrit

Ce manuscrit est composé de cinq chapitres, dont le présent Chapitre
d’Introduction. Dans le Chapitre 2, nous présentons une revue de la
littérature de l’organisation et de l’adaptation de la présentation dans les
interfaces statiques et dynamiques, des techniques d’optimisation de la
présentation et de l’interaction dans les environnements immersifs. Dans
le Chapitre 3, nous présentons Dynamic Decals, une nouvelle approche
pour surmonter les défis des interfaces pervasives causés par une zone
d’affichage de forme libre et l’occlusion d’objets. Dans le Chapitre 4,
nous présentons les User-driven Constraints en abordant les défis liés à la
définition des contraintes par les utilisateurs afin d’optimiser le placement
du contenu virtuel dans les environnements de réalité augmentée immersifs.
Enfin, dans le Chapitre 5, nous concluons ce manuscrit en résumant les
contributions présentées et en discutant des perspectives de travaux futurs.
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